
CHAPTER 20

RADIATION EFFECTS ON DNA: THEORETICAL
INVESTIGATIONS OF ELECTRON, HOLE
AND EXCITATION PATHWAYS TO DNA DAMAGE
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Abstract: Radiation induced DNA damage is the most significant biological effect of radiation.
Initially, radiation interacts with each component of DNA randomly resulting in DNA
holes, electrons and excited states. Holes and electrons undergo rapid transfer to the
most stable sites followed by proton transfer processes. These initial effects depend on
the fundamental properties of DNA such as ionization potentials and electron affinities
which are amenable to high level ab initio theories such as density functional theory.
In this review, the recent theoretical treatments of these likely radiation intermediates
are discussed. Topics include DNA base and base pair electron affinities, ionization
potentials, proton transfer processes, solvation effects on the electron affinity of bases and
base pairs, the role of low energy electrons (LEEs) in DNA damage, and sugar radical
formation from hole excited states. These results clearly show a role for molecular orbital
theories in developing a full explanation of the radiation damage processes

Keywords: Radiation Induced Damage, Ionization Potential, Electron Affinity (EA), Low Energy
Electron (LEE), Strand Breaks, Solvation of DNA Bases, Guanine Radical Cation (G•+),
TD-DFT Study

20.1. INTRODUCTION

Exposure of living systems to ionizing radiation results in a wide assortment of
lesions the most significant of is damage to genomic DNA. Mechanisms that
lead to specific radiation induced DNA damage are of intense research interest
[1–8]. Initially radiation ionizes each component of DNA, i.e., bases, sugar-
phosphate backbone and the surrounding water molecules randomly resulting in
many secondary electrons. Most of the secondary electrons produced are low energy
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electrons (LEE) in the 0–15 eV range [8–10]. Recently, these LEEs have been found
to result in a specific damage to DNA by bond rupture [10–16] chiefly through disso-
ciative electron attachment (DEA) mechanisms. However, most electrons ultimately
thermalize and either recombine with holes or are captured by the DNA bases of
highest electron affinity, i.e., the pyrimidine bases (thymine and cytosine) [17–18]
forming anion radicals. The holes (cation radicals) produced in the ionization
event in DNA migrate through the DNA to the sites of lowest ionization energy
[18–21]. Among the four DNA bases (adenine (A), thymine (T), guanine (G) and
cytosine (C)) guanine base has the lowest ionization potential (IP) [2, 3, 22–25] and
because of this property guanine acts as the predominant hole acceptor site in DNA.
Holes initially created on sugar-phosphate may undergo two competitive reactions:
(i) deprotonation of the sugar cation radical to form neutral sugar radicals and (ii)
hole transfer to the nearest DNA base [2, 26].

Recently, it has been reported that irradiation of DNA by a high-energy Argon
ion-beam [27, 28] (high linear energy transfer, LET, radiation) produced a far
greater yield of sugar radicals than was found by �-irradiation (a low LET radiation).
The sugar radical formation is of interest in DNA as these species directly lead
to DNA strand breaks and DNA strand breaks are among the most biologically
important lesions. Since these sugar radicals were formed predominantly along the
ion track, where ionizations and excitations are in proximity, it was proposed that
excited state cation radicals could be the direct precursors of the neutral sugar
radicals [27, 28]. Visible photoexcitation of the guanine radical cation (G•+) in DNA
and in the model compounds of deoxyribonucleosides and deoxyribonucleotides
gave a high yields of deoxyribose sugar radical formation [29] which confirmed
the proposed hypothesis [27, 28]. Such track structure dependent phenomenon are
especially significant in the formation of the most lethal type of damage, the double
strand break from multiple damage sites (MDS). When several DNA damages are
produced in close proximity on both DNA strands, double strand breaks arise which
are resistant to repair enzymes because of the loss of local structural information.
For this reason high LET radiations (�-particles, atom ion beams, neutrons) are
far more biologically damaging by ca. 10 fold than low LET radiations such as
�-particles, X-rays and �-rays.

The overview described above clearly shows that DNA damage processes are
complex but all stem from the initial ionization and excitation events. Owing to
the simplicity of the initial events ionization and electron addition a detailed under-
standing of these initial steps are amenable to treatment by first principles. In recent
years, as a result of the ready access to substantial computational resources these
initial mechanisms have been addressed using sophisticated ab initio (Hartree-Fock
(HF), Møller-Plesset perturbation theory (MP2)) and the density functional (DFT)
methods [30, 31]. These theoretical predictions when combined with experimental
results give considerable insight and in depth understanding of the mechanisms
of DNA damage. Experimental results become better understood when theoretical
modeling allows for new interpretations and suggestions for further experiments
arise. In this review, we will discuss our recent efforts employing theory to aid
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our understanding of DNA base and sugar radical formation, DNA base electron
affinities and ionization potentials, the effect of base-pairing and proton transfer,
processes induced by excited states of DNA base radical cations in nucleosides
and dinucleosides, interaction of LEEs with nucleotides leading to strand breaks
and finally, the preferred states of protonation and tautomerization in the guanosine
radical cation.

20.2. GROUND STATE ION RADICAL FORMATION

Formation of ion radicals, i.e., cation and anion radicals, as a result of high energy
radiation is a primary step in DNA damage by direct mechanisms. Therefore,
it has long been recognized that knowledge of ionization potentials (IPs) and
electron affinities (EAs) of DNA bases (A, T, G and C), sugar and phosphate is of
fundamental importance. Structures of DNA and bases (A, T, G and C) and RNA
base (uracil (U)) are shown in Figure 20-1. It has been known from electron spin
resonance (ESR) studies of �-irradiated DNA at low temperature, that the purine
cations (mainly G•+ and small amounts of A•+) and pyrimidine anions (T•− and C•−

roughly in equal amounts initially) were trapped in DNA [32]. In addition to IPs
and EAs, theoretical calculations were performed to fully understand the molecular
structure of radicals, the nature of hole and electron localization and spin density
distribution within the molecule.

20.2.1. Ionization Potential of DNA Bases and Base Pairs

Gas phase ionization potentials (IPs) of DNA bases, guanine, adenine, thymine
and cytosine, have been calculated using a variety of levels of theory [33–
40]. In Table 20-1, we compare representative theoretical values with available

N N

N
N

H

H

H

N N

N
N

O

NH2

H

H

H

N

N

O

O

H

H

CH3

H

N

N

O

O

HH

H

H

N

N

O

NH2

H

H

H

Adenine (A) Guanine (G) Thymine (T)

Uracil (U)Cytosine (C)

NH2
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experimental data [41–43]. Using the MP2/6-31+G(d)//HF/6-31G∗ method, Colson
et al. [33] calculated the gas phase adiabatic ionization potential (IPadia) of G, A, C
and T, which were found to lie within 0.1 eV of the experimental values (Table 20-
1). The vertical ionization potentials (IPvert) are also calculated within 0.2 eV except
thymine, which had a difference of 1.2 eV; however, subsequent calculations of the
IPvert of thymine by other workers (Table 20-1) show an excellent agreement with
experiment [38, 39]. Using photodetachment-photoelectron (PD-PE) spectroscopy,
Yang et al. [43] recently found the ionization potentials (IPs) of nucleotide anions
and observed that 2′-deoxyguanosine 5′-monophosphate has a lower IP than the
other three DNA nucleotides as would be expected from the DNA bases IPs. More
recent calculations find values in excellent agreement with experiment by the use
of extended basis sets and higher level of theories, such as electron propagator
calculation by Ortiz et al. [37–40]. From Table 20-1, we see that experimental
order of the ionization potential G < A< C < T is very well predicted by the
theory.

Since DNA damage in a biological system occurs in aqueous environments, the
effect of aqueous solvent on the ionization energies of the DNA components needs
to be considered. The ionization thresholds energy of nucleotide anions in aqueous
solution has been estimated from gas-phase photoelectron experiments, combined
with results from self-consistent field (SCF) and post-SCF MO calculation and
with theoretical Gibbs free energy of hydration by LeBreton et al. [44]. They
[44] showed that the solvation has pronounced effect and lowers the ionization
potential of the nucleobases by several eVs below the gas-phase values [41, 42].
Using polarized continuum model (PCM) with water as solvent (� = 78�4) the
B3LYP/6−31++G(d,p) calculation was carried out by Close [45]. After solvation
energy correction of the electron, the ionization potentials of G, A, C and T were
found to be 4.71 eV, 5.05 eV, 5.32 eV and 5.41 eV, respectively, which are in good
agreement with those estimated by LeBreton et al. [44]. Interestingly, the IPs of
the solvated systems has the same order G < A < C < T as found in gas-phase
[33–43] (Table 20-1).

In double stranded DNA, base pairs (shown in Figure 20-2) represent the funda-
mental units and their IPs have been studied in detail in a series of investigations.
The base pair donor hydrogen bonds provide increased stability for the cation
radicals formed and also provide opportunities for interbase proton transfer. In
Table 20-2, we present the adiabatic and vertical IPs of GC and AT base pairs
calculated using a variety of methods. Using Koopmans’ theorem, Colson et al.
[46] estimated the IPs of DNA bases in the AT and GC base pairs at HF/3-21G
and HF/6-31+G(d)//HF/3-21G levels of theory. They found that the IPs of A and
T in AT base pair was unaffected while the IPs of G and C in the GC base pair
was modified significantly and IP of G was lowered by 0.54 eV and IP of C was
increased by 0.58 eV. This is easily understood as follows. Donor hydrogen bonds
stabilize the base cation radical while acceptor hydrogen bonds tend to destabilize
the system energetically. In GC the G cation radical has two donor hydrogen bonds
and one hydrogen bond acceptor while in AT the A cation radical has one donor
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Figure 20-2. Scheme showing the neutral, one electron oxidized and proton transfer reactions in GC
and AT base pairs in DNA

and one acceptor H-bond (see Figure 20-2). Using the B3LYP/6-31+G(d) method,
Li et al. [47] calculated the adiabatic and vertical ionization potentials of GC and
AT base pairs. The zero point energy (ZPE) corrected IPs of GC and AT base
pairs are found to be 6.90 and 7.68 eV, respectively. Hutter and Clark [48] also
calculated the adiabatic IPs of GC and AT base pairs and after a linear correlation
to experimental IP values they estimated 7.08 and 7.79 eV for GC and AT base
pairs, respectively. However, Bertran et al. [49] estimated adiabatic IP of GC and
AT base pairs as 6.96 and 7.79 eV, respectively. These results predict that GC base
pair has the lowest IP in comparison to the AT base pair. These theoretical results
show that GC base pair in DNA is the preferred site for hole stabilization with the
hole localize on G. Li et al. [47] further calculated the reorganization energy for an
adiabatic electron transfer (ET) process in which a hole begins on a base pair and
ends on the base pair of the same type. They calculated the reorganization energies
of AT and GC base pairs as 0.37 eV and 0.70 eV, respectively, which are the sum of
the two relaxation energies, i.e., the nuclear relaxation energy after hole formation
in a base pair and the relaxation energy after recombination of the electron and
the relaxed base pair cation [47]. This suggests that hole transfers through stacked
AT base pairs more rapidly because of the low reorganization barrier. This is in
agreement with results found in experiments of Giese et al. [50], Sartor et al. [51]
and recently by Majima et al. [52].

While these studies give good estimates for the IPs, it has been shown that the
properties of DNA components are affected by the first few waters of hydration
which mimic the first hydration shell around the molecule. For example, each water
that acts as a net hydrogen bond donor to a base results in an elevation of the
IP while each water that acts as a net hydrogen bond acceptor will tend to lower
the IP [54]. The solvation model, e.g., PCM (polarized continuum model), which
takes into account the effect of the bulk solvent on the solute lacks these specific
interactions and has the effect of substantially lowering the IP. Nevertheless, these
first waters need to be included for a good accounting of IPs and EAs.
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In early work, Colson et al. [53, 54] calculated the ionization potentials of GC
and AT base pairs surrounded by four water molecules. In the study, they used
HF/3-21G∗ and HF/6-31+G(d)//HF/3-21G∗ methods. Using Koopmans’ theorem,
they calculated the vertical ionization potential (IPvert) of GC and AT base pairs
to be 7.80 and 8.59 eV, respectively (Table 20-2). However, the corresponding
adiabatic ionization potential (IPadia) calculated using HF/6-31+G(d)//HF/3-21G∗

method was found to be 6.53 and 7.45 eV, respectively. These values are larger than
found without water as a result of most of the waters acting as H-bond donors. These
values however did not consider bulk solvation on the DNA structure and this has
been considered more recently by Schuster et al. [55] who studied the neutral and
cationic form of duplex DNA d(5′-(G)n-3′), for n = 2 and n = 3 with the base pairs
arranged in the standard crystallographic structure. In the calculation, the phosphate
group was neutralized by Na+ counterions and structure was solvated by water
molecules. They calculated the vertical IP [d(5′-(G)3-3′�
 = 4�67 eV and vertical
IP [d(5′-(G)2-3′�
 = 5�94 eV. The adiabatic IP of d(5′-(G)2-3′) was calculated to be
5.44 eV. Using HF and MP2 methods and cc-pVDZ basis set, Hutter [56] recently
reported the IP of GGG in the range of 5.64–7.07 eV, respectively. The ionization
potentials of stacked DNA base guanine are also calculated by Prat et al. [57] and
Sugiyama and Saito [58]. These results show that in DNA the site which has several
stacked guanine bases corresponds to the preferred site for oxidation or has lowest
ionization potential [56–58].

20.2.2. Proton Transfer Reactions in Base Pair Ion Radicals

Experimental work [59–64] has shown that proton transfer between bases in base
pairs can further stabilized a base pair ion radical (see Figure 20-2). Such proton-
transfer reactions have been shown to regulate hole and electron transfer processes
through the stacked DNA bases. Steenken [59, 60] first considered those proton
transfer reactions in base pair ion radicals where hydrogen bonded protons likely
transfer between base pairs. He [59, 60] also noted that acidity of the comple-
mentary purine base and the basicity of the radical anion would affect the extent
of such a proton transfer. For example, the pKa of deoxyguanosine is 9.4 (weak
acid) and pKa of cytosine radical anion (C(N3H)•) is ≥13.0 (strong base), thus
a proton transfer from guanine to cytosine radical anion is favored. However,
the pKa of deoxyadenosine is ≥ 14 (very weak acid) and pKa of T•− (T(O4H)•)
is ≥ 6.9 (weak base) and thus proton transfer from A to T•− is very unlikely.
Similar reasoning to the one electron oxidized GC and AT base pairs was also
applied [59, 60].

For comparison to these predictions from experimental results [59, 60], Colson
et al. [46, 65] studied the proton transfer reactions in GC and AT base pairs in their
radical cationic and anionic states using HF/3-21G∗ and HF/6-31+G(d)//3-21G∗

levels of theory (see Figure 20-2). Their calculated proton transfer energies
(difference between the total energies of the ionized radical base pairs before
and after proton transfer) at HF/3-21G∗ level of theory correlated very well with
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the experimental values determined by Steenken [59, 60]. Theoretical calcula-
tions [46] are also able to predict the similar tendencies for proton transfer as
shown in Table 20-3. More recently, the proton transfer reaction in radical ions
of GC and hypoxanthine-cytosine base pairs has been investigated in detail by
Li et al. [47b] at B3LYP/6-31+G(d) level of theory. They calculated the activation
barrier (transition state) for the interbase proton transfer, and the corresponding
enthalpy (�H) and the free energy (�G). It was also concluded from the thermo-
dynamic data (activation barrier, �H and �G) that proton transfer is predicted to
be highly favored in the GC anion radical base pair while it is less favorable for
GC cation radical [47b]. These GC anion radical results are in excellent agreement
with predictions from experiment (Table 20-3) whereas those for the GC cation
radical are in slight disagreement ca. 2 kcal/mol. From vibrational analyses Li et al.
[47b] also concluded that oscillatory motion in DNA can promote proton transfer
as proposed for the phonon assisted proton-electron transfer process along the
DNA [66]. The proton-coupled charge/electron-transfer mechanism received wide
attention from experimental and theoretical point of views [60, 67–71]. In this
scenario, the charge hopping is linked to the proton transfer from G to C. Hutter and
Clark [48] and Bertran et al. [49] earlier calculated the proton transfer reaction in
radical cations of GC and AT base pairs. Bertran et al. [49], using B3LYP/6-31G∗∗

method, found that both GC•+ and AT•+ and the corresponding proton transferred
complexes (Table 20-3) have almost identical �Gs (ca. 1.3 kcal/mol). Hutter and
Clark [48] using UB3LYP/D95∗//UHF/6-31G∗ level of theory, found that GC•+ and
its proton transferred analog (•G(–H1+�C(+H3+�+� after ZPE correction differ by
1.6 kcal/mol. Not surprisingly from these theoretical results, Nir et al. [72] observed
a fast G → C proton transfer on a nanosecond time scale using resonance-enhanced
multiphoton ionization (REMPI). From Table 20-3, except for those for AT•+we
see that all the theoretical methods agree well suggesting even the lowest theoretical
level employed gave quite predictive results. For AT•+it is interesting that the

Table 20-3. Calculated proton transfer energies (kcal/mol) along with experimental values

Proton transfer reactiona �E (�G) Exptb

HF/3-
21G∗c

B3LYP/6-
31+G(d)d

B3LYP/6-
31G∗∗e

pKa �G

GC•+ →•G(−H1+)C(+H3+�+ 1�18 1.25 (1.39) 1.4 (1.3) {1.6}f −0�5 −0�7
GC•− →•C(+H3+�G(−H1+�− −4�91 −3�16�−3�11� ≥ −3�5 ≥ −4�8
AT•+ →•A(−H10+�T(+H9+�+ −1�94 1.5 (1.4) ≥ 6�0 ≥ 8�2
AT•− →•T(+H9+�A(−H10+�− 4�85 ≤ 6�85 ≤ 9�3

aSee Figure 20-2; bDetermined from equilibrium constants estimated by Steenken (ref. [59]); cRef. [46];
dFree energy (�G). Zero point energy (ZPE) corrected free energy (�G), calculated at 298 K in kcal/mol,
is given in parenthesis (ref.[47b]); eRef. [49]; f Hutter and Clark [48]. ZPE corrected �E calculated using
UB3LYP/D95∗//UHF/6−31G∗ method.
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experiment suggests no transfer but theory predicts transfer. This point has not been
tested in experimental work to date.

20.2.3. Base Pairing or Interaction Energies

The base pairing or interaction energy (�E) is defined as the difference between
the total energy of the base pair and the sum of the total energies of the isolated
bases. In base pairs it is also defined as hydrogen bonding energy. If we consider
the following reaction

A +B → AB (20-1)

where, A and B are two interacting bases (reactants) to form base pair AB (product).
The enthalpy of the reaction at a given temperature 298.15 K and 1 atm (�H298� is
calculated from 0 K electronic bond energy (�Eele�, assuming an ideal gas [73], is
given as follows

�H298 = �Eelec +�Etrans	298 +�Erot	298 +�Evib	0 +���Evib�298 +��pV�

(20-2)

Here, �Etrans	298, �Erot	298 and �Evib	0 are the differences between products and
reactants in translational, rotational and zero point vibrational energy, respectively.
���Evib�298 is the change in the vibrational energy difference as one goes from 0 to
298.15 K. �(pV) is the molar work term, (�n)RT and �n = −1 for two components
combining to one molecule.

In Table 20-4, we present theoretically calculated pairing energies along with
experimentally determined values due to Yanson et al. [74] using mass spectrometry
data. Colson et al. [46], using HF/3-21G and HF/6-31+G(d) methods, calculated the
pairing energies of GC and AT base pairs in their neutral, radical anionic and cationic
states. The base pairing energies calculated at HF/6-31+G(d) level, −23�02 and
−10�03 kcal/mol, of neutral GC and AT base pairs are slightly lower ( ∼ 3 kcal/mol)
than the experimental values [74], after ZPE correction the corresponding values
are −21�13 and −8�65 kcal/mol, respectively. Almost similar values were obtained
using B3LYP/6-31+G(d) method by Li et al. [47a], Table 20-4, (BSSE corrections
were not done and such corrections would reduce these values ca. 1–2 kcal/mole).
We noticed that neutral base pairs have been extensively studied and we do not
attempt to fully review this literature. A good deal of earlier work on neutral base
pairs may be found in references [75] and [76]. Using advanced level of theory
the interaction energy of neutral AT and GC base pairs in Watson-Crick as well as
in other conformations has been calculated recently [75, 76] and are presented in
Table 20-4 for comparison purposes. Several of these values for the GC base pair
are substantially overestimates (> 12 kcal/mol) the experimental value [74]. On the
other hand, HF and DFT methods [46, 47a, 49, 75–78] using compact basis sets
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Table 20-4. Base pairing/interaction energy of GC and AT base pairs in their neutral, anionic and
cationic radical states

Method Refs. Pairing/interaction energy (�E)

G + C → G C G•++ C → G•+C G + C•− → GC•−

HF/6-31+G(d) 46 −23.02 −38.05 −34.99
B3LYP/6-31+G(d)a 47a −22.9 (23.5) −40.5 (−41.1) −36.2 (−36.78)
B3LYP/6-31G∗∗b 49 −24.0 −43.0
UHF/6-31G∗f 48 −27.5
B3LYP/6-31G(d,p)b 77 −25.0 −40.9
MP2c 75 −31.6
CCSD(T)c 75 −32.1
DFT-SAPTd 76 −30.5
Expe 74 −21.0

A + T → AT A•++ T → A•+T A + T•− → AT•−

HF/6-31+G(d) 46 −10.03 −17.05 −8.79
B3LYP/6-31+G(d) 47a −10.7 (11.3) −20.6 (−21.2) −12.85 (−13.44)
B3LYP/6-31G∗∗b 49 −10.9 −21.7
UHF/6-31G∗f 48 −12�3
B3LYP/6-31G(d,p)b 78 −12.0 −22.9
MP2c 75 −16.9
CCSD(T)c 75 −16.9
DFT-SAPTd 76 −15.7
Expe 74 −13.0

aZPE corrected values. In parentheses, ZPE corrected enthalpy (�H) are calculated at 298.15 and
1.0 atm; bBasis set superposition error (BSSE) corrected values; cCalculated using complete basis
set (cbs) limit; dDensity functional theory (DFT) including symmetry-adapted perturbation theory
(SAPT); eTemperature-dependent field ionization mass spectroscopic measurements; f ZPE corrected
values.

predict quite reasonable values (see Table 20-4). Although the physical properties
of the neutral base pairs have been studied extensively, the studies of base pairs in
their ionized states are far fewer in number. From Table 20-4, with the exception
of AT•−, it is clear that base pair ion radicals are stronger than neutral base pairs.
The pairing energies of GC•+, GC•− and AT•+ are predicted to be almost two
times stronger than in the neutral base pair by all the theoretical methods [46, 47a,
49, 77, 78]. As seen from the Table 20-4, the pairing energy in AT•− is similar to
the corresponding neutral system. The reason for lack of increase in the value on
base pairing in AT•− likely lies in the site of the localization of the excess electron
and unpaired spin density at C6 on thymine away from the hydrogen bonding sites.
In the cases of GC and AT cation radicals the hydrogen bonds are greatly polarized
by the radical formation increasing the hydrogen bond energies.
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20.2.4. Gas Phase Electron Affinities of DNA Bases and Base
pairs (Valence and Diffuse States)

It is well understood that all of the DNA components, bases, sugar, phosphates
have gas phase vertical electron affinities (VEAs) that are negative in value. Only
in aqueous systems do the most electron affinic of the DNA components, the DNA
bases, have large enough electron affinities to readily trap excess electrons and form
stable anion radicals. While in the gas phase the vertical electron affinities of all the
DNA bases are negative (Table 20-5), the adiabatic electron affinities of the DNA
bases are near zero for T, U, and C but negative for A and G [7, 79–88]. The terms
used in this section for various electron attachment detachment energies, VEA, AEA
and VDE, are defined in Figure 20-3. Recently, several reviews have been appeared
that deal with the electron affinities of the DNA bases [7, 79, 80]. The review by
Svozil et al. [79] gives an excellent overview of this area. In Table 20-5, we present
a summary of our opinion of the best estimates for the vertical and adiabatic valence
EAs from experiment and theory. In Table 20-6, we show a detailed listing of the
calculated and the experimental values. Recently, Vera and Pierini [82] have used
standard DFT methods and compared DFT results with experimentally measured
values of the vertical valence electron affinities of 30 compounds with good results
(±0�2 eV). However, we note that the DFT calculated values for the AEAs are likely
more positive than experiment by ca. 0.15 eV [87]. This is an inherent problem
with the DFT functionals and is not found for high level ab initio HF calculations
such as CCSD(T) or CBS-Q (Table 20-5).

In Tables 20-5 and 20-6, we see that the largest disagreement among calculated
values is for the base guanine, which has theoretical AEA values from −0�7 to
0 eV. The values near zero are a result of basis sets with diffuse functions which
mix valence states with diffuse “dipole bound” states and do not represent good

Table 20-5. Best estimates of valence electron affinities (eV)

Vertical Adiabatic

Type Expa Theory Exp Theory

Refs. 94 87b, 35,82c 95d 87 DFTe ab initioref

G −0�74f −1�25 −0�75 −0�5296

A −0�54 −0�74 −0�35
C −0�32 −0�55 −0�05 −0�1388

T −0�29 −0�30 Ca.0 0�15 0�0297

U −0�22 −0�27 Ca.0 0�20 0�00288

aElectron transmission spectroscopy results; bB3LYP/D95V+(D) except for G which is
estimated from trends; cDFT (B3LYP/6-311+G(2df,p)); destimated from stable valence
anion complexes, e.g.., U(Ar)−; ebest estimates from DFT basis set dependence study
(vide infra). Thymine from ref. [88], note these values are likely too positive by 0.15 eV;
f Estimate of keto tautomer from enol tautomer experimental value (−0�46 eV) plus
calculated difference in energy between keto and enol tautomers (0.28 eV) ref. [94].
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Figure 20-3. Electron binding energies for molecule M in anionic state are defined pictorially in a
representation of the potential energy surfaces of the neutral molecule (M) and anion radical (M−)
with the lowest vibration energy level shown for each. During a vertical process, the geometry remains
unchanged but for the adiabatic process structural relaxation occurs. Thus the VDE (vertical detachment
energy) and VEA (vertical electron affinity) represent the upper and lower bounds to the adiabatic
electron affinity (AEA)

estimates of the valence EA. The mixing of diffuse states and valence states is a
major difficulty in obtaining accurate valence electron affinities theoretically and
is not limited to guanine but includes all molecules having near zero or negative
electron affinities [82–84]. Only stable bound states are readily accessible to DFT
or HF theories, and for molecules with negative valence electron affinities, no
stable bound state exists, other than dipole-bound or continuum states. Nevertheless,
experiments employing electron transmission spectroscopy (ETS) [82, 85, 86] are
able to experimentally measure negative electron affinities, i.e., those molecular
states that exist above the zero of energy in the continuum [87, 88]. Since negative
electron affinities are experimentally available, a number of “practical” methods, for
dealing with negative electron affinities theoretically, have been proposed and used
in the literature [87, 88]. The chief one is the use of small basis sets that confine
the electron to the molecular framework and produce reasonable estimates of the
relative valence electron affinities with absolute values estimated by interpolative
techniques [86, 89, 90]. Along these lines, Li et al. [87] performed a series of
DFT (B3LYP functional) calculations using basis sets of differing size. The trends
with basis set, along with the SOMO (singly occupied molecular orbital), clearly
show when the diffuse states mix with valence states. The resulting best values for
adiabatic and vertical electron affinities are summarized in Table 20-5. We note that
in solution diffuse states are energetically unfavorable while compact ion (valence)
states are stabilized by the bulk dielectric by several eVs so that in aqueous media
all DNA base anions have been observed experimentally by electron spin resonance
(ESR) as valence anion radicals [91–93].

While adiabatic EAs of U and T are known from experiment to be 0 ± 0.1 eV,
the uncertainty in the values for the purines A and G is much greater. A and G
clearly have negative adiabatic electron affinities which DFT theory suggests to be
ca. −0�35 eV (A) and −0�5 to −0�75 eV (G) with their vertical electron affinities
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more negative, i.e., −0�74 eV (A) [82, 87] and −1�25 eV (G) [82, 87]. Experiment
suggests these theoretical vertical values are somewhat too low. However, both
theory and experiment agree that the vertical EA for G and A are so negative that
nuclear relaxation will not raise the adiabatic EAs to positive values. Of course,
these virtual states (i.e. negative electron affinities) for A and G in the gas phase
become more relevant to biology when they become bound states in solvated
systems.

The zero-point energy difference (ZPE) between the neutral and its anion is a good
indicator of the degree of molecule-electron interaction. The zero-point vibrational
energy is affected by the excess electron to the extent that the electron causes
reorganization in the molecular framework. In the extreme case that the electron
is lost in the continuum, there will be no change in the ZPE contribution before
and after the addition of the electron. Thus, these calculations clearly show at what
basis set size (especially number of diffuse functions) the valence state becomes
contaminated with significant contributions from diffuse states. In Table 20-7, we
see the change with basis set for A and G but no change is found for U, T and C
as they maintain valence states for each of the basis sets.

Recently, the radical anions of adenine-thymine (AT) and 9-methyladenine and
1-methylthymine (MAMT) have been studied by Bowen, Gutowski and co-workers
using both experiment and theory [101]. From photoelectron spectra (PES) of AT
and MAMT radical anions they found that the spectra are very different from one
another with vertical detachment energies (VDEs) of 1.7 and 0.7 eV, respectively.
Using B3LYP/6-31+G∗∗ method, they calculated the VDE of AT radical anion (in
Watson-Crick (WC) conformation) as 0.89 eV which is quite different from the
experimental value of 1.7 eV [101]. However, using the B3LYP/6-31+G∗∗ method,
they [101] found a barrier-free proton transfer (BFPT) structure for AT radical
anion, which has the VDE comparable to the experimental value. On the other
hand, the B3LYP/6-31+G∗∗ calculated VDE (0.77 eV) of MAMT anion radical
corresponds very well to the experimental value [101] (see Table 20-8). In recent
years, electron affinity (EA) of AT and GC base pairs in gas phase have been
studied using DFT method [47a, 101–104] and we found that all the theoretical
calculations [47a, 101–104] predicted the AEA of AT in the range 0.30–0.36 eV,
respectively, while AEA of GC base pair lies in the range 0.49–0.60 eV, respectively,

Table 20-7. Zero point energy differences (ZPE) [ZPE neutral – ZPE
anion] (eV)

Basis seta U T C A G

6-31G(D) 0�17 0�17 0�10 0.20 0.27
D95V(D) 0�16 0�16 0�09 0.19 0.26
6-31+G(D) 0�17 0�16 0�10 0.12 0.06
D95V+(D) 0�17 0�16 0�09 0.12 0.06
6-311++G(2d,p) 0�17 0�17 0�10 0.03 0.04

a See ref. [87]
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Table 20-8. Gas phase electron affinities (eV) of AT and GC base pairs derived from
experiment and different theoretical methods

AT base pair

Experiment Theory

Ref VDE Method Ref AEA VDE

101 0�7a B3LYP/6-31+G(d)
B3LYP/DZP++
B3LYP/DZP++c

B3LYP/6-31+G∗∗d

B3LYP/6-31+G∗∗e

SCC-DFTB-Df

47a
102
103
101
101
104

0.30b

0.36b

0.60b

–
–

0.36

0.60
–

1.14
0.89
0.77
–

GC base pair

B3LYP/6-31+G(d)
B3LYP/DZP++
SCC-DFTB-Df

47a
105
104

0.49b

0.60b

0.56

1.16
–
–

a Photoelectron spectroscopy (PES) of 9-methyladenine and 1-methylthymine
(MAMT) radical anion base pair. For AT radical anion the VDE (1.7 eV), from PES,
was considered as the barrier free proton transfer species [101], and does not corre-
spond to the WC conformation; b Zero point energy corrected values; c Nucleoside pair,
Deoxyriboadenosine (dA)-Deoxyribothymidine (dT); d AT base pair anion in Watson-
Crick (WC) conformation; e 9-methyladenine-1-methylthymine (MAMT) anion; f Self-
consistent charge, density functional tight binding (SCC-DFTB-D) method.

see Table 20-8. The B3LYP/6-31+G(d) calculated VDE of AT base pair from the
work of Li et al. [47a] is in close agreement with experimental VDE of MAMT
[101]. In Table 20-8, we compared the theoretical VDE values of AT base pair with
experimental VDE of MAMT [101] because this corresponds to the Watson-Crick
(WC) conformation as considered in all the theoretical studies [47a,101–104].

20.2.5. Effect of Solvation on the Electron Affinity (EA)
of Bases and Base Pairs

Solvation of DNA bases/base pairs is of fundamental importance to biological
processes as they take place in aqueous media. The effect of hydration on neutral
bases or base pairs has been addressed using quantum chemical methods [106–112]
as well as molecular dynamics (MD) simulations [113, 114]. It is known that
unlike the gas phase, dipole bound anions do not exist in condensed environments
because such diffuse states are destabilized in the aqueous phase [115]. The drastic
change in the nature of excess electron binding in the presence of water molecules
with uracil has been observed experimentally by Bowen and co-workers [95b]
using negative electron photoelectron spectroscopy (PES). They observed that even
with a single water molecule the dipole bound state of uracil anion in gas phase
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completely transferred to the covalent bound uracil anion [95b]. Subsequently,
this was also confirmed by Periquet et al. [98] using Rydberg electron transfer
spectroscopy (RETS) and Schiedt et al. [99] using photodetachment-photoelectron
(PD-PE) spectroscopy. Further, Schiedt et al. [99] observed that electron affinities
of solvated uracil, thymine and cytosine increases linearly with the number of
hydrating water molecules. They [99] used these values to extrapolate back to the
bare DNA base and reported AEAs for T, C and U of ca. 0.1–0.15 eV (Table 20-6);
however these values are likely overestimated by ca. 0.1 eV because the assumption
of linearity does not properly account for the fact that the first water of hydration
has a significantly larger hydration stabilization to the AEA than subsequent waters
of hydration.

Of course, it is clear that the incorporation of solvent effect on the electron
affinities of the DNA bases or base pair is crucial in understanding the DNA
damage in biological relevance. Using theoretical tools, the solvation of a molecule
can be modeled as follows: (i) considering the bulk solvent such as polarized
continuum model (PCM) and (ii) placing a number of water molecules surrounding
the molecule in question. While PCM model appropriately represents the bulk
solvent, it cannot explicitly take into account the hydrogen bonding between solute
and solvent. On the other hand, the water molecules, surrounding the molecule,
while they provide the information about the solute-solvent interaction (hydrogen
bonding) and computationally very expensive and miss the full effect of the bulk
dielectric. In recent years, a number of studies appeared in the literature regarding
the structure and electron affinities of DNA bases and base pairs including the
effect of bulk solvent or hydration [87, 106, 116–125].

Colson et al. [54], in their early work, investigated the effects of hydration of
base pairs on the adiabatic electron affinities (AEAs) of thymine and cytosine
in the presence of three and four water molecules at the HF/3-21G and
HF/6-31+G(d)//HF/3-21G level of theories. Using additive correction constants,
they obtained positive AEAs for hydrated base pairs and also predicted positive
AEA for both thymine and cytosine bases [54]. By solvating the hydrated (3 and 4
waters) base pairs in the bulk water as solvent (� = 78), the corresponding AEAs
[54] increased substantially and lie in the range 0.8–1.3 eV, respectively. Recently,
Li et al. [87] calculated the AEAs of G, C, A, T and uracil (U) using the polarized
continuum model (PCM) at the B3LYP/D95V+(D) level of theory. The calculated
adiabatic electron affinities (AEAs) of U, T, C, A, and G were found to be in the
range 1.01–2.14 eV, respectively, see Table 20-9. Frigato et al. [116] calculated the
EAs of thymine complexes with one water in their valence and dipole bound states.
For valence bound state, they used MP2/6-31G∗ method while aug-cc-pVDZ basis
set with additional set composed of very diffuse functions was used for the dipole
bound state [116]. The calculated AEAs [116] of valence bound (VB) anions lie
in the range of 0.066–0.29 eV, while dipole bound (DB) anions lie in the range
0.004–0.060 eV, respectively. In a recent work, Schaefer and co-workers [117–121]
calculated the EAs of thymine (T), uracil (U), and cytosine (C) in the presence of
1–5 waters using B3LYP/DZP++ method. For U+5H2O, T+5H2O, and C+5H2O
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Table 20-9. Adiabatic electron affinities (AEAs) of T, C, U, G and AT base pair in solution using
different methods and basis set

Thymine (T)

Method Ref AEA (eV) VDE (eV)

PCM No. of waters (n)a PCM Water

HF/6-31+G(d) 54 – 1.3b (4) – –
B3LYP/D95+(D)c 87 2.06 – – –
MP2/CBS+�Ed

cc 116 – 0.07-0.29 (1) – 0.70–0.98
B3LYP/DZP++e 118 – 0.59–0.91 (5) – 1.28–1.60
B3LYP/6-31++G∗∗ 100 1.85 – 2.98 –

Cytosine (C)

HF/6-31+G(d) 54 – 1.1(3)b – –
B3LYP/D95+(D)c 87 1.89 – – –
B3LYP/DZP++e 119 – 0.28–0.61 (5) – 0.41–1.65

Uracil (U)

B3LYP/D95+(D)c 87 2.14 – – –
B3LYP/DZP++e 117 – 0.64–0.96 (5) – 1.37–1.75
B3LYP/6-31++G∗∗ 100 1.94 – 3.10 –

Guanine (G)

B3LYP/D95+(D)c 87 1.01 – – –
CCSD(T)/aug-cc-pVDZ 122 1.33 – 3.38f –
B3LYP/6-311+G∗∗ 96 1.41 – 2.65 –

AT base pair

B3LYP/DZP++g 121 2.05 – 2.51 –
B3LYP/6-31+G∗∗h 106 – 0.97 (13) – –

a Number of water molecules in parentheses; b Solvated using Onsager reaction field model (� = 78);
c Single point calculation. Structures optimized using B3LYP/D95V(D) method; d For calculation of
�Ecc see ref. [116]; e Zero point corrected values. AEAs and VDEs depend on the location of the
water molecules, see refs. [117–119]; f� = 78 and 2 for the initial and final states, respectively, see
ref. [122]; g2′ -deoxythymidine-5′-monophosphate-adenine (5′-dTMPH-A) in Watson-Crick (WC) pair;
h ZPE-corrected AEA.

complexes they calculated the ZPE-corrected AEAs as 0.96, 0.91, and 0.61 eV,
respectively. They, also, found that AEAs of T and U increase with the number of
hydrating molecules [117–118] in consistent with the experimental observation [99].
Gutowski et al. [100, 122] studied the anions of guanine and thymine in various
tautomeric forms using CCSD(T)/aug-cc-pVDZ and B3LYP/6-31++G∗∗ methods
incorporating PCM model. They found that AEAs of different tautomers of guanine
in solution lie in the range 1.33–2.21 eV [122]. Using B3LYP/6-31++G∗∗ and
PCM model [100] the AEAs of thymine tautomers lie in the range −0�31–1.95 eV,
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however, the AEAs of uracil tautomers lie in the range −0�29–1.99 eV, respec-
tively. Recently, Kumar et al. [106] studied the neutral and anionic AT base pair
in the presence of 5 and 13 water molecules at B3LYP/6-31+G∗∗ level. The zero
point energy (ZPE) corrected AEA of AT base pair was found to be positive and
has the value 0.97 eV [106]. Also, the natural population analysis (NPA) performed
using B3LYP/6-31+G∗∗ method shows that in the hydrated anionic radical AT
complex, the thymine (T) moiety has most of the excess electronic charge, i.e.,
∼ −0�9 [106].

20.2.6. Dissociative Reactions Due to Low Energy Electron
(LEE) Attachment

Interaction of LEEs with DNA or DNA bases leads, via dissociative electron
attachment (DEA), to hydrogen atom loss and other bond fragmentations [126–134].
Initially, electron attached to a neutral molecule results into the formation of
a transient negative ion (TNI) that with the appropriately long autodetachment
lifetime, decays into anion and neutral fragments [128]. Hydrogen atom loss from
thymine and cytosine has been studied experimentally [128, 131, 135]. Abouaf et al.
[136, 137] studied the negative ion production in thymine and 5-halouracils (5-BrU,
5-ClU, 5-FU) due to LEE impact and they observed a long lived BrU− anion as well
as fragment ions Br− and Uyl− in the electron energy range 0–3 eV. These studies
are of particular biological interest because 5-BrU is used as a radiosensitizer after
replacement of thymine in DNA and have potential application in radiation therapy
[132–134].

Recently, Li et al. [126, 134, 138] investigated the electron induced carbon
halogen bond dissociation for halouracils (5-BrU, 5-ClU, 5-FU). The bond disso-
ciation energies, activation barriers, electron affinities were reported for these
halouracil anion radicals as well as the adenine-5-halouracil base pair anion radical
at the B3LYP/6-31+G(d) level of theory. In their study [134], they observed,
the computed potential energy surface (PES) of dehalogenation of halouracils
anion radicals along the C-X (Br, Cl, F) reaction coordinate has several low-
lying electronic states: a planar �∗, a dissociative planar ∗ and a non-planar
�∗-type mixed state that connects the two planar �∗ and ∗ states, respectively.
The computed activation barrier (at B3LYP/6-31+G(d) level) of dehalogenation
of 5-BrU−, 5-ClU−, 5-FU− were found to be 1.88 kcal/mol, 3.99 kcal/mol and
20.80 kcal/mol respectively. In the case of U, T and C, they extensively studied
the nature of PES of the dissociation of hydrogen atom from different sites of the
U, T, and C anions ring plane and found that N1-H bonds are far weaker than the
C-H bonds [138]. This theoretical prediction [138] is in excellent agreement with
experimental observations of Illenberger and co-workers [139]. Recently, Schaefer
et al. [140–145] studied the dissociation of hydrogen atom from different sites of
the GC base pair and bases using B3LYP/DZP++ method. In this study, they
found, the lowest-energy base pair radical has the hydrogen removed from the N9
of guanine [140].
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20.3. SUGAR RADICAL FORMATION AND EXCITED
STATE STUDY

In addition to DNA base damage discussed above, sugar radicals are also formed in
�-irradiated DNA and account for about 7–15% of trapped radicals at low temper-
atures [26–29, 91, 146–150]. Sugar radical formation leads to important types of
DNA damage; for example, C1′ sugar radical is known to result in an abasic site,
whereas C3′, C4′ and C5′ sugar radicals result in strand breaks [29, 151, 152].
The formation of sugar radicals through the abstraction of a hydrogen atom
from the sugar ring by the hydroxyl radical is well understood [29, 152] and
the formation of sugar radicals via the direct ionization of the sugar phosphate
backbone followed by rapid deprotonation is a second well known mechanism [4].
Recently, however, another mechanism of direct formation of sugar radicals has
been proposed by Sevilla et al. [27–29, 146–149] which entailed excitation of base
cation radicals.

The proposal for base cation excited states arose from work with ion beam
irradiations in which high concentrations of sugar radicals were formed predomi-
nantly along the ion track, where excitations and ionizations are in proximity. To
account for the increased amounts of sugar radicals in ion beam irradiated DNA,
it was proposed that excited-state cation radicals could be the direct precursors
of the neutral sugar radicals [27–29, 146–149]. The proposed hypothesis was
tested experimentally using UV-visible photoexcitation of the G•+ (guanine radical
cation) in DNA and in model systems of deoxyribonucleosides, deoxyribonu-
cleotides and dinucleoside phosphates [29, 149]. High yields of conversion of
G•+ to sugar radicals were found in DNA (50%) as well as in model systems
(80–100%) [29, 149]. The proposed mechanism for sugar radical formation, shown
in Scheme 20-1, was that photoexcitation induced hole transfer from the DNA base
one-electron-oxidized radical to the sugar ring which is followed by a rapid depro-
tonation at specific carbon sites on the sugar ring [29, 146–149]. To further test
this hypothesis, excited state calculations, using time-dependent density functional
theory (TD-DFT) and 6-31G∗ basis set, was performed on G•+ [148] and A(-H)•

[149] in deoxyribonucleosides. This TD-DFT study clearly demonstrated that all the
electronic transitions in the near-UV-vis range originate from the inner shell (core)
molecular orbitals (MOs) and many of these involved hole transfer to the sugar
ring [148, 149] confirming the proposed mechanism (Scheme 20-1). The experi-
mental and theoretical study was, further, extended to larger model systems such
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Scheme 20-1. Proposed mechanism of sugar radical formation via photo-excitation. (Reprinted with
permission from ref.[149], Nucleic Acid Research, © (2005), Oxford University Press.)
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as photoexcitation of G•+ in dinucleoside phosphate TpdG cation radical [147].
Again high yields (∼85%) of deoxyribose sugar radicals at C1′ and C3′ sites were
observed.

The TD-DFT method is well suited for the neutral as well as for the radical
cation systems [147–149, 153–161] with computed vertical transition energies
comparable to the experimental results [154–161]. Head-Gordon and co-workers
[161] calculated the 11 lowest electronic excitation energies of polycyclic aromatic
hydrocarbons (PAHs) radical cations using TD-DFT method considering several
functionals and 6-31G∗∗ basis set and they found that computed transition
energies are within 0.3 eV of the experimental data. Recently, several dinucle-
oside phosphates (TpdG, dGpdG, dApdA, dApdT, TpdA, and dGpdT) in their
cationic radical states were studied by us using the TD-B3LYP/6-31G(d) method
[147, 153]. The ground state geometries of all the systems in their radical cation
states were optimized at the B3LYP/6-31G(d) method, in their base stacked confor-
mation, for details of the geometry optimization criterion see ref. [153]. Further, the
effect of solvation surrounding the dinucleoside phosphates was considered using
polarized continuum model (PCM) and transition energies were calculated using
TD-B3LYP/6-31G(d) method [147, 153]. In this study, we computed 20 lowest
electronic transitions and studied the nature of the electronic transition that takes
place from the inner shell (core) molecular orbitals (MOs) to the singly occupied
molecular orbital (SOMO) of �-spin. Calculations were performed for a series of
dinucleoside phosphates radical cations (TpdG•+, dGpdG•+, dApdA•+, dA•+pdT,
TpdA•+, and dG•+pdT) and it was found that dG•+pdG and dApdA•+ have the
lowest first transition energies. Interestingly, we also found that the first transition
in all the systems involves hole transfer from base to base as a � −�∗ transition.
This is in contrast to our earlier excited state studies of deoxyribonucleosides where
the first transition shows hole transfer from base to the sugar moiety [148, 149]. The
calculations for dinucleosides suggest that hole transfer from base to base take place
at longer wavelengths and hole transfer from base to sugar takes place at higher
energies or shorter wavelength. In this regard, the wavelength dependence of sugar
radical formation from G•+ in 2′-deoxyguanosine (dGuo) and in DNA was also
studied by Adhikary et al. [148] by varying the photoexcitation wavelength from
visible to UV range. They [148] found that in dGuo the sugar radical formation
was independent of the wavelength of light while in dsDNA, above 540 nm no
sugar radicals were formed. This important observation is clearly supported by the
TD-DFT calculations [147, 153]. In Figure 20-4, we present six selected transitions
of dG•+pdG, which covers the visible to near-UV range, along with the plots of
molecular orbitals that are involved in the transitions. Transitions S1, S2, and S3

(shown in Figure 20-4) correspond to the three lowest transitions whereas the other
three transitions presented in Figure 20-4 have been chosen because each has a
dominant molecular orbital contribution from a single inner MO.

From Figure 20-4, we see that hole and therefore the SOMO in the ground state
cation radical is largely localized on the guanine at 5′-site. The first transition S1,
occurs between the (SOMO – 1) → SOMO and has transition energy 0.59 eV and
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Figure 20-4. TD-B3LYP/6-31G(d) computed transition energies of selected transitions of dG•+pdG
cation radical. Excitation energies are given in eV. (Reprinted with permission from ref. [153], J. Phys.
Chem. © (2006) American Chemical Society.)

has � − �∗ nature. This first transition involves hole transfer from base to base
and is clearly depicted in Figure 20-4. However, other transitions involve hole
transfer from base to sugar as well as to the phosphate group, in agreement with the
experimental findings of sugar radical formation [29, 91, 146–149]. In addition, we
were also able to draw several fruitful conclusions from this study. Using CAS-PT2
level of theory, Voityuk et al. [162] recently studied the excitation-induced base-
to-base hole transfer in two DNA base in stacked conformations without consid-
ering the sugar phosphate backbone. We note that our [153] TD-B3LYP/6-31G(d)
computed first transition energies for the dinucleoside phosphates radical cations
are in excellent agreement with those computed by Voityuk et al. [162] using
CAS-PT2 method (see Table 20-10) except for dA•+pdA and 5′-A•+A-3′, which
differs by 0.4 eV. This discrepancy occurred because CAS-PT2 method gave very
small transition energy 0.1 eV for 5′-A+A-3′ system [162] due to difficulty in
considering the active space in the CASSCF method for this particular system
[162]. Recently, Head-Gordon and co-workers [163, 164] pointed out the limitation
of TD-DFT method in describing the long-range charge-transfer in excited states.
Since in our case, the bases are ∼3.4 Å apart from each other and base to base
electron/hole transfer is operative, thus, it is reasonable to consider this aspect also.
A comparison of their approximate approach [163, 164] with TD-DFT [147, 153]
(Table 20-10) shows that TD-DFT predicts transition energies quite well for dinucle-
oside phosphate cation radicals. Further, we note that electrostatic interactions
between the bases play an important role in the transition energies. For details of
the calculation and nature of the Coulomb interactions between the bases, see ref.
[153]. Further, the localization of the hole on the DNA bases is of crucial impor-
tance to the charge-transfer process within DNA [18, 58, 165–170]. ESR studies
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Table 20-10. Calculated first excitation energies

Excitation energy (eV)Radical (5′-XY-3′) Method

Theory (TD-DFT) Estimatedb

dG•+pdG
G•+G
dG•+pdT
G•+T
TpdG•+

TG•+

(dApdA)•+

A•+A
dA(-H)•pdA
dA(-H)•pdT
TpdA(-H)•

TD-B3LYP/6-31G(d)
CAS-PT2(11,12)a

TD-B3LYP/6-31G(d)
CAS-PT2(11,12)a

TD-B3LYP/6-31G(d)c

CAS-PT2(11,12)a

TD-B3LYP/6-31G(d)
CAS-PT2(11,12)a

TD-B3LYP/6-31G(d)
TD-B3LYP/6-31G(d)
TD-B3LYP/6-31G(d)

0.59
0.39
1.00
1.18
0.76
0.80
0.52
0.10
1.43
1.87
1.80

0.51
–

1.06
–

1.06
–

1.03
–

1.14
1.73
1.73

aComplete active space (CAS) ref. [162]; bEstimate of first excited-state transition energy as proposed
by Head-Gordon and co-workers [163, 164]. For a full description of the details of this calculation see
ref. [153]; c Ref. [147]. (Reprinted with permission from ref. [153], J. Phys. Chem. © (2006) American
Chemical Society.)

clearly show the localization of the hole on a single guanine [32]. From Figure 20-4,
we see that SOMO (representing the hole) is mainly localized on the 5′-G (∼84%
spin density) and a very little (∼16 % spin density) is localized on the 3′-G [153].
However, in excited state hole transfers to 3′-G and a little remains on the 5′-G.
This result is in complete agreement with earlier studies carried out by Saito and
co-workers [58, 167], Hall et al. [168], and Senthilkumar et al. [169], which showed
that 5′-G is most easily oxidized in DNA.

20.4. TAUTOMERIZATION IN DEPROTONATED GUANINE
CATION RADICAL (G•+)

It is well known that DNA radical anions, T•− and C•−, undergo protonation
reactions and DNA cation radicals, G•+ and A•+, undergo deprotonation reactions
[2, 59, 60, 171, 172] as well as water addition reactions [8]. Substantial experi-
mental and theoretical work has been performed on guanine cation radical (G•+)
and its deprotonated species but the specific site of deprotonation (N1 or N2 sites)
from G•+ is still not clear [173–188]. Pulse radiolysis studies [175–177] suggested
deprotonation of G•+ in 2′-deoxyguanosine (dGuo) from N1 site to give G(N1-H)•

as shown in Scheme 20-2 but no specific evidence for this site was given. At higher
pH, further deprotonation occurs from N2 site of G(N1-H)• which gives G(-2H)•−

at pKa = 10�8 [175] (Scheme 20-2). It has also been proposed that in an aqueous
environment (water) G(N1-H)• would be favored over G(N2-H)• [182]. However,
using X-ray irradiated single crystals of Guo, dGuo, 5′-dGMP and 3′,5′-cyclic
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Scheme 20-2. The numbering scheme and prototropic equilibria of one-electron oxidized guanine cation
radical (G•+), the mono- deprotonated species, (G(N1-H)• and G(N2-H)•, in syn and anti- conformers
with respect to the N3 atom) and the di- deprotonated species, G(-2H)•−. (Reprinted with permission
from ref. [189], J. Phys. Chem. © (2006) American Chemical Society.)

guanosine monophosphate, ENDOR studies [185–188] shows the production of
G(N2-H)• rather than G(N1-H)•.

Recently, electron spin resonance (ESR) and theoretical (B3LYP/6-31G(d))
studies have been carried out by Adhikary et al. [189] to identify the preferred
site of deprotonation of the guanine cation radical (G•+) in an aqueous medium at
77 K at different pHs. In this work [189], at different pHs, G•+ (pH 3–5), singly
deprotonated G(-H)• (pH 7–9) and doubly deprotonated G(-2H)•− (pH > 11) were
detected. Using the B3LYP/6-31G(d) method, the geometries of all the possible
structures (shown in Scheme 20-2) were optimized and their hyperfine coupling
constants (HFCCs) were calculated. Singly deprotonated G(-H)• can exists in three
tautomeric forms, i.e., G(N1-H)•, G(N2-H)•syn and G(N2-H)•anti with conformations
defined with respect to N3 atom (Scheme 20-2). The structures of all the three
tautomers (G(N1-H)•, G(N2-H)•syn and G(N2-H)•

anti) in the presence of a single
water molecule, placed near the N1 and NH2 sites of the molecule, were optimized
to gain insight about their relative stabilities and to compare with ESR results.
The relative stabilities of G(N1-H)•+ H2O, G(N2-H)•syn+ H2O and G(N2-H)•

anti+
H2O are 2.65, 0.00 and 3.63 kcal/mol, respectively. However, on inclusion of bulk
solvent as water (� = 78�4) through polarized continuum model (PCM), the relative
stabilities of G(N1-H)•+ H2O and G(N2-H)•syn+ H2O were found to be 0.90 and
0.00 kcal/mol, respectively. The relative stabilities of G(N1-H)• and G(N2-H)•

have been studied, using different theoretical levels, by others [179, 181] and are
presented in Table 20-11 along with our calculated values. From Table 20-11, we
see that all the studies predict G(N2-H)•

syn to be more stable than G(N1-H)• by 2.7
to 5.0 kcal/mol. These theoretical studies [179, 181, 189], predict the presence of
G(N2-H)•syn in the ESR experiment [189] but we found that our calculated B3LYP/6-
31G(d) hyperfine coupling constants (HFCCs) did not match very well with our
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Table 20-11. Relative stabilities of G(N1-H)• and G(N2-H)• calculated using different methods and
basis sets

Relative stability (kcal/mol)Method Ref Parent structure

G(N1-H)• G(N2-H)•a

B3LYP/6-31G 189 dGuo+H2O
(solution)b

2.65
(0.90)

0.00, 3.63 anti
(0.00)

B3LYP/6-31G 189 dGuo+7 H2O
(solution)b

0.00
(0.00)

3.26
(3.00)

B3LYP/6-31G∗c 189 9-Met-Gua H2O 2.80 0.00
B3LYP/6-31++G(3df,3pd)//
B3LYP/6-31++G(3df,3pd)d

179 Guanine
(solution)

4.71
(0.00)

0.00
(0.91)

B3LYP/6-311G(2pd,p)//6-31G∗∗ 179 Guanine 4�43e 0.00
CPMDf 179 Guanine 3.73 0.00
B3LYP/DZP++g 181 Guanine 4.96 0.00, 4.76 anti

a Unless and otherwise stated G(N2-H)• refers to syn conformer, G(N2-H)•syn; b PCM solvation model;
cRelative stabilities calculated by us by substituting methyl (CH3) group at the N9 site of the guanine
radical in the presence of a single water molecule placed between N1 and N2 side of the 9-methyl guanine
radical; dThe solvation free energies using COSMO model are given in the parentheses; eEnthalpy
calculated at 0K; f Car-Parrinello molecular dynamics (CPMD) method; g Zero-point vibration corrected
energies. (Reprinted with permission from ref. [189], J. Phys. Chem. © (2006) American Chemical
Society.)

ESR experimental hyperfine couplings. This shows the inadequacy in choosing the
theoretical model which does not take into account the full solvation effects.

Since our model appeared to be inadequate to match experiment, we increased
our level of modeling and incorporated seven water molecules around the guanine
moiety to take into account, the effect of the first hydration shell. The geometries of
G•++ 7H2O, G(N1-H)•+ 7H2O and G(N2-H)•

syn+ 7H2O were fully optimized using
B3LYP/6-31G(d) method [189]. These calculations indicate that G(N1-H)•+ 7H2O
is more stable than the G(N2-H)•syn+ 7H2O by 3.26 kcal/mol (see Table 20-11).
The effect of bulk water was also considered through the PCM model at B3LYP/6-
31G(d) level of theory. These PCM calculations still show that G(N1-H)•+ 7H2O
is more stable than the G(N2-H)•syn+ 7H2O by 3.00 kcal/mol (Table 20-11). The
total hydrogen bond energies of G(N1-H)•+ 7H2O and G(N2-H)•syn+ 7H2O were
summed and found to be −104�1 kcal/mol and −95�6 kcal/mol, respectively. This
shows stronger hydrogen bonding in G(N1-H)•+ 7H2O than G(N2-H)•

syn+ 7H2O
account for the increased stability of this tautomer on hydration. Note that each
system has same number of hydrogen bonds only the strength of the bonds differ,
for details see ref. [189].

The HFCCs of G•++ 7H2O, G(N1-H)•+ 7H2O and G(N2-H)•
syn+ 7H2O were

calculated using the B3LYP/6-31G(d) method. We found that the calculated
HFCCs with seven water molecules match very well with experiment [189], see
Table 20-12. However, for G(-2H)•− the match to experiment was best with 8–10
water molecules. This study clearly predicts that the G(N1-H)• tautomer is most
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stable in an aqueous environment and confirms that the N1-H site is the preferred
deprotonation site of G•+ in an aqueous medium. This study shows that while
the PCM model considers the effect of bulk solvent, it lacks important interac-
tions between solute and solvent which can as in this case determine the most
stable state. Using pulse radiolysis and theoretical modeling, Chatgilialoglu et al.
[190] suggested that G•+ first decays to G(N2-H)• which undergoes water assisted
tautomerization to G(N1-H)•. However, our experimental ESR study and theoretical
calculations [189] suggest that the G(N1-H)• tautomer likely is formed directly
without an intermediate. We note, it is clear that in nonaqueous environments such
as single crystals of nucleosides, that both theory and experiment agree that the
G(N2-H)• is the more stable tautomer.

20.5. LOW ENERGY ELECTRON (LEE) ATTACHMENT
AND MECHANISM OF STRAND BREAKS

The interaction of radiation with DNA leading to damage has been extensively
studied with the goal of understanding the detailed mechanisms of damage within
living cells at a molecular level [1–6, 59, 60, 182]. The recent discovery made by
Sanche’s group [11–15, 191, 192] that low energy electrons (LEEs), below 4 eV,
are able to produce strand breaks in DNA attracted intense interest as it represented
a new mechanism for strand break formation in DNA. Sanche and co-workers
[192] showed that LEEs below DNA ionization thresholds induce strand breaks.
Recently, experiments confirm that LEEs within the sub-excitation energy range
0.1–3 eV leads to a variety of chemical reactions in DNA and its components
[9]. These involve: hydrogen atom loss from DNA bases [9], single-strand breaks
(SSBs) [11, 12, 192], glycosidic bond cleavage [12, 15] and the fragmentation
of deoxyribose [129]. It is believed that LEEs initially captured by the DNA
components (bases, phosphate, deoxyribose) form transient negative ions (TNI)
leading to dissociative electron attachment (DEA) [11–15, 192] mechanism.

Recently, several groups have investigated the LEE induced strand breaks via
experiment [11–15, 128–131, 136, 139, 193]. In addition, a variety of theoretical
papers have presented models exploring the mechanism for LEE induced SSB
[194–205]. The first model of strand break formation was proposed by Simons and
co-workers [196–201]. They proposed an “electron induced” indirect mechanism
of action [196–201] for C5′ -O5′ sugar-phosphate bond dissociation in 5′-dTMP and
5′-dCMP model systems. In this model, the electron is initially captured into a
�∗ molecular orbital (shape resonance) of the pyrimidine base in 5′-dTMP and
5′-dCMP and on C-O bond elongation electron transfer to the C5′ -O5′ bond in
sugar phosphate group bond cleavage results [196]. Li et al. [195], presented an
alternative mechanism of direct electron addition to the sugar phosphate resulting in
C-O sugar-phosphate bond dissociation. They used B3LYP/6-31+G(d) and ONIOM
methods on a sugar-phosphate-sugar (S-P-S) model without DNA bases. Li et al.
calculated a barrier height of ∼10.0 kcal/mol for the dissociation of the C-O bond
at both the 3′- and 5′- sites. Recently, they showed the spin density distribution
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of the excess electron in the initial state was not a valence bound but a “dipole
bound” anionic state. Thus, their model gives the dissociation of C-O bond cleavage
from a weakly associated electron that is captured at the transition state into a ∗

dissociative surface. Recently, using B3LYP/DZP++ level of theory, Leszczynski
and co-workers [203, 204] calculated the dissociation of C5′ -O5′ and C3′ -O3′ bond
dissociation in pyrimidine nucleotides anion radicals. As expected they also find
the initial localization of the excess electron in the �∗ orbital of the base, which,
subsequently transfers to the ∗ orbital of the C-O bond at transition state as
proposed by Simons and co-workers [196–201]. In Scheme 20-3 we show the
proposed mechanism of electron induced single strand break (SSB) for the 5′-
thymidine mono-phosphate (5′-dTMPH) model system.

Recently, Märk, Illenberger and co-workers [129, 206, 207] studied the decom-
position of D-ribose [129], thymidine [206] and phosphoric acid esters [207] by
low energy electrons (LEEs) and showed the migration of the excess electron from
the �∗ orbital of the anion of the nucleobase to DNA backbone is inhibited and
may hence not contribute to SSBs as proposed by Simons et al. [196–201]. They
[129, 206, 207] also proposed that the direct mechanism of SSBs occurring in
DNA at subexcitation energy (< 4 eV) is due to dissociative electron attachment
(DEA) directly to the phosphate group [207]. Further, they [207] suggested that
LEE may be trapped into the virtual molecular orbital (MO) of the phosphate group
which is characterized as “shape resonance”. The “shape resonance” or “single
particle resonance” occurs at low energy (0–4 eV) and has the life time of 10−10–
10−15 sec and has several pathways to decay, such as, vibrational and rotational
levels of molecule, electronic excitation, elastic scattering and dissociative electron
attachment (DEA) [208]. Sanche et al. [12], also, found the formation of well

Scheme 20-3. Proposed mechanism of single strand break (SSB) due to attachment of LEE with
5′-dTMPH molecule. (Reprinted with permission from [209], J. Phys. Chem. © (2007) American
Chemical Society.)
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localized transient anionic state (resonance) in plasmid DNA which leads to SSBs
and DSBs.

Thus from the above discussion, it is apparent that the theoretical models of
strand break (indirect mechanism) as proposed by Simons et al. [196–201] and
Leszczynski et al. [203, 204] as well as the direct mechanism of Li et al. [195] were
helpful but suggested a need for further investigation [12, 129, 206, 207]. With this
in mind, we [209] recently studied the C5′ -O5′ bond dissociation in 5′-dTMPH using
B3LYP method and 6-31G∗ and 6-31++G∗∗ basis sets, respectively. In this study
[209], single strand breaks (SSB) resulting from LEE attachment to a model for
DNA (5′-dTMPH) were investigated but differed from the previous studies on 5′-
dTMPH in the following aspects: (i) the potential energy surfaces (PESs) of C5′ -O5′

bond dissociation due to LEE attachment was investigated along the vertical as well
as the adiabatic surfaces. (ii) After electron attachment to the neutral 5′-dTMPH,
the vertical surface was followed by elongation of the C5′ -O5′ bond elongation
while maintaining the remainder of the structure in the neutral optimized geometry.
(iii) The singly occupied molecular orbital (SOMO) was also followed with the
elongation to note where the electron moves from the base to the sugar phosphate
C5′ -O5′ bond region. The first few unoccupied molecular orbitals (UMOs) energies
and their nature were also investigated in the neutral molecule. In this study, it
was also found that 6-31G∗ and 6-31++G∗∗ basis sets gave similar activation
energetics (14.8 and 13.5 kcal/mol) for adiabatic bond cleavage as DZP++ basis
set (13.8 kcal/mol) used in earlier studies [203–204].

In Figure 20-5, we present the first five UMOs including the highest occupied
molecular orbital (HOMO) of neutral 5′-dTMPH molecule. Their orbital energies
in eV, calculated using B3LYP/6-31G∗ method, are also presented in Figure 20-5.
We found that B3LYP/6-31G∗ method predicts two lowest �∗ orbitals having
energies (in eV) −0�84��∗

1� and 0.43(�∗
2 ), respectively, and three lowest ∗ orbitals

having energies 0.73(∗
1 ), 1.27(∗

2 ) and 1.78(∗
3 ). From Figure 20-5, it is clearly

evident that �∗ orbitals are localized on the thymine base while ∗ orbitals are
localized on the sugar-phosphate groups and particularly the ∗

1 orbital is localized
on the phosphate group. It is also well established that within Koopmans’ theorem
approximation, the vertical attachment energies (VAEs) are equal to the virtual
orbital energies (VOEs) but at the Hartree-Fock (HF) and DFT level of theories these
VOEs are overestimated by several eVs and need scaling to appropriately represent
the experimental VAEs [33, 85, 210–216]. Thus using the scaling equation as used
by Modelli [215], we obtained the scaled VOEs of corresponding B3LYP/6-31G∗

computed LUMOs of 5′-dTMPH as 0.53(�∗
1 ), 1.56(�∗

2 ), 1.80(∗
1 ), 2.23(∗

2 ) and
2.64(∗

3 ) eV, respectively [209]. Using electron transmission spectroscopy (ETS),
Aflatooni et al. [94] reported the two lowest �∗ orbital VAEs of thymine as 0.29 and
1.71 eV, respectively, which are in close agreement to our calculated values [209],
see Figure 20-5. From scaled VOEs, it is clear that even below 2 eV the LUMOs on
the phosphate group as well as on the bases are available for LEE attachment. This
important aspect has not been studied in the earlier studies [195–201, 203, 204].
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Figure 20-5. Molecular orbital plots of neural 5′-dTMPH, calculated using the B3LYP/6-31G∗ method.
B3LYP/6-31G∗ calculated orbital energies along with scaled values are given in eV. In parentheses the
experimental VOEs of thymine (Ref. [94]) are given in eV. (Reprinted with permission from ref. [209],
J. Phys. Chem. © (2007) American Chemical Society.)

As pointed out above, in order to elucidate the mechanism of single strand
break (SSB), we scanned the adiabatic and vertical PESs by stretching the C5′ -O5′

bond from the equilibrium bond length of neutral and anion radical of 5′-dTMPH
up to 2 Å in the step of 0.1 Å using B3LYP/6-31G∗ and B3LYP/6-31++G∗∗

methods, respectively. The corresponding PESs of C5′ -O5′ bond dissociation using
both of these methods are shown in Figures 20-6 and 20-7, respectively, for a
detail description, see ref. [209]. From Figures 20-6 and 20-7, we found that on



Radiation Effects on DNA 609

Figure 20-6. B3LYP/6-31G∗ calculated adiabatic and vertical potential energy surfaces (PESs) of C5′ -
O5′ bond dissociation of 5′-dTMPH radical anion. Energies and distances are given in kcal/mol and
angstroms (Å), respectively. The singly occupied molecular orbital (SOMO) is also shown. (Reprinted
with permission from ref. [209], J. Phys. Chem. © (2007) American Chemical Society.)

the adiabatic surfaces both the methods predict the similar barrier height of C5′ -O5′

bond dissociation and the SOMOs are localized on the thymine base and transfer
only at the transition state (TS) of the C5′ -O5′ bond dissociation. On the vertical
PES, the B3LYP/6-31G∗ calculated barrier height is found to be ∼9 kcal/mol which
is actually lower than the adiabatic value while the corresponding value calculated
using B3LYP/6-31++G∗∗ method is found to be ∼17 kcal/mol. Interestingly, we
found that in vertical state excess electron begins transferring into the C5′ -O5′ bond
region on bond elongation before the TS while in the adiabatic state no electron
transfer into the C5′ -O5′ bond region is found below the TS. This suggests that the
indirect mechanism for SSB is unlikely along the adiabatic pathway. The result for
the vertical PES provides some support for the hypothesis that transiently bound
electron (shape resonance) to the virtual molecular orbitals of the neutral molecule
play a role in the cleavage of the sugar-phosphate C-O bond in DNA resulting in the
direct formation of SSBs without significant molecular relaxation. In this regard,
the works of Burrow et al. [85, 94, 216] and Sanche et al. [217], it is clear that
LEE attachment can excite specific vibrational modes even in the condensed phase
[217]. Therefore, it is quite possible that LEEs may excite vibrational modes which
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Figure 20-7. B3LYP/6-31++G∗∗ calculated adiabatic and vertical potential energy surfaces (PESs) of
C5′ -O5′ bond dissociation of 5′-dTMPH radical anion. Energies and distances are given in kcal/mol and
angstroms (Å), respectively. The singly occupied molecular orbital (SOMO) is also shown. (Reprinted
with permission from ref. [209], J. Phys. Chem. © (2007) American Chemical Society.)

directly lead to bond elongation and bond dissociation which for some pathways
would have low barriers as found in our present work [209]. Also, on the time
scale the transition state and specific vibrational motions will dominate at <10−12 s
[218]. Thus, if on LEE attachment transient anion formation results in vibrationally
excitation of the C5′ -O5′ bond then the bond dissociation process will proceed
with only a small barrier. Our results also predict the availability of states on the
phosphate group at less than 2 eV [209] (see Figure 20-5). This possibility has, also,
been reported in the experimental work by Caron and Sanche [219–221] and Märk,
Illenberger and co-workers [129, 207] as well as a number of theoretical studies
[195, 196].

20.6. CONCLUSIONS

High energy radiation damage results in unstable reactive intermediates localized
to specific portions of DNA. The energetic nature of these species makes them,
particularly, accessible to high level theoretical calculations since the subsequent
mechanistic processes are driven by sizeable energetic driving forces. For this
reason, theoretical calculations are likely to have substantial predictive power and
combined with insightful approaches can lead to a detailed understanding of the
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radiation induced mechanisms on a molecular scale. In this review results of literally
hundreds of works establish the predictive power of the theoretical approach and
have firmly established the beginnings of our understanding of radiation effects
on DNA. Especially noteworthy are the recent theoretical support for low energy
electrons in the production of DNA strand breaks, the role of excited states of
holes in the production of sugar radicals and the preferred deprotonation sites in
deoxyguanosine cation radical (G•+). In the future, we look forward to further
treatment of these interesting problems and developments in theory that allow for
facile treatment of potential energy surfaces for anion and cation excited states.
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