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Abstract: Topics included in this brief review of the 
metastatic process include recent (2004) progress in 
our understanding of tumor cell-host cell interactions 
and issues concerning the establishment of metastases. 
This includes the critical steps of intravasation and 
extravasation as well as establishment and evolution 
of micrometastases. Also summarized are details of 
metastasis-suppressing and metastasis-including genes 
and how they impact on signal transduction pathways. 
Finally, two proteins that play complex roles in the 
metastatic process, osteopontin and issue inhibitor of 
metastasis-1, are discussed in more depth.

Keywords: tumor-host interactions, metastasis-sup-
pressing genes, metastasis-inducing genes, osteopon-
tin, TIMP-1.

In this brief overview of metastasis we have sought 
to summarize the major concepts currently in play 
and to highlight some of the recent advances in our 
understanding of tumor metastasis. The complexity of 
the metastatic process precludes, in the limited space 

available, a comprehensive overview and citation of 
important primary references; for this we apologize. 
An excellent and more extensive review of metastasis 
was published recently by Bogenrieder and Herlyn 
(2003). We leave to others in these volumes a detailed 
discussion of the many genes in which mutations 
can occur, contributing to the formation of a primary 
tumor. This includes genes that allow cancer cells to 
subvert the mechanisms regulating the differentia-
tion, proliferation and survival of primary tumor cells 
(Hanahan and Weinberg 2000).

Tumor cell–host cell interactions

Solid tumors that form in a tissue as the conse-
quence of the genesis, proliferation and evolution of a 
 transformed cell are typically a mix of descendents of 
the initiating tumor cell, normal cells that were present 
in the tissue, and cells that have invaded the emerging 
tumor, macrophages for example. Arguably the most 
important of the tumor cell–host cell interactions is 
that which results in the development of a tumor vas-
culature, angiogenesis. The formation of new blood 
vessels is essential if the nascent tumor is to grow in 
size. Thus cells within the tumor secrete proteases 
and chemotactic factors such as FGF and VEGF 
that stimulate the angiogenic process by stimulat-
ing capillary endothelial sprouting from pre-existing 
blood vessels or by recruiting circulating endothelial 
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2 Metastasis: a current perspective

cells (Rafii 2000). Proteases, including matrix metal-
loproteinases, urokinase, and thrombin, facilitate the 
penetration of the tumor by the growing capillary by 
degrading extracellular matrix barriers. Inhibitors of 
these proteinases, tissue inhibitors of metalloprotein-
ases (TIMPs) and urokinase-like plasminogen activa-
tor inhibitors (uPAIs) for example, will oppose tumor 
angiogenesis and act as tumor suppressors. A good 
overview of the involvement of proteases in cancer 
is that by Wall et al. (2003). Important points made 
in this review included the role of the uPA receptor in 
controlling cell migration and proliferation, and the 
fact that cells can penetrate the extracellular matrix 
(ECM) by an amoeboid process independent of 
known proteolysis.

The stability of epithelial cells is maintained in large 
part by their interactions with neighboring stromal 
cells. Disruption of these interactions, mediated by 
cytokines and proteinases or by altered expression of 
genes supporting cell–cell interactions, results in the 
epithelial–mesenchymal transition, a step in the pro-
gression of epithelial tumors. The interactions, direct 
or indirect, between tumor cells and host cells leads to 
emerging properties of the growing tumor not without 
parallels to a developing organ, albeit a less well-
organized organ (Bissell and Radisky 2001; Wiseman 
and Werb 2002; Wang and Tetu 2002). De Wever and 
Mareel (2003) have reviewed many of the aspects 
of tumor cell–stromal cell interactions with a focus 
on TGF-β and the possible origin of myofibroblasts 
from fibroblasts/myocytes. TGF-β and PDGF, which 
normally regulate wound healing, can be produced by 
the cancer cell and act on the stromal compartment 
to elicit expression of genes that can stimulate tumor 
progression. An example of this is the production of 
TIMP-1 by stromal cells in response to a tumor cell 
stimulus (Nakopoulou et al. 2002). This is discussed 
further below. There is an increasing appreciation of 
the fact that secreted proteases do not degrade ECM 
proteins solely to overcome physical barriers to cell 
migration (Hojilla et al. 2003). Cleavage of ECM pro-
teins can generate peptides that have profound effects 
on cell behavior, as exemplified by endostatin, an 
inhibitor of angiogenesis produced by the cleavage of 
collagen XVIII. Products of fibrin(ogen) cleavage also 
stimulate metastasis (Palumbo et al. 2002).

Finally, there are also proteases on the cell surface, 
adamalysin-like and disintegrin metalloproteinases 

(ADAMs) for example, that may cleave cell sur-
face proteins and thereby modulate cell activities. As 
one example, tumor necrosis factor alpha-convert-
ing enzyme (TACE) processes the membrane-bound 
precursors of both TGF-α and TNF-α to their mature 
forms (Moss et al. 2001). TGF-α, like other members 
of the EGF-like peptide family, generally stimulates 
tumor growth (Normanno et al. 2001). Although in 
some contexts TNF-α stimulates tumor destruction 
by inducing vascular collapse, in other contexts it acts 
as a tumor promoter (Szlosarek and Balkwill 2003). 
Similarly, TGF-β may either stimulate or inhibit tum-
origenesis/metastasis (Wakefield and Roberts 2002). 
For both these latter cytokines, it is the intensity of the 
signaling that regulates the resulting response of the 
cell, and this is a function of both the level of active 
cytokine produced and the abundance of active recep-
tors on the target cell.

Genetic instability and the resulting clonal heteroge-
neity are major forces driving the evolution of a tumor. 
Set within an underlying pattern of gene expression 
characteristic of the tissue origin, an increasing number 
of genes are up- or down-regulated as the cancer 
progresses. It is from within this witches’ brew of cells 
expressing different characteristics that the metastatic 
cell evolves, aided by host stromal cells. Unexpectedly, 
it appears that, at least in mammary carcinomas, seem-
ingly normal stromal cells (fibroblasts) exhibit genetic 
alterations, loss of heterozygosity, that accompany the 
neoplastic alteration of the epithelial cells (Moinfar 
et al. 2000). Similarly Dong-Le Bourhis et al. (1997) 
reported that fibroblasts from normal breast tissues, 
but not putatively normal fibroblasts from cancerous 
breast tissues, could inhibit the proliferation of MCF-7 
cells. This has led to the recognition that drugs targeted 
to cancer cells, Herceptin for example, may suppress 
tumor cell growth indirectly via an action on stromal 
cells (Corsini et al. 2003).

Establishment of metastases

The physical process of metastasis can be bro-
ken down into three steps: Escape of a tumor cell 
from the primary tumor and entrance (intravasation) 
into the circulatory (hematopoietic, lymphatic) sys-
tem; Survival of physical trauma and immunological 
attack in the circulation; Exit (extravasation) from 
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the circulation and establishment at a secondary site. 
Intravasation presumably involves both the abroga-
tion of cell–cell contacts that hold the tumor cell in 
the tumor and the expression of proteases that enable 
the tumor cell to penetrate the wall of the capillary 
or lymphatic vessel. During invasion the migrating 
cell ceases proliferation as the result, at least in basal 
cell carcinomas, of the up-regulation of p16INK4a, an 
inhibitor of CDK4/6, which together with cyclin D 
is responsible to phosphorylating Rb and relieving 
inhibition of E2F. This was shown by an immunohis-
tochemical study of p16INK4a levels and Rb phosphor-
ylation, comparing cells at the invasive front with cells 
in the center of the tumor mass (Svensson et al. 2003). 
In tumors in which the tumor suppressor p16INK4a is 
down-regulated, migration and cell cycle progression 
may not be mutually exclusive. Although it was long 
thought that metastasizing cells would have a low 
probability of surviving in the circulation, intravital 
videomicroscopy studies have shown the contrary, 
that at least some varieties of cancer cells survive very 
well in the circulation and can extravasate efficiently 
(MacDonald et al. 2002).

It is believed that in individuals with a healthy 
immune system any tumor cell expressing an unfamiliar 
antigen on the cell surface is likely to be recognized 
by cytotoxic immune cells and killed (Platsoucas et 
al. 2003). Although good arguments can be made that 
many occult malignant conversions arise and are elimi-
nated by immunological mechanisms, experimental 
evidence bearing directly on this question is limited. 
The ability of the immune system to detect and then to 
eliminate tumors depends on many factors, not the least 
being where the tumor develops and the novel antigens 
it presents. If novel antigens are not presented during 
inflammatory processes of tumor development, e.g. dur-
ing angiogenesis, the immune system will be tolerant of 
the cancer cell. If a tumor epitope is recognized as for-
eign by the immune system, then the tumor cells will be 
killed unless the growing tumor finds a way to subvert 
the recognition process, for example by down-regulat-
ing MHC class-I expression, inhibiting the antigen-
processing machinery, or incapacitating the response 
of dendritic or other antigen-presenting cells (Pardoll 
2001; Vicari et al. 2002; Garcia-Lora et al. 2003). 
Unfortunately, this seems to happen all too often.

Figure 1 illustrates various aspects of the meta-
static process in experimental model systems. Recent 

research has shown that although the extravasation 
process is reasonably efficient, it is the subsequent pro-
liferation and establishment of a secondary tumor that 
is very inefficient (Chambers et al. 2002; MacDonald et 
al. 2002). Circulating tumor cells are frequently trapped 
in the first capillary bed they encounter after entering 
the circulation, thus accounting in part for why cancers 
in certain organs preferentially metastasize to a limited 
number of locations in the body. As an alternative to 
extravasation, the trapped (or adherent) cancer cell 
may proliferate intravascularly for an initial period 
(Wong et al. 2002). Attachment of a tumor cell to the 
endothelium depends on the interaction of mutually 
complementary cell surface molecules (cadherins) or 
receptors able to engage different domains of the same 
ligand, for example osteopontin, which in theory could 
engage an integrin on one cell and a CD44 variant on 
the other cell. Once a cell has extravasated, studies 
employing intravital videomicroscopy have shown 
that the extravasated cell may remain quiescent for 
extended periods before beginning to proliferate. These 
experiments suggest that, in contrast to earlier beliefs, 
it may be this last step, the ability to proliferate in a 
new environment, that is apparently most difficult to 
accomplish. Whether, or how soon, a subset of extrava-
sated tumor cells begin to proliferate and form a tumor 
is determined by its interactions with cells in the new 
location. If the new location provides the appropriate 
support structure (soluble factors, a suitable ECM, 
and friendly interactions with neighboring cells) then 
rapid growth of the secondary tumor will occur. If on 
the other hand conditions are not conducive for growth 
the extravasated tumor cell may remain dormant for 
months or years until it begins to proliferate.

Metastasis-suppressing and metastasis-inducing 
functions

Several groups have searched for metastasis suppres-
sor genes using various procedures, some based on 
the presumption that the mRNA encoding a metastasis 
suppressor gene would be expressed at lower levels 
in metastatic cells as compared with a non-metastatic 
but otherwise similar tumorigenic cell (Welch et al. 
2000; Steeg 2003). The metastasis-suppressing action 
of the putative suppressor can be confirmed by the 
demonstration that when expressed in a metastatic 



4 Metastasis: a current perspective

cell it reduces the metastatic efficiency. NM23 was 
the first to be described and was subsequently found 
to be a histidine protein kinase. It phosphorylates 
the scaffold protein KSR, leading to reduced ERK 
activation. Several additional metastasis suppressor 
genes (MKK4, RhoGDI2, KAI1) also modulate signal 
transduction pathways. MKK4 activates the p38 and 
JNK kinases; RhoGDI2 regulates Rho and Rac func-
tion (which stimulate motility and invasiveness); and 
KAI1 (CD82) is a tetraspannin that interacts with cer-

tain integrins and the epidermal growth factor receptor 
(Steeg 2003).

Genomic analysis (loss of heterozygosity, compar-
ative genomic hybridization, accompanied by microcell-
mediated chromosome transfer) is an alternative strat-
egy for locating potential metastasis suppressor genes. 
Genes identified using these strategies include KISS-
1, BRMS1, CRSP3 and TXNIP (Shevde and Welch 
2003). KISS-1, which has a very short half-life, is 
a ligand for a G-protein coupled receptor. CRSP3, 

Fig. 1 The Metastatic Process. (a) Escape of tumor cells from the primary tumor (intravasation) and their dissemination in the circula-
tion throughout the body. Cancer cells tend to arrest in the small capillary beds of those organs immediately downstream of the tumor. 
This is one reason why breast tumors tend to metastasize to lung, whereas tumors secondary to colon cancers are often found in the
liver. However, in order for breast cancer cells to metastasize to bone, they need to pass through the lung microcirculation and enter the 
arterial circulation; once they arrive in bone, evidence suggests that their growth in that microenvironment may be favored (Chambers
et al. 2002). (b) Once a tumor cell arrives in a secondary organ, it has a number of fates, which depend on interactions of the cell with 
its microenvironment. Solitary cells may die, become dormant, or proliferate. Similarly, micrometastases may die, become “dormant”
(in which proliferation and apoptosis are balanced), or grow progressively and become vascularized. The proportion of cells that pass 
thorough each of these steps determines the overall metastatic burden. Dormant cells that subsequently become activated, or “dormant”
micrometastases in which the balance between apoptosis and proliferation becomes tipped to favor growth, may be responsible for late 
recurrences seen in patients after long periods of clinical tumor dormancy. (Reprinted from Chambers AF, Groom AC, MacDonald 
IC, Dissemination and growth of cancer cells in metastatic sites, Nature Reviews Cancer 2:563–72. Copyright (2002), with permission
from Macmillan Magazines Ltd.)
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a cofactor that interacts with the transcription factor 
SP1, and TRN, which interacts with and presumably 
regulates thioredoxin activity, are both involved in 
regulating KISS-1 expression. BRMS1 may hinder 
metastasis by increasing connexin 43 expression and 
augmenting gap junctional intercellular communica-
tion. BRMS1 shares homology with mSds3 and is 
capable of forming a transcription-inhibiting complex 
with histone deacetylase and retinoblastoma binding 
protein 1 (Meehan et al. 2004).

Metastasis is a complex process, requiring the 
expression of many genes to execute the process. 
Thus it should not be surprising that anything that can 
reduce expression of these genes can hinder metas-
tasis. That many of the identified genes are involved 
in signal transduction or cell–cell interactions is to 

be expected. Because their identification is largely 
based on a loss-of-function strategy, it has been more 
of a challenge to identify them than to identify genes 
(oncogenes) that confer a gain-of-function, tumori-
genicity, on normal cells. There is also the fact that 
we have a good cell culture model for tumorigenicity 
(growth in soft agar), but not for metastatic ability, 
which can only be conclusively shown in an animal. It 
is likely that more metastasis suppressor genes remain 
to be discovered, each of which holds the promise 
of providing an approach to blocking or slowing the 
metastatic spread of a cancer.

As illustrated in Fig. 2 (Shevde and Welch 2003), 
many proteins participate in one or another aspect 
of metastasis. These include cell adhesion proteins, 
proteinases, cytoskeletal proteins and cell signaling 
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proteins (receptors and their ligands, intracellular sig-
nal transduction intermediates, transcription factors) 
(Engers and Gabbert 2000). To cite a few examples: 
Van Golen et al. (2002) reported that the RhoC GTPase 
was overexpressed in inflammatory breast cancer cells 
and apparently responsible for the increased motil-
ity and invasiveness of these cells. Oft et al. (2002) 
described evidence for a multistep model of tumor 
progression entailing stepwise increases in the levels 
of Smad2 and H-ras activity that drive the epithelial–
mesenchymal transition of squamous carcinoma cells. 
In the MCF10A human breast cell line Smad2/3 
signalling appears to be inhibitory in the early steps 
of tumorigenesis but stimulatory in the later stages of 
metastasis, at least to the lung after tail vein injection 
(Tian et al. 2003). Because they are less well known as 
metastasis stimulators, we conclude this review with a 
brief discussion of two genes, osteopontin and TIMP-1, 
that illustrate the difficulties in reaching a satisfying 
understanding of how cells metastasize.

Osteopontin

OPN is a glycosylated phosphoprotein found in all 
body fluids and bone; it acts as both a cytokine and 
(in mineralized tissues) a cell adhesion protein by 
binding various integrins and CD44 variants. The 
literature establishing the involvement of OPN in 
tumorigenesis and the progression of metastatic dis-
ease has been extensively reviewed (Weber 2001; 
Furger et al. 2001; Denhardt et al. 2003; Yeatman 
and Chambers 2003). Chang et al. (2003) reported 
that exogenous OPN could induce a dose-dependent 
transformation of preneoplastic mouse epidermal 
JB6 cells as assessed by growth in soft agar. In some 
situations OPN acts to stimulate angiogenesis and 
tumor cell growth (Thalmann et al. 1999; Hirama 
et al. 2003). Mechanisms by which it might enhance 
the metastatic proficiency of cancer cells include it 
ability to promote cell adhesion or to inhibit expression
of inducible nitric oxide synthase (OPN production 
by metastasizing cancer cells might protect them 
from being killed by NO produced by cytotoxic mac-
rophages). There is also growing evidence that OPN 
may facilitate metastases to bone (Nemoto et al. 2001; 
Kang et al. 2003; Allan et al. 2004). OPN has been 
shown in several contexts to inhibit apoptosis, perhaps 

thereby allowing higher levels of expression of the ras
oncogene. Another mechanism by which OPN might 
foster metastasis is by promoting the migratory and 
invasive properties of the cells. In an elegant series 
of studies Tuck et al. (2000, 2001, 2003) found that 
OPN enhances the migratory and invasive properties
of mammary epithelial cells, apparently by up-
regulating expression of urokinase-type plasminogen 
activator (uPA) and enhancing the activity of various 
growth factor receptor kinases including hepatocyte 
growth factor receptor (Met) and epidermal growth 
factor (EGF). Shijubo et al. (2000) reported that OPN 
could synergize with VEGF to stimulate endothelial 
cell migration, and Leali et al. (2003) showed that 
OPN could enhance FGF-2-mediated angiogenesis.

Rudland and colleagues have shown that if OPN 
expression is specifically upregulated in a benign rat 
mammary cell line, RAMA37, either by transfection 
with certain “metastasis-inducing sequences” or a 
plasmid engineered to express OPN, the cells acquire 
a malignant phenotype. This and other research, 
reviewed by Oates et al. (1997), has provided compel-
ling evidence that OPN can enhance the metastatic 
proficiency of cancer cells. Recent studies from this 
group have shown that these “metastasis-inducing 
DNA sequences” can bind to Tcf-4, a member of the 
T cell factor family of transcription factors that bind 
to a CAAAG sequences, which in the (rat) OPN 
promoter repress OPN expression (El-Tanani et al. 
2001a, b). These findings suggest that TCF-4 is an 
inhibitor of OPN expression.

Substantial data have accumulated documenting 
OPN expression in human cancers, produced either 
by stromal cells or by the tumor cells themselves 
(Furger et al. 2001). Gillespie et al. (1997) and Tuck 
et al. (1998) reported OPN production in human breast 
cancers and confirmed by in situ hybridization that 
tumor cells are often, but not always, responsible for 
elevated OPN synthesis. Sung et al. (1998) reported 
high level expression of OPN in highly invasive breast 
cancer lines, and Sharp et al. (1999) showed that in 
human primary breast cancers OPN is expressed pre-
dominantly by the cancer cells. One mechanism by 
which OPN might influence the metastatic process is 
via its interaction with CD44 variants that are associ-
ated with metastasis (Katagiri et al. 1999). Whether 
this involves stimulating cell adhesion and/or activa-
tion of signal transduction pathways is not known.
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Research has also demonstrated an association 
between OPN levels in tumors and/or blood and patient 
outcome, suggesting that OPN may play an important 
functional role in human cancer (Furger et al. 2001). 
Western blotting analysis revealed that OPN was present 
at elevated levels in patients with metastatic cancers. 
Chambers et al. (1996) reported that OPN was over-
expressed in series of human lung cancers, relative to 
adjacent normal tissue, with a statistically significant 
association between OPN presence in the tumors and 
patient survival. In a series of 154 cases of lymph node-
negative breast cancers, tumor cell OPN (as detected by 
immunohistochemistry using the anti-OPN mAB53) was 
found to be associated with poor patient survival (Tuck et 
al. 1998). OPN mRNA overexpression is correlated with 
high-grade, late-stage hepatocellular carcinoma, early 
tumor recurrence, and unfavorable prognosis (Pan et al. 
2003). Weber (2001) has reviewed the importance of 
OPN as a promising target for cancer therapy. Should it 
turn out to be a significant target for clinical intervention, 
the intriguing question arises: which among the various 
documented or suggested roles for OPN in the metastatic 
process are critically relevant?

Tissue inhibitor of metalloproteinases-1

Our second example of a protein whose contribution to 
the metastatic process is puzzling is TIMP-1, a glyco-
sylated 28-kD protein tightly structured by six disulfide 
bonds (Brew et al. 2000). It is identical to EPA (eryth-
roid potentiating activity), which promotes an increase 
in erythroid progenitor cells. TIMP-1 inhibits many 
members of the metalloproteinase (MP) superfamily, 
which includes some of the adamalysin-like disintegrin 
and metalloproteinases (ADAMs) and many of the 
matrix metalloproteinases (MMPs) (Baker et al. 2002). 
These are Ca2+-dependent, Zn2+-containing enzymes 
that are usually activated extracellularly by proteolytic 
cleavage. Many of the MMPs effectively degrade struc-
tural proteins such as collagens, laminin, elastin, and 
fibronectin in the ECM (Nagase and Woessner 1999). 
Many of the ADAMs on the other hand focus their 
cleavage activity on proteins at the cell surface, pro-
ducing effector molecules such as TGFα or the HER2 
ectodomain (Codony-Servat et al. 1999). Proteinases, 
including some MMPs and ADAMs, known to cleave 
cell surface molecules, have been termed “sheddases” 

(Kheradmand and Werb 2002). Via these extracellular 
activities MPs play roles in various physiological func-
tions including embryogenesis, angiogenesis, wound 
healing, ovulation, inflammation and fibrosis. Because 
of their potent proteolytic activities they are closely 
regulated, in part by TIMP-1.

MPs, especially MMPs and the membrane-type-
MMPs, enable the metastasis of cancer cells by 
facilitating the passage of malignant cells through 
basement membranes and the extracellular matrix 
(Westermarck and Kahari 1999; Hotary et al. 2000; 
Itoh and Nagase 2002). They also enable the growth 
of tumors as a result of their role in angiogenesis, 
enabling the growing tumor to develop a vasculature 
(Folkman 2002). The ability of TIMP-1 to inhibit both 
angiogenesis and metastasis would appear to make 
TIMP-1, and other TIMPs for that matter (there are 4), 
effective anti-cancer agents (Nii et al. 2000). This has 
spawned commercial efforts to utilize MMP inhibitors 
as anti-cancer agents (Coussens et al. 2002). A discon-
certing finding, however, was that an elevated level 
of expression of TIMP-1 mRNA in primary breast 
carcinomas was associated with metastasis (Ree et al. 
1997). Moreover, a higher level of TIMP-1 expres-
sion predicts poorer patient prognosis with respect 
to the length of the disease-free interval and survival 
rate (McCarthy et al. 1999; Yoshikawa et al. 1999; 
Ylisirnio et al. 2001; Holten-Andersen et al. 2002; 
Nakopoulou et al. 2002).

It is well established that TIMP-1, produced by 
the tumor cells, is inhibitory to tumor progression by 
virtue of its ability to inhibit metalloproteinases and 
block angiogenesis and tumor cell invasion. It is less 
well appreciated that TIMP-1 can also stimulate growth 
and/or DNA replication of tumor cells, including 
MG63 (human osteosarcoma), K562 (human erythro-
leukemia), MCF-7 (human mammary adenocarcinoma) 
and BC-61 (human breast carcinoma) (Hayakawa 
1994; Yamashita et al. 1996). In MG63 cells TIMP-1 
stimulated the Ras-MAPK pathway and DNA synthesis 
(Yamashita et al. 1996; Wang et al. 2002). This growth 
promoting activity was downregulated by tyrosine 
phosphorylation inhibitors. Yan and Moses (2001) dis-
cussed the biphasic effects (stimulation of tumor cell 
proliferation followed by tumor necrosis as the result 
of inhibition of angiogenesis) of TIMP-1 on tumor 
progression in the context of Burkitt’s lymphoma. 
Zeng et al. (1995) reported that the correlation between 
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increased TIMP-1 mRNA levels and colorectal cancer 
progression reflected a growth-promoting function for 
human TIMP-1. Rat breast carcinoma lines engineered 
to overexpress TIMP-1 exhibited increased VEGF 
expression and more aggressive tumor development 
(Yoshiji et al. 1998). Porter et al. (2004) reported data 
suggesting that TIMP-1 stimulates proliferation of 
MDA-MB-435 cells by inhibiting a putative cell sur-
face proteinase, possibly an ADAM.

As noted above, a number of studies suggest 
strongly that TIMP-1 fosters metastasis. For example, 
Nakopoulou et al. (2002) reported a significant correla-
tion in 117 invasive human breast carcinomas between 
elevated TIMP-1 mRNA levels in stromal cells at the 
tumor-stromal interface and lymph node metastases, 
c-erbB-2 expression and adverse patient prognoses. 
TIMP-1 mRNA was not detected in tumor cells and 
adjacent normal breast tissue. Additionally, the positive 
correlation of high TIMP-1 mRNA expression with 
estrogen receptor levels suggested an association with 
tumor cell differentiation. One obvious approach to elu-
cidating the action of TIMP-1 would be to demonstrate 
its metastasis-promoting action directly, for example 
by engineering a tumorigenic, non-metastatic cell line 
to over-express TIMP-1. This is unlikely to succeed 
however, because TIMP-1 is strongly inhibitory to the 
growth of a primary tumor; it inhibits angiogenesis and 
suppresses tumor cell invasion (i.e. is anti-metastatic). 
But how then does one explain that in a significant 
number of tumors elevated TIMP-1 expression strongly 
correlates with progression to an invasive, malignant 
cancer? There is a considerable literature that interac-
tions among stromal cells and epithelial cells (“bidirec-
tional stromal–epithelial crosstalk”) play an important 
role in the progression of breast cancer (Moinfar et al. 
2000; Wang and Tetu 2002; LeBedis et al. 2002). It may 
be that the production of TIMP-1 by stromal cells is the 
key to understanding the correlation between elevated 
TIMP-1 expression in tumors and enhanced aggressive-
ness of the tumor cells. If so, the puzzle remains why 
TIMP-1 produced by tumor cells is inhibitory to tumor 
growth and metastasis whereas TIMP-1 produced by 
tumor stromal cells stimulates tumor progression. In 
both cases it is believed that the protein is secreted.
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Abstract: Invasion of the surrounding tissue by tumor 
cells is a complex process and involves tissue destruc-
tion and active tumor cell movement. Regulation of 
cell motility is complex. There are cell type-specific 
differences (for example, differences between fibrob-
lasts and epithelial cells) and differences between 
transformed cells and their normal counterparts. Under 
normal circumstances, fibroblasts exist in the tissue as 
single cells. Reflecting this, fibroblasts migrate as single 
cells. Epithelial cells exist as sheets of cells or three-
dimensional masses. Epithelial cell migration involves 
groups of cells moving together as well as movement 
by individual cells. For both fibroblasts and epithelial 
cells, in vitro motility requires a substratum to which 
the cells can adhere. Components of the extracellular 
matrix including fibronectin and laminin provide a 
suitable substrate. Differences between normal and 
transformed cells in elaboration of fibronectin/laminin 
and differences in interaction with these motility-
inducing matrix molecules contribute to differences in 
motility. When fibroblasts interact with fibronectin (or 
other motility-supporting matrix molecules), binding 
to cell surface adhesion receptors initiates a cascade 
of signaling events that results in organization of the 
cell for movement. In epithelial cells, interaction with
 the matrix is also critical to cell movement. However, 

significant movement does not occur unless there 
is also interaction with soluble motility-stimulating 
factors (i.e. growth factors, chemokines and com-
plement components). While the process of tumor 
cell motility has been extensively studied in simple 
two-dimensional or three-dimensional assay systems, 
recent studies using intact tissue in organ culture have 
validated many of the observations resulting from 
in vitro studies in simple two-dimensional or three-
dimensional assay systems.

Keywords: Fibroblasts, Keratinocytes, Tumor cells, 
Fibronectin, Laminin, Motility, Invasion, Organ 
culture

Introduction

Motility in higher eukaryotic cells is a fundamental, 
though complex, biological process. In development, 
embryonic cells travel long distances through the tis-
sues before eventually taking up the positions they 
will occupy in the adult organism. Wound-healing is 
another biological process in which motility is critical. 
During wound healing, epithelial cells, fibroblasts and 
endothelial cells, which are quiescent in the healthy 
adult tissue, become activated as a result of wounding. 
Active movement in two and three dimensions ensues. 
Wound-healing in the skin has been most well-studied,

CHAPTER TWO

Control of cell motility during tissue invasion

James Varani

The Department of Pathology, University of Michigan, 
Ann Arbor, MI 48109 USA

H.E. Kaiser and A. Nasir (eds.), Selected Aspects of Cancer Progression:
Metastasis, Apoptosis and Immune Response, 11–19. 
© Springer Science + Business Media B.V. 2008



12 Control of cell motility during tissue invasion

for obvious reasons, but healing of wounds in other 
tissues and organs is thought to proceed along simi-
lar lines. In pathological wound healing conditions 
(for example, fibrosis) events that underlie motility 
in a normal wound-repair situation also occur, but 
regulation of the process is defective. Motility is also 
thought to play a role in local spread of malignant 
tumor cells though adjacent tissues as well as to the 
formation of distant metastasis.

While cell motility is assumed to be critical to a 
number of in vivo biological processes, direct evi-
dence is, in most cases, lacking. This is due to the 
nature of motility and the limitations of studying 
in vivo a dynamic process that occurs over hours 
to days. Our ability to make measurements that 
unequivocally demonstrate the importance of motility 
in, for example, tumor cell invasion is limited. Thus, 
we have had to rely on surrogate markers and indirect 
evidence. While indirect and largely circumstantial, 
this evidence is, nonetheless, quite convincing. What 
is the evidence that indicates a critical role for cell 
motility in tumor invasion? First, there is morpho-
logical and ultrastructural evidence. Precise examina-
tion of motile fibroblasts and epithelial cells in vitro
has demonstrated morphological features of actively 
moving cells that are not observed in stationary cells. 
Specifically, in vitro motile cells demonstrate a wide 
ruffled membrane with multiple focal adhesions at 
the leading edge and a much narrower membrane at 
the tail. Cytoskeletal elements are attached at focal 
adhesion sites and oriented in the plane of move-
ment (Brakebusch et al. 2002; Friedl and Wolf 2003; 
Hood and Cheresh 2002). These same morphological 
features are observed in invasive tumor cells at the 
invasive front in vivo (Carr 1983).

Second, while it is difficult to directly observe 
motility occurring in vivo under most circumstances, 
there are exceptions. The process of neutrophil egress 
from the vasculature into extravascular tissue space 
can be observed by time-lapse photography. Using 
transparent tissues such as rodent mesenteric vessels, 
one can actually watch as leukocytic cells attach to the 
endothelial cell surface and then move by a process 
known as diapedesis between endothelial cells, out of 
the vascular bed and into the tissue space (Devreotes 
and Zigmond 1988). Such studies have been instru-
mental in demonstrating the role of various cytokines, 
chemokines and adhesion factors in the migratory 

process. Such studies have also been instrumental 
in demonstrating that factors regulating cell motility 
in vivo have a dramatic (motility-inducing) effect on 
the same cells in sophisticated in vitro motility assays. 
Experimental studies of a similar nature have demon-
strated analogous behavior by circulating tumor cells 
(Woods 1958; Farina 1998). While demonstrating 
motility in such models is clearly not the same as 
demonstrating motility during tissue invasion in situ,
these studies provide direct evidence that motility can 
occur in vivo.

Additional evidence that motility is important 
for tumor invasion comes from correlative studies. 
Numerous studies over the past 25 or more years have 
demonstrated that experimental tumors contain mix-
tures of cells with different phenotypic characteristics. 
From many different tumors, subpopulations of cells 
that differ in their capacity for motility in vitro have 
been selected. When such cells are examined for their 
capacity to form invasive tumors upon injection into 
animals, there is virtually a 100% correlation between 
motility and invasive capacity (Hart 1979; Varani 
et al. 1985). Among the same populations, there is 
essentially no correlation between motility and tum-
origenicity.

In summary, it is well accepted that cell motility 
plays an important role in many biological processes, 
including tumor cell invasion and metastasis. This is 
in spite of the fact that, with rare exceptions, there is 
little direct proof in vivo to implicate motility. Given 
the assumed importance of motility in various biologi-
cal processes, it is not surprising that extensive efforts 
have been made to assess and understand the proc-
ess of cell movement and how it is regulated. Most 
of the effort has involved in vitro experimentation. 
This review focuses on what is known about the role 
of motility in the invasion process, primarily as it is 
carried out by cells from fibroblastic and epithelial 
tumors.

In vitro regulation of motility in fibroblasts 
and epithelial cells

Motility in malignant cells is not uniquely a func-
tion of the malignant phenotype. Quite the opposite, 
malignant cells mimic their normal counterparts in 
their motility response. Mesenchymal cells exist in 
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nature primarily as single cells. Both normal mesen-
chymal cells and their malignant counterparts migrate 
as single cells in vitro. Fibroblasts migrate over and 
through a variety of different substrates, and do so 
quite robustly in the absence of soluble motility-
stimulating factors. The key is a substratum that either 
contains a matrix component with which the cells can 
interact or on which the cells can deposit their own 
matrix. In contrast, epithelial cells form cohesive 
units. Epithelial cell migration reflects this. Migration 
of epithelial cells occurs as sheets of cells, as when 
cells at a wound edge migrate to close a wound, or as 
finger-like projections of cells during epithelial tumor 
invasion. Single cell migration of epithelial cells also 
occurs, but this is usually found in advanced tumors, 
where cohesion between cells has been substantially 
disrupted. Given these multiple patterns of migra-
tion, are there underlying principles? The following 
sections of this review focus on two issues – (i) the 
nature and role of the migration-supporting substrate 
and (ii) the role of soluble migration-promoting 
factors – in supporting mesenchymal and epithelial 
cell movement.

Motility in normal and malignant fibroblasts

Neither fibroblasts nor epithelial cells migrate effi-
ciently in vitro unless the migration substrate contains 
one or more extracellular matrix components with 
which the cells can interact. For fibroblasts, fibronec-
tin appears to be among the most potent migration-
stimulating factors (Yamada et al. 1978; Roberts 
et al. 1988; Ryseck et al. 1989), although other matrix 
components including structural proteins (collagens 
and elastin) also support motility (Stetler-Stevenson 
et al. 1993). When fibroblasts are plated onto a sub-
strate that contains fibronectin or laminin, migration 
is rapidly initiated. However, if there is insufficient 
matrix to stimulate migration efficiently, cell move-
ment still occurs – only more slowly. Synthesis of the 
supportive matrix and deposition of it into the substrate
is a necessary pre-requisite for movement.

Fibronectin was discovered in the late 1960s to be a 
major cell-surface protein on fibroblasts. In early stud-
ies, this protein was of interest because it (i) mediated 
cell–substrate attachment and (ii) was lost from the 
surface of transformed cells (Hynes 1976; Olden and 
Yamada 1977; Vahari and Mosher 1978). Based on 

these observations, it was easy to see how the malig-
nant phenotype, characterized by a loss of adhesive 
functions, might reflect the lack of fibronectin on the 
surface of transformed cells. Loss of tumor adhesive 
function and the capacity for invasion through tis-
sues was interpreted to reflect loss of this adhesion 
protein.

Efforts to understand how fibronectin was lost 
from the cell surface during transformation revealed 
that fibronectin receptor expression (identified as 
the α5β1 integrin) was lacking on transformed cells 
(Plantefaber and Hynes 1989). The absence of the 
α5β1 integrin not only correlated with a lack of 
surface fibronectin but was also directly implicated 
in decreased binding of exogenous fibronectin by 
transformed cells. The response to exogenous 
fibronectin was not absolute and this was revealed to 
be due to the presence of other (though less efficient) 
fibronectin-binding receptors (such as α4β1 and 
α3β1) on the transformed cell surface (Plantefaber 
and Hynes 1989). Subsequent studies revealed a more 
complex relationship between surface fibronectin 
and fibronectin receptor expression. Cells lacking 
the α5β1 fibronectin receptor were shown to down-
regulate fibronectin biosynthesis (Senger et al. 1983; 
Chakrabarty et al. 1989a; Chakrabarty et al. 1987; 
Varani and Chakrabarty 1990). When cells expressing 
a conditional “malignant phenotype”, were induced 
to express normal characteristics, fibronectin recep-
tor expression and fibronectin biosynthesis were 
induced in parallel (Senger et al. 1983; Chakrabarty 
et al. 1989a; Chakrabarty et al. 1987; Varani and 
Chakrabarty 1990). Likewise in normal cells, factors 
that induced fibronectin expression on the cell sur-
face induced both increased receptor expression and 
increased ligand biosynthesis (Roberts et al. 1988; 
Ryseck et al. 1989; Shumaker et al. 1994).

It might seem intuitive that if fibronectin were an 
important motility-supporting substrate for fibroblasts 
and transformed cells were less efficient than their 
normal counterparts in binding fibronectin, they would 
also be less motile. Several factors contribute to mak-
ing this not the case. First, while fibroblast motility is 
a function of cell–substrate adhesion, the two proc-
esses are not the same. Motility requires adhesion to 
a substratum, but if the attachment is too strong, cells 
cannot break the attachment and, therefore, do not 
move efficiently. By reducing adhesion to  fibronectin 
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(but not eliminating it altogether) transformation 
could allow the cells to express a motile phenotype 
under conditions in which the normal counterpart cells 
remain sessile. Second, fibronectin is a large, complex 
molecule with several distinct domains. Fragments of 
the intact molecule have biological effects (including 
motility-inducing activity) not found in the intact mol-
ecule. Third, and, perhaps most important, motility is 
a complex process with a unique set of intracellular 
signals. Interaction with fibronectin through α5β1
results in generation of a different set of intracellular 
signals than interaction through other fibronectin-
binding integrins (Hynes 1992).

Fibronectin is not the only component of the extra-
cellular matrix to influence fibroblast motility. Another 
matrix component, laminin, also supports migration
efficiently. In early studies it was demonstrated that 
purified laminin from a basement membrane-
producing rodent tumor supported attachment and 
motility in transformed fibroblasts as well as (or better 
than) their normal counterpart cells (Terranova et al. 
1982; Rao et al. 1983; Fligiel et al. 1986). Laminin 
receptors, primarily the α6β1 integrin, but including 
other integrin and non-integrin moieties, were dem-
onstrated to be expressed on cells that migrated in 
response to laminin (Brakebusch et al. 2002; Hood and 
Cheresh 2002; Terranova et al. 1982; Rao et al. 1983; 
Friedl et al. 1998). Since laminin is a major compo-
nent of basement membranes, it could be understood 
how the ability of a cell to interact with this basement 
membrane component could promote invasion by 
malignant cells. Unlike fibronectin, however, laminin 
was not lost from the surface of malignant fibroblasts. 
Quite the contrary, several studies demonstrated that 
laminin expression was often increased on trans-
formed cells (Chakrabarty et al. 1989a; Chakrabarty 
et al. 1987; Varani et al. 1983; Bober et al. 1987; 
Ramlpoldi et al. 1985). Since there was a correlation 
between laminin expression on the cell surface (as 
opposed to unoccupied laminin receptors) and motil-
ity, this suggested that migration on laminin might 
involve the utilization of newly synthesized laminin 
laid down as part of the extracellular matrix to provide 
the substrate for migration of the advancing cells.

In summary, both fibronectin and laminin support 
fibroblast migration, and malignant as well as nor-
mal fibroblasts are capable of utilizing either matrix 
component as a migration substrate. With regard to 

fibronectin, there is a loss of the matrix component 
from the surface of transformed cells associated with a 
loss of receptor. However, while the major fibronectin-
binding receptor is lost from transformed cells, other 
receptors with fibronectin-binding capacity remain. In 
contrast, laminin is not lost from the cell surface in 
transformed fibroblasts, and in many cases, increased 
cell surface expression is observed. How can these 
disparate findings be tied into a cogent picture of how 
migration is influenced by the matrix? The simplest 
interpretation is that both fibronectin and laminin 
provide a supportive matrix for fibroblast migration. 
Fibronectin is plentiful in the extracellular matrix 
– presumably in sufficient amount to support migra-
tion of transformed fibroblasts without continued 
elaboration. Laminin is present in smaller amounts. 
However, fibroblastic cells – and in particular, trans-
formed fibroblasts – synthesize the supportive matrix 
as they crawl along.

Motility in normal and malignant epithelial cells

Whereas fibroblasts exist as single cells in most cir-
cumstances, epithelial cells normally reside in cell 
sheets or as three-dimensional masses. At one extreme 
are squamous epithelial cells, consisting of large, flat-
tened cells that adhere tenaciously to one another as 
well as to the underlying basement membrane and 
form three-dimensional, multi-layered structures. At 
the other extreme are secretory epithelial cells that are 
relatively less adhesive and form sheets of cells con-
sisting of a single cell layer of columnar or cuboidal 
cells. Not surprising, adhesion in epithelial cells is 
a complex process and involves cell–cell as well as 
cell–substrate interactions (Clark et al. 1982; Varani 
et al. 1987; Nickoloff et al. 1988). Adding a further 
dimension to the complexity of epithelial cell adhesive 
function is the fact that progressive changes in adhe-
sive properties accompany the process of differentia-
tion. Finally, as epithelial tumors progress, adhesive 
properties undergo still more changes. In advanced 
carcinomas, the epithelial cells are often described 
as have a “spindle-shape” morphology (epithelial–
mesenchymal transformation). Such cells appear similar
to fibroblasts and exist as single cells. Cell–cell adhe-
sion functions are lost in such cells.

Given the complexity in epithelial cell adhesive 
functions, it is not surprising that regulation of motility 
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in these cells should also be complex. Epithelial cells 
can migrate in two-dimension (for example, across 
the surface of the basement membrane or provisional 
matrix during wound-repair) as well as in three-
dimension (during tumor invasion). In spite of these 
complexities, there are some unifying principles. First 
(like fibroblasts), epithelial cell migration is depend-
ent on the presence of a substrate to which the cells 
can adequately adhere. While a number of different 
matrix components are able to support epithelial cell 
movement, fibronectin provides an optimal substrate, 
either for migration in two dimensions or three dimen-
sions (Varani et al. 1987; Nickoloff et al. 1988).

Studies conducted in our laboratory have exam-
ined fibronectin-mediated adhesion and motility in 
human squamous epithelial tumor cells (Frenette 
et al. 1988; Varani et al. 1991; Chakrabarty et al. 
1989b). Initially, we utilized emerging data from 
mesenchymal cell studies as a guidepost. It quickly 
became apparent however (not surprising) that while 
fibronectin provided an optimal migration substrate for 
epithelial cells as well as fibroblasts, cell–substrate 
interactions were not identical. In squamous epithelial 
cells, fibronectin was not lost from the cell surface 
during transformation. Quite the contrary, fibronectin
biosynthesis and fibronectin receptor (α5β1) expres-
sion were both highly expressed on these cells and 
this was correlated with utilization of the matrix 
component for both attachment and migration 
(i.e. antibodies that interfered with fibronectin inter-
actions decreased adhesion and motility in parallel). 
Normal human epithelial cells (epidermal keratinocytes)
as well as malignant squamous epithelial cells syn-
thesized large amounts of fibronectin and utilized the 
endogenously produced fibronectin as an adhesion 
and migration-supporting substrate. When normal 
epithelial cells were induced to differentiate, respon-
siveness to fibronectin decreased. This was associ-
ated with a reduction in fibronectin biosynthesis and 
a corresponding reduction in surface α5β1 integrin 
(Chakrabarty et al. 1989b). When malignant squa-
mous epithelial cells were treated with the same dif-
ferentiation inducing protocol, differentiation failed 
to occur in some tumor lines and was incomplete in 
others (Varani et al. 1991; Chakrabarty et al. 1989b; 
Chakrabarty et al. 1990). Fibronectin production and 
fibronectin receptor expression remained high and 
responses to fibronectin were sustained in these cells.

We next turned our attention to adenocarcinoma 
cells – i.e. colon carcinoma cell – thinking that find-
ings from studies with squamous epithelial cells 
would be helpful. Again it was found that behavior 
in one cell type (in this case, squamous epithelial 
cells) was not predictive of behavior in another (i.e. in 
adenocarcinoma cells). Specifically, it was observed 
that adenocarcinoma cells synthesized small amounts 
of fibronectin (and laminin) and did not attach or 
spread well on either matrix component (Nabeshima 
et al. 1998; Shimao et al. 1999; Inoue et al. 2001). 
Likewise, motility was deficient on these substrates. To 
make matters more perplexing, when these cells were 
induced to differentiate, matrix biosynthesis increased 
along with a corresponding increase in responsive-
ness (Nabeshima et al. 1998; Shimao et al. 1999; 
Inoue et al. 2001). Thus, the behavior of the colonic 
adenocarcinoma cells was almost the opposite of what 
was anticipated, based on findings squamous epithelial 
cells. Studies by other investigators with squamous car-
cinoma cells or adenocarcinoma cells from a number of 
different tumor types have demonstrated similar rela-
tionships between fibronectin production and cellular 
motility (Clark et al. 1982; Varani et al. 1987; Nickoloff 
et al. 1988; Smith et al. 1981; Taylor-Papadimitriou et 
al. 1985; Brown and Parkinson 1985; Akiyama et al. 
1990; Clark et al. 1985).

Motility in normal and malignant epithelial cells: role 
of soluble motility-supporting factors

While mesenchymal cells and epithelial cells are 
both capable of migration in vitro, a major difference 
between the two cell types is that, in vitro at least, 
fibroblast movement occurs in a serum-free, growth 
factor-free environment while epithelial cell movement 
does not. Even when a supportive substrate is present, 
there is essentially no movement of epithelial cells 
in the absence of a soluble motility-promoting fac-
tor. While numerous motility-promoting factors have 
been identified (Barrandon and Green 1987; Jeffers 
et al. 1996), not all of these factors are equal. For 
example, studies in our laboratory examined a series 
of epithelial cell growth factors for ability to stimulate 
motility in normal human epidermal keratinocytes. 
Each of four factors was examined under conditions in 
which the growth-promoting activity was equivalent. 
Two of the factors, epidermal growth factor (EGF) and 
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hepatocyte growth factor (HGF; also known as scatter 
factor) proved to be potent stimulators of motility. 
Two other epithelial cell growth factors – insulin-like 
growth factor-1 (IGF-1) and keratinocyte growth fac-
tor (KGF) – were less effective, even when used at 
concentrations that were equipotent to EGF and HGF 
in terms of proliferation (Zeigler et al. 1996b). In the 
same studies it was demonstrated that although fibrob-
lasts migrated actively in the absence of soluble fac-
tors, growth factors to which they respond (including 
EGF and IGF-1) promoted an incremental increase in 
migration. Thus, it is not that mesenchymal cells do 
not respond to motility-inducing factors; it is, rather, 
that they can mount a substantial response even in 
their absence. Epithelial cells, on the other hand, 
appear to be dependent on such signals.

Invasion = Motility + Tissue Destruction

There is another component to invasion – i.e. tis-
sue destruction. Some degree of tissue destruction 
accompanies invasion with all solid tumors. In some 
cases, the degree of tissue destruction is minimal, but 
in other cases, it may be extensive. Basal cell tumors 
of the skin, which rarely metastasize to distant sites, 
often produce extensive destruction of the surrounding 
tissue – including cartilage and bone (Brodland 1998). 
Research over the past 2 decades has shown that 
tissue destruction during invasion is dependent on 
proteolytic enzymes – including members of the ser-
ine proteinase family (i.e. tissue plasminogen activator 
and urokinase-type plasminogen activators), certain 
of the cysteine proteinases (cathepsins) and, most
important, various members of the matrix metal-
loproteinase (MMP) family (Koblinski et al. 2000).
Studies using in vitro invasion assays (for 
example, matrix-coated filters in transwell- or Boyden-
type chambers) have demonstrated inhibition of 
invasion with proteolytic enzyme inhibitors under 
conditions in which migration through uncoated filters 
or migration in two-dimensions is unaffected (Horine 
et al. 2001). This suggests that the two processes 
– i.e. active motility in the invading cell population 
and tissue destruction – are distinct biological events. 
Nevertheless, both are critical to the invasion process. 
Furthermore, while distinct, they intersect at several 
points in the invasion process. For example, damage 
to the connective tissue exposes matrix components 

that are able to stimulate motility. Additionally, an 
overlapping cascade of intracellular signaling events leads
to motility and, concomitantly, to the up-regulation 
of tissue-destructive enzymes of the MMP family 
(following section).

Intracellular signaling through mitogen-activated 
protein (MAP) kinase pathways: relations to motility 
and MMP elaboration during tissue invasion

We have used the differential motility response of 
human epidermal keratinocytes to various growth 
factors to help elucidate the signaling events that 
underlie epithelial cell motility (Zeigler et al. 1996a, 
b, 1999). To summarize, factors that effectively stim-
ulate epithelial cell motility (as well as proliferation) 
including EGF and HGF induce sustained signaling 
through the extracellular signal-related kinase (Erk) 
and jun-N-terminal kinase (Jnk) MAP kinase path-
ways, while factors that are effective in stimulating 
proliferation but not motility in the same cells (i.e. 
IGF-1 and KGF) induce transient signaling only. 
The same growth factors that stimulate motility and 
proliferation also induce production of MMP-9, 
while factors that are ineffective in inducing motil-
ity are, likewise, ineffective in promoting MMP-9 
production. Of interest, while sustained signaling 
through both the Erk and Jnk pathways accompany 
induction of motility and MMP-9 production, it 
appears that sustained stimulation of the Erk pathway 
alone is sufficient to induce motility. This is based on 
the finding that transfection of a Jnk-dominant-nega-
tive construct into epithelial cells, has no effect on 
the motility response in spite of profound inhibition 
of Jnk signaling (Zeigler et al. 1999). In contrast, 
induction of MMP-9 production appears to depend 
on both pathways since in either Jnk-dominant-
negative transfected epithelial cells or in cells treated 
with Erk activation inhibitors, MMP-9 production is 
blocked (Zeigler et al. 1999). Our suggestion based 
on these findings (and consistent with past observa-
tions; Brakebusch et al. 2002; Friedl and Wolf 2003; 
Hood and Cheresh 2002) is that Erk activation of 
myosin light chain kinase (MLCK) (a key step in 
organizing the acto-myosin contractile system) is 
involved in motility-induction while stimulation of 
MMP-9 occurs via an effect on AP-1-mediated gene 
transcription (Zeigler et al. 1999).
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Relationship between in vitro motility, tissue 
destruction and invasion

In vitro studies are of value in that experimental con-
ditions can be readily manipulated to provide informa-
tion on biological potential. It is imperative, however, 
that findings made in vitro be critically evaluated in 
light of in vivo events. The question which can be 
legitimately asked is whether in vitro motility in sim-
ple two-dimensional or three-dimensional assays have 
anything to do with how tumor cells penetrate the 
adjacent connective tissue during the process of inva-
sion. To help address this issue, experiments in organ 
culture were carried out.

For this, we have utilized an “in situ” organ culture 
model to study the invasion process. In this model, 
2 mm punch biopsies of healthy human skin are main-
tained in organ culture under serum-free, growth factor-
free conditions or, alternatively, are maintained in the 
same medium but supplemented with an exogenous 
growth factor such as EGF. In the absence of exog-
enous growth factors, normal histological structure 
and biochemical function are maintained for several 
days (Fig. 1A and Varani et al. 1993; Varani et al. 
1994). However, when a high level of EGF is included 
in the culture medium, either alone or in conjunction 
with other epithelial growth-promoting agents, several 
changes occur in the tissue. The epithelial cells undergo 
a proliferative response. Strands of epithelial cell 
grow down into the dermal space (Figs. 1B and 1C). 
Erosion of the dermal–epidermal basement membrane 
occurs, and in some areas, the base ment membrane is 
completely lacking (Figs. 1D and 1E). In other areas, 
isolated epithelial cells are completely surrounded by 
dermal elements (Fig. 1F). Of particular interest to 
the present discussion, where epithelial cells are in 
the process of penetrating the underlying stromal tis-
sue, extensive filopodia are present at the front of the 
advancing cells (Fligiel and Varani 1993). The mor-
phological and ultrastructural features of the cells 
are indistinguishable from motile cells in collagen 
lattice cultures or in other two-dimensional or three-
dimensional motility assays.

Additionally, there is up-regulation of several 
MMPs including MMP-9 under invasion-promoting 
conditions, and damage to the underlying connective 
tissue can be seen (Figs. 2C and 2D and Zeigler et al. 
1996a; Fligiel and Varani 1993; Varani et al. 1995). 

In this model, MMP activity, matrix degradation and 
tumor penetration into the dermis are all inhibited 
in the presence of TIMP-2 (Zeigler et al. 1996a). 
Also of interest, there is a substantial induction of 
fibronectin in the organ-cultured tissue under condi-
tions in which epithelial cell invasion occurs (Fligiel 
and Varani 1993). Thus, we conclude that epithelial 
cell invasion of the stroma in this model (i) is asso-
ciated with MMP induction and connective tissue 
breakdown; (ii) depends on elaboration of a motility-
supporting matrix; (iii) is associated with morphological 
evidence of motility in the invading epithelial cells; 

Fig. 1 Stromal invasion by human epidermal keratinocytes 
in organ-cultured human skin. A: Histological appearance of 
human skin after 8 days in organ culture under serum-free, 
growth factor-free conditions. B and C: Histological appearance 
of human skin after 8 days in organ culture in the presence of 
EGF. Note the strands of epidermal keratinocytes pushing into 
dermal space and the abnormalities in epidermal differentia-
tion. Panels A-C are hematoxylin and eosin-stained. D and E:
Histological appearance of human skin after 8 days in organ 
culture in the presence of EGF. Panels D and E were stained 
with the trichrome stain to enhance features of the basement 
membrane. It can be seen from panel D that the dermal – epidermal
basement membrane is rough and pitted. In panel E, it can be 
seen that in places, the basement membrane has been eroded 
entirely (arrows). F: Histological appearance of human skin 
after 8 days in organ culture in the presence of EGF. Isolated 
epithelial cells can be seen in the dermis in places. These cells 
appear to be completely separated from the overlying epider-
mis. A mitotic figure can be seen (arrow)
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and (iv) depends on the presence of epithelial cell 
growth factors in the culture medium. Taken together, 
these findings provide a strong correlation between 
epithelial cell movement in simple two-dimensional 
and three-dimensional in vitro migration assays and 
capacity of epithelial cells to penetrate the surround-
ing connective tissue in an organ culture setting. To 
the extent that organ culture invasion by growth 
factor-stimulated normal epithelial cells mimics the 
invasion process as carried out by malignant tumor 
cells in vivo, we can suggest similar mechanistic 
events. Finally, since abnormalities in the EGF recep-
tor system are among the most common defects in 
epithelial cell tumors (Klapper et al. 2000; O-charoenrat
et al. 2002), we hypothesize that events triggered 
through EGF receptor family members are central to 
the invasion process in intact tissue.
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Abstract: To form clinically evident metastases, the
main cause of death in cancer patients, cancer cells 
must complete a highly complex series of steps called 
the metastatic cascade. This includes local invasion, 
intravasation, transport in the circulation, adhesion 
and extravasation, survival, proliferation and angio-
genesis. Since failure to complete any one of these 
steps results in metastatic failure, understanding the 
steps of the metastatic cascade may allow us to 
develop new therapeutic approaches for the treat-
ment of cancer. Here we review the role of specific 
tumor cell (TC) adhesion and migration processes in 
organ-selective metastases formation. TC adhesion in 
the microvasculature of host organs is a specific and 
highly regulated process. Important adhesion mol-
ecules are: selectins in TC-endothelial cell adhesion 
and integrins in TC–extracellular matrix interactions. 
Defined expression of adhesion molecules and their 
corresponding ligands can govern this non-random 
process of organ-selective metastasis formation. Once 
TC adhesion in the microcirculation occurs, early 
extravasation of TCs, which is regulated by chemotac-
tic stimuli of growth factors and/or chemokines in an 
organ-specific manner, can be observed.

Keywords: Cell adhesion, Invasion, Migration, 
Metastasis, Chemotaxis, Host organs

Introduction

The ability to metastasize is the most fearsome aspect 
of cancer and most cancer deaths are the sequel of 
metastatic diseases rather than primary tumor growth. 
In many cases each metastatic focus appears to origi-
nate from a single tumor cell (TC) and is therefore 
monoclonal, at least at the beginning of the meta-
static process. In order to form overt metastases, a 
cell must complete the metastatic cascade, a series 
of well-defined steps including local invasiveness, 
cell detachment, vascular invasion (hematogenous 
or lymphogenic), circulation or transport, cell arrest, 
extravasation, survival, proliferation and angiogen-
esis. The inability of a TC to complete any one step 
of this cascade results in metastatic failure (Nicolson 
1989, 1988c). Despite the fact that even small tumors 
can release a high number of TCs into the circulation 
(Glaves et al. 1988; Glaves et al. 1986), the number of 
evident metastases remains unexpectedly low and sev-
eral studies indicate that less than 0.01% of circulating 
TCs will form metastatic lesions (Fidler 1970; Liotta 
et al. 1974; Weiss 1986 ). Furthermore, the pattern 
of metastasis formation is not random. The reasons 
for the organ-specific distribution of metastases have 
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been a matter of debate for more than a century since 
Stephen Paget postulated his ‘seed-and-soil’ theory 
(Paget 1889) that was later challenged by James 
Ewing in 1928 (Ewing 1928), proposing the pattern of 
metastatic growth being a result of blood supply and 
mechanical TC arrest.

The metastatic cascade, its inefficiency and its 
organ selectivity raise the question of potential thera-
peutic targets for future therapies precluding the 
formation of overt metastases by circulating TCs. The 
most promising therapeutic targets may be those that 
are most highly regulated and most specific for TCs. 
These considerations have triggered further research 
to understand the mechanisms of each step of the 
metastatic cascade. Here we will review the role and 
mechanisms of TC adhesion and migration in meta-
static target organs and their role in the formation of 
metastatic lesions.

Mechanisms of metastasis formation

Tumor cell arrest at distant organ sites

During the last decade various groups have reported 
diverging results using intravital microscopy tech-
niques for the observation of the early steps of metas-
tasis formation. Mechanical arrest was observed by 
different groups in experimental studies where human 
TCs were injected intra-venously in different animal 
models (Ding et al. 2001; Steinbauer et al. 2003; 
Mook et al. 2003). While multi-cellular emboli do 
arrest in the microcirculation in experimental metas-
tases models, parental tumors usually release single 
TCs into the circulation that can easily pass through 
the microvasculature of different organs (Nicolson 
1988c; Haier et al. 2003) (and our own unpublished 
observations). Circulating TCs must therefore estab-
lish specific adhesions to the vascular wall of target 
organs as observed in different experimental settings 
(Nicolson 1988c; Glinsky et al. 2003; Glinkii et al. 
2003 ). This hypothesis is in line with clinical obser-
vations correlating the expression pattern of adhesion 
molecules on TCs and in metastatic lesions to differ-
ent host tissues and to the clinical course of cancer 
patients (Haier et al. 2000).

The first step for successful circulating TCs in the 
blood is to establish adhesive interactions with the 

microvascular vessel wall of host organs (Nicolson 
1988c). Successful cell arrest, however, is dependent 
on the balance between adhesive and anti-adhesive 
forces, and the rate at which adhesive interactions are 
formed and broken (Weis 1992). For example, the 
adhesion to the extracellular matrix (ECM) usually 
provides stronger bonds for the TCs than the transient 
interactions with the endothelium, mostly mediated by 
selectins and their ligands (Weiss et al. 1988). Once 
TCs attach to the endothelium, morphological and 
functional changes in the endothelial cells (EC) can be 
induced that enable direct interactions with underlying 
ECM structures. Subsequently, retraction of EC can 
lead to exposure of the basal membrane that is com-
posed of ECM proteins arrayed in an organ-dependent 
manner. Furthermore, some parenchymatous organs, 
such as the liver, contain an incomplete EC lining 
within their microvessels that leaves gaps between the 
EC where subendothelial ECM is directly accessible 
to circulating cells (Haier and Nicolson 2001).

Cell–cell and cell–matrix adhesive interactions are 
complex processes mediated by adhesion molecules 
and their ligands. Binding of a ligand to its receptor 
can induce functional and morphological changes of 
the cellular participants, and even modifications of the 
expression pattern of adhesion molecules themselves. 
However, these alterations in the availability, activity 
and avidity of cell adhesion molecules are usually 
tightly regulated and can interfere with other cellular 
signalling processes, such as cell migration, invasion, 
secretion of degradative enzymes, or cell motility, 
among others. Moreover, the microenviroment can be 
influenced by the secretion of degradative enzymes 
triggered by cell–ECM binding (Westermarck and 
Kähäri 1999).

Cell adhesion and the endothelium

Although EC from different organs show morphologic 
similarities, there are distinctive regional and molecular–
structural differences in the vascular endothelium 
(Nicolson 1988c; Auerbach 1991; Pauli et al. 1990; 
Fenyves et al. 1993). These differences seem to play a 
role in the organ-specific dissemination of metastatic TCs. 
For example, the endothelia of different organs display 
different antigenic patterns (e.g. expression of EC-
specific molecules, such as CD31, von Willebrandt-
factor, among others) and organ- specific functional 
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behaviours (e.g. secretion of specific growth factors) 
(Nicolson 1988c).

Initial contacts between circulating TC and EC 
(‘docking’) show similarities to the early events of 
leukocyte–endothelium interactions. These early con-
tacts are weak and transient and appear to be mediated 
mainly by selectins and their ligands expressed on 
leukocytes as well as on cancer cells. Initial adhe-
sions can result in stimulation of the endothelium 
and TC through cytokines, free radicals, bioactive 
substances, or growth factors, among others. These 
mediators themselves can cause specific modulation 
or activation of adhesion molecules expressed at the 
surfaces of ECs or TCs, resulting in ‘locking’ or 
stabilisation of the initially temporary bonds between 
cells. This adhesion stabilization is mainly mediated 
by different members of the integrin adhesion family. 
Integrin–ECM interactions provide approximately 
tenfold stronger binding forces compared to selectin-
mediated bonds. In addition, they are able to regulate 
integrin-binding and stabilization processes, such 
as conformational changes and cross-linking of the 
adhesion molecules, referred to as inside-out signal-
ling. After successful establishment of cell adhesions, 
integrin-mediated signal transduction pathways can 
initiate further endothelial cell retraction, followed by 
migration of the cancer cell through the underlying 
basement membrane ECM and invasion into the host 
organ parenchyma (Crissman et al. 1991).

Selectins and tumor cell adhesion

The selectins are a small group of cell adhesion 
molecules consisting of E-, P-, and L-selectins. 
Under physiological conditions E-selectins medi-
ate the “rolling” of neutrophils, T-memory cells 
and monocytes on the endothelium preceding the 
formation of stronger adhesions. They can serve as 
mediators of specific transient attachment at sites 
of inflammation and modulate the extravasation of 
leucocytes toward the injured tissue (reviewed in 
Bird MI [1997]).

All members of the selectin family display simi-
lar molecular structures containing an N-terminal 
domain, a lectin-domain, an EGF-like domain and a 
varying numbers of complement-binding domains. 
Each selectin molecule is completed by a trans-
membrane region and a short cytoplasmic domain.

The expression profiles and specific interactions of 
selectins and their main sialylated ligands sLe-a and 
sLe-x on TC of different entities and EC of potential 
target organs, respectively, appear to be important for 
the organ-specific distributions of metastases and cor-
relate with the metastatic potential of several types of 
cancers.

One of the first lines of evidences for a significant 
role of selectin-mediated adhesion mechanisms in the 
metastatic cascade was established when it was shown 
that the development of experimental liver metastases 
from human colorectal carcinoma cells was dependent 
on E-selectins (Brodt et al. 1997). The expression of 
sLe-x was up-regulated in colon carcinomas com-
pared to normal colon mucosa, and the expression in 
liver metastasis specimens was higher than in the cor-
responding parental tumors (Hoff et al. 1989). In two 
other studies the level of sLe-a and sLe-x expression 
paralleled the increasing potential for liver metastasis 
formation of colon cancer cells (Yamada et al. 1997; 
Sato et al. 1997). Clinical records of patients suffering 
from colon carcinomas indicated that the disease-free 
survival of patients with sLe-x-positive tumors was 
significantly poorer compared to patients with sLe-x-
negative tumors (Nakamori et al. 1997).

Interestingly, there seems to be a bi-directional 
signalling between the TC ‘seeds’ and the surrounding 
microenvironmental ‘soil’. For example, EC of small 
vessels adjacent to cancer cell nests, both in primary 
human colorectal carcinomas and metastatic lesions, 
displayed increased levels of E-selectin expression. 
In addition, the rates of selectin expression were 
inversely correlated with the distance of blood vessels 
to the cancer cell nests. Furthermore, EC adjacent to 
metastatic lesions expressed more E-selectin than EC 
adjacent to the primary tumor. Therefore, selectin 
expression appears to be inducible by some stimuli 
from cancer cells (Ye et al. 1995).

Although the results of some studies concerning 
the involvement of these receptors remain contro-
versial, there are several other carcinomas where the 
metastatic dissemination appears to be affected by 
selectin-mediated interactions. For example, MCF-7 
and T-47D breast carcinoma cells accumulated and 
rolled under flow conditions on TNF-stimulated, but 
not on unstimulated EC monolayers. These adhesive 
interactions were diminished or completely blocked 
by treatment of stimulated EC with an anti-E-selectin 
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antibody (Tozeren et al. 1995). In another study a 
similar effect was observed on adhesion of MCF-7 
breast cancer cells (Lafrenie et al. 1994). In support 
of the specific role of selectins for the metastatic 
process the comparison of the expression level of 
E- and P-selectins and their ligands sLe-a and sLe-x 
between tissue specimens from metastatic lesions, pri-
mary tumors and normal epithelium of patients with 
breast cancer showed higher selectin levels in metas-
tases compared to primary tumor lesions (Renkonen 
et al. 1997).

In addition, the importance of selectin-mediated 
cell adhesion mechanisms for distant organ metastasis 
formation was demonstrated for gastric (Nakashio 
et al. 1997; Alexiou et al. 2003), bladder (Numahata 
et al. 2002) and pancreatic (Iwai et al. 1993) carcinomas,
among others. For example, the in vivo investigations 
of Scherbarth et al. (1997) showed that pre-treatment of 
B16 melanoma cells with IL-1 (and thereby induction 
of E-selectin) prior to intravenous injection into the 
blood circulation of mice induced earlier TC arrest 
and higher numbers of adherent cells compared to 
untreated cells (Scherbarth and Orr 1997). Further 
evidence for the ability of E-selectin to direct TCs 
to specific sites of the body came from the work of 
Biancone et al. (1996) The distributions of organ 
metastases from B16 melanoma cells were compared 
between normal mice and two transgenic mice that 
expressed E-selectin either constitutively in every cell 
or in a soluble truncated form only in the liver, respec-
tively. The injection of TC that were negative or posi-
tive for E-selectin ligands resulted in development of 
lung tumor nodules. In both transgenic groups, how-
ever, only E-selectin positive TC resulted in formation 
of liver metastasis (Biancone et al. 1996).

One of the most interesting characteristics of E-
selectin-mediated TC–EC interactions appears to be 
the influence of TCs on the expression of EC adhesion 
molecules via induction of inflammatory cytokines. 
For example, human MDA-MB-231 breast cancer 
cells were able to induce E-selectin expression on 
cultured HUVEC cells. This induction was increased 
in the presence of peripheral blood monocytes and 
blocked by anti-interleukin 1-β (Scherbarth and Orr 
1997). In addition, the in vivo secretion of TNF-alpha 
and interleukin-1 was enhanced within 30–60 min 
after injection of cancer cells into the portal vein 
(Khatib et al. 1999). Furthermore, CEA-producing 

cancer cells have been shown to stimulate cytokine 
production by hepatic Kupffer cells (Gangopadhyay 
et al. 1998). A more recent study from Kitaka et al. 
(2002) suggested that, in particular, the TNFα-p55-
receptor may play a critical role during formation of 
liver metastases. After intrasplenic administration of 
colon carcinoma cells, less than 50% of TNF-Rp55 
knockout mice developed liver metastases compared 
with 90% in wild-type mice (Kitakata et al. 2002).

Integrin-mediated tumor cell adhesion

Mechanical anchorage of cells to the ECM is a physi-
ological prerequisite for tissue structure and function, 
cellular immunity and various other functions that 
participate in maintenance of an organism’s integrity. 
Such cell-ECM adhesions in multicellular organisms 
are mostly mediated by integrins and some other cell 
adhesion molecules.

Integrins are a group of transmembrane proteins 
composed of two non-covalently bound α- and β-
subunits. Combinations of 15 α- and 9 β chains form 
more than 25 integrin heterodimers, but β1 and β3
appear to be the most important integrins expressed on 
cancer cells (Hynes 1987). Both chains are required to 
determine the specificity of adhesive interactions, and 
integrin heterodimers are either monospecific, or they 
can bind to several ECM components. Besides their 
transmembrane linkage to the actin-cytoskeleton by 
adaptor proteins that provide the physical strength for 
adhesive interactions, the intra-cytoplasmic domains 
trigger intracellular signalling cascades. Integrin-
mediated cell adhesion events can thereby regulate 
various cellular functions like apoptosis, anoikis 
and cell migration, proliferation and differentiation 
(Miranti and Brugge 2002).

The crucial role of integrins in cell biology involves 
a complexity of signalling pathways and cross-talk with 
other signalling cascades like growth factor or chemok-
ine receptor signalling pathways (Ben-Ze’ev 1994).

Integrins are not only capable of mediating sig-
nals into the cell, depending on the extracellular 
microenvironment, but their interactions can also 
be modified by signals arising from inside the cell. 
This “inside-out”-signalling, affects integrin-mediated 
adhesiveness by modulating the affinity and avidity of 
integrins for their ligands, and therefore influence cell 
adhesion and motility. The binding of cytoplasmatic 
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proteins to the intracellular part of integrins has been 
suggested to induce a shift in integrins’ quaternary 
structure, resulting in the head groups becoming more 
“open” and available for ligand binding (Loftus and 
Liddington 1997; Liddington and Bankston 2000). 
Another mechanism for the modulation of cellular 
binding ability to the ECM seems to be in the relocali-
zation of integrins to the adhesive structures by lateral 
mobility and shift of the integrin heterodimers within 
the cell membrane.

During the formation of metastases integrin-mediated
interactions of carcinoma cells with ECM components 
appear to be among the most important determinants 
for organ-specific metastasis formation (Nicolson 
1989). One characteristic phenomenon during the 
progression of TCs to the metastatic phenotype is 
a dramatic change in the repertoire of expressed 
integrins as well as their affinity and avidity for ECM 
binding. In immunohistochemical analyses carcino-
mas, in general, tend to show weaker integrin staining 
than found in adenomas or normal cells (Bosman et al. 
1993; Koukoulis et al. 1993). But during the develop-
ment of the invasive/metastatic phenotype the patterns 
of expressed integrins change significantly. Whereas 
normal colonic mucosa cells do not significantly 
express α5-integrins, this subunit seems to be up-
regulated in invasive colorectal carcinomas (Koretz 
et al. 1994; Gong et al. 1997). In some systems these 
changes have been found earlier during carcinogen-
esis, such as in the transformation of hepatocytes 
(Volpes et al. 1993; Scoazec et al. 1996), among 
others. Differences in the surface expression and dis-
tribution of integrins in malignant tumors compared 
with preneoplastic tumors of the same type may be 
responsible for mediating the distinctive changes in 
adhesive properties to EC/ECM (Mizejewski 1999) 
in particular host organs. For example, it was demon-
strated that adhesion of highly metastatic cell lines to 
EC or ECM can occur at higher rates than found with 
comparable poorly metastatic cells (Nicolson et al. 
1989; Haier et al. 1999).

The repertoire of a tumor’s integrins can predict 
the site of metastastic implantation and growth. For 
example, while liver metastases of gastric carcinomas 
have been found to be correlated with α2β1- and 
α3β1-integrin expression, α3β1-integrin expression 
correlated with the development of peritoneal metas-
tases, and α2β1-integrin expression appeared to 

mediate the formation of lymphatic metastases (Hideki 
et al. 1998). The αvβ3-integrin (vitronectin receptor) 
appears to play an important role in metastatic cell 
growth, and αvβ3-integrin activation seems to be a 
requirement for the metastatic phenotype of breast 
cancer and melanoma cells (Fielding-Habermann 
et al. 2001). Blocking αvβ3-integrins on these cells 
can decrease metastatic cell growth in vivo (Trikha 
et al. 2002). In cooperation with bone matrix com-
ponents this integrin may also govern the metastatic 
colonization of bones as a specific target for metas-
tases of breast and prostate carcinoma cells by mediation
of their adhesion and migration (Liapsi et al. 1996; 
Byzova et al. 2000). In contrast, melanoma cells seem 
to prefer αvβ3-mediated cell adhesion to vitronectin 
in order to colonize lymph nodes (Nip et al. 1992). 
On the other hand, αvβ3-integrins were found overex-
pressed in tumor vasculature (Max et al. 1997), which 
could indicate an interaction between cancer cells and 
host organs that promotes tumor angiogenesis.

Moreover, there is growing evidence that plasma 
proteins and other blood components, such as 
platelets, cooperate with integrins to mediate TC 
adhesion in target organs (Fielding-Habermann 
et al. 1996).

In addition to adhesion, integrins are essential 
elements of cell signalling. The key participant of 
integrin-mediated intracellular signal transduction is 
focal adhesion kinase (FAK). This tyrosine kinase 
can mediate signal transduction from the areas at 
the cell surface contact sites (focal adhesions and focal 
contacts), that interact with ECM and where integrin 
clustering occurs (Lu et al. 2001). Integrin clustering 
in focal adhesions induces FAK activation by (auto-) 
phosphorylation. Activated FAK recruits other signal-
ling molecules and some oncogene products, such 
as Src-family kinases, to the focal adhesions. The 
involvement of Src has been shown to be required for 
integrin-mediated cell motility in various cell types, 
such as fibroblasts and Chinese hamster ovary (CHO) 
cells (Sieg et al. 1999; Cary et al. 1996; Owen et al. 
1999). For example, Src inhibition resulted in impair-
ment of the cell motility, caused by transgenic FAK 
expression in FAK-deficient fibroblasts. Additionally, 
activation of Src led to specific growth factor and ECM 
signals by recruiting integrin receptors into FAK-
containing complexes in response to growth factor 
receptor ligation (Eliceiri et al. 2002). Moreover, a recent
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study by Kohana et al. ( 2002) demonstrated, that 
FAK is constitutive activated in metastatic melanoma 
cells, but not in non-transformed melanocytes. This 
mechanism may play an important role in constitutive 
activation of integrins, and thus it may be a significant 
oncogenic mechanism for acquisition of an aggressive 
(metastatic) phenotype.

Migration and invasion into host organs

Tumor cell extravasation and migration into host 
organs

Following the initial adhesive interactions with ECs, 
TCs have to actively change their shapes by spreading 
or flattening to increase contact areas and initiate cell 
migration through the vessel wall (Menter et al. 1995). 
Active extravasation enables TCs to escape the high 
shear forces within the center of the parabolic curve 
of fluid flow in the blood vessel (Haier and Nicolson 
2001; Nicolson 1988a). Once the TCs extravasate, 
they have escaped the usually toxic environment of 
the blood circulation and are also less amenable to 
immunologic attacks.

Cell motility is a crucial cell property for various 
physiologic and pathophysiologic processes. During 
embryologic development cell migration is required 
for translocation of cells to their final destination. 
Leukocyte migration has long been studied in immu-
nologic processes, and inducible, directed migration 
of fibroblasts, osteoblasts and other epithelial cell 
types in wound healing is well established. Although 
there are differences between cell types regarding 
their actual mechanisms of locomotion, the principles 
of migration appear to be similar in a wide variety of 
cell types.

Mechanisms of cell migration

There have been several excellent reviews published 
recently that address the molecular and morphologic 
mechanisms of migration in different cell types 
(Sanchez-Madrid and del Pozo 1999; Entschladen and 
Zänker 2000; Hood and Cheresh 2002; Maghazachi 
2000) so here we will give only an overview of the 
principles of polarisation, migration and chemotaxis 
in cancer cells.

The migration of a cell requires its polarisation, 
which defines a leading and a trailing edge. While 
new cell adhesions are formed at the leading edge, 
cell–ECM and cell–cell adhesions have to be cleaved 
at the rear of the cell. The actin-containing cytoskel-
eton must be reorganized dynamically, and the tubulin 
system has to be orientated towards the moving direc-
tion of the cell. These processes require clustering and 
redistribution of membrane proteins like cell adhesion 
and signalling receptors as well as compartmentation 
in the cytoplasm of different intracellular signalling 
pathways at the front and the rear of the cell.

Cells may respond by chemotaxis and orientate 
along a diffusion gradient of a soluble chemoattract-
ant, or they can migrate along insoluble ECM com-
ponents, at the site of cell attachment, referred to as 
haptotaxis.

There are a considerable number of signalling 
molecules and corresponding membrane receptors 
that can induce and govern cell migration by induc-
tion of cell spreading, polarization and reorganisation 
of the cytoskeleton. The leading edge of a migrating 
cell is represented by the lamellipodium, a protruding 
flat structure composed of cross-linked F-actin in a 
meshwork. From these lamellipodias protrusions of 
filopodias, also composed of F-actin bundles, may 
be found at the cell’s edge. Furthermore, at the sites 
of the lamellipodias membrane ruffles are usually 
observed that represent actin-rich regions of the cell’s 
leading edge that are dynamically alternating between 
adherent and non-adherent states.

Besides the actin-containing cytoskeleton, the 
microtubule system is also orientated towards the 
direction of cell migration. These tubulin-containing 
structures are involved in the turnover of cell adhe-
sions (Kirchner et al. 2003; Kaverina et al. 1999), 
targeting of signalling molecules like c-src to focal 
adhesions, and redistribution and clustering of mem-
brane and cytoplasmatic proteins. At the leading front 
of the cell integrins cluster and cooperate with growth 
factor receptors, such as IGR-IR, HGF-R (Met-R), 
EGF-R or PDGF-R, to form new adhesions as well 
as modulate intracellular signalling pathways to pro-
mote cell motility (Andre et al. 1999; Trusolino et al. 
2001; Sieg et al. 2000). This cooperation is partially 
due to direct interaction of growth factor receptors 
with integrins, and it is partially coordinated by FAK 
and its associated proteins, such as src, and p130cas 
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(Cary et al. 1998; Moro et al. 2002).Inhibition of FAK 
can abolish virtually any chemotactic factor-mediated 
migration of invasive carcinoma cells (Hauck et al. 
2001; Hsia et al. 2003).

In addition to integrins and receptor tyrosine 
kinases, such as growth factor receptors, other com-
ponents can activate focal adhesion proteins like 
FAK. G-protein coupled receptors (GPCR), such as 
chemokine receptors, can induce phosphorylation of 
FAK and its associated proteins, and thus they can act 
as chemoattractant receptors for cancer cells, combin-
ing chemosensitivity and cell motility (Needham and 
Rozengurt 1998; Müller et al. 2001).

The nascent focal adhesions exert the driving pro-
pulsive forces for migrating cells (Balaban et al. 2001; 
Beningo et al. 2001). Integrins, growth factors and 
other chemoattractants can also activate members of 
the small GTPases, of which the best studied members 
are Rho A, Rac and Cdc 42. These small GTPases 
are the main regulators of cell motility, adhesion and 
shape, and they act by organizing the actin-containing 
cytoskeleton and cytoskeleton-associated proteins, 
such as Paxillin, Vinculin and MRN proteins. Rac1 
promotes the formation of lamellipodias that drive cell 
motility in many cell types through PI(3)K signalling 
mechanisms (Keely et al. 1997). RhoA and RhoB can 
regulate the formation of stress fibres and generation 
of contractile forces via ROCK (Rho kinase), whereas 
cdc42 promotes the formation of actin-rich micros-
pikes that can sense chemoattractant gradients (Nobes 
and Hall 1995; Ridley and Hall 1992). Some cancer 
cells may change their shapes and types of cell move-
ment depending on the activation of these proteins. 
While signalling via Rho and ROCK results in a rather 
amoeboid type of cell movement, Rac signalling 
seems to modulate the formation of large protrusions 
and a flat cell shape (Sahai and Marshall 2003).

Growth factor signalling can promote adhesion 
formation at the leading front of the cell, but it can 
also promote de-adhesion at the rear of the moving 
cell. For example, EDGF signalling is involved in 
the cleavage of focal adhesions at the rear of migrating 
cells, and Impairment of focal adhesion disassembly 
can result in loss of cell migration (Lu et al. 2001). 
The tubulin system (Kaverina et al. 1999; Ballestrem 
et al. 2000), v-src (Fincham and Frame 1998), and 
calpains (Glading et al. 2002; Carragher and Frame 
2002), among other components, seem to be regulators 

of focal adhesion turnover at the rear of migrating 
cells.

Role of tumor cell migration in clinical metastasis 
formation

A number of in vivo and human studies indicating a 
key role of cell motility regulation in the formation of 
distant organ metastases have been published.

For example, MIA is a protein expressed by malig-
nant melanomas and is associated with tumor stage 
and prognosis (Bosserhoff et al. 1997). Transfection 
of melanoma cells with MIA results in increased 
motility and invasiveness in vitro as well as enhanced 
extravasation, invasiveness and metastatic potential 
in vivo without effecting cell proliferation or tumor 
growth at the primary tumor site (Guba et al. 2000). 
This indicates that the enhanced metastatic potential 
found in the transfectants is mainly associated with 
the increased motility of the TCs. Another example is 
AKT2, a downstream protein of the PI-3K pathway. 
Overexpression of AKT2 in breast and ovarian cancer 
cells leads to up-regulation of β1 integrins, increased 
motility and invasiveness through binding to collagen 
4 in vitro. This is paralleled by enhanced lympho-
genic and hematogenic metastases formation in vivo 
(Arboleda et al. 2003).

In metastatic MDA-MD-435 breast carcinoma 
cells the metastatic potential has been related to 
IGF-I-induced chemotaxis. Metastatic cells show 
chemotaxis to IGF-I that involves the insulin receptor 
substrate 2 (IRS-2). In contrast, non-metastatic paren-
tal TCs do not show chemotactic potential (Jackson 
et al. 2001). In a related cell line Müller et al. (2001) 
demonstrated that metastases formation and malig-
nant cell growth are also governed by chemokines. 
Human breast cancer samples expressed high levels of 
the chemokine receptor CXCR4, and its ligand SDF-I 
was found to govern formation of distant organ metas-
tases in vivo by a chemotaxis mechanism (Müller 
et al. 2001). SDF-I/CXCR4 signalling has also been 
demonstrated to be essential for lymphoma cell tis-
sue invasion and lymphoma metastasis formation 
(Zeelenberg et al. 2001). In contrast to lymphomas, 
blocking of CXCR4 function in colon carcinoma cells 
did not block initial invasion of the lung parenchyma 
by TCs but did affect outgrowth of micrometastases 
(Zeelenberg et al. 2003).
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Another important family of highly conserved 
membrane proteins is the transmembrane 4 super-
family. The members of this family are motility-related 
protein-1 (MRP-1), KAI1/CD82 and CD 151 (also 
called SFA-1 or PETA-3). MRP-1 and KAI1/CD82 are 
negative regulators of TC motility (Ikeyama et al. 1993), 
and thus they seem to act as metastases suppressor 
genes. Negative MRP-1 and KAI1/CD82 expression 
are associated with poor prognosis in breast (Huang 
et al. 1998), lung (Higashiyama et al. 1998) and pan-
creatic (Sho et al. 1998) cancers. Additionally there 
is clinical and experimental evidence for a metastasis 
suppressor function of KAI1/CD82 in prostate cancer 
(Dong et al. 1996). On the other hand, CD 151 is 
a positive regulator of cell adhesion and migration. 
CD151 is a metastasis-related antigen and appears 
to promote formation of metastases of lung (Adachi 
et al. 1996) and colon (Hashida et al. 2003) cancers 
by increasing cancer cell motility. Therefore, the 
transmembrane 4 superfamily is a clinically relevant 
group of antigens that control metastasis formation by 
regulating TC motility.

The importance of TC migration and invasion in 
metastasis formation is also supported by previous 
findings that TCs cultured from metastases have 
higher invasive potentials in vitro. This was usually 
assessed by their abilities to invade ECM protein lay-
ers in Boyden-chamber assays and show increased 
motilities in transwell-migration assays compared 
to cells cultured from parental tumors. For example, 
when lymphoma cells cultured from parental tumors 
were compared to cells isolated from lung and liver 
metastases, not only was organ selective adhesion 
demonstrated, but cells from metastatic lesions also 
exhibited higher invasive potentials and motilities than 
cells from primary tumors (Nicolson et al. 1988b). 
Similar observations were made for murine mammary 
adenocarcinoma cells (Nicolson 1988b). In addition, 
high and low metastatic variants of a renal carcinoma 
cell line as well as melanoma variants with different 
metastastic potentials (Hendrix et al. 1987) showed 
good correlations between the metastatic potentials 
and cell motility and invasiveness.

Tumor cell migration and invasiveness

Finally, it should be mentioned that invasive growth 
requires not only cell motility but also local and tightly 

regulated proteolysis mediated by locally secreted 
matrix metalloproteinases (MMPs), heparanase and 
other degradative enzymes (Nicolson 1989). The inva-
sive capacity of TCs into ECM layers seems to be 
dependent on cell motility and proteolysis in many 
experimental settings (Bernhard et al. 1994; Hua and 
Muschel 1996). Furthermore, it has recently been 
shown that MMPs can process chemotactic activity 
on TCs and that they cooperate with integrins to 
promote cell migration (Gianelli et al. 2001; Morini 
et al. 2000). It has also been demonstrated that TCs 
may adopt an amoeboid type of motility allowing them 
to penetrate three-dimensional ECM matrixes without 
significant proteolysis (Sahai and Marshall 2003; Wolf 
et al. 2003). This may partly account for disappointing 
clinical results with MMP-inhibitors. Invasion in many 
systems seems to be mediated by multiple degradative 
enzymes, so inhibiting only one class of enzymes may 
not be sufficient to completely block invasion.

Conclusions

Reviewing the available literature concerning clinical 
indicators for the early steps of blood-borne tumor 
metastasis, there are several studies indicating that 
specific TC adhesion events are implicated in the 
organ selectivity of metastasis formation. The impor-
tant adhesion events appear to be dependent on the 
expression patterns of TC adhesion molecules. TC 
motility seems to be a prerequisite for the metastas-
tic phenotypes of tumors, and chemotaxis may be 
involved in the specific and selective invasion of TCs 
into distinct target organs. Nonetheless, metastatic 
dissemination and growth are multi-step and “multi-
player” processes. Our understanding of the mecha-
nisms of metastasis formation will likely be important 
as a future guide for the development of new concepts 
in cancer therapy.

References

Adachi M, Taki T, Ieki Y, Huang C, Higashiyama M, Miyake M 
(1996) Correlation of KAI1/CD82 gene expression with 
good prognosis in patients with non-small cell lung cancer. 
Cancer Res 56:1751–1755

Alexiou D, Karayiannakis AJ, Syrigos KN, Zhar A, Sekara E, 
Michail P, Rosenberg T, Diamantis T (2003) Clinical 
significance of serum levels of E-selectin, intercellular 



Cell adhesion and invasion during metastasis 29

adhesion molecule-1, and vascular cell adhesion mol-
ecule-1 in gastric cancer patients. Am J Gastroenterol 
98:478–485

Andre F, Rigot V, Thimonier J, Montixi, C, Parat F, Pommier G, 
Marvaldi J, Luis J (1999) Integrins and E-cadherin coop-
erate with IGF-I to induce migration of epithelial colonic 
cells. Int J Cancer 83:497–505

Arboleda MJ, Lyons JF, Kabbinavar FF, Bray MR, Snow 
BE, Ayala R, Danino M, Karlan BY, Slamon DJ (2003) 
Overexpression of AKT2/protein kinase Bβ leads to up-
regulation of β1 integrins, increased invasion, and metas-
tasis of human breast and ovarian cancer cells. Cancer Res 
63:196–206

Auerbach R (1991) Vascular endothelial cell differentiation: 
organ-specificity and selective affinities as the basis for 
developing anti-cancer strategies. Int J Radiat Biol 60:1–10

Balaban NQ, Schwarz US, Riveline D, Goichberg P, Tzur G, 
Sabanay I, Mahalu D, Safran S, Bershadsky A, Addadi L, 
Geider B (2001) Force and focal adhesion assembly: a 
close relationship studied using elastic micropatterned 
substrates. Nat Cell Biol 3:466–472

Ballestrem C, Wehrle-Haller B, Hinz B, Imhof BA (2000) 
Actin-dependent lamellipodia formation and microtubule 
dependent tail-retraction control directed cell migration. 
Mol Biol Cell 11:2999–3012

Beningo K, Dembo M, Kaverina I, Small JV, Wang Y (2001) 
Nascent focal adhesions are responsible for the generation 
of strong propulsive forces in migrating fibroblasts. J Cell 
Biol 153:881–888

Ben-Ze’ev A (1994) Colorectal cancer and integrin family of 
cell adhesion receptors: current status and future direc-
tions. Eur J Cancer 30:2166–2170

Bernhard EJ, Gruber SB, Muschel RJ (1994) Direct evi-
dence linking expression of metalloproteinase 9 (92-kDa 
gelatinase/collagenase) to the metastatic phenotype in 
transformed rat embryo cells. Proc Natl Acad Sci USA 
91:4293–4297

Biancone L, Araki M, Araki K, Vassalli P, Stamenkovic I 
(1996) Redirection of tumor metastasis by expression of 
E-selectin in vivo. J Exp Med 183:581–587

Bird MI (1997) Selectins: physiological and pathophysiological 
roles (Review). Biochem Soc Trans 25:1199–1206

Bosman FT, de Bruine A, Flohil C, van der Wurff A, ten Kate J, 
Dinjens WW (1993) Epithelial–stromal cell interactions in 
colon cancer. Int J Dev Biol 37:203–211

Bosserhoff AK, Golob M, Buettner R, Landthaler M, Hein R 
(1997) [MIA (melanoma inhibitory activity). Biological 
functions and clinical relevance in malignant melanoma]. 
Hautarzt 49:762–769

Brodt P, Fallavollita L, Bresalier RS, Meterissian S, Norton CR, 
Wolitzky BA (1997) Liver endothelial E-selectin mediates 
carcinoma cell adhesion and promotes liver metastasis. Int 
J Cancer 71:612–619

Byzova TV, Kim W, Midura RJ, Plow EF (2000) Activation 
of integrin alpha (V) beta (3) regulates cell adhesion and 
migration to bone sialoprotein. Exp Cell Res 254:229–308

Carragher NO, Frame MC (2002) Calpain: a role in cell 
transformation and migration. Int J Biochem Cell Biol 
34:1539–1543

Cary LA, Chang, JF, Guan JL (1996) Stimulation of cell migra-
tion by overexpression of focal adhesion kinase and its 
association with Src and Fyn. J Cell Sci 109:1787–1794

Cary LA, Han DC, Polte TR, Hanks SK, Guan JL (1998) 
Identification of p130cas as a mediator of focal adhesion 
kinase-promoted cell migration. J Cell Biol 140:211–221

Crissman JD, Cerra RF, Sarka F (1991) The morphology of 
cancer cell arrest and extravasation. In: Orr FW, Buchanan 
MR, Weiss L (eds) Microcirculation and cancer metastasis. 
CRC, Boca Raton, FL, pp 205–215

Ding LD, Sunamura M, Kodama T, Yamauchi J, Duda DG, 
Shimamura H, Shibuya K, Takeda K, Matsuno S (2001) In 
vivo evaluation of the early events associated with liver metas-
tases of circulating cancer cells. Br J Cancer 85:431–438

Dong JT, Suzuki H, Pin SS, Bova GS, Schalken JA, Isaacs WB, 
Barrett JC, Isaacs JT (1996) Down-regulation of the KAI1 
metastases suppressor gene during the progression of 
human prostatic cancer infrequently involves gene muta-
tion or allelic loss. Cancer Res 56:4387–4390

Eliceiri BP, Puente XS, Hood JD, Stupack DG, Schlaepfer D, 
Huang XZ, Sheppard D, Cheresh DA (2002) Src-mediated 
coupling of focal adhesion kinase to intergin alpha(v)beta5 
in vascular endothelial growth factor signaling. J Cell Biol 
157:149–160

Entschladen F, Zänker KS (2000) Locomotion of tumor cells: 
a molecular comparison to migrating pre- and postmitotic 
leukocytes. J Cancer Clin Oncol 126:671–681

Ewing J (1928) Neoplastic diseases, 6 edn. W. B. Sanders, 
Philadelphia, PA

Fenyves AM, Behrens J, Spanel-Borowski K (1993) Cultured 
microvascular endothelial cells (MVEC) differ in cytoskel-
eton, expression of cadherins and fibronectin matrix. A 
study under the influence of interferon-gamma. J Cell Sci 
106:879–890

Fidler IJ (1970) Metastasis: quantitative analysis of distribution 
and fate of tumor emboli labelled with 125 I-5-iodo-2′-
deoxyuridine. J Natl Cancer Inst 773–782

Fielding-Habermann B, Habermann R, Saldivar E, Ruggeri 
ZM (1996) Role of beta3 integrins in melanoma cell 
adhesion to activated platelets under flow. J Biol Chem 
271:5892–5900

Fielding-Habermann B, O’Toole TE, Smith JW Fransvea E, 
Ruggeri ZM, Ginsberg MH, Hughes PE, Pampori N, 
Shattil SJ, Saven A, Mueller BM (2001) Integrin activation 
controls metastasis in human breast cancer. Proc Natl Acad 
Sci USA 98:1853–1858

Fincham VJ, Frame MC (1998) The catalytic activity of Src is 
dispensable for translocation to focal adhesions but con-
trols the turnover of these structures during cell motility. 
EMBO J 17:81–92

Gangopadhyay A, Lazure DA, Thomas P (1998) Adhesion of 
colorectal carcinoma cells to the endothelium is mediated 
by cytokines from CEA stimulated Kupffer cells. Clin Exp 
Metastasis 16:703–712

Gianelli G, Bergamini C, Fransvea E, Marinosci F, Quaranta V, 
Antonaci S (2001) Human hepatocellular carcinoma 
(HCC) cells require both α3β1 integrin and matrix met-
alloproteinases activity for migration and invasion. Lab 
Invest 81:613–627

Glading A, Lauffenburger DA, Wells A (2002) Cutting to the 
chase: calpain proteases in cell motility. Trends Cell Biol 
12:46–54

Glaves D, Huben RP, Weiss L (1988) Haematogenous dissemi-
nation of cells from human renal adenocarcinomas. Br J 
Cancer 57:32–35



30 Cell adhesion and invasion during metastasis

Glaves D, Ketch DA, Asch BB (1986) Conservation of epithe-
lial cell phenotypes during haematogenous metastasis from 
mammary carcinomas. J Natl Cancer Inst 76:933–938

Glinkii OV, Huxley VH, Turk JR, Deutscher SL, Quinn TP, 
Pienta KJ, Glinsky VV (2003) Continuous real time 
ex vivo epifluorescent video microscopy for the study of 
metastatic cancer cell interactions with the microvascular 
endothelium. Clin Exp Metastasis 20:451–458

Glinsky VV, Glinsky GV, Glinskii OV, Huxley VH, Turk JR, 
Mossine VV, Deutscher SL, Pienta KJ, Quinn TP (2003) 
Intravascular metastatic cancer cell homotypic aggrega-
tion at the sites of primary attachment to the endothelium. 
Cancer Res 63:3805–3811

Gong J, Wang D, Sun L, Zborowska E, Willson JK, Brattain 
MG (1997) Role of α5β1 in determining malignant 
properties of colon carcinoma cells. Cell Growth Differ 
8:83–90

Guba M, Bosserhoff AK, Steinbauer M, Abels M, Anthuber M, 
Buettner R, Jauch KW (2000) Overexpression of melanoma 
inhibitory activity (MIA) enhances extravasation and 
metastases of A-mel 3 melanoma cells in vivo. Br J Cancer 
83:1216–1222

Haier J, Korb T, Hotz B, Spiegel HU, Senninger N (2003) An 
intravital model to monitor steps of metastatic Tumor cell 
adhesion within the hepatic microcirculation. J Gastrointest 
Surg 7:507–514

Haier J, Nasralla M, Nicolson GL (1999) Different adhesion 
properties of highly and poorly metastatic HT-29 carci-
noma cells with extracellular matrix components: role 
of integrin expression and cytoskeletal components. Br J 
Cancer 80:1867–1874

Haier J, Nasralla M, Nicolson GL (2000) Cell surface mol-
ecules and their prognostic values in assessing colorectal 
carcinomas. Ann Surg 231:11–24

Haier J, Nicolson GL (2001) The role of tumor cell adhesion as 
an important factor in the formation of distant colorectal 
metastasis. Dis Colon Rectum 44:876–884

Haier J, Nicolson GL (2001) Tumor cell adhesion adhesion 
under hydrodynamic conditions of fluid flow. APMIS 
109:241–262

Hashida H, Takabayashi A, Tokuhara T, Hattori N, Taki T, 
Hasegawa H, Satoh S, Kobayashi N, Yamaoka Y, Miyake M 
(2003) Clinical significance of transmembrane 4 super-
family in colon cancer. Br J Cancer 89:158–167

Hauck CR, Sieg DJ, Hsia DA, Loftus JC, Gaarde WA, Monia BP, 
Schlaepfer DD (2001) Inhibition of focal adhesion kinase 
expression or activity disrupts epidermal growth factor-
stimulated signaling promoting the migration of invasive 
human carcinoma cells. Cancer Res 61:7079–7090

Hendrix MJ, Seftor EA, Seftor RE, Fidler IJ (1987) A simple 
quantitative assay for studying the invasive potential of 
high and low human metastastic variants. Cancer Lett 
38:137–147

Hideki U, Koichi H, Yamaguchi KY, Yasoshima T (1998) 
Separate functions of α2β1 and α3β1 integrins in the 
metastatic process of human gastric carcinoma. Surg 
Today 28:1001–1006

Higashiyama M, Taki T, Ieki Y, Adachi M, Huang C, Koh T, 
Kodama K, Doi O, Miyake M (1998) Negative motility 
related protein-1 (MRP-1/CD9) gene expression as a fac-
tor of poor prognosis in non-small cell lung cancer. Cancer 
Res 55:6640–6644

Hoff SD, Matsushita Y, Ota DM, Cleary KR, Yamori T, 
Hakamori S, Irimura T (1989) Increased expression of 
sialyl-dimeric LeX antigen in liver metastases of human 
colorectal carcinomas. Cancer Res 49:6883–6888

Hood JD, Cheresh DA (2002) Role of integrins in cell invasion 
and migration. Nat Rev Cancer 2:91–100

Hsia DA, Mitra SK, Hauck CR, Strebolow DN, Nelson JA, Ilic D, 
Huang S, Li E, Nemerow GR, Leng J, Spencer KSR, 
Cheresh DA, Schlaepfer DD (2003) Differential regula-
tion of cell motility and invasion by FAK. J Cell Biol 
160:753–767

Hua J, Muschel RJ (1996) Inhibition of metalloproteinase 9 
expression by a ribozyme blocks metastasis in a rat sar-
coma model system. Cancer Res 56:5279–5284

Huang C, Kohno N, Ogawa E, Adachi M, Taki T, Miyake M 
(1998) Correlation of reduction in MRP-1/CD9, and 
KAI1/CD82 with recurrences in breast cancer patients. 
Am J Pathol 153:973–983

Hynes RO (1987) Integrins: a family of cell surface receptors. 
Cell 48:549–554

Ikeyama S, Koyama M, Yamaoka M, Sasada R, Miyake M 
(1993) Suppression of cell motility and metastases by 
transfection with human motility related protein-1 (/MRP-
1/CD9) DNA. J Exp Med 177:1231–1237

Iwai K, Ishikura H, Kaji M, Sugiura H, Ishizu A, Takahashi 
C, Kato H, Tanabe T, Yoshiki T (1993) Importance of 
E-selectin (ELAM-1) and sialyl Lewis(a) in the adhesion 
of pancreatic carcinoma cells to activated endothelium. Int 
J Cancer 54:972–977

Jackson JG, Zhang X, Yoneda T, Yee D (2001) Regulation of 
breast cancer cell motility by insulin receptor susbtrate-2 
(IRS-2) in metastastic variants of human breast cancer cell 
lines. Oncogene 20:7318–7325

Kahana O, Micksche M, Witz IP, Yron I (2002) The focal adhe-
sion kinase (P125FAK) is constitutively active in human 
malignant melanoma. Oncogene 21:3969–3977

Kaverina I, Krylyshkina O, Small JV (1999) Microtubule tar-
geting of substrate contacts promotes their relaxation and 
dissociation. J Cell Biol 146:1033–1043

Keely PJ, Westwick JK, Whitehead IP, Der CJ, Parise LV (1997) 
Cdc42 and Rac1 induce integrin-mediated cell motility and 
invasiveness through PI(3)K. Nature 390:632–636

Khatib AM, Kontogianea M, Fallavollita L, Jamison B, 
Meterissian S, Brodt P (1999) Rapid induction of cytokine 
and E-selectin expression in the liver in response to meta-
static tumor cells. Cancer Res 59:1356–1361

Kirchner J, Kam, Z, Bershadsky AD, Geiger B (2003) Live-
cell monitoring of tyrosine phosphorylation in focal 
adhesions following microtubule disruption. J Cell Sci 
116:975–986

Kitakata H, Nemoto-Sasaki Y, Takahashi Y, Kondo T, Mai M, 
Mukaida N (2002) Essential roles of tumor necrosis factor 
receptor p55 in liver metastasis of intrasplenic administra-
tion of colon 26 cells. Cancer Res 62:6682–6687

Koretz K, Brüderlein S, Henne C, Fietz T, Laque M, Möller P
(1994) Comparative evaluation of integrin alpha- and beta-
chain expression in colorectal carcinoma cell lines and 
there tumors. Virchows Arch 425:229–236

Koukoulis GK, Virtanen I, Moll R, Quaranta V, Gould VE 
(1993) Immunolocalisation of integrins in the normal and 
neoplastic colonic epithelium. Arch B Cell Pathol Incl Mol 
Pathol 63:173–184



Cell adhesion and invasion during metastasis 31

Lafrenie RM, Gallo S, Podor TJ, Buchanan MR, Orr FW (1994) 
The relative roles of vitronectin receptor, E-selectin and 
alpha4-beta1 in cancer cell adhesion to interleukin-1-
treated endothelial cells. Eur J Cancer 30A:2151–5158

Liapsi H, Flath A, Kitazawa S (1996) Integrin alpha V beta 3 
expression by bone-residing breast cancer metastases. 
Diagn Mol Pathol 5:127–135

Liddington RC, Bankston LA (2000) The structural basis of 
dynamic cell adhesion: heads, tails, and allostery. Exp Cell 
Res 261:37–43

Liotta LA, Kleinermann J, Saidel GM (1974) Quantitative rela-
tionships of intravascular tumor cells, tumor vessels, and 
pulmonary metastases following TC implantation. Cancer 
Res 34:997–1004

Loftus JC, Liddington RC (1997) New insights into the integrin-
ligand interaction. J Clin Invest 100 (Suppl 11):77–81

Lu Z, Jiang G, Blume-Jensen P, Hunter T (2001) Epidermal 
growth factor-induced tumor cell invasion and metastasis 
initiated by dephosphorylation and downregulation of 
focal adhesion kinase. Mol Cell Biol 21:4016–4031

Maghazachi AA (2000) Intracellular signaling events at the 
leading edge of migrating cells. IJBCB 32:931–943

Max R, Gerritsen RR, Nooijen PT, Goodman SL, Sutter A, 
Keilholz U, Ruiter DJ, De Waal RM (1997) 
Immunohistochemical analysis of integrin αvβ3 expres-
sion on tumor-associated vessels of human carcinomas. Int 
J Cancer 71:320–324

Menter DG, Fitzgerald L, Patton JT, McIntire LV, Nicolson GL 
(1995) Human melanoma integrins contribute to arrest 
and stabilisation potential while flowing over extracellular 
matrix. Immunol Cell Biol 73:575–583

Miranti CK, Brugge JS (2002) Sensing the environment: a 
historical perspective on integrin signal transduction. Nat 
Cell Biol 4:83–90

Mizejewski GJ (1999) Role of integrins in cancer: survey of 
expression patterns. Proc Soc Exp Biol Med 222:124–138

Mook ORF, Marle J, Vreeling-Sindelarova H, Jongens R, 
Frederiks WM, Noorden CJK (2003) Visualisation of early 
events in tumor formation of eGFP-transfected rat colon 
cancer cells in liver. Hepatology 38:295–304

Morini M, Mottolese M, Ferrari N, Ghiorzo F, Buglioni S, 
Mortarini R, Noonan DM, Natali PG, Albini A (2000) The 
alpha 3 beta 1 integrin is associated with mammary carci-
noma cell metastasis, invasion, and gelatinase B (MMP-9) 
activity. Int J Cancer 87:336–342

Moro L, Dolce L, Cabodi S, Bergatto E, Erba EB, Smeriglio M, 
Turco E, Retta SF, Giuffrida MG, Venturino M, Godovac-
Zimmermann J, Conti A, Schaefer E, Beguinot L, Tacchetti 
C, Gaggini P, Silengo L, Tarone G, Defilippi P (2002) 
Integrin-induced epidermal growth factor (EGF) receptor 
activation requires c-Src and p130Cas and leads to phos-
phorylation of specific EGF receptor tyrosines. J Biol 
Chem 277:9405–9414

Müller A, Homey B, Soto H, Ge N, Catron D, Buchanan ME, 
McClanahan T, Murphy E, Yuan W, Wagner S, Barrera JL, 
Mohar A, Verastegui E, Zlotnik A (2001) Involvment of 
chemokine receptors in breast cancer metastases. Nature 
410:50–56

Nakamori S, Kameyama M, Imaoka S, Furukawa H, Ishikawa O, 
Sasaki Y, Izumi Y, Irimura T (1997) Involvement of car-
bohydrate antigene sialyly Lewis(x) in colorectal cancer 
metastasis. Dis Colon Rectum 40:420–431

Nakashio T, Narita T, Sato M, Akiyama S, Kasai Y, Fujiwara M, 
Ito K, Takagi H, Kannagi R (1997) The association of 
metastasis with the expression of adhesion molecules in 
cell lines derived from human gastric cancer. Anticancer 
Res 17:193–299

Needham LK, Rozengurt E (1998) Gα12 and Gα13 stimulate 
Rho-dependent tyrosine phosphorylation of focal adhesion 
kinase, Paxilin, and p130 Crk-associated substrate. J Biol 
Chem 273:14626–14632

Nicolson GL (1988a) Cancer metastasis: TC and host organ 
properties important in metastasis to specific secondary 
sites. Biochem Biophys Acta 948:175–224

Nicolson GL (1988b) Differential organ tissue adhesion, 
invasion, and growth properties of metastatic rat mam-
mary adenocarcinoma cells. Breast Cancer Res Treat 12:
167–176

Nicolson GL (1988c) Organ specificity of tumor metastasis: 
role of preferential adhesion, invasion and growth of 
unique malignant cells at specific organ sites. Cancer 
Metastasis Rev 7:143–188

Nicolson GL (1989) Metastatic tumor cell interactions with the 
endothelium, basement membrane and tissue. Curr Opin 
Cell Biol 1:1009–1019

Nicolson GL, Belloni PN, Tressler RJ, Dulski K, Inoue T, 
Canaugh PG (1988) Adhesive, invasive, and growth prop-
erties of selected metastatic variants of a murine large cell 
lymphoma. Invasion Metastasis 9:102116

Nicolson GL, Belloni PN, Tressler RJ, Dulski K, Inoune T, 
Cavanaugh PG (1989) Adhesive, invasive, and growth 
properties of selected metastatic variants of a murine large-
cell lymphoma. Invasion Metastasis 9:102–116

Nip J, Shibata H, Loskutoff DJ, Cheresh DA, Brodt P (1992) 
Human melanoma cells derived from lymphatic metas-
tases use integrin alpha v beta 3 to adhere to lymph node 
vitronectin. J Clin Invest 90:1406–1413

Nobes CD, Hall A (1995) Rho, Rac and Cdc42 GTPases regu-
late the assembly of multimolecular focal complexes asso-
ciated with actin stress fibers, lamellipodia, and filopodia. 
Cell 81:53–62

Numahata K, Satoh M, Handa K, Saito S, Ohyama C, Ito A, 
Takahashi T, Hoshi S, Orikasa S, Hakamori SI (2002) 
Sialyl-Le(x) expression defines invasive and metastatic 
properties of bladder carcinoma. Cancer 94:673–685

Owen JD, Ruest PJ, Fry DW, Hank SK (1999) Induced focal 
adhesion kinase (FAK) expression in FAK-null cells 
enhances cell spreading and migration requiring both 
auto- and activation loop phosphorylation sites and inhibits 
adhesion-dependent tyrosin phosphorylation of Pyk2. Mol 
Cell Biol 19:4806–4818

Paget S (1889) The distribution of secondary growth in cancer 
of the breast. Lancet 1:571–573

Pauli BU, Augustin-Voss HG, el-Sabban ME, Johnson RC, 
Hammer DA (1990) Organ-preference of metastasis. 
The role of endothelial cell adhesion molecules. Cancer 
Metastasis Rev 9:175–189

Renkonen J, Paavonen T, Renkonen R (1997) Endothelial 
expression of sialyl Lewis(x) and sialyl Lewis(a) in lesions 
of breast carcinoma. Int J Cancer 74:296–300

Ridley AJ, Hall A (1992) The small GTP-binding protein 
Rho regulates the assembly of focal adhesion and 
actin stress fibers in response to growth factors. Cell 
70:389–399



32 Cell adhesion and invasion during metastasis

Sahai E, Marshall CJ (2003) Differing modes of tumor cell inva-
sion have distinct requirements for Rho/ROCK signalling 
and extracellular proteolysis. Nat Cell Biol 5:711–719

Sanchez-Madrid F, del Pozo MA (1999) Leukocyte polarisa-
tion in cell migration and immune interactions. EMBO 
18:501–511

Sato M, Narita T, Kimura N, Zenita K, Hashimoto T, Manabe T, 
Kannagi R (1997) The association of sialyl Lewis(a) anti-
gen with the metastastic potential of human colon cancer 
cells. Anticancer Res 17:3505–3511

Scherbarth S, Orr FW (1997) Intravital videomicroscopic evi-
dence for regulation of metastasis by the hepatic microv-
asculature: effects of interleukin-1 alpha on metastasis and 
the location of B16F1 melanoma cell arrest. Cancer Res 
57:4105–4110

Schlaepfer DD, Hauck CR, Sieg DJ (1999) Signaling 
through focal adhesion kinase. Prog Biophys Mol Biol 
71:435–478

Scoazec JY, Flejou JF, D’Errico A, Bringuier AF, Fiorentino M, 
Zamparelli A, Feldmann G, Grigioni WF (1996) 
Fibrolamellar carcinoma of the liver: composition of the 
extracellular matrix and expression of cell adhesion mol-
ecules. Hepatology 24:1128–1136

Sho M, Adachi M, Taki T, Hashida H, Konishi T, Huang C, 
Ikeda N, Nakajima Y, Kanehiro H, Hisanga M, Nakano H, 
Miyake M (1998) Transmembrane 4 superfamily as a 
prognostic factor in pancreatic cancer. Int J Cancer 
79:509–517

Sieg DJ, Hauck CR, Ilic D, Klingbeil CK, Schaefer E, Damsky 
CH, Schlaepfer DD (2000) FAK integrates growth-factor 
and integrin signals to promote cell migration. Nat Cell 
Biol 4:249–257

Sieg DJ, Hauck CR, Schlaepfer DD (1999) Requirement role 
of focal adhesion kinase (FAK) for integrin-stimulated cell 
migration. J Cell Sci 112:2677–2691

Steinbauer M, Guba M, Cernaianu G, Köhl G, Cetto M, Kunz-
Schughart LA; Geissler EK, Falk W, Jauch KW (2003) 
GFP-transfected tumor cells are useful in examining early 
metastasis in vivo, but immune reaction precludes long-
term development studies in immunocompetent mice. Clin 
Exp Metastasis 20:135–141

Tozeren A, Kleinmann HK, Grant DS, Morales D, Mercurio 
AM; Byers SW (1995) E-selectin-mediated dynamic 

interactions of breast cancer cells with endothelial-cell 
monolayers. Int J Cancer 60:426–431

Trikha M, Zhou Z, Timar J, Raso E, Kennel M, Emmell E, 
Nakada MT (2002) Multiple Roles for platelet GPIIb/IIIa 
and αvβ3 integrins in tumor growth, angiogenesis, and 
metastases. Cancer Res 62:2824–2833

Trusolino L, Bertotti A, Comoglio M (2001) A signaling 
adaptor function for α6β4 integrin in the control of HGF-
dependent invasive growth. Cell 107:643–654

Volpes R, Van den Oord JJ, Desmet VJ (1993) integrins as dif-
ferential cell lineage markers of primary liver tumors. Am 
J Pathol 142:1483–1492

Weis L (1992) Biomechanical interactions of cancer cells 
within the microvasculature during haematogenous metas-
tases. Cancer Metastasis Rev 11:227–235

Weiss L (1986) Metastatic inefficiency: causes and conse-
quences. Cancer Metastasis Rev 3:1–24

Weiss L, Orr FW, Honn KV (1988) Interactions of cancer cells 
with the microvasculature during metastasis. FASEB J 
2:12–21

Westermarck J, Kähäri VM (1999) Regulation of metal-
loproteinase expression in tumor invasion. FASEB J 
13:781–792

Wolf K, Mazo I, Leung H, Engelke K, von Adrian UH, 
Deruygina EI, Strongin AY, Brockner EB, Friedl P (2003) 
Compensation mechanism of tumor cell migration: 
mesenchymal-amoeboid transition after blocking of peri-
cellular proteolysis. J Cell Biol 160:267–277

Yamada N, Chung YS, Takasuka S, Arimoto Y, Sawada T, 
Dohi T, Sowa M (1997) Increased sialyl LeA expression 
and fucosyltransferase activity with acquisition of a high 
metastatic capacity in a colon cancer cell line. Br J Cancer 
76:582–587

Ye C, Kiriyama K, Mistuoka C, Kannagi R, Ito K, Watanabe T, 
Kondo K, Akiyama S, Takagi H (1995) Expression of 
E-selectin on endothelial cells of small veins in human 
colorectal cancer. Int J Cancer 61:455–460

Zeelenberg IS, Ruuls-Van Stalle L, Roos E (2001) Retention of 
CXCR4 in the endoplasmatic reticulum blocks dissemina-
tion of a T-cell hybridoma. J Clin Invest 108:269–277

Zeelenberg IS, Ruuls-Van Stalle L, Roos E (2003) The chemo-
kine receptor CXCR4 is required for outgrowth of colon 
carcinoma micrometastases. Cancer Res 63:3833–3839



Abstract: Metastasis is the spread of cancer from a 
primary site resulting in the establishment of second-
ary tumors in distant locations. It is often difficult to 
determine if the metastatic process has begun at the 
time of removal of a primary tumor, creating uncer-
tainty in patients with regards to possible cancer 
recurrence. Moreover, the majority of cancer deaths 
occur due to the physiological effects of metastasis 
rather than from the consequences of the primary 
tumor. The identification and characterization of 
molecular factors which contribute to metastasis 
therefore provides the potential for developing novel 
prognostic and/or therapeutic strategies to combat 
cancer mortality. The development of metastasis 
requires the coordinated expression and function of 
many different genes. Dysregulation of the balance 
between the expression of genes which promote 
metastasis and those which suppress metastasis can 
influence a cell’s ability to successfully complete all 
the steps in the metastatic cascade. In this chapter, we 
summarize what is known about the metastatic proc-
ess and discuss some of the many studies which have 
investigated different classes of molecules known to 
be associated with and/or contribute to metastasis.
These factors include oncogenic proteins, growth and 
angiogenic factors, cellular receptors, factors important 

for cell attachment, enzymes which degrade the 
extracellular matrix, molecules important for intra-
cellular signalling, chemoattractant molecules, and 
factors associated with gene transcription. We also 
consider the emerging role of DNA microarray tech-
nology in helping to define the relationship between 
genes and metastasis both within and between differ-
ent tumor types. Finally, we discuss how this evolving 
knowledge about metastasis-associated genes can be 
translated into clinical strategies for the management,
treatment, and cure of metastatic disease.

Keywords: metastatic process, Metastasis promoting 
genes, Metastasis suppressor genes, Molecular signa-
tures, Prognostic tools, Therapeutic targets 

Introduction

Over the last several decades, tremendous research 
advances have been made in the realms of cancer 
prevention, detection, and management of primary 
tumors. Despite this, cancer still remains among the 
leading causes of death worldwide, primarily due to 
the failure of effective clinical management of meta-
static disease. When the primary tumor is detected 
and removed before metastasis occurs, prognosis is 
good and the chance of cancer-free survival is high. 
However, if cancer cells have already begun to dissemi-
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nate from the primary tumor and spread to other parts 
of the body, current therapeutic strategies largely 
depend on the use of systemic cytotoxic therapies 
such as chemotherapy which frequently result in 
severe side-effects for the patient and, in many cases, 
often do not yield long-term success. Moreover, meta-
static spread after the removal of a primary tumor can 
be difficult to identify, creating uncertainty in patients 
with regards to possible cancer recurrence. The iden-
tification and characterization of molecular factors 
which contribute to metastasis will therefore provide 
the potential for developing novel prognostic and/or 
therapeutic strategies to combat cancer. This chapter 
will review what is currently known about the meta-
static process, discuss the growing number of molecu-
lar determinants of metastasis that are currently under 
investigation, and speculate about the clinical impor-
tance and implications of this research.

The metastatic process

Metastasis is the spread of cancer cells from a primary 
site resulting in the establishment of secondary tumors in 
distant locations (Chambers 1999; Chambers et al. 2000; 
Chambers et al. 2002; Fidler 1991). In the past several 
years, significant inroads have been made towards elu-
cidating the physical steps involved in metastasis. It is 
widely accepted that the metastatic process is comprised 
of a series of sequential steps, and cancer cells must 
successfully complete each step in order to give rise to a 
metastatic tumor (Chambers et al. 2001; Chambers et al. 
2002; Fidler 1991, 1999; Folkman 1992; MacDonald et 
al. 2002; Woodhouse et al. 1997).

Steps in the metastatic cascade

During cancer progression, the malignant popula-
tion of cells in a primary tumor may reach a size 
(1–2 mm3) which necessitates the growth of new blood 
vessels (angiogenesis) in order to supply the tumor 
with factors required for its metabolism and continued 
proliferation (Folkman 1986, 1992). This vasculariza-
tion of the primary tumor enhances the opportunity 
for tumor cells to enter the bloodstream, a process 
called intravasation. Intravasation requires heterotypic 
interactions between tumor cells and endothelial cells 
which in turn lead to tumor cell adhesion, migration, 

and invasion through the extracellular matrix into 
the vasculature (Chambers et al. 2001; Chambers 
et al. 2002; MacDonald et al. 2002). Since these newly 
formed blood vessels often lack an intact endothelial 
cell wall, they can provide a relatively accessible 
escape route for tumor cells to enter the circulation 
(Butler and Gullino 1975). In addition, cells may 
also disseminate from the primary tumor through the 
lymphatic system. However, because there is no direct 
flow from the lymphatic system to other organs, cancer
cells that escape via this route (i.e. during breast 
cancer metastasis) must still enter the venous system 
in order to be distributed to remote parts of the body 
(Chambers et al. 2002; Swartz and Skobe 2001).

Tumor cells that disseminate from the primary 
tumor and survive the challenges of host anti-tumor 
immune responses and hemodynamic shear stresses 
in the circulation are then carried to the capillary beds 
of secondary organs. Tumor cells are usually arrested 
by size restriction in the first capillary bed that they 
encounter, although some may pass through the first 
capillary bed and travel on to other secondary sites 
depending on regional blood pressure and deformabil-
ity of the cells. (Al-Mehdi et al. 2000; Chambers et al. 
2002; Morris et al. 1993; Scherbarth and Orr 1997). 
Arrested tumor cells can escape from the circulation 
(extravasate) by invading and migrating back through 
the endothelial cell wall, through the extracellular 
matrix, and into the secondary organ (Koop et al. 
1994; Koop et al. 1996). Once in the new site, cells 
must initiate and maintain growth to form microme-
tastases, and (as with the primary tumor) these 
micrometastases require angiogenesis for nutrition 
and growth in order to grow into macroscopic tumors 
that are sufficiently large enough to cause physiological
effects on the host (Folkman 1992; Holmgren et al. 
1995; Luzzi et al. 1998; Naumov et al. 2001).

The successful metastatic cell must therefore 
negotiate a number of different steps, including dis-
semination from the primary tumor via the blood or 
lymphatic system, survival within the circulation, 
extravasation into a secondary site, initiation of growth 
into micrometastases, and maintenance of growth as a 
vascularized macrometastases. Considering the oner-
ous nature of this multistep process, it is not surprising 
that several lines of experimental and clinical evidence 
indicate that metastasis is an inherently inefficient 
process (Weiss 1990). Experimental studies have 
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shown that early steps in hematogenous metastasis 
(i.e. survival in the bloodstream, extravasation) are 
remarkably efficient, with greater that 80% of cells 
successfully completing the metastatic process to this 
point. However, only a small subset of these cells (i.e. 
∼2%, depending on the experimental model) can initi-
ate growth as micrometastases, and an even smaller 
subset (i.e. ∼ 0.02%, depending on the experimental 
model) are able to persist and grow into macroscopic 
tumors (Cameron et al. 2000; Chambers et al. 2000; 
Chambers et al. 2001; Luzzi et al. 1998). It is thus 
the later steps in metastasis involving growth at 
the secondary site that have been shown, at least in 
experimental models, to be highly inefficient. Indeed, 
these findings are supported by clinical observations 
that, despite the fact that patients diagnosed with 
cancer may have hundreds to thousands of single 
disseminated cancer cells that can be detected in the 
bloodstream and sites remote from the primary tumor, 
only a very small percentage progress to form overt 
macrometastases (Weiss 1990, 1992).

Organ-specific metastasis

The movement of tumor cells within and between 
secondary organs is not random; rather, it depends to 
a large extent on the location of the primary tumor 
relative to the body’s natural pattern of blood flow. 
For example, tumor cells that enter the circulation 
from most parts of the body (i.e. liver, breast, bone) 
are carried by the systemic venous system directly 
to the heart and then circulated to all organs of the 
body via the systemic arterial system. In contrast, 
cells entering the bloodstream from splanchnic organs 
such as the colon are circulated first through the liver 
via the hepatic portal vein, and then into the venous 
system (Chambers et al. 2000; Chambers et al. 2001; 
MacDonald et al. 2002; Weiss 1992). It is well estab-
lished that certain types of cancers have organ-specific 
preferences for metastatic growth. For example, color-
ectal cancers preferentially metastasize to the liver, 
prostate cancer often metastasizes to bone, and breast 
cancer favors metastasis to regional lymph nodes, 
lungs, liver, bone, and brain (Chambers et al. 2002).

In the 1920s, James Ewing proposed that blood 
flow patterns alone were sufficient to account for 
both the physical delivery of tumor cells to secondary 
organs and for patterns of organ-specific metastasis 

(Ewing 1928). However, a number of different theo-
ries have challenged this idea by proposing that there 
are additional, molecular-level mechanisms which 
explain why and how different types of cancer cells 
may arrest or grow in “favorite” sites of metastasis 
development. The most central of these theories is the 
“seed and soil” theory of metastasis, first proposed 
in 1889 by Stephen Paget (Paget 1889, 1989). Paget 
predicted that a cancer cell (the “seed”) can survive 
and proliferate only in secondary sites (the “soil”) that 
produce growth factors appropriate to that type of cell, 
and this theory has largely withstood the test of time 
(Fidler 2001; Fidler et al. 2002; Hart 1982). A second 
idea suggests that the endothelial cells in the vascular 
beds of certain organs express adhesion molecules 
specific for particular types of cancer cells (Orr and 
Wang 2001). A third concept, often called the hom-
ing theory, proposes that different organs produce 
chemotactic factors which can attract specific types 
of tumor cells to “home” to and arrest in a particular 
organ (Moore 2001; Muller et al. 2001; Murphy 2001; 
Wang et al. 1998). It is unlikely that these theories 
are mutually exclusive, rather, the increasing number 
of molecular players that are thought to be involved 
in the metastatic cascade (Tables 1 and 2, discussed 
below) instead suggests that all of these various fac-
tors cooperate with mechanical influences such as 
blood flow in order to contribute to the ability of 
specific types of cancer cells to establish themselves 
as metastases in various target organs.

Experimental models of metastasis

The current knowledge about steps in the metastatic 
cascade and organ-specific metastasis has arisen from 
both clinical and experimental studies. The process 
of metastasis can be modelled experimentally using 
“spontaneous” or “experimental” metastasis assays 
(reviewed in Welch 1997). In spontaneous metastasis 
assays, cancer cells are injected to form a primary 
tumor, preferentially in an orthotopic site (the correct
anatomical site for primary tumor growth; i.e. the mam-
mary fat pad for breast cancer cells), and the endpoint 
of the assay is the detection of metastases in sites 
distant from the primary tumor. In experimental 
metastasis assays, cancer cells are injected directly 
into the circulation in order to model the latter steps 
in the metastatic process, and the endpoint of the 
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Table 1 Metastasis promoters*

Molecule Type of molecule Proposed function(s)
Possible metastasis step(s) 
influenced

Ras Oncogenic protein Stimulation of tumor cell 
growth and survival

Growth of primary tumor and 
growth of metastasis, has the 
potential to influence most 
other steps via stimulation of 
signal transduction pathways

VEGF Growth factor Stimulation of endothelial and 
tumor cell growth, protection 
from anti-tumor immune 
responses

Growth of primary tumor, 
angiogenesis, tumor cell 
survival, growth of metastases

HGF and Met Growth factor and growth 
factor receptor

Stimulation of endothelial and 
tumor cell growth, motility, 
invasion

Growth of primary tumor, 
angiogenesis, intravasation, 
extravasation, growth of 
metastases

EGFR Growth factor receptor Stimulation of endothelial and 
tumor cell growth, adhesion, 
motility, invasion, inhibition 
of apoptosis

Growth of primary tumor, 
angiogenesis, intravasation, 
extravasation, tumor cell 
survival, growth of metastases

Integrins Transmembrane receptors (via signalling interactions): 
stimulation of endothelial and 
tumor cell growth, adhesion, 
migration, survival, tumor cell 
invasion

Growth of primary tumor, 
angiogenesis, intravasation, 
extravasation, tumor cell 
survival, growth of metastases

OPN Integrin-binding secreted 
phosphoprotein

Adhesion, endothelial and tumor 
cell migration, invasion, survival

Angiogenesis, intravasation, 
extravasation, tumor cell survival

MMPs Proteases Stimulation of tumor cell 
growth, extracellular matrix 
degradation, migration, invasion

Growth of primary tumor, 
angiogenesis, intravasation, 
extravasation, growth of 
metastases

uPA and uPAR Protease and protease receptor Endothelial and tumor cell 
adhesion and migration, 
extracellular matrix 
degradation, tumor cell 
invasion and proliferation

Growth of primary tumor, 
angiogenesis, intravasation, 
extravasation, growth of 
metastases

CXCR4 Chemokine Tumor cell homing or growth 
in secondary organs

Determination of organ-specific 
metastasis

*References pertaining to each specific molecule can be found in the appropriate sections in the text. This table shows only a 
representative selection of the many metastasis-promoting molecules discovered to date. For a more comprehensive review, see 
Price et al. 1997.

assay is, again, the formation of visible metastases in 
secondary sites. Furthermore, the use of a technique 
called intravital videomicroscopy (IVVM) facilitates 
direct observation of the microcirculation in vivo and 
allows for detection and tracking of tumor cells as 
they move into or out of the circulation and migrate 
into the host tissue. The combined use of experimental 
metastasis assays, IVVM, and quantitative approaches 
that follow the fate of cancer cells has been valuable 
in identifying and characterizing the different steps 
in the metastatic cascade (Chambers et al. 1995; 
MacDonald et al. 2002). It has been suggested that 
spontaneous and experimental metastasis assays may 

measure different properties (Glaves 1983; Nicolson 
and Custead 1982; Stackpole 1981), and thus the use 
of several different assays as well as different cell 
types is required in order to fully understand the vari-
ous aspects of the metastatic process.

Although experimental models of metastasis have 
allowed for the identification of a number of mechani-
cal factors and molecular changes which contribute to 
a cell’s ability to metastasize, these endpoint assays 
have not been useful in clarifying the biological rel-
evance of particular molecules to specific steps in 
the metastatic cascade. However, the implementation 
of molecular tools which allow for the overexpression or 
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Table 2 Metastasis suppressors*

Molecule Type of molecule Proposed function(s)
Possible metastasis step(s) 
influenced

Nm23 Histadine kinase Disruption of Ras/Raf/ERK-MAPK 
pathway

???

KAI1 Tetraspanin Integrin interactions, EGFR 
desensitization

???

MKK4 MAP kinase kinase Phosphorylates and activates p38 
and JNK, potentially resulting in 
increased apoptosis

Growth of metastases???

RHOGDI2 Inhibitor of guanine nucleotide 
dissociation for Rho GTPases

Modulation of JNK, p38, and ERK 
pathways via interactions with 
Rho proteins, potentially resulting 
in effects on cell morphology, 
motility, and adhesion

Intravasation, extravasation???

BRMS1 Part of a histone deacetylase 
complex

Transcriptional regulation of gap-
junctional communications 
between cells

???

KiSS1 G-protein coupled ligand Phosphorylation of ERK and p38 
pathways, potentially resulting 
in inhibition of cell motility and 
invasion

Intravastion, extravasation, 
growth of metastases???

CRSP3 Transcriptional co-activator Transcriptional regulation Growth of metastases???
TXNIP Thioredoxin (TRX) inhibitor Regulation of DNA synthesis, 

signaling cascade, and 
transcriptional activity (via TRX)

Growth of metastases???

*References pertaining to each specific molecule can be found in the appropriate sections in the text. For a more comprehensive review, 
see Debies and Welch 2001; Kauffman et al. 2003; Yoshida et al. 2000; Steeg 2003.

inhibition of specific molecules of interest, combined 
with the use of animal models to assess the functional 
consequences of such changes has proven to be a 
more successful strategy. The remainder of this chap-
ter focuses on recent experimental advances towards 
understanding the relationship between genes and 
metastasis, and the implications that this research has 
for clinical prognosis and treatment of metastasis.

Molecular mechanisms of metastasis

A number of events in the metastatic cascade (i.e. ang-
iogenesis, adhesion, migration, invasion, and growth) 
also play an important role in tightly regulated 
normal biological processes such as reproduction, 
embryogenesis, wound healing, smooth muscle cell 
migration, and liver regeneration. The fundamental 
difference between normal and malignant cells is 
thought to lie in their ability to be regulated at the 
biochemical level: in malignant cells, the molecules 
that start, maintain, or stop these cellular processes 

are often expressed at inappropriate levels or at an 
inappropriate time and place (Kohn and Liotta 1995; 
Liotta et al. 1991; Nicolson 1991).

How does this escape from normal physiological 
regulation occur? The metastatic cascade is largely 
thought to be a continuation of the multistep proc-
ess of tumorigenesis, which has been likened to a 
“Darwinian-type” cellular evolution. The progression 
of an altered population of cells towards malignancy 
is characterized by increasing genomic instability as 
a result of the accumulation of both gain-of-function 
and loss-of-function changes such as mutations, trans-
locations, chromosomal aberrations, gene deletions, 
and gene amplifications. These molecular changes 
manifest themselves at the cellular level, resulting in 
increased susceptibility to genotoxic insult, altered 
cell cycle control, dedifferentiation, and acquisition 
of the ability to proliferate autonomously (Vogelstein 
and Kinzler 1993). With this increasing genetic insta-
bility, the prevailing theory of metastasis predicts that 
some cancer cells may either acquire one or more 
subsequent molecular changes or simply succumb to 
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the collective effect of accumulated “advantageous” 
mutations such that they can become invasive, escape 
from the primary tumor, and travel to secondary sites 
or organs (Poste and Fidler 1980).

A growing number of genes or gene products have 
been identified as being upregulated or downregulated 
during metastasis (Price et al. 1997; Ramaswamy 
2003). However, when determining the relative impor-
tance of such molecules in regulating metastasis, it is 
extremely important to identify not only the expres-
sion pattern of these genes in tumors and tumor cells, 
but also the functional association between altered 
gene expression and the acquisition or maintenance of 
a metastatic cell phenotype. Experimentally, the rela-
tionship between expression and metastatic function 
can be examined by manipulating gene expression 
and observing the resultant biological effects using 
in vitro cell culture systems and in vivo animal models. 
Upregulation or overexpression of a particular gene 
can be achieved by stably transfecting the gene of 
interest into normal or cancer cells using a variety of 
methods, including calcium phosphate co-precipitation,
electroporation, polycationic liposomes (lipofection), 
microinjection, and viral vectors (Watson et al. 1992). 
Gene expression can be downregulated or inhibited 
using various antisense targeting strategies, such as 
treatment or transfection with antisense oligonucleotides,
antisense vectors, ribozymes, or small inhibitory RNA 
(siRNA) molecules (Crooke 2001; Paul et al. 2002). 
Furthermore, depending on the type of gene product 
produced, the expression of some proteins can be 
inhibited by treatment with neutralizing or blocking 
antibodies and peptides. Experimental or spontane-
ous metastasis assays can then be used to compare 
the metastatic ability of the transfected cells relative 
to control cells in which expression of the gene of 
interest has not been manipulated. Alternatively, trans-
genic or knockout animals can be generated, although 
this approach is generally more time-consuming and 
often prone to complications because of the fact that 
many metastasis-associated genes are also critical for 
embryogenesis, development, and normal cellular 
processes (Kohn and Liotta 1995; Liotta et al. 1991; 
Nicolson 1991).

The use of experimental strategies such as these 
has allowed for the identification of a number of 
molecules which, through gain or loss of expression, 
can drive the metastatic potential of a cell (reviewed in 

detail in Price et al. 1997; Steeg 2003). As discussed 
above, the metastatic process is comprised of a series 
of sequential steps which requires the coordinated 
interplay of a variety of cell types, including tumor 
cells, endothelial cells, stromal cells, and immune cells. 
These critical cell–cell and cell–matrix communications
are regulated by molecular signals which facilitate the 
successful completion of various cellular events such as 
adhesion, migration, invasion, survival, and growth.

Metastasis-promoting genes

Metastasis-promoting genes are genes whose 
increased expression and/or activation (usually as 
result of abnormal regulation) can contribute to the 
acquisition of a metastatic cellular phenotype. These 
genes encode a variety of different types of proteins, 
including oncogenic proteins, growth and angiogenic 
factors, cellular receptors, chemoattractant molecules, 
factors important for cell attachment, and enzymes 
which degrade the extracellular matrix. While a thor-
ough review of all of these molecules is beyond the 
scope of this chapter, a selection (based on involve-
ment in a number of different metastasis steps, and/or 
involvement in a large number of human cancers) 
are summarized in Table 1 and will be discussed in 
greater detail below.

Ras

Oncogenes code for proteins that are important for the 
regulation of cellular growth control and responsiveness 
to extracellular signals. When these control mecha-
nisms are constitutively upregulated in the absence of 
external growth signals, the uncontrolled proliferation 
that is typical of cancer cells can occur (Hanahan and 
Weinberg 2000). Members of the Ras oncogene fam-
ily provide an example of how activated oncogenes 
can lead to phenotypic changes that promote meta-
static behavior through alterations in downstream gene 
expression (Chambers and Varghese 2002).

Ras oncogenes encode a family of membrane-
bound small GTP binding proteins that act as cellular 
transducers, relaying signals from the cell surface 
to the cytoplasm which in turn activate signalling 
cascades that regulate the expression of a number of 
different genes. In addition to activating the Ras/Raf/
ERK-MAPK (extracellular signal-regulated kinase/
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mitogen-activated protein kinase) pathway, Ras proteins 
can also associate with effector molecules involved in 
other signalling pathways, such as the phosphatidyli-
nositol 3-kinase (PI3K) pathway. Depending on cell 
type and molecular cross-talk between signalling 
pathways, Ras proteins can regulate the expression 
of downstream genes which are important for various 
cellular responses, including growth, differentiation, 
and apoptosis (reviewed in Campbell et al. 1998; 
Frame and Balmain 2000).

Ras genes have been shown to be activated by 
mutation in a large percentage of human cancers, and 
in many other tumors Ras is activated by other mecha-
nisms (Bos 1989; Clark and Der 1995). Functionally, 
the H-ras oncogene was one of the first oncogenes 
to be shown to be able to morphologically transform 
NIH 3T3 cell in vitro (Parada et al. 1982; Shih et al. 
1979; Shih and Weinberg 1982; Tabin et al. 1982), 
and these ras-transformed cells were also able to form 
tumors in nude mice (Blair et al. 1982; Chang et al. 
1982; Fasano et al. 1984). Shortly afterwards, it was 
shown that ras-transformed NIH 3T3 cells, in addition 
to being tumorigenic, were also highly metastatic in vivo
(Bondy et al. 1985; Muschel et al. 1985; Thorgeirsson 
et al. 1985). Although it was initially difficult to 
comprehend how changes in the expression of a sin-
gle gene could be sufficient to induce the complex 
steps required for tumorigenicity and metastasis, 
the subsequent identification of Ras as a key signal 
transduction molecule suggested that Ras-induced
malignancy was a result of the coordinated activity
of multiple downstream molecules which in turn 
affected multiple cellular events. Oncogenes such as 
Ras thus have the potential to contribute to all steps 
in the metastatic process via activation of factors such 
angiogenic factors, adhesion molecules, proteases, 
growth-related genes, or survival factors. A number of 
Ras-induced genes have been shown to be functional 
contributors to metastasis, including the angiogenic 
factor vascular endothelial growth factor (VEGF), the 
secreted integrin-binding protein osteopontin (OPN), 
the cysteine proteases Cathepsins L and B, and calcyclin
(Chambers and Tuck 1993). Some of these genes are 
discussed in the sections below.

Although the particular step(s) of metastasis which 
are influenced by Ras remain to be fully elucidated, 
studies using IVVM and quantitative cell account-
ing analysis revealed that Ras activation is important 

for regulating the ability of tumor cells to initiate 
and maintain growth of micrometastases once they 
have arrived at the secondary site (Koop et al. 1996; 
Varghese et al. 2002). It was observed that the balance 
between proliferation and apoptosis was tipped in favor 
of growth in micrometastases with activated Ras, and in 
favor of death in the control micrometastases (Varghese 
et al. 2002). These findings therefore suggest that dis-
ruption of the proliferation:apoptosis equilibrium to 
favor progressive growth is one mechanism by which 
oncogenic signalling can influence metastatic potential.

Vascular endothelial growth factor

The expression of vascular endothelial growth factor 
(VEGF) has been shown to upregulated in a number of 
different human tumor types, and has been correlated 
with poor clinical outcome (Berse et al. 1992; Chung 
et al. 1996; Gasparini 2000; Junker 2001; Shen et al. 
2000). Through paracrine and autocrine interactions 
with endothelial cells, tumor cells, and immune cells, 
VEGF has been shown to play a variety of roles in 
the tumor microenvironment, including stimulation of 
angiogenesis, protection from host anti-tumor immune 
responses, and promotion of tumor and endothelial cell 
growth (Gabrilovich et al. 1996; Herold-Mende et al. 
1999; Masood et al. 2001). It has been demonstrated 
that human VEGF can exist as several different iso-
forms which are generated by alternative slicing of a 
single primary transcript of the VEGF gene (Robinson 
and Stringer 2001). While the importance of the vari-
ous isoforms is not fully understood, overexpression 
of the secreted isoforms VEGF121 and VEGF165 has 
been shown to be important for tumor angiogenesis 
in mouse models (Grunstein et al. 2000; Kondo et al. 
2000; Zhang et al. 2002). Although VEGF is most 
commonly studied in relation to the development of 
primary tumors, several studies have also identified 
it as being important for metastasis. Overexpression 
of VEGF in melanoma or colon cancer cells can 
lead to increased metastasis as assessed by both spon-
taneous and experimental metastasis assays (Claffey 
et al. 1996; Kondo et al. 2000). Furthermore, inhibi-
tion of VEGF by treatment with antisense molecules 
or anti-VEGF blocking antibodies results in a significant
decrease in the metastatic ability of a number of dif-
ferent cancer cell types (Claffey et al. 1996; Melnyk 
et al. 1996; Warren et al. 1995; Yano et al. 2000).
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Hepatocyte growth factor and Met

Hepatocyte growth factor (HGF) was originally 
 identified in the liver as a paracrine and autocrine 
growth factor (Fausto 1991). Also known as scatter fac-
tor (SF), HGF is expressed in a variety of other organs 
and has been shown to have significant effects on cell 
growth, morphology, and motility of both epithelial 
and endothelial cells. HGF is synthesized as an inac-
tive precursor protein, and must undergo extracellular 
proteolytic cleavage in order to become active. The 
cellular effects of HGF are mediated by way of signal 
transduction through its cognate receptor Met, a trans-
membrane tyrosine kinase that is the protein product 
of the c-met proto-oncogene (Jiang and Hiscox 1997; 
Stella and Comoglio 1999). Overexpression of both 
HGF and Met has been observed in many types of 
epithelial cancers, including breast carcinoma, and high 
levels of HGF in breast tissue has been shown to cor-
relate with poor survival (To and Tsao 1998; Tuck et al. 
1996; Yamashita et al. 1994). A number of studies have 
provided strong evidence that HGF and Met contribute 
to tumor progression and metastasis via a multiplic-
ity of functional mechanisms. For example, HGF is a 
potent angiogenic factor, and can stimulate endothelial 
cell growth, motility, and organization into new vessels 
(Rosen and Goldberg 1995). Transfection of HGF and/
or Met into different epithelial cell types can promote 
an invasive cellular phenotype in vitro and increased 
tumorigenicity and metastatic ability in vivo (Firon 
et al. 2000; Lamszus et al. 1997; Lin et al. 1998; Meng 
et al. 2000). Furthermore, downregulation of Met activity 
by transfection with either a dominant negative form of 
Met or a Met-specific hammerhead ribozyme results in a 
reduction in invasiveness, tumorigenicity and metastasis
(Firon et al. 2000; Jiang et al. 2001). Preliminary studies 
by Meng et al. (2000) indicate that HGF may even play 
a role in decreasing sensitivity to chemotherapeutic 
agents, although the in vivo relevance of these results 
still needs to be examined. Taken together, these studies 
indicate that HGF and Met play an important role during 
cancer progression and metastasis by stimulating angio-
genesis, motility, invasion, and growth.

Epidermal growth factor receptor

The epidermal growth factor receptor (EGFR) is 
another example of a receptor tyrosine kinase that 
can modulate signalling pathways during metastasis. 

EGFR is a member of a subfamily of four closely 
related receptors: EGFR (also known as ErbB-1), 
HER-2/neu (ErbB-2), HER-3 (ErbB-3), and HER-4 
(ErbB-4). These receptors can homodimerize or het-
erodimerize following autocrine or paracrine interac-
tions with ligands such as epidermal growth factor 
(EGF) and transforming growth factor α (TGFα). 
After ligand binding, the tyrosine kinase intracellular 
domain of the receptor is activated by autophospho-
rylation, which in turn initiates a cascade of down-
stream intracellular events via the Ras/Raf/MAPK 
signalling pathway (Ullrich and Schlessinger 1990; 
Wells 1999). Experimental and clinical studies have 
demonstrated that EGFR functionally contributes to 
a variety of processes that are crucial to cancer 
progression and metastasis, including cytoskeletal 
reorganization, adhesion, motility, invasion, angiogen-
esis, cell survival, and tumor cell growth (Chakravarti 
et al. 2002; Chan et al. 2002; Ciardiello et al. 2001; 
Naramura et al. 1993; Price et al. 1996; Riedel 
et al. 2002; Segall et al. 1996; Shibata et al. 1996; 
Turner et al. 1996). It has been suggested that the 
increased activity of the EGFR pathway in cancer 
cells may occur as a result of several mechanisms, 
including overexpression of EGFR, decreased recep-
tor turnover, increased ligand concentrations, and/or 
EGFR gene alterations which result in the presence 
of abnormal receptors. Not surprisingly, EGFR has 
been implicated in a wide variety of human cancers, 
and the presence of EGFR expression is usually 
associated with advanced disease and poor prognosis 
(Ciardiello and Tortora 2001; Salomon et al. 1995; 
and references therein).

Integrins

The integrins are family of dimeric transmembrane 
receptors comprised of α and β subunits. At least 24 
different heterodimers can be formed by non-covalent
associations between 18 α and 8 β subunits, and 
each heterodimer can bind a wide variety of ligands, 
including extracellular matrix (ECM) proteins (i.e. 
laminin, vitronectin), E-cadherin, and the secreted 
phosphoprotein osteopontin (OPN). Integrin-ligand 
interactions can induce activation and clustering of 
the focal adhesion complex (FAC), which serves to 
assemble structural and regulatory proteins such that 
they can mediate cytoskeletal shape and migration 
and create a framework for the association of signalling 
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molecules. Integrins can coordinate with growth 
factor pathways (i.e. VEGF, EGFR, HGF/Met) to 
activate a number of signalling cascades such as the 
focal adhesion kinase (FAK)-Src cascade, the PI3K 
cascade, and the Ras/Raf/ERK cascade. Therefore, 
although originally identified as important cell-
surface adhesion receptors that mechanically link 
the cytoskeleton to the ECM or to other cells during 
cellular migration and invasion, integrins have also 
more recently been recognized as key signalling 
receptors capable of influencing a dynamic range of 
cellular processes, including migration, proliferation,
differentiation, survival, and angiogenesis (reviewed 
in Giancotti and Ruoslahti 1999; Newham and 
Humphries 1996).

Various integrins have been shown to have prog-
nostic value for a number of human cancers, and 
depending on the stage of tumor progression, some 
integrins may be up or down-regulated (Mizejewski 
1999; Varner and Cheresh 1996). In particular, it 
is believed that there is significant involvement of 
integrins that contain αv, α6, and/or β1 subunits. For 
example, increased expression of the αvβ3 integrin 
has been associated with metastatic cancers of the 
lung, breast, colon, and skin (Albelda et al. 1990; 
Clarke et al. 1997; Felding-Habermann et al. 2001; 
Vonlaufen et al. 2001). Expression of the α6β1
integrin has been shown to increase invasion and/or 
metastasis of pancreatic carcinoma cells, breast car-
cinoma cells, and oral squamous cell carcinoma cells 
(Shaw et al. 1996; Vogelmann et al. 1999; Zhang 
et al. 1996), while α6β4 can influence invasion and 
metastasis of breast cancer cells in association with 
various signalling pathways (Abdel-Ghany et al. 
2001; Shaw et al. 1997; Trusolino et al. 2001). In 
addition, activated vascular endothelial cells express 
a number of integrins (most notably αvβ3) which 
have been found to be important for regulating 
tumor angiogenesis (Eliceiri and Cheresh 1999). A 
large number of other experimental studies support 
a functional role for integrins by demonstrating 
that inhibition of specific integrins via antibody or 
peptide antagonists can lead to a reduction in pri-
mary tumor growth, angiogenesis, cell survival, and 
the development of distant metastases (reviewed in 
Tucker 2002). The involvement of integrins in so 
many aspects of cancer progression underlines the 
importance of these signalling receptors in regulat-
ing the metastatic process.

Osteopontin

Osteopontin (OPN) is a secreted phosphoprotein that 
has been implicated in a number of normal and patho-
logic conditions. Clinical studies have demonstrated 
that OPN is overexpressed in many human cancers, 
including breast, ovarian, prostate, colon, lung, liver, 
esophageal, and gastric cancers, and in some cases 
OPN is associated with cancer progression (Agrawal 
et al. 2002; Brown et al. 1994; Fedarko et al. 2001; 
Furger et al. 2001; Ye et al. 2003). In particular, it 
has been shown that there is a strong correlation 
between elevated OPN levels in patients with breast or 
prostate cancer and increased tumor aggressiveness, 
increased tumor burden, and poor prognosis/survival 
rates (Hotte et al. 2002; Singhal et al. 1997; Tuck 
et al. 1997; Tuck et al. 1998).

OPN can be produced in the tumor microenvi-
ronment by both tumor cells and other surround-
ing cells, such as fibroblasts, inflammatory cells, 
or endothelial cells (Brown et al. 1994). The OPN 
protein contains several conserved structural elements 
including heparin- and calcium-binding domains, a 
thrombin-cleavage site, a CD44 binding site, and an 
RGD (Arg-Gly-Asp) integrin-binding amino acid 
sequence (Sodek et al. 2000). Based on the presence 
of these domains, it is not surprising that experimental 
studies have shown that the importance of OPN lies in 
its ability to interact with a diverse range of factors, 
including cell surface receptors (integrins, CD44), 
growth factor/receptor pathways (VEGF, HGF/Met, 
TGFα/EGFR), and secreted proteases (urokinase 
plasminogen activator, matrix metalloproteinases). 
These complex signalling interactions can result in 
changes in gene expression which ultimately lead to 
increased malignant cell behavior such as adhesion, 
migration, invasion, tumor angiogenesis, enhanced 
tumor cell survival, and metastasis (Denhardt and 
Chambers 1994; Geissinger et al. 2002; Philip 
et al. 2001; Shijubo et al. 2000; Tuck et al. 1999; 
Tuck et al. 2000; Tuck et al. 2003; Xuan et al. 1995; 
Weber et al. 1997). In addition, downregulation of 
OPN by antisense treatment results in decreased tum-
origenicity of ras-transformed fibroblasts (Behrend 
et al. 1994), while OPN-deficient mice injected with 
melanoma cells show reduced experimental metas-
tasis compared to wild-type controls (Nemoto et al. 
2001). Taken together with the clinical observations, 
these experimental studies indicate that OPN is not 
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merely associated with cancer, but that it actually 
plays a multi-faceted functional role in malignancy.

Matrix metalloproteinases

Matrix metalloproteinases (MMPs) are a family of 
secreted or transmembrane metalloenzymes that 
require the metal ion Zn2+ to carry out their functional 
role in the degradation of extracellular matrix and
basement membrane components during normal and 
abnormal physiological processes (Brinckerhoff 
and Matrisian 2002; Egeblad and Werb 2002). 
MMPs are produced as proenzymes that require 
extracellular activation through proteolytic cleavage of 
an amino terminal domain. Although all MMPs are 
thought to contain a number of conserved functional 
and structural domains that result in similar mecha-
nisms of latency, activation, and proteolysis, members 
of the MMP family differ from each other based on 
structural domains that determine cellular location, 
matrix binding, inhibitor binding, and/or substrate 
specificity for each MMP (reviewed in Nagase and 
Woessner 1999). Under normal physiologic condi-
tions, the net activity of MMPs is tightly regulated 
by maintaining an equilibrium between levels of acti-
vated MMPs and levels of their endogenous inhibi-
tors, known as tissue inhibitors of metalloproteinases 
(TIMPs). However, during cancer progression, this 
balance is often altered in favor of enhanced cellular 
invasiveness via increased production of MMPs by a 
number of cell types, including fibroblasts, infiltrating 
immune cells, endothelial cells, and tumor cells. The 
overexpression of MMPs has been positively cor-
related with increasing tumor stage in many types of 
human cancer, and this is reflected by both an increase 
in the relative expression levels of individual MMPs 
as well as an increase in the number of different MMP 
family members that are expressed (Stetler-Stevenson 
et al. 1996).

Based on the inherent degradative activity of 
MMPs, it was originally believed that the major 
contribution of these enzymes to the metastatic process
occurred during the steps of intravasation and extrava-
sation. Experimental studies using in vivo endpoint 
metastasis assays have shown that transfection of 
specific MMP family members such as gelatinase A 
(MMP-2) and gelatinase B (MMP-9) can increase 
the metastatic potential of bladder cancer cells or 

rat embryonic fibroblasts (respectively) (Bernhard 
et al. 1994; Kawamata et al. 1995), while melanoma 
cells injected into MMP-2 knockout mice show 
reduced tumorigenicity and metastatic ability as well 
as decreased tumor-associated angiogenesis (Itoh
et al. 1998). Additional studies have demonstrated 
that transfection or treatment with different TIMPs or 
synthetic inhibitors of MMPs can result in a reduction 
of in vitro cellular invasiveness through basement mem-
branes such as Matrigel (Albini et al. 1991; Khokha 
et al. 1992; Taraboletti et al. 1995), supporting a central
role for MMPs in facilitating of the breakdown of 
physical barriers between a primary tumor and distant 
sites of metastases development. However, a number 
of contradictory studies have reported inconsistent 
effects of MMPs in promoting metastasis, suggesting 
that their role in cancer progression is more complex 
than first hypothesized (reviewed in Chambers and 
Matrisian 1997; McCawley and Matrisian 2000). For 
example, overexpression of matrilysin (MMP-7) in 
colon cancer cells (Witty et al. 1994) or stromelysin-3 
(MMP-11) in breast cancer cells (Noel et al. 1996) 
results in increased tumorigenicity without a cor-
responding increase in metastatic ability, suggesting 
that MMPs may be involved in growth of the primary 
tumor. Furthermore, studies which utilized IVVM to 
delineate the steps at which MMPs affect metastasis 
indicate that these enzymes also play a critical role 
in survival of disseminated tumor cells and post-
extravasation growth of metastases (Koop et al. 1994). 
Although the detailed mechanisms by which MMPs 
can regulate the tumor growth environment remain to 
be elucidated, it has been proposed that they may facil-
itate the release of sequestered growth factors in the 
extracellular matrix surrounding the growing tumor, 
either directly or via a proteolytic cascade. Therefore, 
MMPs provide important functional contributions to 
cancer progression and metastasis through their roles 
in primary tumor growth, angiogenesis, intravasation, 
extravasation, and growth of distant metastases.

Urokinase plasminogen activator (uPA) and uPAR

Plasminogen activators (PA) are serine-specific 
proteases that convert inactive plasminogen to active 
plasmin, a degradative enzyme that has broad specificity
for various ECM proteins. Plasminogen activators 
exist in two forms: tissue plasminogen activator (tPA),
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which is present in plasma and is important for the 
degradation of fibrin-rich blood clots, and urokinase
plasminogen activator (uPA), which is primarily 
involved in cell-mediated proteolysis in physiological 
situations such as tissue remodeling, embryogen-
esis, and metastasis (Collen 1999). The uPA receptor 
(uPAR) can be upregulated by a number of growth 
factors, including HGF and EGF, and uPAR binds 
uPA with high affinity. Interestingly, uPAR does not 
internalize bound uPA, thus providing cells with the 
ability to generate localized protease activity at their 
cell surface in order to facilitate cell invasion and 
migration through the ECM. As well as playing a direct
enzymatic role in the degradation of ECM compo-
nents, uPA and uPAR have also been shown to have a 
number of indirect effects via the activation of latent
growth factors (i.e. HGF, transforming growth factor 
β), the release of sequestered angiogenic factors 
(i.e. VEGF, basic fibroblast growth factor) from the 
ECM, the activation of MMPs, and the inactivation 
of TIMPs. Additionally, uPA and uPAR have been 
implicated in integrin-mediated activation of various 
signalling pathways such as the MAPK pathway and 
the PI3K pathway, resulting in downstream effects on 
cellular adhesion, migration, invasion, and proliferation
(Blasi and Carmeliet 2002; and references therein).

Overexpression of both uPA and uPAR has been 
observed in many kinds of human cancer, and is 
frequently associated with tumor progression, risk of 
tumor recurrence, and poor prognosis (Brunner et al. 
1999; Duffy et al. 1990; Hasui et al. 1996; Look 
et al. 2002; Oka et al. 1991; Stephens et al. 1999). In 
the tumor microenvironment, uPAR has been shown 
to be expressed by a number of cell types, including 
tumor cells and stromal cells (Blasi and Carmeliet 
2002). The functional importance of uPAR in tum-
origenicity and metastasis was demonstrated by Yu 
et al. (1997), who showed that human epidermoid 
carcinoma cells transfected with uPAR produced rap-
idly growing, highly metastatic tumors when inocu-
lated on chick embryonic chorioallantoic membranes 
(CAMs). Furthermore, reduced expression of surface 
uPAR caused these cells to go into a prolonged 
state of dormancy. Additional experimental studies 
using mouse models and a variety of tumor cell types 
showed a reduction in tumor growth, angiogenesis, and 
metastasis following treatment with antisense uPAR or 
inhibitors/antagonists which interfered with uPA/uPAR 

interactions (Crowley et al. 1993; Lakka et al. 2001; 
Min et al. 1996). Therefore, by utilizing both direct 
proteolytic and indirect non-proteolytic mechanisms, 
the interactions between uPA and its receptor uPAR 
play an important role in potentiating invasive cellular 
events which contribute to the metastatic process.

Chemokines and chemokine receptors

Chemokines are molecules which are functionally and 
structurally similar to growth factors. Their activity 
is mediated by interactions with G-protein-coupled 
receptors which, through signal transduction, can 
then induce cellular adhesion and directional migra-
tion (Zlotnik and Yoshie 2000). Previously shown to 
be involved primarily in trafficking and homing of 
haematopoietic cells such as leukocytes, studies by 
Muller et al. (2001) indicate that chemokines may 
also play a role in organ-specific metastasis. These 
studies showed that, relative to normal breast tissue, 
the chemokine receptor CXCR4 was overexpressed in 
breast tumors, and that its chemokine ligand CXCL12 
was overexpressed in tissues to which breast cancer 
cells often metastasize, such as lymph nodes, bone 
marrow, liver, and lung. Functional studies revealed 
that treatment of breast carcinoma cells with exog-
enous CXCL12 could induce invasive cellular behavior
in vitro, and that inhibition of in vivo interactions 
between CXCL12 and CXCR4 by treatment with a 
CXCR4-neutralizing antibody resulted in blockage 
of both experimental and spontaneous metastasis 
(Muller et al. 2001). The overexpression of CXCR4 
has also been shown to occur in a variety of other 
cancers, including prostate cancer (Taichman et al. 
2002), pancreatic cancer (Koshiba et al. 2000), and B-cell
lymphoma (Arai et al. 2000), suggesting that this 
phenomenon is probably not limited to breast cancer.

The study by Muller et al. (2001) is the first of its 
kind to show the importance of chemokines in pro-
moting organ-specific metastasis. The authors suggest 
that chemokines contribute to metastasis by causing 
cancer cells to “home” to specific secondary sites. 
But how can this proposed mechanism be reconciled 
with the idea that physical and mechanical factors 
(such as blood flow patterns) have been found to play 
an important role in determining where circulating 
cancer cells arrest? This apparent discrepancy can 
be easily resolved by considering that the ability of 
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chemokine-receptor interactions to initiate signalling 
pathways provides them with a means to influence 
cellular processes such as cytoskeletal rearrangement, 
migration, invasion, and growth (Zlotnik and Yoshie 
2000). The involvement of chemokines in metastasis 
therefore illustrates the idea that the coordinated activity 
of physical, mechanical, and molecular factors is critical
for the metastatic process (Chambers et al. 2002).

Although only a small selection of the known 
metastasis-promoting molecules have been presented 
here, the studies discussed in this section representatively 
illustrate the important concept that the development 
of metastasis requires the coordinated expression and 
function of many different genes. Conversely, it can 
be theoretically predicted that only one gene might 
be required to block metastasis, since the failure to 
complete any particular step in the metastatic process 
could result in the loss of a cell’s metastatic potential. 
An emerging field of study involving metastasis 
suppressor genes is aimed at testing this theory.

Metastasis suppressor genes

Metastasis suppressor genes can be broadly defined 
as genes which suppress the ability of metastases to 
form, without affecting the growth of the primary 
tumor (Steeg 2003). These genes have been identified 
by their reduced or absent expression in metastatic 
tumor cells relative to tumorigenic but non-metastatic
cells. Similar to the paradigm of tumor suppressors
such as p53 and Rb (Picksley and Lane 1994), it 
is thought that the loss of metastasis suppressor 
gene function can lead to an escape from normal cel-
lular  control and the development of metastasis. 
Accordingly, the restoration of metastasis suppressor 
gene function should lead to suppression or interruption
of the metastatic cascade.

Within the last 2 decades, at least eight such 
metastasis suppressor genes have been identified 
(Table 2). Although the molecular mechanisms by 
which these genes can suppress metastasis are not 
yet fully understood, growing evidence suggests that 
their functional effect may be to regulate the ability of 
tumor cells to initiate and maintain growth of metas-
tases at the secondary site via mediation of important 
signal transduction pathways (Kauffman et al. 2003; 
Steeg 2003; Table 2). Relative to the study of metastasis-
promoting genes, the field of metastasis suppressor

genes is very much in its infancy. Current research 
efforts have been focused on transfecting the proposed 
suppressors (either as chromosomal segments or 
single genes) into metastatically competent cells and 
testing the ability of these genes to reduce metastasis 
formation without affecting the growth of the primary 
tumor. Ongoing studies are working towards dissecting
the detailed molecular mechanisms utilized by these 
genes, as well as the particular steps in the metastatic 
process which may be affected. In addition, two of 
the most well-characterized metastasis suppressor 
genes (Nm23 and KAI1) as well as MKK4 have been 
reported to have low expression in some human tumor 
types, and in many cases this reduced expression can 
be correlated with advanced tumor stage and/or poor 
patient prognosis (Freije et al. 1998; Guo et al. 1996; 
Guo et al. 1998; Kim et al. 2001; Miyazaki et al. 2000; 
Yang et al. 1997; Yu et al. 1997). Based on in vitro and 
in vivo studies, all eight of the genes listed in Table 2 
fulfill the definition of a metastasis suppressor, and 
the following discussion will briefly summarize what 
is currently hypothesized and/or known about the 
molecular activity of these genes.

Nm23

Nm23 was the first metastasis suppressor gene to 
be discovered (Leone et al. 1991), and it has been 
demonstrated to suppress metastasis in a number 
of different tumor cell types, including melanoma, 
breast, colon, and oral squamous cell carcinoma 
(Leone et al. 2001, Leone et al. 1993; Miyazaki et al. 
1999; Tagashira et al. 1998). Nm23 has recently 
been shown to be a histadine kinase which can 
phosphorylate the KSR (kinase suppressor of Ras) 
protein (Hartsough et al. 2002). KSR is known to 
be a scaffold protein for the Ras/Raf/ERK-MAPK 
pathway, and as such can provide a docking site 
for the assembly of important signalling molecules 
(Morrison 2001). It is hypothesized that the phospo-
rylation of KSR by Nm23 could result in an altered 
intracellular location of KSR and/or a disruption 
in the assembly of signalling proteins, resulting in 
reduced ERK activation (Hartsough et al. 2002). 
Given the importance of the Ras/Raf/ERK-MAPK 
cascade to the metastatic process, disruption of this 
pathway would be a successful cellular strategy 
towards the suppression of metastasis.
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KAI1

KAI1 has been shown to suppress metastasis in pros-
tate and breast cancer cells (Dong et al. 1995; Yang 
et al. 2001), and loss of KAI1 expression has been 
widely correlated with the progression of many types 
of human cancer (Guo et al. 1996; Guo et al. 1998; 
Miyazaki et al. 2000; Yang et al. 1997; Yu et al. 1997). 
Conserved domains in the KAI1 protein backbone 
suggest that it is a member of the tetraspanin family 
of proteins, which function as membrane adaptors 
that coordinate large complexes of proteins, includ-
ing cell adhesion molecules, integrins, kinases and 
phosphatases (Maecker et al. 1997). KAI1 can form 
distinct complexes with both integrins and EGFR, 
and KAI1-EGFR interactions have been shown to 
reduce the effects of downstream signalling of EGFR 
in response to stimulation with EGF (Bienstock and 
Barrett 2001; Odintsova et al. 2000). Thus, similar to 
Nm23, interference with signalling pathways impor-
tant to metastases development (in this case EGFR 
and integrin-mediated pathways) has the potential to 
inhibit a cell’s ability to successfully complete the 
metastatic process.

MKK4

Reduced expression of MKK4 has been observed in 
highly metastatic prostate and ovarian carcinoma cells 
(Yamada et al. 2002; Yoshida et al. 1999). MKK4 is a 
MAPK kinase (MAPKK) protein involved in the p38 
and JNK (Jun terminal kinase) arms of the MAPK 
signalling cascade. Located directly upstream of JNK 
and p38, MKK4 can activate these proteins via phos-
phorylation (Cuenda 2000). The JNK pathway is most 
commonly associated with the induction of apoptosis 
in response to cellular stress, leading to the hypothesis 
that MKK4 may be involved in the suppression of 
metastasis by tipping the cellular proliferation:apo-
potosis balance in favor of apoptosis, thus negatively 
influencing the growth of metastases at secondary 
sites (Chekmareva et al. 1998; Yoshida et al. 1999).

RHOGDI2

The RHOGDI2 gene was recently identified as a 
potential metastasis suppressor by way of cDNA micro-
array comparison between two bladder cancer cell 

lines of varying metastatic aggressiveness. Subsequent 
transfection of RHOGDI2 into the more aggressive 
cell line demonstrated that this gene could reduce 
metastatic potential without affecting primary tumor 
growth, thus validating it as a bona fide tumor sup-
pressor gene (Gildea et al. 2002). RHOGDI2 is an 
inhibitor of guanine nucleotide dissociation for Rho 
GTPases, a family of proteins that play an impor-
tant role in regulation of the cytoskeleton resulting 
in downstream cellular effects on cell morphol-
ogy, motility, and adhesion (Schmitz et al. 2000). 
Interactions between Rho GTPases and RHOGDI2 
can result in modulation of the JNK, p38, and ERK 
signalling pathways (Schmitz et al. 2000), indicat-
ing that decreased expression of RHOGDI2 during 
metastasis could potentially play a functional role in 
the extensive dysregulation of intracellular signalling.

BRMS1

The BRMS1 gene has been identified as a metastasis 
suppressor in breast and melanoma cells (Seraj et al. 
2000; Shevde et al. 2002). Although it is not currently 
known what type of protein the BRMS1 gene encodes, 
nuclear localization of the protein combined with 
the presence of coiled-coil domains, glutamate-rich 
domains, and a leucine zipper domain suggests that it 
could be part of a transcriptional complex (Debies and 
Welch 2001). Functionally, a study by Saunders et al. 
(2001) indicates that BRMS1 may be involved in gap-
junction communications between cells. Gap-junctions
are membrane channels comprised of clusters of 
connexin proteins which facilitate the transfer of 
signalling molecules from cell to cell, either through 
homotypic (between the same cell type) or heterotypic 
(between different cell types) interactions (Yamasaki 
et al. 1995). Saunders et al. (2001) demonstrated 
that breast cancer cells transfected with BRMS1 
showed increased gap-junctional communication 
relative to control cells, possibly due to BRMS1-
mediated changes in connexin gene expression (Debies 
and Welch 2001). The authors propose that these 
increased cell–cell communications between non-
metastatic cells (expressing BRMS1) and metastatic 
cells (not expressing BRMS1) could suppress metas-
tasis through the directional distribution of signalling 
molecules important for controlling the metastatic 
process. This hypothesis suggests that, in addition 
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to regulating signalling proteins (as is predicted for 
Nm23, KAI1, MKK4, and RHOGDI2), metastasis 
suppressor genes may also facilitate the cell–cell 
exchange of these signalling molecules.

KiSS1, CRSP3, and TXNIP

Welch et al. (1994) showed that microcell-mediated 
transfer of chromosome 6 into metastatic melanoma 
cells could result in decreased metastasis with no 
effect on tumorigenicity. Subsequent studies by this 
group identified a metastasis suppressor gene, KiSS1, 
as being responsible for this effect (Lee et al. 1996). 
KiSS1 is a precursor for the secreted neuropep-
tide Metastin/Kisspeptin, a ligand for a G-protein 
coupled receptor. Metastin/Kisspeptin can induce 
phosphorylation of components of the ERK and 
p38 signalling pathways resulting in inhibition of 
cell motility and invasion, potentially via differential 
regulation of MMPs (Kotani et al. 2001; Yan et al. 
2001). Interestingly, the KiSS1 gene was mapped 
not to chromosome 6, but to chromosome 1, sug-
gesting that KiSS1 was regulated by another gene on 
chromosome 6. Indeed, this group recently identi-
fied the transcriptional co-activator CRSP3 (mapped 
to chromosome 6) as being capable of upregulating 
KiSS1 expression. Another gene, TXNIP (mapped 
to chromosome 1) was also shown to be upregulated 
by CRSP3 and determined to be involved with sup-
pression of melanoma cell metastasis (Goldberg et al. 
2003). TXNIP is a vitamin D3 regulated protein which 
binds to the redox-active state of thioredoxin (TRX), 
a protein thought to play a role in cellular growth 
control via regulation of DNA synthesis, signalling 
cascades, and transcription factor activity (Nakamura 
et al. 1997). Independent of KiSS1, both CRSP3 and 
TXNIP were determined to be metastasis suppressor 
genes in their own right, leading to the theory that 
perhaps that CRSP3 can regulate a common signalling 
pathway which involves both KiSS1 and TXNIP, and 
reduced expression of any of these genes can result 
in disruption of transcriptional regulation in favor 
of metastasis development (Goldberg et al. 1999; 
Goldberg et al. 2003).

In addition to the eight bona fide metastasis sup-
pressor genes discussed here, several other genes 
have been implicated in metastasis suppression. For 
example, protease inhibitors such as mapsin and 

TIMPs as well as the membrane proteins CD44 and 
E-cadherin have all been shown to have some involve-
ment in metastasis suppression (Christofori and Semb 
1999; Gao et al. 1997; Toi et al. 1998; Zhang et al. 
2000). However, conflicting studies have shown that 
(depending on tumor type and/or cellular situation) 
E-cadherin, different TIMPs, and different CD44 
variants can also function as metastasis promoters 
(De Marzo et al. 1999; Kauffman et al. 2003; Ree 
et al. 1997), indicating that further studies are clearly 
needed in order to fully delineate the role that these 
molecules play in the metastatic process.

Summary

Dysregulation of the balance between the expression 
of genes which promote metastasis and the expression 
of genes which suppress metastasis can influence a 
cell’s ability to successfully complete all the steps 
in the metastatic cascade (Fig. 1). Combined with 
the growing evidence that cell–cell and cell–matrix 
interactions are absolute requirements for metastasis 
development, the observation that both tumor cells and 
host cells (i.e. endothelial cells, stromal cells, immune 
cells) can produce these and other metastasis-associated 
factors continues to validate Paget’s classical theory of 
“seed and soil” at both the cellular and molecular 
level. Signals relayed from host cells in the tumor 
microenvironment (the “soil”) can be transmitted to 
tumor cells (the “seed”) via cell surface receptors 
which initiate signalling cascades in order to regulate 
cellular behavior. The inappropriate response of tumor 
cells to normal host signalling and/or the inability of 
the host to appropriately regulate cellular behavior can 
result in cancer progression and metastasis. The ability 
of tumor cells to develop and maintain a metastatic 
phenotype is therefore reliant on factors intrinsic to 
each tumor cell (genetic influences), factors intrinsic 
to the host environment (epigenetic influences), and 
the complex interactions between the two.

Studies involving the experimental manipulation 
of individual metastasis-associated genes have led to 
tremendous advances in elucidating specific molecular
mechanisms involved in the various steps of metastasis.
However, these findings must be carefully interpreted 
in order to avoid a reductionist or oversimplified 
view of the metastatic process, particularly considering 
the variability between different types of cancer 
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Fig. 1 Molecular mechanisms of metastasis. By using the various metastasis-associated molecules discussed in the text as examples, 
this schematic diagram is a hypothetical representation of the cellular and molecular cross-talk which is required for metastasis
progression. Metastasis-associated molecules are produced by both the tumor cell and host cells in the tumor microenvironment. 
Progression of metastasis is therefore reliant on host/tumor interactions, the coordinated activity of multiple genes, and a dysregulation 
of the balance between metastasis suppressors (black rectangles) and metastasis promoters (gray ovals)

and the inherent genetic instability associated with 
tumor progression. The ongoing development of high-
throughput molecular analysis tools such as DNA 
microarray technology may provide a more accurate 
picture of the relationship between genes and metastasis
both within and between different tumor types.

Microarrays: tools for solving 
the metastasis puzzle?

DNA microarrays are microchips which contain tens 
of thousands of individual nucleic acid samples, each 
representing a known gene or a defined expressed 
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sequence tag (EST). The value of DNA microarrays to 
researchers and clinicians lies in the ability to simul-
taneously observe the expression patterns of multiple 
genes in response to a given experimental treatment, 
thus leading to information about transcriptional 
changes involved in specific signalling pathways 
and the identification of novel genes which may be 
functionally important for specific cellular processes. 
In addition, DNA microarrays can be used to identify 
broad-spectrum changes in gene expression patterns 
between normal and abnormal tissues, potentially 
defining a “fingerprint” or “signature” of the transcrip-
tional status of the cell during the development of 
diseases such as metastatic cancer. The use of DNA 
microarrays to answer discovery-based research ques-
tions (i.e. which genes are expressed differently in 
metastatic cells versus normal cells?) has enhanced 
traditional hypothesis-driven research (i.e. can a par-
ticular gene functionally contribute to metastasis?) by 
facilitating the discovery of new metastasis-associated
genes. A number of studies involving different tumor 
cell types have used microarrays to compare the 
expression profiles of cell lines with varying degrees 
of metastatic potential, leading to the identification 
of novel genes which can subsequently be examined 
in greater detail in order to determine their functional 
influence on the metastatic process (Chakrabarti et al. 
2002; Cooper et al. 2003; Dong et al. 2001; Euer et al. 
2002; Gildea et al. 2002; Goldberg et al. 2003; Otsuka 
et al. 2001; Sakakura et al. 2002; Scholl et al. 2000; 
Wang et al. 2002).

Concurrent to these experimental studies, several 
large-cohort clinical studies have illustrated the value 
of microarray-mediated gene profiling as a tool for 
predicting patient survival for different types of cancer, 
including B-cell lymphoma and cancers of the breast, 
lung, and brain (Beer et al. 2002; Pomeroy et al. 2002; 
Shipp et al. 2002; van de Vijver et al. 2002; van’t 
Veer et al. 2002). Of these cancers, the poor outcome 
of breast cancer patients in particular is almost invari-
ably a result of metastatic disease. Two recent studies 
(van de Vijver et al. 2002; van’t Veer et al. 2002) 
report that that a 70-gene “signature” of primary 
breast tumors can more accurately predict the likeli-
hood of metastases development and patient outcome 
than current clinical and histological criteria such 
as age, lymph node status, histological tumor grade, 
and estrogen-receptor (ER) status (McGuire 1991). 

Not surprisingly, this molecular signature includes 
changes in the expression patterns of several genes 
which encode functional classes of molecules known 
to be associated with metastatic cell behavior, such 
as signal transduction molecules, cell cycle control 
proteins, growth and angiogenic factors, and molecules 
important for cell motility and invasion. However, 
several genes which have previously been correlated 
with breast cancer metastasis, such as uPA, cyclin 
D1, estrogen ER-α, HER2/neu and c-myc (Bieche 
and Lidereau 1995; Janicke et al. 2001; van Diest 
et al. 1997) were noticeably absent from the 70-gene 
profile, indicating that further studies are required 
in order to clarify how this gene signature relates to 
functional mechanisms which influence cell behavior 
during breast cancer metastasis.

Based on the findings of van’t Veer and colleagues, 
it is reasonable to suppose that molecular signatures of 
metastasis might also exist in primary tumors of other 
highly metastatic cancers, such as prostate and colon 
carcinomas. However, given the intrinsic genetic 
heterogeneity both within and between tumors, it is 
probably unrealistic to assume that such a metastasis 
signature exists that is common to all types of cancer. 
Or is it? A controversial study by Ramaswamy et al. 
(2003) suggests otherwise. This study analyzed the 
gene expression profile of adenocarcinoma metastases
from multiple solid tumor types (breast, uterine, 
ovarian, colon, prostate, and lung) relative to the gene 
expression profile of primary tumors from the same 
tumor spectrum. A 17-gene molecular signature com-
prised of 8 upregulated genes and 9 downregulated 
genes distinguished the metastases from the primary 
tumors, and this signature was common across tumor 
types. Furthermore, it was also observed that this 
metastasis signature was present in some primary 
tumors, and that these tumors were most likely to 
be associated with metastasis development and poor 
clinical outcome. The authors conclude that these 
results collectively support the presence of generic 
metastasis-determining molecular programs for all 
tumors rather than distinct mechanisms of metastasis 
for different tumor types.

This study is the first of its kind to provide evidence
for a molecular signature that is biologically inform-
ative in multiple tumor types. While these findings 
are intriguing and potentially very important for the 
field of cancer metastasis research, there are several 
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aspects of the study which are unsettling and in direct 
opposition to many traditional views of the metastatic 
process. For example, none of the 17 genes identified 
in this study as being predictive for metastasis cor-
respond to any confirmed metastasis-promoting or 
metastasis-suppressing genes, or even to functional 
classes of molecules shown to be associated with 
metastasis. Instead, these genes mostly encode for 
proteins which are predicted to be important for the 
regulation of overall and/or critical cell machinery, 
i.e. components of the translational apparatus and 
proteins involved in mitosis. The specific molecular 
mechanisms by which these genes (alone or in com-
bination) can influence metastasis are not known, nor 
are they really even speculated upon by the authors. 
However, the generality of the gene products suggests 
that they could affect diverse downstream molecular 
targets which most likely differ from tumor to tumor 
because of genetic instability.

How can these observations be reconciled with the 
hundreds of studies that have defined specific molecules
as being functional contributors to the metastatic 
process? The answer might be found, once again, 
by examining the mechanisms of host–tumor interac-
tion (Liotta and Kohn 2003). Because the authors 
did not microdissect the tumor cells to separate them 
from host cells before analyzing gene expression, it 
is impossible to separate cause from consequence. 
That is to say, it is not clear whether the 17-gene 
expression profile is the cause of metastasis (i.e. 
tumor cell influence on the host), the consequence of 
metastasis (i.e. host influence on the tumor cell), or a 
combination of both. Another intriguing idea to take 
into account is the suggestion that host genetic back-
ground may influence metastatic potential, perhaps 
via allelic differences in metastasis suppressor genes 
(Hunter et al. 2001). It is entirely possible that, rather 
than indicating that a given tumor has a higher likeli-
hood of becoming metastatic, the 17-gene metastasis 
signature may instead be more reflective of a host’s 
genetic predisposition to develop metastatic disease. 
Clarification of the role that host-tumor interactions 
and host genetic background play in dictating this 
17-gene molecular signature would probably help to 
put the findings of this study into context with current 
knowledge about the metastatic process.

Notwithstanding the issues of functional mechanisms,
host–tumor interactions, and the contribution of host 

genetic background, the observation that primary 
tumors can express molecular signatures predictive of 
their likelihood to metastasize has sparked new debate 
about the origin of the metastatic cell (Bernards 
and Weinberg 2002; Edwards 2002; Gatenby and 
Maini 2002; Sherley 2002). The prevailing theory of 
metastasis predicts that some cells within the primary 
tumor become metastatic by acquiring one or more 
molecular changes (in addition to changes acquired 
during tumorigenicity) and/or by simply succumbing 
to the collective effect of accumulated advantageous 
mutations (Poste and Fidler 1980). Furthermore, the 
acquisition of a metastatic cell phenotype is believed 
to be a rare, stochastic event that occurs late in mul-
tistep tumorigenicity, providing the cell with the 
ability to become invasive, escape from the primary 
tumor, travel through the circulation, and initiate and 
maintain growth at a distant site (Poste and Fidler 
1980; Weiss 1990). However, in light of the findings 
of microarray studies (Ramaswamy et al. 2003; van 
de Vijver et al. 2002; van’t Veer et al. 2002), it has 
been suggested instead that some primary tumors 
are “pre-configured” by their molecular signature to 
metastasize, and that this proclivity occurs as a result 
of an early event (rather than a late event) in tumori-
genicity (Bernards and Weinberg 2002; Ramaswamy 
et al. 2003; van de Vijver et al. 2002).

Bernards and Weinberg (2002) identified several 
potential implications of this early acquisition of met-
astatic potential. For example, they hypothesized that 
the same molecular changes that can confer a selec-
tive growth advantage early in tumorigenicity can 
then confer the ability of that cell to escape from the 
primary tumor later in tumorigenicity. This scenario 
would suggest that genes which are “specifically and 
exclusively” involved in regulating metastasis do not 
exist. Certainly, genes that exclusively regulate metas-
tasis probably do not exist: functional studies examin-
ing metastasis-promoting and metastasis-suppressing 
genes indicate that molecules involved in metastasis 
are virtually always, under normal circumstances, 
involved in mediating key cellular processes and/or in 
maintaining physiological homeostasis. However, the 
idea that there are no genes which are capable of spe-
cifically regulating the metastasis process contradicts 
the findings of decades of molecular-based cancer 
metastasis research. Bernards, Weinberg, and others 
(Ramaswamy et al. 2003; van de Vijver et al. 2002) 
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also suggest that the early acquisition of a metastatic 
phenotype calls into question the value of early can-
cer detection and treatment, since even very small 
primary tumor cell populations theoretically may 
already have the ability to disseminate to distant sites. 
Ironically, the most inconsistent aspect of this debate 
about the origin of the metastatic cell is the aspect 
which is at its very core: the definition of an “early” 
versus a “late” event in multistep tumorigenicity. It is 
well established that, by the time a tumor is clinically 
detectable, it is invariably well into the tumorigenic 
process (Liotta et al. 1991; Nicolson 1991). Therefore, 
without the ability to mathematically define the exact 
time at which molecular changes are acquired relative 
to the timing of particular steps in tumor development 
and metastasis, it is difficult to draw appropriate con-
clusions about the validity of (and the relationship 
between) each theory (Gatenby and Maini 2002).

These issues aside, the undeniable power of DNA 
microarrays as tools for high-throughput gene expression
analysis is reflected by the contributions that they 
continue to make towards the elucidation of molecular 
aspects of metastasis. Moreover, the chance that these 
valuable tools could be used in the clinical setting for 
the benefit of patients is an exciting prospect. The 
final part of this chapter will discuss how our evolving 
knowledge about metastasis-associated genes (both as 
molecular signatures and as functional entities) can be 
translated into clinical strategies for the management 
of metastatic disease.

Metastasis genes and the clinic: prognostic 
and therapeutic implications

By striving to gain an understanding of the molecular 
details of metastasis, the studies that have been 
presented herein have the common goal of ultimately 
contributing to improved cancer patient cure rates and 
quality of life. Any therapy that prevents metastasis 
from developing to a point where it can do physiologi-
cal harm to a patient has potential for clinical utility. 
Each of the individual steps in metastasis (intravasa-
tion, survival in the circulation, extravastation, and 
growth in the secondary site) therefore presents a pos-
sible target for therapeutic intervention. Many of the 
most promising anti-cancer drugs currently in clinical 
trials are those which target molecules involved in 

multiple steps in the metastatic process across vari-
ous tumor types, i.e. MMP inhibitors (Coussens et al. 
2002; Overall and Lopez-Otin 2002), VEGF inhibi-
tors (Zhu et al. 2002), and small molecule antagonists 
which interfere with critical ligand interactions of cell 
signalling receptors such as EGFR (Ciardiello and 
Tortora 2001) and the αvβ3 integrin (Tucker 2002). 
However, the fact that the metastatic process is known 
to be inherently inefficient suggests that there may 
be particular steps which are either more clinically acces-
sible than others and/or which are better biological 
targets for the prevention of metastasis. Specifically, 
it has been proposed that the final broad step of initia-
tion and maintenance of metastases growth in second-
ary sites could be successfully inhibited by targeting 
components of oncogene-activated pathways (i.e. the 
Ras/Raf/MAPK pathway) (Chambers and Varghese 
2002), by limiting the growth of metastases via inhibi-
tion of angiogenesis (Folkman 2002), or perhaps even 
by trying to pharmaceutically upregulate metastasis 
suppressor gene function (Kauffman et al. 2003; 
Steeg 2003). In addition, the accumulated evidence 
that implicates “seed and soil” interactions as critical 
components of the metastatic process suggests that 
interference with host–tumor cell compatibility (i.e. by 
inhibiting organ-specific metastatic growth mediated 
by chemokine receptors) (Muller et al. 2001) might 
also provide a basis for useful therapeutic strategies.

The same major obstacles that have thus far 
prevented researchers from identifying an absolute 
molecular program that defines metastasis – namely 
the complex nature of the metastatic process and the 
inherent heterogeneity within and between tumor 
types – have also presented significant clinical chal-
lenges in the successful management of metastatic 
disease. Therefore, while therapeutics that target 
individual metastasis-promoting or metastasis-
suppressing molecules are promising, each drug (if 
used on its own) will probably only benefit that subset 
of patients which have dysregulated expression of the 
particular target molecule(s). The use of microarray 
studies to identify the association between multiple 
genes in a given metastatic tumor will hopefully be 
valuable for identifying novel signalling pathways 
which could be targeted for the development of anti-
cancer therapies more broadly applicable to a greater 
number of patients. However, until this occurs, the most 
successful therapeutic strategies to combat metastatic 
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cancer will probably prove to be those that use specific 
molecular therapies (in appropriate subsets of patients) 
in combination with more traditional approaches such 
as chemotherapy and hormone therapy.

A potentially more promising application for the 
molecular knowledge about metastasis is towards 
the development of effective new prognostic tools in 
order to improve patient quality of life and enhance 
clinical decision making. Currently, the use of well-
established prognostic indicators (such tumor size or 
grade) to predict outcome is helpful but imperfect, 
owing mainly to tumor plasticity and the reliance on 
subjective assessment criteria. Similarly, although 
some specific molecules are currently in clinical use 
as predictive markers of patient outcome and response 
to therapy (i.e. HER2/neu for breast cancer) (Bieche 
and Lidereau 1995), these too are imperfect as a result 
of tumor heterogeneity. This uncertainty in predicting
disease outcome often results in under-treatment or 
over-treatment: some patients who need systemic 
therapy to treat metastatic disease may be missed, 
and other patients who have been successfully treated 
by local surgery and radiation and do not require 
systemic therapy may be unnecessarily exposed to 
toxic side-effects. There is therefore a clear need for 
improved tools that can be used to accurately and 
reliably predict disease outcome.

Several recent studies (Ramaswamy et al. 2003; 
van de Vijver et al. 2002; van’t Veer et al. 2002) sug-
gest that microarray-mediated gene expression profil-
ing of primary tumors has the potential to benefit the 
patient and the clinician in many different ways. For 
instance, prognostic profiling might be able to distin-
guish between patients who need systemic treatment 
and those who do not. Furthermore, gene expression 
profiles could be used to look for one or more specific 
molecular changes which could then predict a patient’s 
response to a particular treatment, and this could in turn 
lead the way to “tailored” treatments specific to each 
patient’s prognostic profile (Kallioniemi 2002; van’t 
Veer and De Jong 2002). Notwithstanding these excit-
ing possibilities, there are several issues which need to 
be addressed before microarrays can be put into routine 
use in the clinic. First of all, the existing studies need to 
be independently validated by examining multiple large 
patient groups with various tumor types. Secondly, 
much stricter guidelines need to be established to gov-
ern various technical aspects of microarray use, such 

as array-to-array reproducibility and standardization of 
data analysis methods, in order to permit comparisons 
between studies. Finally, factors involving cost and 
tissue sample collection must also be taken into consid-
eration, since microarrays are presently cost-prohibitive 
and work best with fresh tumor specimens rather than 
the standard formalin-fixed tumor specimens which 
are presently collected (Kallioniemi 2002; Sauter and 
Simon 2002; Schmidt and Begley 2003).

In conclusion, it is clear that a coordinated approach 
involving molecular biologists, pathologists, clini-
cians, and bioinformatic scientists will be required 
in order to translate experimental observations about 
molecular aspects of metastasis from the bench to 
the bedside. Such a multidisciplinary approach will 
hopefully lead to the development of novel prognostic 
and/or therapeutic strategies and the improved ability 
to manage, treat, and cure metastatic disease.
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Abstract: The metastatic process is a series of steps 
– each of which must be completed for the develop-
ment of a metastatic focus. Some steps consist of sto-
chastic elements; however, overall the process selects 
for cellular phenotype(s) with metastatic properties 
from the heterogeneous cellular populations that 
develop within the primary tumor. Thus, although 
individual metastases are of clonal origin, different 
metastatic foci can originate from cellular variants. 
The development of cellular diversity is not a proc-
ess unique to tumor cells. Cellular diversity rapidly 
evolves due to the genetic instability of metastatic 
cells, the selective pressures of the metastatic proc-
ess and clinical interventions, and interactions with 
the microenvironment, including cellular immunity 
and tissue and organ microenvironments that can 
facilitate or suppress tumor growth, metastasis, and 
tumor cell survival. It is the cellular heterogeneity 
within the primary tumor, between metastatic foci, 
and within individual metastatic foci that provides a 
significant challenge for oncologists for successful 
clinical intervention.

Keywords: Metastasis, Macrophages, Selection, 
Heterogeneity

Introduction

Despite advances in the use of aggressive adjuvant 
chemotherapy and radiotherapy, which in combina-
tion with surgery are often successful in the eradi-
cation of the primary tumor, most deaths in cancer 
patients result from metastasis. This chapter reviews 
the process of metastasis on a cellular basis and is 
approached using as a goal the improvement of thera-
peutic protocols. Excellent reviews on the mechanism 
of metastasis and the characteristics of metastatic 
cells are provided by others elsewhere in this volume. 
A question important to our understanding of the 
pathogenesis of metastasis and to the improvement of 
cancer therapy is whether tumor cells that give rise to 
metastatic foci are random survivors of the cells within 
the primary tumor or represent a select subpopulation 
of tumor cells that pre-exists within the primary tumor 
population. If the metastatic process is selective and 
not random, then the cells within a metastatic focus 
represent an enlarged pool of tumor cells endowed 
with specialized characteristics and it may be possible 
to develop therapeutic modalities directed against the 
unique phenotype. The development of novel thera-
peutic modalities is important since tumor cells within 
primary tumors are heterogeneous with regard to their 
metastatic potential and their response to most thera-
peutic modalities, including chemotherapy, radio-
therapy, and specific immunotherapy. This phenotypic 
heterogeneity is not unique to the primary tumor, but 
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is also observed among metastases (interlesional) as 
well as within metastases (intralesional). Clearly the 
only successful treatment of disseminated cancer will 
be one capable of overcoming the problems associated 
with the heterogeneity of malignant tumor cells. The 
development of screening protocols to identify novel 
anticancer agents must not only monitor the response 
of the primary tumor to therapy, but also examine 
the efficacy of such agents or protocols against the 
metastatic subpopulations within the primary tumor. 
Recent studies of metastasis have increased our 
understanding of the metastatic process as influenced 
by both tumor cell properties and host–tumor cell 
interactions. Many of these studies have challenged 
established paradigms, resulting in the modification of 
experimental techniques and models that are used to 
study metastasis, as well as, alter our outlook on thera-
peutic protocols designed to treat established second-
ary tumor foci. Therefore, the goal of this chapter is to 
provide an overview of these studies.

The heterogeneous nature of neoplasms

There is considerable evidence to suggest that human 
tumors are composed of heterogeneous cell sub-
populations. The presence of heterogeneous cellular 
populations is observed in primary tumors based on 
numerous phenotypes (Nicolson 1984a). Early histo-
logical studies demonstrated morphologic differences 
among cells within the same tumor. For this reason, 
pathologists routinely examine several sections of 
a tumor to determine whether a tumor is benign or 
contains nests of invasive and malignant cells. Dunn 
(1959) examined the histology of numerous primary 
murine mammary tumors and concluded that cancer 
does not represent a single alteration of one cell that 
reproduces itself without change. Foulds (1956a, b, 
c, d) also noted that murine mammary tumors are 
composed of zones of tumor cells with different mor-
phologies and that within each zone the cells appear 
homogeneous. To study this zonal heterogeneity, 
Henderson and Rous (1962) fragmented tumors of 
mixed morphology, which after transplantation as 
individual fragments, tended to develop into tumors 
with a uniform morphology. Other studies have 
described differences in cellular morphology (Dexter 
et al. 1978) and tumor histopathology (Hager et al. 

1981; Kobori and Oota 1979; Mathieson et al. 1982; 
Pierce 1974; Woodruff 1983) within primary tumors 
of various histotypes. Heterogeneous histological pat-
terns have been observed in multiple samples of breast 
carcinoma (Geier et al. 1979; Parbhoo 1981) and oat 
cell carcinoma (Ewing et al. 1980), as well as, from 
a histological and ultrastructural study of the tumor 
cells in a bronchial carcinoid (McDowell 1981). The 
coexistence of multiple subpopulations of tumor cells 
within a single neoplasm has been repeatedly demon-
strated in animal tumors of diverse etiology and his-
tological type. These include melanomas (Fidler et al. 
1981; Fidler and Kripke 1977; Gray and Pierce 1964; 
Natali et al. 1983), lymphomas-leukemias (Mathieson 
et al. 1982; Brunson et al. 1978; Olsson and Ebbesen 
1979), sarcomas (Kripke et al. 1978; Mantovani et al. 
1981; Mitelman 1971; Raz et al. 1981; Suzuki 
et al. 1978; Vaupel et al. 1981; Wang et al. 1982), 
and carcinomas of different organs (Henderson and 
Rous 1962; Dexter et al. 1978; Hager et al. 1981; 
Pierce 1974; Danielson et al. 1980; Macinnes et al. 
1981; Michalides et al. 1982; Miller and Heppner 
1979; Dominguez and Huseby 1968; Talmadge et al.
1979; Trope 1975; Tsuruo and Fidler 1981; Zupi et al. 
1980; Symmans et al. 1995; Naito et al. 1991; van 
Lamsweerde et al. 1983; Ware and Maygarden 1989; 
Harris and Best 1988). Heterogeneity in tumors 
induced by chemical agents (Wang et al. 1982; 
Talmadge et al. 1979), physical agents (Kripke et al.
1978), steroids (Dominguez and Huseby 1968), or 
viruses (Dexter et al. 1978; Mathieson et al. 1982; 
Danielson et al. 1980; Macinnes et al. 1981; Michalides 
et al. 1982; Colcher et al. 1981) has been widely 
described. Long-term passaged tumors (Fidler and 
Kripke 1977; Nicolin et al. 1981), tumors of recent 
origin (Fidler et al. 1981; Kripke et al. 1978), as well 
as, autochthonous tumors (Dexter et al. 1978; Olsson 
and Ebbesen 1979) have also been found to be com-
prised of multiple subpopulations.

Recent studies have demonstrated that at the time 
of diagnosis, most neoplasms are populated by cel-
lular subpopulations with diverse phenotypes. This 
includes phenotypic heterogeneity with regard to anti-
genicity (Brunson et al. 1978; Miller and Heppner 
1979; Colcher et al. 1981; Albino et al. 1981; 
Hager and Heppner 1982; Kerbel 1979; Killion and 
Kollmorgen 1976; Pimm and Baldwin 1980; Pimm 
et al. 1980; Prehn 1970; Schirrmacher and Bosslet 
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1982; Strzadala et al. 1981) and immunogenicity (Natali 
et al. 1983; Miller and Heppner 1979; Nicolin et al. 
1981; Bosslet and Schirrmacher 1981, 1982; Fogel et al. 
1979; Fuji and Mihich 1975; Fuji et al. 1977; Gorelik 
et al. 1979; Killion 1978; McCune et al. 1981; Miller 
1982; Olsson et al. 1981; Schirrmacher et al. 1979; 
Thistlethwaithe et al. 1983). These variations in anti-
genicity and immunogenicity are important since they 
can profoundly influence the success of antigen specific 
immunotherapy. In a study using a number of AKR 
mouse lymphomas, Olsson and Ebbesen (1979) found 
that vaccination procedures against polyclonal tumors 
failed to prevent tumor growth following challenge since 
only the dominant subclone was restricted in growth. 
The minor subpopulations, which did not constitute a 
sufficient mass in the vaccine to stimulate the immune 
response, were able to proliferate following vaccination 
and eventually become the dominant population. In cer-
tain tumor systems, a successful host immune response 
to tumor cells bearing strong antigens may result in the 
emergence of tumor cell variants lacking the antigen. For 
example, Reading et al. (1980a) analyzed a number of 
in vivo and in vitro selected murine RAWl17 lymphosar-
coma cell lines (and clones derived from these cell lines) 
for their metastatic properties and cell surface antigen 
expression. They found that the ability to metastasize to 
the liver was inversely correlated with the expression of 
the antigenic RNA tumor virus envelope glycoprotein 
gp70. In this system, successful metastasis apparently 
requires escape from host immune surveillance via anti-
gen deletion on the highly metastatic lymphosarcoma 
cells. However, in other metastatic systems such as the 
B16 melanoma, there is no relationship between metas-
tasis and viral antigens as gp70 (Fidler and Nicolson 
1981). In contrast, some tumors may express antigens 
that are increased on metastatic cells. For example, 
Shearman and Longenecker (1981) reported an increase 
in cellular antigen content that correlated with the ability 
of Marek’s disease virus-transformed chick lymphoma 
cells to metastasize to the liver. In this system, the level 
of cell surface antigen detectable with monoclonal 
antibody increased concomitantly with the ability to 
colonize the liver. Thus, there appears to be no simple 
relationship between the display of cell surface antigens, 
immunogenicity, and metastasis.

Tumor cell populations residing within a parent 
neoplasm can also be heterogeneous with regard to 
drug sensitivity (Talmadge et al. 1984; Dexter and Leith 

1986). Cells isolated from rat hepatomas (Barranco 
et al. 1978), methylcholanthrene-induced mouse sarcomas 
(Hakansson and Trope 1974a, b), murine lung cancers 
(Sacchi et al. 1981; Trope 1982), a murine melanoma 
(Tsuruo and Fidler 1981; Lotan and Nicolson 1979), 
and a mouse mammary tumor (Heppner et al. 1978) 
have different in vitro and in vivo sensitivities to vari-
ous cytotoxic agents and radiation therapy (Trope 1975, 
1982; Dexter and Leith 1986; Hakansson and Trope 
1974a, b; Heppner et al. 1978; Biorklund et al. 1980; 
Hill et al. 1979; Leith et al. 1981; Leith et al. 1982a, 
b; Stephens and Peacock 1982; Trope et al. 1979; 
Trope et al. 1975). During an extensive study, Tsuruo 
and Fidler (1981) examined the in vitro sensitivity to 
various chemotherapeutic agents of tumor cells from 
parent tumors (rodent and human), their in vitro cloned 
populations, and spontaneous metastases from these 
tumor lines. Their findings demonstrated that differ-
ences in drug responsiveness exist among cells populat-
ing parent tumors (in vitro clones), as well as, between 
the parent line and its metastatic subpopulations. The 
differences observed in drug sensitivity between the 
primary and secondary tumors obviously have pro-
found implications for the treatment of metastases with 
cytotoxic drugs.

Cells within individual tumors have also been 
shown to differ with regard to their growth rate both 
in vitro and in vivo (Dexter et al. 1978; Gray and 
Pierce 1964; Danielson et al. 1980; Zupi et al. 1980; 
Brock et al. 1982; Cifone et al. 1979; DeWys 1972; 
Miller et al. 1980; Soule et al. 1981; Talmadge et al. 
1981). Tumor subpopulations can differ in the expres-
sion or production of “markers” of differentiation, 
including appropriate pigments (Fidler et al. 1981; 
Gray and Pierce 1964; Fidler and Hart 1981; Niles 
and Makarski 1978), receptors (Sluyser et al. 1976), 
cell products (Mathieson et al. 1982), and special-
ized biosynthetic enzymes (Dominguez and Huseby 
1968). The subpopulations also differ on the basis 
of DNA content (Bohm and Sandritter 1975; Starace 
et al. 1982), karyotype (Dexter et al. 1978; Mitelman 
1971; Becker et al. 1973; Ishidate et al. 1974; Ito 
and Moore 1967; Kusyk et al. 1981; Makino 1956; 
Nowell 1976; Ohno 1971; Rabotti 1959; Semple et al. 
1982; Shapiro et al. 1981; Straus 1977; Vindelov 1977;
Vindelov et al. 1980; Vindelov et al. 1982), as well 
as, the presence or absence of marker chromosomes
in various tumor subpopulations (Shapiro et al. 1981; 
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Pathak 1990; Wolman 1986). Tumor cells also express 
a variety of cell surface receptors for lectins (Brunson 
KW, Nicolson 1978; Raz et al. 1980; Reading et al. 
1980b; Talmadge et al. 1980; Tao and Burger 1977), 
hormone receptors (Sluyser et al. 1976; Brennan et al. 
1979; Franks 1960; Isaacs and Coffey 1981; Isaacs 
et al. 1982), and metabolic characteristics (Semple 
et al. 1982; Angello et al. 1982; Baylin et al. 1975; 
Baylin et al. 1978; Kiricuta et al. 1965; Larner and 
Rutherford 1982). Using murine mammary tumor 
virus (MuMTV) DNA as a probe, cellular heteroge-
neity in the location and copy number of a specific 
gene has been demonstrated in the GR mouse mam-
mary tumors (Macinnes et al. 1981; Michalides et al. 
1982). This is in accordance with the heterogeneity 
observed in the expression of MuMTV-coded anti-
gens within individual mammary tumors (Colcher 
et al. 1981). Studies on the differential response of 
BALB/c and C3H mammary tumor subpopulations to 
inducers of MuMTV gene expression suggest that the 
differences in regulation of MuMTV genes also cor-
relate with tumor subpopulation heterogeneity (Hager 
and Heppner 1982). As discussed earlier, human 
tumors also exhibit marked intralesional heteroge-
neity in antigenicity and immunogenicity (Albino et al. 
1981; McCune et al. 1981; Byers and Johnston 
1977; MacLean et al. 1982; Tan et al. 1981). It was 
reported (McGee et al. 1982) that cancer antigens 
(Ashall et al. 1982) may be detected in some areas of 
a carcinoma, but not in others, even in those cells that 
were obviously malignant by morphological criteria. 
This suggests the possibility that cells from a tumor 
differ in the expression of the cancer antigen, either 
on the cell membrane or in the cytoplasm.

Intratumoral heterogeneity in tumor cell DNA 
content or ploidy levels has been reported for small 
cell carcinoma of the lung (Vindelov et al. 1980; Stich 
et al. 1960) and colon carcinoma (Vindelov et al. 
1982; Wagner and Schulze 1978). Tumors have also 
been shown to be heterogeneous for markers that 
may be associated with the degree of differentiation, 
including β2-microglobulin (Weiss et al. 1981), estrogen
receptors in breast cancer (Brennan et al. 1979; Lee 
1978; Pertschuk et al. 1978), steroid receptors in pro-
static cancer (Wagner and Schulze 1978; Ekman et al. 
1979), and calcitonin levels in small cell carcinoma of 
the lung (Baylin et al. 1978). Tumor cell heterogene-
ity for calcitonin has also been described in virulent 

medullary carcinoma (Lippman et al. 1982). This is 
especially interesting in that the heterogeneity for 
calcitonin staining was seen in medullary carcinomas 
with a high likelihood of metastatic spread, whereas 
uniform staining was observed in tumors with a small 
chance of recurrence.

Histological examination of tumor samples gener-
ally reveals differences in the morphology of tumor 
cancer cells within the same lesion. In addition, host 
infiltrating and connective tissues are not evenly 
distributed in tumors, and areas of necrosis may be 
present. Depending upon tumor size, marked dis-
turbances in vasculature can occur, leading to focal 
differences in oxygen tension, pH, substrate supply, 
and waste drainage (Vaupel et al. 1981). Recent stud-
ies demonstrate individual tumor’s reliance on vas-
culature in heterogeneous (Yu et al. 2001). Yu et al. 
(2001) demonstrated that hypoxia inducing factor-1 
alpha (HIF-1α) expressing cells were highly dependent
on proximity to blood vessels, whereas cells that had 
lost HIF-1α expression were much less reliant, sug-
gesting that a selection for less vascular-dependent 
tumor cell variants occurs throughout the course of 
disease progression. The cells within a tumor may 
be cycling or noncycling, quiescent or reproductively 
dead (Dethlefsen 1980). Cells may be at any stage of 
the cell cycle, which may influence cellular properties 
such membrane biochemistry (Bosman and Winston 
1970; Pasternak et al. 1971), antigen expression 
(Cikes and Klein 1972; Everson et al. 1974; Panem 
and Schauf 1974), sensitivity to immune killing 
(Lerner et al. 1971; Shipley 1971), drug cytotoxicity 
(Valeriote and van Putten 1975), and ability to metas-
tasize (Sweeney et al. 1982; Weiss 1980a), resulting in 
the appearance of tumors that are heterogeneous with 
regard to all these properties. Therefore, in situ dem-
onstration of tumor heterogeneity cannot constitute 
proof of a stable phenotypic heterogeneity. However, 
formal evidence vis-à-vis isolation and characteri-
zation of cells has been presented for a number of 
human tumors.

Tumor lines that differ in drug sensitivity (Barranco 
et al. 1973; Barranco et al. 1972), antigenicity (Albino 
et al. 1981), or tumorigenicity in nude mice (Aubert 
et al. 1980; Kozlowski et al. 1984) have been iso-
lated from individual melanomas, both from primary 
lesions (Barranco et al. 1973; Barranco et al. 1972; 
Aubert et al. 1980) or multiple metastases of the 
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same patient (Albino et al. 1981; Aubert et al. 1980) 
as well as, from tumor subpopulations isolated from 
primary human colon carcinomas (Brattain et al. 
1981; Dexter et al. 1981; Fidler 1990). Several of 
these subpopulations differ in karyotype (Brattain 
et al. 1981), in vitro growth properties (Brattain et al. 
1981; Dexter et al. 1981), tumorigenicity (Brattain 
et al. 1981), and tumor histology in nude mice (Bohm 
and Sandritter 1975; Straus 1977). Similar isolations 
of tumor subpopulations have been reported for lung 
(Chu et al. 1979), ovarian (Mackintosh et al. 1981), 
and bladder (Hastings and Franks 1983) cancer. Other 
human neoplasms, including melanoma (Barranco 
et al. 1973; Barranco et al. 1972; Lotan 1979), colon 
adenocarcinoma and gastric carcinoma (Trope 1982; 
Trope et al. 1975), ovarian carcinoma (Trope et al. 
1979), breast carcinoma (Lotan 1979; Baylin 1982; 
Siracky 1979a), lymphoma-leukemias (Biorklund et al.
1980; Siracky 1979b), and lung cancer (Brennan et al.
1979), also contain subpopulations of cells with 
different drug sensitivities.

Shirpo et al. (1981) studied the karyotypic hetero-
geneity within human tumors by karyotyping tumor 
cells from fresh samples of human gliomas within 
6–72 h after surgery. An array of unique karyotypes 
was found in each tumor (Pathak 1990; Wolman 
1986). Simultaneously, dissociated tumor cells were 
cloned by dilution plating and the clones karyotyped. 
By matching karyotypes of the clones with those in 
the fresh sample, it was possible to show that the 
clones were present at the time of resection. Each of 
the eight gliomas was found in this way to have from 
3 to 21 subpopulations – a minimal estimate since 
different subpopulations can have similar karyotypes. 
Different clones from the same tumor also varied in 
morphology and growth kinetics. A report from our 
laboratory also demonstrated the heterogeneity of the 
cloned subpopulations to chemotherapeutic agents 
(Talmadge et al. 1984).

Tumor heterogeneity for invasion and metastasis

The possibility that cells with differing metastatic 
capabilities might coexist within the same tumor was 
first suggested in 1939 by Koch (1939), who isolated a 
highly metastatic subline from the Ehrlich carcinoma 
tumor by serially transplanting lymph node metastases.

In 1955, Klein (Klein 1954, 1955) demonstrated that 
the gradual conversion of solid murine neoplasms into 
ascites variants was due to the selective overgrowth 
of a small number of cells that differed from the 
parent population in their ability to proliferate in the 
peritoneal cavity and metastasize to the lungs. Since 
the change was stable and heritable, Klein concluded 
that the gradual conversion of the solid tumor to the 
ascites form involved mutation and selection and was 
not attributable to adaptation.

Cells with different metastatic properties have 
been isolated from the same tumor, suggesting the 
hypothesis that all the cells in a primary tumor can 
successfully disseminate (Fidler 2002). Three differ-
ent experimental approaches can be used to isolate 
tumor cell subpopulations with differing invasive and/
or metastatic abilities. The first involves enrichment 
of the fraction of invasive–metastatic subpopulations 
in heterogeneous tumor cell populations. This uses the 
technique of repeated cycling to gradually enrich for a 
subpopulation with the desired metastatic phenotype. 
Spontaneous metastasis in a syngenic model is allowed 
to occur and the metastatic population recovered and 
recycled. The biological behavior of the selected cells 
is then compared with that of the parent tumor cells 
to determine whether there is an enhanced metastatic 
capacity. This procedure was used to obtain the B16-
F10 line from the parent B16 melanoma (Fidler 1973). 
In these investigations, tumor cells were injected 
intravenously, lung tumor nodules excised 3 weeks 
later, and tumor cells from lung metastases established 
in culture, and then reinjected into new mice. After 
ten such cycles, a tumor line emerged that showed a 
marked increase in its ability to produce pulmonary 
tumor colonies (Fidler 1973). Studies from several 
laboratories, using similar strategies with animal 
and human tumors of diverse histologic origin, have 
also revealed significant variations in the metastatic 
capabilities of cells isolated from the same tumor 
(Dexter et al. 1978; Danielson et al. 1980; Zupi et al. 
1980; Symmans et al. 1995; Naito et al. 1991; Ware 
and Maygarden 1989; Harris and Best 1988; Soule 
et al. 1981; Brunson and Nicolson 1978; Poste et al. 
1980; Talmadge and Fidler 1982a; Tarin and Price 
1979; Chambers et al. 1981; Kerbel et al. 1988b). 
Nonetheless, these selected tumor lines may still be 
heterogeneous and contain multiple subpopulations 
with differing metastatic potentials, as well as, other 
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phenotypes. The selection pressures serve only to 
enrich for a general tumor population that also con-
tains subpopulations of tumor cells that may express 
differing invasive and metastatic properties.

The second and related method to isolate sublines 
with differing metastatic properties from a common 
parent tumor line is to select for (or against) properties 
considered important for successful metastasis. As in 
the enrichment method, variants displaying (or lack-
ing) the property of interest are isolated and tested to 
determine whether their metastatic behavior is altered. 
This method has been used to examine whether proper-
ties as diverse as adhesive characteristics (Briles and 
Kornfeld 1978)178, lectin resistance (Reading et al. 
1980b; Tao and Burger 1977), invasive capacity (Poste 
et al. 1980; Hart 1979), resistance to cytotoxic T lym-
phocytes (Fidler and Bucana 1977; Frost and Kerbel 
1981; Sandberg 1977), and resistance or sensitivity to 
natural killer (NK) cells (Gorelik et al. 1982; Hanna 
and Fidler 1981) influence the ability of tumor cells 
to metastasize. The third approach to demonstrate that 
malignant primary tumors contain subpopulations of 
cells with differing metastatic capabilities involves in 
vitro cloning tumor cell populations. The clones can 
be compared within the same population to determine 
if a defined phenotype affects the process of metas-
tasis. The phenotypic analysis of tumor cell clones 
is the most direct and satisfactory of the three tech-
niques to demonstrate cellular heterogeneity, as well 
as, to determine if a unique phenotype is important to 
metastasis. It must be remarked that in order to reach 
a generalized conclusion regarding the association of a 
particular attribute with the metastatic phenotype, one 
must examine multiple variants from multiple tumors. 
Thus, one might examine 10–20 clones from each of 
five breast cancer cell lines. However, even this effort 
would provide results that would only be attributable to 
breast cancer cell lines and would not support a more 
generalized conclusion, including other tumor histo-
types. Thus, multiple variants from multiple cell lines 
of multiple histotypes are necessary in order to achieve 
a general conclusion such as an association of colloge-
nase type IV activity with malignancy. Therefore, the 
level of effort to associate a specific phenotype with the 
metastatic phenotype/genotype is significant.

The demonstration of metastatic heterogeneity 
within a primary tumor was first reported in 1977 by 
Fidler and Kripke (1977) using the B16 melanoma. 

To investigate whether primary tumors contained 
cells of differing or uniform metastatic potential, 
they prepared a cell suspension from a subcutane-
ous primary tumor and divided it into two parts. One 
part was immediately assayed for its ability to form 
experimental pulmonary metastases after intravenous 
injection into mice. From the other part of the original 
suspension, 17 clones were isolated (each one was 
established from an individual cell). After incubation 
for the same period of time, equal numbers of tumor 
cells in suspension from each of the cloned lines and 
from the parent tumor were injected into syngeneic 
mice. It was reasoned that if the tumor contained 
cells of uniform metastatic potential, then the cloned 
sublines should each produce the same number of 
pulmonary colonies as the uncloned parent popula-
tion. This was not the case. The original uncloned par-
ent tumor cell population produced similar numbers 
of metastases when injected into different animals, 
but the cloned sublines markedly differed in their 
metastatic potential. Control subcloning experiments 
showed that this variability was not introduced by the 
process of cloning, since groups of animals injected 
with a cloned parent tumor or subcloned lines all had 
a similar range and distribution of metastases (Fidler 
and Kripke 1977). Therefore, they concluded that 
tumors contained cellular subpopulations that were 
heterogeneous in their metastatic potential.

The B16 melanoma is an established tumor line 
that has been maintained by repeated passage in ani-
mals or cell culture for many times the life span of 
its natural host. Thus, the metastatic diversity in this 
tumor line could have been an artefact caused by its 
longevity; however, comparable data were observed 
with another murine melanoma of recent origin 
(Fidler et al. 1981). This tumor arose in a C3H mouse 
that had been subjected to ten 1-h exposures of UV 
radiation followed by the application of 2.5% croton 
oil in acetone to the skin of the scapular region for 
2 years. The primary tumor that developed was removed 
and its fragments were transplanted into immunodefi-
cient animals to circumvent the possibility of immune 
selection. Several weeks later, a tissue culture line 
was established and, during the fifth passage, the cell 
lines were cloned. Analysis of the metastatic capacity 
of the parent tumor (K-1735) and its cloned lines was 
performed in a manner similar to the original study. 
The clones differed dramatically from each other and 
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from the parent line in their production of lung tumor 
colonies with regard to their size, number, and pig-
mentation. Within each injected clone, however, these 
three characteristics were expressed uniformly. Thus, 
lung colonies produced by one clone could be distin-
guished readily from those produced by another on the 
basis of size and pigmentation. Statistical analysis of 
the results indicated that only two of 22 K-1735 clones 
were indistinguishable from the parent tumor (Fidler 
et al. 1981). With these figures as an indication of the 
degree of metastatic heterogeneity for metastasis, the 
K-1735 melanoma was shown to be no less heteroge-
neous than the B16 melanoma. These results indicate 
that the longevity of neoplasms is not the sole arbiter 
of metastatic heterogeneity. Further, clonal variation 
in metastatic properties is not unique to melanomas. 
Comparable extensive heterogeneity with regard to 
malignant-metastatic properties has been described 
in clones isolated from tumors of diverse histologic 
origin from the mouse (Dexter et al.1978; Suzuki et al. 
1978; Kripke and Fidler 1980; Schmitt and Daynes 
1981; Stackpole 1981), rat (Talmadge et al. 1979), 
chicken (Shearman and Longenecker 1980), ham-
ster (Enders and Diamandopoulos 1969) and human 
(Nakajima et al. 1990; Morikawa et al. 1988; Saiki 
et al. 1991). In those studies, tumor cell subpopula-
tions with differing metastatic phenotypes isolated 
from primary tumors or cultured tumor cell lines were 
as heterogeneous as those reported previously.

The value of tumor cell clones in analyzing any 
aspect of tumor cell behavior requires that the phe-
notypic characteristic(s) of interest remain stable 
during serial passage of the clones whether in vivo
or in vitro. Poorly metastatic and highly metastatic 
clones were isolated from the UV-2237 fibrosarcoma 
(Kripke and Fidler 1980) and cultivated in vitro for 
72 or 60 days, respectively (Cifone and Fidler 1981). 
Simultaneously, both clones were also grown subcu-
taneously in syngeneic mice. Then, cell cultures were 
established from these solid tumors and 1 week later, 
subclones were isolated from both the in vitro and the 
in vivo passaged tumor lines. The ability of the sub-
clones to form experimental metastases was compared 
between the subclones derived from clones grown in 
culture or in vivo and subclones isolated and frozen 
when the parent clones were initially established. The 
patterns of behavior of all the subclones derived from 
the poorly metastatic clone were remarkably similar 

to that of the parent clone, regardless of whether the 
subclones were derived at the time of isolation or after 
72 days of continuous growth in vitro or in vivo. In 
contrast, after 60 days of cultivation in vitro or in vivo,
the metastatic behavior of the subclones derived from 
the highly metastatic clone differed considerably from 
that of the parent clone, suggesting that the metastatic 
phenotype of the highly metastatic clone is unstable 
(Cifone and Fidler 1981). It was suggested that this 
rapid generation of diversity may have been caused in 
part by increased genetic instability.

Further studies using the B16 melanoma have 
also demonstrated that the invasive and metastatic 
properties of clones from this tumor are highly 
unstable during serial passage and that subclones 
with different invasive and metastatic properties are 
generated rapidly on serial passage either in vitro or 
in vivo (Bosslet and Schirrmacher 1982; Isaacs et al. 
1982; Harris et al. 1982; Poste et al. 1981; Raz 1982; 
Stackpole 1983). Studies of individual B16 clones 
expressing a variety of stable biochemical mark-
ers has revealed this finding whereas the metastatic 
phenotype is unstable when clones are grown singly, 
mixing and cocultivation of clones eliminate this phe-
notypic instability, and the formation of variant sub-
clones with altered metastatic properties is reduced 
dramatically (Poste et al. 1981). This suggests that 
some form of “interaction” occurs between the 
various cellular subpopulations in polyclonal popula-
tions, which “stabilizes” not only their invasive–met-
astatic properties, but also their relative proportions 
within the total populations (Poste et al. 1981). This 
type of interaction would conserve clonal diversity 
within a tumor cell population and prevent domina-
tion of the population by a few subpopulations or 
even a single subpopulation. This “stabi1izing” effect 
produced by mixing clones is, however, specific for 
cells from the same tumor. Single clones of B16 
melanoma cocu1tivated with clones from the Lewis 
lung carcinoma or UV-2237 fibrosarcoma show 
marked phenotypic instability and rapidly generate 
subclones with widely differing metastatic properties 
(Poste et al. 1981). The role of clonal interactions in 
regulating the stability of the metastatic phenotype 
is not unique to the B16 melanoma. Similar instabil-
ity of the metastatic phenotype has been found in 
the mouse UV2237 fibrosarcoma (Cifone and Fidler 
1981), mouse RAW117 lymphosarcoma (Brunson 
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and Nicolson 1978), mouse KHT sarcoma (Harris 
et al. 1982), rat lAR6 hepatocarcinoma (Talmadge 
et al. 1979), and spontaneously arising mammary 
tumors (Miller and Heppner 1979).

Metastasis as a selective and inefficient process

The pre-existence of metastatic variation within the 
parent tumor does not answer the question of whether 
the cells that ultimately form metastatic foci possess 
a greater metastatic potential than the cells that popu-
late the parent neoplasm. To address this question, 
we examined the issue of whether metastases result 
from the random survival of cells released from the 
primary tumor or from the selective growth of cells 
with specialized properties that allow them to com-
plete the metastatic process. If the process of metas-
tasis is selective as suggested by previous studies, 
direct evidence to support this hypothesis would be 
the demonstration that cells populating spontaneous 
metastases should be demonstrably more metastatic 
than the cells within the heterogeneous parent neo-
plasm as long as (1) the starting tumor population was 
unse1ected and heterogeneous with respect to meta-
static potential and (2) the metastatic process per se 
exerted selective pressures upon the tumor cells.

The initial studies from our laboratory to address 
this question used three metastatic variants of the B16 
melanoma, thus minimizing variables that would be 
introduced by using tumor models with varying 
biological characteristics. The malignant melanoma, 
B16-F1 (Fidler 1973), is an unse1ected, tumor cell 
line that metastasizes poorly after intravenous injection 
(experimental metastasis) or footpad injection (spon-
taneous metastasis). The B16-F10 tumor was selected 
ten times for its ability to colonize the lungs after 
intravenous injection (Fidler 1973) and its high rate 
of experimental metastasis. The B16-BL6 tumor line 
was selected in vitro for its invasive ability and dem-
onstrates a high incidence of spontaneous metastasis 
following intrafootpad implantation (Hart 1979).

The experimental design was as follows: the tumor 
lines were implanted into the footpads of syngeneic 
mice (Fig. 1). When the tumors reached a diameter of 
1–1.2 cm, the tumor-bearing leg, including the pop-
liteal lymph node, was resected. Several weeks later, 
when a few mice in each group appeared listless, the 

entire group was killed. From each group, well-iso-
lated pulmonary metastases were surgically excised 
and established in culture as individual cell lines. The 
metastatic potential of cells from the parent tumor 
and their respective spontaneous metastases was then 
examined using assays of experimental and spontane-
ous metastasis.

Tumor cells harvested from spontaneous metastases 
of the poorly metastatic B16-F1 tumor line produced 
significantly more lung tumor colonies after intrave-
nous injection than an equal number of cells from the 
parent line. Tumor cell lines from spontaneous metas-
tases of the B16-BL6 tumor variant also produced 
significantly more lung colonies than the parent (B16-
BL6) tumor line. However, the increase in metastatic 
potential of cell lines from spontaneous metastases of 
the B16-BL6 tumors was less than that observed with 
tumor cells from spontaneous metastases of B16-F1. 
Tumor cells from spontaneous metastases of the B16-F10 
variant line, which was previously selected for the 
ability to form lung colonies, did not exhibit any 
increased lung-colonizing potential compared with the 
parent tumor. This latter observation was not attribut-
able to the number of lung colonies involved since the 
injection of five-fold fewer tumor cells gave similar 

Fig. 1 Scheme outlining approaches to assess the heterogeneity 
between tumor metastases and the metastatic phenotypes of 
cells from metastatic lesions as compared to cells from the 
primary tumor
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results, i.e. the lung-colonizing potential of the tumor 
cells from spontaneous metastases was comparable to 
that of tumor cells from the parent tumor, although the 
total numbers of tumor foci were lower.

The spontaneous metastatic potential of these 
same tumor variants and their respective spontaneous 
metastases were studied, with results that were dif-
ferent overall from the results of the studies of lung-
colonizing potential. As was found in the lung colony 
assays, tumor cells from spontaneous metastases of the 
B16-F1 tumor were significantly more spontaneously 
metastatic than the tumor cells from the parent tumor 
(t = 0.007), but tumor cells harvested from spontane-
ous metastases of the B16-F10 tumor also exhibited 
an increased propensity for spontaneous metastasis, 
whereas they did not express an increased lung-colo-
nizing potential. Similar studies with metastases of 
the B16-BL6 tumor did not demonstrate a statistical 
difference in spontaneous metastases ability compared 
with that seen with the parent B16-BL6 tumor. The 
B16-BL6 tumor variant had been previously selected 
for an invasive phenotype and therefore was already 
highly spontaneously metastatic. Thus, the tumor cells 
from spontaneous metastases did not differ from the 
parent tumor with regard to their metastatic proper-
ties. We concluded that metastases obtained from an 
unselected, heterogeneous, and poorly metastatic cell 
line (BI6-Fl) contained tumor cells with enhanced 
metastatic potential. In contrast, when the parent 
population was previously selected and was already 
near a peak metastatic phenotype (B16-F10 for lung 
colonization or 16-BL6 for spontaneous metastasis); 
further selection for the particular metastatic pheno-
type could not be achieved.

To rule out the possibility that these results were 
unique to the B16 melanoma tumor system, we repeated 
this study with four other tumor cell populations 
(Talmadge et al. 1981) in a manner similar to the origi-
nal study. These tumors included a malignant melanoma 
of recent origin (K-1735); an ultraviolet-radiation-
induced fibrosarcoma (UV-2237) and a cloned subline 
(clone 40); the Lewis lung carcinoma (3LL); and the 
reticulum cell sarcoma of histiocytic origin (M5076). 
We found in each of these tumor models that cells 
from spontaneous metastases of heterogeneous parent 
tumors always expressed a greater propensity to metas-
tasize than tumor cells from the parent tumor. However, 
cells from spontaneous metastases of a cloned parent 

tumor (UV-2237, clone 40), presumably a homogene-
ous tumor population, did not differ significantly in 
potential for experimental metastasis from the parent 
(cloned) tumor population. The metastatic homoge-
neity of clone 40 was not unique to this tumor since 
spontaneous metastases from the heterogeneous parent 
tumor population (UV-2237), from which the clone was 
obtained, exhibited a greater metastatic potential than 
the heterogeneous parent tumor line. Studies using the 
histiocytic lymphoma, M5076 (Talmadge et al. 1981), 
demonstrated that the increased metastatic potential 
of tumor cells from spontaneous metastases was not 
affected by the anatomical location of the metastases. 
The M5076 tumor consistently metastasizes to the liver 
and only rarely to the lungs (and then late in the course 
of tumor growth) (Hart et al. 1981). In these studies, 
we found that spontaneous hepatic metastases from 
the M5076 tumor exhibited an increased propensity
to metastasize to the liver compared with the parent 
M5076 line (Talmadge and Fidler 1982b). This increase 
in metastatic potential occurred not only during experi-
mental metastasis, but also in mice bearing unresected 
primary tumors.

We concluded from these studies that tumor cells 
from spontaneous metastases of unselected tumors, 
which are heterogeneous with regard to a metastatic 
phenotype, have an increased metastatic potential 
compared with the present tumor. In contrast, metas-
tases from homogeneous (clonal) tumors or tumors 
previously selected for a metastatic phenotype vary 
only slightly from the parent tumor in their ability to 
metastasize. Therefore, although the process of metas-
tasis is generally selective, it may give the appearance 
of being random if artifactually homogeneous tumors 
are examined.

These studies have been extended to other tumor 
models. Pollack and Fidler (1982) utilized young 
nude mice to investigate whether animals, which 
lack functional T lymphocytes and express low lev-
els of NK cells, could provide a model to select 
for metastatic subpopulations from heterogeneous 
allogeneic melanoma. Three-week-old nude mice (T 
cell deficient) received a single cell suspension of 
either B16 or K-1735 melanoma tumor cells injected 
intravenously. Individual pulmonary metastases were 
harvested 3 weeks later and their metastatic potential 
was assessed in both nude mice and normal syngeneic 
mice. In all cases, the cells from the metastases 
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colonized the lungs with significantly higher effi-
ciency than did cells from the parent tumors. Using a 
similar stratagey, Kozlowski et al. (1984) found that 
lung colonies from the human malignant melanoma 
A-375 in nude mice contained a select subpopulation 
of tumor cells of high metastatic potential compared 
with the parent tumor cell populations.

Raz et al. (1981) have shown that mouse UV-2237 
fibrosarcoma cells recovered from lung metastases 
produced by a cloned parental cell line with low lung 
colonization potential do not express an increased 
capacity to colonize the lung when injected intrave-
nously. This indicates that growth in the lung is not 
sufficient to augment the ability of cells from this 
tumor to localize and grow in the lung. Additional 
evidence indicating that growth in the lung is not 
required for tumor cells to selectively localize in the 
lung was presented by the same authors who found 
that an uncloned UV-2237 cell line grown in the 
peritoneal cavity contained multiple clonal subpopu-
lations, including clones with a high capacity to colo-
nize the lung. This observation is in agreement with 
that previously described by Klein (1954, 1955) i.e., 
adaptation to peritoneal growth resulted in cell lines 
with a high lung-colonizing potential.

Comparable findings investigating tumor adapta-
tion have been obtained by Nicolson and Custead 
(1982). Mice were given intravenous injections of 
120–180µm diameter plastic microbeads coated with 
B16-F1 melanoma cells, which have a low lung 
colonization capacity. Entrapment of the beads within 
the pulmonary microcirculation serves to artificially 
enhance the localization of these cells within the lung. 
When visible lung colonies had formed, they were 
excised and dispersed to yield tumor cells that were 
grown in vitro for a brief period, reattached to new 
beads, and reinjected intravenously. After nine such 
cycles of in vivo–in vitro transfer employing carrier 
beads, cells recovered from lung colonies were rein-
jected into mice without beads and their metastatic 
ability was compared with the B16-F10 subline. 
The latter was isolated after an identical number of 
in vivo–in vitro transfers, but cells were injected as 
single cell suspensions rather than attached to beads. 
Nicolson and Custead found that even after ten cycles 
of growth in the lung, the B16-F1 cells attached to beads
(B16-F1A10) were no more metastatic than parental 
B16-F1 cells. In contrast, the B16-F10 cell line was 

highly efficient in colonizing the lung; producing 
between 5 and 13 times more lung metastases than the 
parental B16-F1 cell line. In a series of studies, Poste 
et al. (1982a, b) examined the metastatic properties of 
tumor cell clones isolated from individual metastatic 
lesions obtained following the intravenous injection of 
various B16 melanoma variants. The individual meta-
static lesions were examined at different stages in the 
evolution of metastasis (i.e. larger or smaller pulmo-
nary nodules). They found that the progressive growth 
of metastatic lesions was accompanied by the emer-
gence of variant tumor cellular subpopulations with 
altered metastatic properties within the lesion. They 
investigated the experimental metastatic potential of 
the clones obtained from the different metastases and 
determined that the cells populating the individual 
metastases were all metastatic. In contrast, the tumor 
cells within the parent tumor included nonmetastatic 
variants. They concluded that subpopulations isolated 
from different metastases in the same host differ mark-
edly in their metastatic ability and that those cells with 
both high and low, but not nonmetastatic, metastatic 
capacities can be recovered from metastases.

In a study similar to ours (Talmadge and Fidler 
1982a, b), Neri et al. (1982) examined the selective or 
random nature of metastases using the rat 13,762 mam-
mary adenocarcinoma. They reported that following 
subcutaneous implantation into the mammary footpad 
of syngeneic rats, the unresected parental mammary 
adenocarcinoma metastasizes at a low frequency to the 
lymph nodes and lungs. Cell lines adapted to tissue cul-
ture from individual secondary sites were, in contrast to 
the parent tumor, inevitably metastatic (without resec-
tion) from a subcutaneous site within 23 days of trans-
plantation; confirming the selective nature of metastasis 
in a rat mammary tumor model. Another study using a 
Herpesvirus hominis type 2 induced tumor line from a 
Syrian hamster (Walker et al. 1982) also demonstrated 
the selective nature of metastasis. The parent tumor 
exhibited a low level of spontaneous metastases from 
the primary subcutaneous tumor site. However, tumor 
lines established from lung foci showed an elevated 
metastatic potential compared with the parent cell 
line such that all animals injected with cells from the 
metastases developed secondary foci within 40 days 
following resection of the primary tumor.

Despite the experimental evidence supporting the 
selective process of metastasis, the conclusion that 
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metastatic cells arise by a selective process has not 
been universal. Mantovani et al. (1981) and Giaviazzi 
et al. (1980) reported that cells with high and low 
metastatic potential gave rise to metastases and that 
the metastases were not always formed by cells with 
the highest metastatic potential. The selection hypoth-
esis as outlined in this chapter states that in order for 
tumor cells to form metastases, they must express a 
phenotype that allows them to complete all the steps 
in the metastatic process, as well as, avoid destruc-
tion during metastasis. Tumor cells that lack any of 
these attributes will be unable to produce metastases; 
an observation supported by our studies (Talmadge 
and Fidler 1982a, b) as in every case, the tumor 
cells within metastases were metastatic. However, 
metastases are not necessarily composed of cellular 
subpopulations with the greatest metastatic poten-
tial. Because of the heterogeneous nature of tumors 
(discussed earlier) and because metastases from one 
tumor may derive from multiple progenitor cells 
(Talmadge et al. 1982), one would expect that tumor 
cells within different individual metastases would 
vary in their metastatic potentials, which is indeed 
the case. (See also the review by Fidler (2002), Poste 
(1982), Nicolson (1984b).) This heterogeneity would 
occur if the primary tumor were initially heterogene-
ous. If a tumor had been previously selected for a 
metastatic phenotype (for example, B16-F10 for lung 
colonization or B16-BL6 for spontaneous metastases), 
then the metastatic process would be unlikely to select 
for cellular subpopulations with an increased meta-
static potential (Talmadge and Fidler 1982a) and the 
process of metastasis could not select for a metastatic 
variant from a homogeneous (clonal) tumor popula-
tion (Raz et al. 1981; Raz 1982; Talmadge and Fidler 
1982b). If the parent tumor population was passaged 
by trocar transplantation, a technique that tends to 
limit tumor heterogeneity (Trope 1982; Fidler and 
Hart 1981), then metastases from such a population 
exhibit increased metastatic potential (Mantovani et al. 
1981; Giavazzi et al. 1980).

The conclusion that metastasis is a selective process 
does not rule out the occurrence of random (chance) 
events. Subpopulations of tumor cells with metastatic 
capabilities may be killed during the metastatic proc-
ess and thus, not complete the metastatic “decathalon” 
to form metastatic foci. During metastasis, tumor cells 
are exposed to vascular turbulence, the mononuclear 

phagocytic system, Natural Killer cells, and other 
detrimental conditions that could prevent completion 
of the metastatic process. There is, therefore, some 
element of chance during metastasis and certainly not 
all cells with a metastatic phenotype survive to form 
metastatic foci. However, a tumor cell probably will 
not form a metastatic focus if it does not express all 
the attributes needed to metastasize given the con-
straints imposed by the host.

Stackpole (1983) and Weiss et al. (1983) have 
argued against the concept of a selective process dur-
ing metastasis. Stackpole examined the metastatic 
properties, in both experimental and spontaneous 
metastases, of a large number (>150) of clones and 
subclones from B16 melanoma cell lines. In this 
study, Stackpole reported that the phenotypic diver-
sity with regard to three distinct dissemination-related 
biological parameters (metastasis, colonization, and 
cell proliferation rate) was generated so rapidly and 
with such regularity within B16 melanoma clones 
that tumor longevity may be inconsequential to the 
issue of heterogeneity. He suggested that significant 
fluctuation in tumor cell subpopulations occurred 
periodically, affecting both the metastatic and colo-
nizing predilection of a tumor cell line. He also sug-
gested that this fluctuation in metastatic potential was 
sufficiently extensive that one should question the 
reproducibility of any one observation.

Based on a variation of the Luria-Delbruck fluctua-
tion analysis, the early heterogeneity studies by Fidler 
and Kripke (1977) and Kripke et al. (1978) required 
a control demonstrating that the metastatic phenotype 
of a tumor line was reproducible. As they stated, the 
analysis of metastatic phenotype by cloning experi-
ments requires the demonstration that subclones from 
a recent clone were statistically similar in metastatic 
potential compared with the metastatic potential of 
the parent/clone, thereby demonstrating that the het-
erogeneity observed with the parental tumor was not 
an artefact of the cloning process. Therefore, the fluc-
tuation observed by Stackpole (1983), unsupported 
by statistical analysis, needed to demonstrated assay 
reproducible for metastatic predilection.

The concept that metastasis is a nonrandom proc-
ess involving the selective survival of cellular sub-
populations with the phenotypic properties required 
to complete each step in the metastatic process does 
not infer that random events do not occur. Tumor cell 
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subpopulations, even those with metastatic properties, 
are at constant risk during the metastatic process due 
to random events. Similarly, metastatic competence to 
complete any specific step in the metastatic process 
may be subject to a reversible impairment imposed 
by its microenvironment. Weiss et al. (1983) has 
suggested that alterations in nutrition or metabolism 
secondary to cellular proliferation or degenerative 
events within solid tumors may modulate a number 
of cellular properties, i.e. site dependent, revers-
ible changes. These studies suggest that phenotypic 
modulation could then induce a situation in which 
metastatic subpopulations may be subject to transitory 
phenotypic alterations that enhance or restrict meta-
static competence (Weiss 1980b, 1990, 1996, 2000). 
It is proposed that cells entering the metastatic process 
do so from “transient metastatic compartments” and 
that, after allowance is made for pathophysiologic 
differences between primary and metastatic lesions, 
metastases are no more likely to metastasize than their 
parent primary tumor. Weiss et al. (1983) report that, 
in the case of KHT and B16 tumors, when selected 
primary and secondary groups of animals are com-
pared, cancer cells from the latter gave rise to signifi-
cantly more metastases than the former. In contrast, 
cells from selected primary lesions of 3LL and T-24 
tumors gave rise to significantly more metastases than 
cells derived from pulmonary metastases. Therefore, 
the process of metastasis appeared selective for two 
tumors, while the process appeared random with two 
other tumors. However, all the tumor variants were 
metastatic and no tumor line, established from either 
primary or metastatic lesions, was nonmetastatic. 
Thus, the cells within the metastatic lesions did 
express the phenotypic characteristics required for the 
metastatic process, suggesting that the primary tumor 
was composed of tumor populations, the majority of 
which were metastatic. These results are in agreement 
with the hypothesis that spontaneous metastases arise 
from preexistent metastatic populations within the 
primary tumor, since this does not infer that the meta-
static cell populations compose a minor subpopulation 
within the primary tumor. The studies with homoge-
neous tumors (clone 40 from UV-2237) or previously 
selected tumors, B16-F10 or B16-BL6, demonstrated 
that metastases from homogeneous or highly meta-
static tumors were similar in metastatic ability to the 
parental tumor.

Whereas large number of tumor cells from primary 
tumor may gain access to the circulation, few of them 
result in metastases (Schirrmacher et al. 1982). The 
mechanisms responsible for the elimination of these 
tumor cells, termed metastatic inefficiency, are poorly 
understood (Weiss 1980c). Experimental evidence sug-
gest that the metastatic process is inefficient due to 
phenotypic differences in heterogeneous cell popula-
tion with respect to genotypes associated with different 
metastatic process (Weiss 1986, 1990). The majority 
of cells entering the metastatic process do not form 
metastasis. A recent report demonstrated that cellular 
apoptosis in vivo may be associated with a decreased 
incidence of metastasis in vivo (Wong et al. 2001). 
Thus, it is the attributes of the surviving minority of 
cancer cells that result in metastases. We have dis-
cussed earlier that a tumor contains subpopulations 
of cancer cells capable of producing either more or 
fewer metastases than other subpopulations. The over-
all metastatic behavior of a cancer cell subpopulation 
could, therefore, depend on the number of cells with a 
metastatic phenotype and this could be either a transient 
or stable property of these cells. The expression of a 
metastatic phenotype is further complicated by syner-
gism between tumor and host cells (Talmadge et al. 
1984; Weiss 1983, 1990; Singh et al. 1997; Singh and 
Fidler 1996) Recent studies indicate that genetic muta-
tions can result in either the acquisition or increased 
metastatic potential of a tumor cell population. Many 
of the mechanisms involved in the enhancement of the 
metastatic phenotype appear to be initiated by individ-
ual malignant cells and may include an interaction with 
the host microenvironment. An important consequence 
of metastatic inefficiency is the organ-specific patterns 
of metastasis. It has been suggested that a temporal and 
stepwise progression occurs in lung metastasis and that 
it is dependent on cell survival, dormancy and location 
dependence of metastatic inefficiency (Cameron et al. 
2000). In this study, B16F10 cells were injected in a 
manner to target the lung, and at sequential times two 
parameters were quantified: (1) overall cell survival and 
metastatic development; and (2) local cell survival and 
growth with respect to lung surface and specific inte-
rior structure. An initial high rate of cellular survival 
was observed for cells trapped in the lung circulation, 
including extravasation into lung tissue and subsequent 
survival of extravasated solitary cells before metastasis 
formation (Cameron et al. 2000). However at the time 
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of cell division, a major loss occurred, such that only a 
small portion of tumor cells started to form metastases, 
but most of these developed into and formed macro-
scopic foci. In contrast, solitary cells found at a later 
time were dormant (Cameron et al. 2000). These results 
suggest that metastatic inefficiency is largely due to 
post-extravasation events affecting solitary cells. They 
also demonstrated that trapping and early growth of 
injected cells is unaffected by location within the lung, 
and that subsequent metastatic growth can be enhanced 
by the location within lung (Cameron et al. 2000), 
suggesting that continued growth of metastases occurs 
preferentially in a specific tissue microenvironment.

Dissimilarities among metastases 
from a primary tumor

The observation that a tumor population is heterogene-
ous, be it either a primary tumor or a metastatic focus, 
does not suggest that such individual lesions do not, as 
a population, differ phenotypically from one another. 
Thus, metastases within one host can exhibit heteroge-
neity with regard to many phenotypes and genotypes 
besides metastatic capacity such as hormone recep-
tors (Brennan et al. 1979; Sluyser and Van Nie 1974); 
marker enzymes (Baylin et al. 1978; Fialkow 1976); 
antigenicity or immunogenicity (Olsson and Ebbesen 
1979; Albino et al. 1981; Kerbel 1979; Pimm and 
Baldwin 1980; Fogel et al. 1979; McCune et al. 1981; 
Thistlethwaithe et al. 1983; Schirrmacher et al. 1982); 
macrophage content (Key et al. 1982); metabolic 
characteristics (Baylin et al. 1978); androgen response 
(Brennan et al. 1979); karyotypic expression (Kusyk 
et al. 1981; Sandberg 1977); DNA content (Starace 
et al. 1982; Reeve and Twentyman 1982)98, 227; growth 
factor preference and dependence (Nicolson 1984a; 
Fidler 2002; Lu and Kerbel 1994; Filmus and Kerbel 
1993; Kerbel 1990, 1992); and response to various 
chemotherapeutic agents (Tsuruo and Fidler 1981; 
Dexter and Leith 1986; Heppner et al. 1978; Fugmann 
et al. 1977; Schlag and Schreml 1982).

Evidence that human cancers contain tumor cell 
subpopulations with divergent phenotypes comes 
from the comparison of tumor cells from both pri-
mary tumors and metastases. Here again, one may 
see divergence in histological type (Parbhoo 1981). 
The problem of cellular diversity inherent in some 

neoplasms is clearly demonstrated by the work of 
Baylin et al. (1978). The elevation serum histaminase, 
L-dopa decarboxylase, and calcitonin are used as 
clinical markers for the presence of small-cell lung 
cancer in humans. However, the simultaneous sam-
pling of primary and metastatic lesions of small-cell 
lung cancer by Baylin and colleagues demonstrated 
significant differences in the levels of these mark-
ers between the primary tumor and metastases. All 
primary (chest) lesions produced high levels of these 
markers. In contrast, either low levels or none of these 
three products could be detected in four of seven 
metastases isolated from the livers of several patients. 
Moreover, immunohistochemical tests for histaminase 
demonstrated that cells within the primary tumor were 
heterogeneous in their enzyme content. Therefore, the 
level of these three markers in a patient’s serum may 
not accurately represent the tumor burden in patients 
with small-cell lung tumors. Another study reported 
differences in sensitivity to antineoplastic drugs in
vitro between cells from primary ovarian carcinomas 
and their metastases (Trope et al. 1979; Kusyk et al. 
1981). A variable, estrogen receptor content between 
primary breast cancers and their metastases, as well 
as, among multiple metastases in the same patient has 
been reported (Brennan et al. 1979).

Striking evidence that metastases of primary human 
tumors may not be uniformly susceptible to control by 
immunologic manipulation comes from a study per-
formed by McCune et al. (1981). These investigators 
used active specific immunotherapy directed against 
advanced renal carcinoma and its metastases by giving 
weekly injections of autologous irradiated tumor cells 
obtained from the primary neoplasm admixed with 
Corynebacterium parvum. They found that not only 
did the degree of therapeutic efficacy vary from patient 
to patient, but also some metastatic lesions regressed, 
while others simultaneously progressed in patients 
whose overall response was favourable. This variable 
responsiveness of metastatic lesions even within the 
same patient was attributed to the antigenic diversity of 
the metastatic subpopulations. These observations sug-
gest that antitumor immune responses can be evoked 
in patients with renal carcinoma; however, equally 
importantly, they show that the heterogeneity of the 
metastatic cells with respect to antigenicity is a problem 
that must be overcome if specific immunotherapy is to 
be truly effective in eradicating metastatic disease.
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In another study, Albino et al. 1981 examined the 
antigenic characteristics of six individual metastases 
from a single patient with melanoma. These lines 
showed marked phenotypic diversity as indicated by 
characteristic differences in growth rate, morphology, 
pigmentation, and the expression of surface antigens 
and glycoproteins. Some lines expressed HLA-DR 
products, whereas others lacked HLA-DR expression. 
These lines could also be distinguished on a basis of 
their glycoprotein profile. Additional quantitative dif-
ferences in the membrane antigenic phenotype of the 
three cell lines were revealed by serological tests with 
a battery of monoclonal and conventional antibodies 
defining melanoma differentiation antigens. Another 
study of melanoma-bearing patients by Natali et al. 
(1983) examined the antigenic heterogeneity of pri-
mary and metastatic lesions surgically removed from 
nine patients with nodular melanoma. The antigenic 
expression was investigated using monoclonal anti-
bodies to HLA-A and B antigens to β2-microglobulin 
and to melanoma-associated antigens (MAA). The 
latter included three types of membrane-bound MAA 
as well as, a cytoplasmic MAA. In spite of a homo-
geneous morphologic appearance, multiple lesions 
removed from the same patient differed significantly 
in their reactivity with the panel of monoclonal anti-
bodies when studied using an indirect immunofluo-
rescence test. The extent of antigenic heterogeneity 
did not correlate with melanin synthesis, site of origin 
of the primary tumor, site of metastatic foci, or treat-
ment and appeared to have decreased heterogeneity in 
patients carrying the primary tumor.

Easty et al. 1981 isolated from a single patient 
five tumor lines, including the primary squamous 
carcinoma of the tongue, two subsequent local recur-
rences, and two lymph node metastases. The cell 
lines from the recurrences demonstrated the greatest 
morphological divergence from the primary tumor 
line and also demonstrated the greatest differences 
at the ultrastructural level, in increased production 
of plasminogen activator, and in the composition of 
cell-surface glycoproteins. In another study by Feder 
and Gilbert (1983), cell lines were established from 
a primary neuroblastoma and, 11 months later, from 
four different individual metastases. Cells from the 
primary tumor demonstrated considerable heterogene-
ity in terms of chromosome number, while the cells 
from four subsequent metastases were all nearly diploid.

However, all of the tumor samples contained the same 
marker chromosome rearrangements, indicating their 
origin from a common precursor. In addition, each 
of the cell lines analyzed (including those from the 
metastases and those from the primary tumor) also 
contained unique distinguishing chromosomal abnor-
malities. Feder and Gilbert (1983) concluded that the 
differences in karyotype among these tumor samples 
and cell lines reflected the different selection pres-
sures at work in each instance. These differences also 
represent karyotypic variations between the individual 
metastases.

In a rat mammary adenocarcinoma model, Neri 
et al. (1982) studied the phenotypic characteristics of 
several spontaneous metastases, as well as, the primary 
tumor. They examined their cell culture morphologies, 
histologic structures at the primary site and secondary 
metastatic sites, and growth characteristics in vivo and 
in vitro. In agreement with other studies that we have 
discussed, there was considerable variation in these 
phenotypes among the individual metastases (Neri et al. 
1982). A subsequent study by Welch et al. (1983) exam-
ined the sensitivity of clonal populations from mammary 
adenocarcinoma metastases and the primary tumor to 
γ-radiation in vitro. This study demonstrated consider-
able clonal heterogeneity within the tumor and among 
its metastases with respect to the response to γ-radiation. 
They found that the inherent sensitivity to radiation 
could change with time, thereby altering the radiation 
survival responses.

As we discussed earlier, the development of cells 
with a metastatic phenotype in tumors is, in part, due 
to the selection of cells with a metastasis favouring 
genotype (Liotta and Stetler-Stevenson 1991; Liotta 
et al. 1991; Fidler 1995; Fidler and Radinsky 1996). 
Gene expression profiling using a high density micro-
array has contributed to our analysis of differences 
between metastatic and nonmetastatic cells. Clark 
et al. (2000) described the use of this approach to 
identify genes selectively upregulated in metastatic 
mouse and human melanoma cells compared to their 
nonmetastatic counterparts. They found a remarkable 
overexpression of RhoC, which they reported could 
stimulate metastasis. Similarly, Bittner et al. (2000) 
compared different subgroups of human melanoma by 
microarrays and also found a distinct patterns of gene 
expression. They demonstrate that the gene expression 
profile of human melanoma varied greatly among 
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different subgroups. What is interesting is that three of 
the genes identified by Clarke et al. (2000) (fibronectin, 
thymosin β4 and RhoC) showed increased expression 
in all of human and mouse melanoma derived metas-
tasis. One drawback to such studies is that microarray 
analysis cannot identify post-transcriptional modi-
fications of proteins. Additionally approaches used 
in microarray studies do not provide an unbiased 
method to pinpoint important and potentially new 
contributors of cancer. However, these studies will 
provide a basis to identify one or more key genetic 
or epigenetic events that induce metastasis. Another 
limitation is the heterogeneous nature of neoplasms; 
however, the approaches used in these studies do 
provide an unbiased method to identify a potentially 
new protein important to the metastatic process 
(Ridley 2000). Furthermore, a study examining the 
molecular signature of metastasis in primary solid 
tumors by Ramaswamy et al. (2003) has provided 
additional support for the non randomness of the 
metastatic process and development of a metastatic 
phenotype. In this report, the authors identified dif-
ferences in gene expression patterns between primary 
tumors and metastases. However, they also found 
that the expression profile associated with metastasis 
was found in some primary tumors. Ramaswamy 
et al. examined the primary tumors with metastases-
associated gene expression signatures and found that 
this was associated with a poor prognosis. Thus, his 
results are in accord with the idea that the tumor cells 
in a metastatic site have a stronger metastatic fitness, 
challenging the idea that metastasis arises from rare 
metastatic cells. In a subsequent discussion, however, 
Fidler and Kripke (2003) argued that the study by 
Ramaswamy and colleagues provided no evidence 
to contradict a selection process by metastasis. The 
study by Ramaswamy et al. looked at primary tumors 
in aggregate; therefore, could not rule out a selective 
process. The significance of the study by Ramaswamy 
et al. is not that it runs contrary to popular dogma, 
but that it enables the identification of the subset of 
tumors, designated as early stage by pathological cri-
teria that nonetheless have already released metastatic 
cells (Fidler and Kripke 2003). Thus, this study con-
stitutes an important step in the search to predict the 
behaviour of tumors detected at an early stage, even 
though it does not address the prevalence of metastatic 
cells (Fidler and Kripke 2003).

Clonal origin of metastases

Metastases, in general, do not result from the random 
survival of cells released from the primary tumor, but 
rather from the selected growth of specialized subpop-
ulations of malignant cells that exist as subpopulations 
within the parent tumor as previously discussed in this 
chapter. However, this observation does not address 
the nature of the emboli released from the primary 
tumor. The embolus, which ultimately develops into a 
metastatic focus, may originate from a single cell or a 
cellular aggregate comprising of both tumor cells and 
host cells. Such a cell aggregate may be composed of 
tumor cells from a clonal population due to the zonal 
nature of neoplasms (Trope 1982; Fidler and Hart 
1981) or a heterogeneous population of tumor cells. 
In addition, all the secondary tumor foci in a host 
may originate from a single progenitor cell or from 
multiple progenitor cells. We performed a series of 
experiments (Fig. 2) to determine (1) whether indi-
vidual metastases are clonal or multicellular in origin 
and (2) whether metastases produced by one tumor 
originate from a single or different progenitor cell 
(Talmadge et al. 1982). These studies were patterned 
after the classical study by Becerk et al. (1963), which 
demonstrated the pluripotent nature of bone marrow 
stem cells.

In our experiments, cells from a metastatic variant 
of the K-1735 melanoma (K-1735 met-2) were exposed 
to x-radiation, which randomly induces chromosomal 
breaks and rearrangements. A certain number of these 
breaks and rearrangements (if not lethal) result in the 
formation of centric fusion chromosomes, and these 
provided the marker chromosomes for this study. We 
reasoned that if all the tumor cells populating a sin-
gle spontaneous metastasis that arose from a primary 
tumor of x-irradiated tumor cells exhibited the same 
chromosomal arrangements, then the metastasis would 
have been derived from one cell. However, if the tumor 
cells populating individual, spontaneous metastases 
exhibited multiple chromosomal arrangements, then 
the metastasis would have arisen from more than one 
progenitor cell. The demonstration of a multiple tumor 
cell origin of a metastasis would be predicated on the 
stable expression of the various marker chromosomes. 
We chose to induce and use marker chromosomes 
rather than drug resistance since a larger number of 
markers would be available. In addition, the frequency 
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of reversion to drug resistance is a constant concern 
in the interpretation of results when drug markers are 
used. If a metastasis did prove to be clonal in origin, the 
demonstration of clonality based on two or three parent 
populations would be far weaker than that associated 
with a study utilizing a large number of cells with dif-
ferent marker chromosomes. In initial experiments, 
cells from the metastatic line of the K-1735 melanoma 
(K-1735, M2) were exposed to 650 rad of x-radiation 
and cells from the x-irradiated line were implanted into 
the footpad of syngeneic C3H/HeN mice. When the 
tumors reached a diameter of 1 cm, the tumor-bearing 
leg, including popliteal lymph node, was resected at 
mid-femur. Eight to ten weeks after tumor inoculation, 
spontaneous lung metastases were isolated, grown in 
culture as individual lines, and karyotyped. In ten of 21 
lines, all the chromosomes were telocentric; therefore, 
these metastases were noninformative. In the other 11 
lines, single or multiple marker chromosomes (submet-
acentric, metacentric, minute) were observed. In eight 
of these lines, unique patterns of chromosome(s) were 

found in most spreads, suggesting that each metastasis 
originated from a single progenitor cell. In the remain-
ing three lines, the pattern of markers varied, suggesting 
a bimodal or multimodal cell origin. However, G-band 
analysis indicated that these variations probably rep-
resented evolution within the individual metastasis. 
These data showed that, although metastasis is a highly 
selective process, different metastases can originate 
from different progenitor cells and that most metastases 
appear to be clonal in origin. This finding of multiple 
progenitors could account for the biological heteroge-
neity that exists among various metastases (Fidler and 
Hart 1981). The results suggested that metastases result 
from either the proliferation of a single viable cell or a 
single viable cell within a heterogeneous embolus or 
that a circulating tumor embolus is likely to be homo-
geneous because it originated from a clonal zone of a 
primary neoplasm (Fidler and Hart 1981).

Previous studies (Nicolson et al. 1978) have shown 
that tumor emboli composed of cellular aggregates, 
either homotypic (tumor cells) or heterotypic (host 

Fig. 2 Outline of the strategy used to assess the clonal origin of spontaneous metastases. In this approach, highly metastatic melanoma
cells were irradiated to induce random chromosomal markers and injected to form a primary tumor, which were resected a month later. 
Once the mice were moribund, they were autopsied and individual metastatic lesions established in culture and karyotyped. Karotypic
analysis was used to assess the cellular origin of the metastases, revealing a clonal origin
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cells, generally leukocytes and platelets), are arrested 
more rapidly in the first capillary bed encountered and 
have a better rate of survival. Both incidences resulted 
in a higher frequency of metastasis compared with the 
circulation of a similar number of single cells. The 
more rapid rate of arrest is a physical phenomenon 
associated with the larger embolus size, while the 
prolonged survival of tumor cell emboli is believed 
to be due to the “protection” afforded against host 
effector cells, NK cells, and monocytes, as well as, the 
turbulence within the circulation. If larger emboli are 
better able to metastasize, it would appear logical that 
metastasis could develop and, in part, be composed of 
a progenitor cell population that by itself was unable 
to complete the metastatic cascade, but was able to 
when associated in an embolus with a metastatic com-
petent cell. Therefore, we designed experiments to 
address the following questions: (1) do tumor emboli 
that survive the many steps of metastasis consist of 
single cells or cell aggregates of monoclonal origin 
and (2) can metastatic competent cells provide a suit-
able environment within cellular aggregates whereby 
metastatic compromised or metastatic incompetent 
cells could survive and proliferate within the meta-
static focus?

In a collaborative study with Fidler, we formed 
heterotypic cellular aggregates of either a single popu-
lation of metastatic tumor cells (with a marker chromo-
some); a mixture of metastatic tumor cell populations, 
each with a different characteristic marker karyotypes 
or heterogeneous cellular aggregates composed of 
metastatic competent tumor cells; and benign tumor 
cells each with different marker karyotypes. The size 
and extent of cellular aggregation was monitored by 
autoradiographic studies using admixed radiolabeled 
and unlabeled cell populations. In this study, the meta-
static variant K-1735 M2-X21 (chromosome mode of 
42 and a 3:4 arm length ratio submetacentric chromo-
some) was admixed with the metastatic parent tumor 
population, K-1735, M2 (chromosome mode of 44, 
without any marker chromosomes), or K-1735-cl 2∼,
a nonmetastatic tumor variant (chromosome mode of 
54, without any marker chromosomes). These hetero-
typic (or homotypic) cellular aggregates were injected 
intravenously into the lateral tail vein of syngeneic mice 
and, 21–24 days later, well-isolated metastatic tumor 
foci were established individually in tissue culture and 
karyotyped. The karyotypes of the metastases obtained 

from mice injected with K-1735, M2, or K-1735 
M2-X21 (11/11 and 10/10, respectfully) expressed 
the appropriate characteristics. The mice injected with 
K-1735 cl 26, a nonmetastatic variant, did not develop 
metastatic foci. In contrast, all the metastases examined 
(9/9) from mice injected with cellular aggregates of the 
metastatic variant K-1735 M2-X21 and the nonmeta-
static tumor cell line K-1735 cl 26 expressed the karyo-
type characteristics of K-1735 M2-X2 in every spread 
examined (at least 70 per metastasis). The karyotypes 
of the cells from the metastases of mice injected with 
cellular aggregates of K-1735, M2, and K-1735 M2-
X21 (both metastatic variants) were composed of a 
characteristic spread of one (K-1735 M2 [4/12] and 
K-1735 M2-X21 [8/12]) or the other metastatic line. 
We concluded from this study that, although cellular 
aggregates are arrested more rapidly and result in an 
increased metastatic frequency, only a single cell from 
within the embolus normally survives to form the meta-
static focus. Therefore, the metastatic process is clonal 
in origin and the metastatic foci appear to arise from 
a single cell that could have been only one of several 
within the tumor embolus.

In a previous study, Poste et al. (1982b) used tumor 
cells bearing stable biochemical markers. Syngeneic 
mice were given intravenous injections of aliquots 
of wild type B16-F10 cells admixed with equal 
aliquots of TFTr and Ouar B16-F10 variants, and 
individual lung metastases established in culture. 
Clones (Barranco et al. 1973) from each of the 22 
metastases obtained from three animals were isolated 
and tested for resistance to TFT or Oua. Nineteen of 
22 lesions were populated by cells with the same drug 
sensitivity. In addition, two metastases that contained 
cells with different drug sensitivities were identified, 
suggesting to the authors a polyclonal origin. One of 
the metastases expressed cells with either a wild type 
or an Oua phenotype, while the other was composed 
of both TFTr and Ouar cells. This latter metastasis, 
discounting the possibility of metastases coalescence, 
is very probably of polyclonal origin. Nonetheless, 
their study also suggests that a polyclonal event is a 
very rare occurrence and that most metastases are both 
clonal in origin and of single cell origin.

Reeve and Twentyman (1982), by the flow cyto-
metric analysis of the x-radiation-induced sarcoma 
RIF-1, have shown that the parent tumor is composed 
of both diploid and tetraploid subpopulations of cells. 
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They examined both experimental and spontaneous 
metastases from mice bearing the RIF-1 tumor and 
observed that, unlike the parent tumor population, 
they exhibited a single level of ploidy, which was 
a stable characteristic of cell lines established from 
metastases. Based on this observation, they sug-
gested that metastasis is a clonal event at least in this 
tumor system. However, a clonal origin denotes a 
population arising from a single cell and, since only 
a single ploidly level was observed in the metastases, 
their observation need not imply a clonal origin, but 
is rather an assessment of the relative distribution of 
each ploidy level in spontaneous metastases. Current 
studies of human tumors based on different cellular 
markers, including an ovarian carcinoma (Kusyk et al. 
1981), neuroblastoma (Feder and Gilbert 1983), neu-
rofibrosarcoma Friedman (1982), and breast and renal 
cells cancer (Symmans et al. 1995; Naito et al. 1991), 
have addressed the clonal versus multicellular origin 
of metastatic foci. More recent studies using a variety 
of genetic and phenotypic markers such as chromo-
some/cytogenetic markers, enzyme polymorphism, 
immunoglobulin markers, genetic instability, and drug 
resistance markers, have successfully established the 
clonal nature of metastases (Wolman 1986; Kerbel 
1990; Nicolson 1984c; Kerbel et al. 1988a; Clark 
1991). Further, a novel method using random integra-
tion of a foreign gene, which was used to examine 
cell lineage in development, was successfully used to 
demonstrate the clonal origin of metastasis (Kerbel 
1990; Kerbel et al. 1988a; Talmadge and Zbar 1987; 
Singh et al. 1997). This method exploits the random 
integration of foreign DNA followed by restriction 
digestion and analysis using Southern hybridization. 
Assuming that single copy of foreign DNA is inserted, 
each clone contains a DNA unique marker (restriction 
fragment of variable length) detectable by Southern 
blotting using appropriate probe. The evidence in all 
these studies, while not definitive, supports the obser-
vation of a clonal origin for metastases.

The rapid generation of biological diversity 
within clonal metastases

The demonstration that spontaneous metastases result 
from the clonal expansion of highly specialized cells 
and that cells of metastases demonstrate a high rate of 

spontaneous mutation (Cifone and Fidler 1981) com-
pared with nonmetastatic tumorigenic cells suggests 
that clonal metastases may rapidly become heteroge-
neous. We were interested, therefore, in investigating 
whether rapid tumor evolution and progression could 
occur within a clonal metastasis. If so, this finding 
would provide a rational explanation for the observed 
heterogeneity within and among metastases. The 
demonstration of clonal origin metastases (Talmadge 
et al. 1982; Poste et al. 1982b) provided the experi-
mental basis for this study (Fig. 3). The experimental 
metastatic potential was examined for the cells from 
the original, demonstrable, clonal origin, X-met-21 
line (parent); ten in vitro isolated clones; the X-met-21 
after growth in vivo for 60 days; and seven individual 
spontaneous lung metastases from the X-rnet-21 pri-
mary tumors. Six of ten clones differed significantly 
from the parent tumor in their capacity to produce 
lung tumor colonies, while the metastatic potential 
of the X-met-21 population did not change after sub-
cutaneous growth for 60 days when compared with 
X-met-21 cultured line. However, cells from six of 
seven spontaneous metastases from mice bearing the 
X-met-21 tumor differed significantly in their meta-
static potential from the X-met-21 line growing at a 
primary site. The cells from the cloned lines and from 
spontaneous metastases differed greatly in their abil-
ity to produce experimental metastases (t = 0.0001, 
Kruskal-Wallis test, Chi square approximation).

In another set of experiments, we used an in vitro
colony-forming inhibition assay to determine the 
relative sensitivity of tumor cells from the parent line, 
tumor cells from the cloned lines, and spontaneous 
metastases to various chemotherapeutic drugs. The 
study used the chemotherapeutic drugs amsacrine 
(AMSA), adriamycin (ADR), bleomycin (BLEO), 
and vincristine (VCR). Statistical analysis of the dif-
ferences in drug sensitivity revealed that the following 
numbers of clones and metastases differed signifi-
cantly from the parent tumor line: for AMSA, five of 
ten clones and two of seven metastases; for VCR, one 
of ten clones and three of seven metastases; for ADR, 
seven of ten clones and four of seven metastases; 
and for BLEO, six of ten clones and three of seven 
metastases. This variability was reproducible and was 
not caused by artifacts associated with the cloning or 
selection procedures. This conclusion is based on a 
study in which five subclones isolated from a benign 
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clone of the K-1735 melanoma were not distinguisha-
ble from the parent clone in their response to cytotoxic 
drugs. In contrast to this diversity in metastatic poten-
tial and drug sensitivity, all cells examined expressed 
the unique submetacentric chromosome marker, sug-
gesting that its expression was very stable.

In the study of clonal origin by Poste et al. (1982b), 
the metastatic properties of several tumor cell clones 
isolated from individual B16 melanoma pulmonary 
metastases at different stages during the evolution of 
metastasis were investigated. They found that dur-
ing the early stages of metastatic growth following 
intravenous injection of tumor cells, the majority of 
metastatic lesions contain cells with indistinguishable 
metastatic phenotypes (intralesional clonal homoge-
neity). In contrast, the progressive growth of meta-
static lesions was accompanied by the emergence of 

variant tumor cells with altered metastatic properties 
within clonal homogeneous lesions (intralesional 
heterogeneity).

In summary, distinct differences in metastatic 
properties and drug sensitivity were found in most of 
the in vitro and in vivo isolated clones. In contrast to 
the rapid evolution in sensitivity to chemotherapeutic 
drugs and metastatic potential in our studies, as well 
as, the three clinical studies (Kusyk et al. 1981; Feder 
and Gilbert 1983; Friedman et al. 1982), we observed 
that marker chromosomes appear to be expressed in 
an extremely stable manner both in vitro and in vivo.
These intralesional differences could not be attributed 
to in vivo fusion of tumor cells with each other or nor-
mal host cells since tetraploid karyotypes were only 
rarely observed. Recent studies provide another expla-
nation for the inherently metastatic and heterogeneous 

Fig. 3 Scheme outlining an experimental design to assess how rapidly metastases of clonal origin develop intralesional heterogeneity 
with respect to metastatic potential and sensitivity to cytostatic agents
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nature of cancers – their derivation from distinct stem 
cells 254. The type of stem cell from which a neoplasm 
arises determines both the metastatic potential and the 
phenotypic diversity of that neoplasm (Owens and 
Watt 2003; Perez-Losada and Balmain 2003; Medina 
2002). Hence, tumours originating from an early stem 
cell or its progenitor cells metastasise readily and have 
a more heterogeneous phenotype, whereas tumours 
originating from a later stem cell or its progenitor cells 
have limited metastatic potential and a more homo-
geneous phenotype (Owens and Watt 2003; Perez-
Losada and Balmain 2003; Medina 2002). It appears, 
therefore, that the progressive growth of metastases 
results in the rapid development of biological intral-
esional heterogeneity (Tu et al. 2002).

Role of host–tumor interaction

Our contemporary understanding of the events 
involved in human tumor progression centers rests 
largely on genetic changes, which include mutations, 
translocations and amplifications of oncogenes, and 
loss of heterozygocity of suppressor genes, all of 
which confers a growth advantage on cells resulting 
in clonal dominance. Most events in tumor progres-
sion are genetic, conferring clonal dominance and 
metastatic competence. However, other events, which 
regulate the metastatic process, are epigenetic in 
nature and are not inherited by the tumor cells, but are 
dependent on the host response. Therefore, the process 
of tumor growth and metastasis is complex, involving 
highly orchestrated interactions between tumor and 
stromal cells. Once metastatic cells reach a specific 
organ parenchyma, they must proliferate to give rise 
to clinically detectable lesions (Fidler 1990). This 
growth depends upon the interactions of the metastatic 
cells with the organ microenvironment which itself is 
mediated by autocrine and paracrine growth factors 
(Fidler 1990; Singh et al. 1997; Fidler et al. 2000; Hart 
and Fidler 1980). Many host derived factors can actu-
ally enhance the survival and growth of tumor cells in 
specific organs (Singh et al. 1997; Fidler et al. 2000). 
Moreover, organ-specific factors can affect the capac-
ity of tumor cells to produce angiogenic molecule 
(Singh et al. 1994; Singh and Fidler 1997; Singh and 
Varney 2000), invade host stroma (Morikawa et al. 
1988), and even respond to chemotherapeutic drugs 

(Wilmanns et al. 1992). Studies from our laboratory 
and others support the importance of the epigenetic 
regulation of metastatic processes (Singh et al. 1997; 
Talmadge 1983). These data demonstrate that sponta-
neously metastasizing human cell lines metastasize in 
athymic nude mice only when the cells are injected 
orthotopically (natural site) (Fidler et al. 2000).

Metastasis appears to follow a predefined pat-
tern of spread to particular organs, depending on the 
primary tumor site Rusciano and Burger 1992). The 
lodgment of viable tumor cells in a given organ is 
a necessary, but by itself, insufficient condition for 
metastases to develop (Fidler 1988; Nicolson 1991a, 
b, c). However, determination of the mechanism(s) 
regulating the organ preference of metastatic tumor 
cells for lodgement is a first and crucial step in the 
development of organ-specific metastases. The organ 
arrest of circulating malignant cells could be due to 
either mechanical trapping in the capillary bed of an 
organ’s microcirculation (in which case the vascular 
connections of the primary tumor might have an 
effect on the patterns of organ metastases) or to spe-
cific interactions between the malignant cells and the 
target organ. The non-specific arrest of blood-borne 
tumor cells may be facilitated by their interaction 
with platelets. If the resulting embolus is formed 
while cells are circulating, then it may enhance the 
arrest of the tumor cells in the vasculature of the first 
organ downstream of the primary tumor site. If this 
organ represents a favorable milieu for tumor growth, 
then the interaction with platelets will enhance tumor 
metastases at that site; if not, then it may prevent 
tumor cells from reaching their preferred organ and, 
thus, cause a reduction in metastatic potential (Gasic 
1984). In addition, platelets shield the tumor cells 
from physical damage and provide additional adhe-
sion mechanism(s) and serve as a potential source 
of growth factors (Karpatkin et al. 1988; Nierodzik 
et al. 1994).

Among the organ-specific interactions that lead 
tumor cells to lodge in particular organs, several proper-
ties have been widely recognised as having a special 
relevance. The first close interaction between circulating
malignant cells and their target occurs at the level 
of the microvasculature, where tumor cells contact 
the capillary endothelium. Capillary endothelial cells 
derived from different organs are not alike, and organ 
specific patterns of cell surface glycoproteins and ligands
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have been identified on various organ endothelial
cells (Nicolson 1991a; Rajotte et al. 1998; Pauli and 
Lee 1988; Pauli et al. 1990; Pauli and Knudson 1988; 
Johnson et al. 1991). Experimental evidence suggests 
an active role for vascular endothelial cells in direct-
ing the organ preference of metastasis (Pauli and Lee 
1988; Pauli et al. 1990; Johnson et al. 1991; Auerbach 
et al. 1987; Auerbach 1988; Sher et al. 1988). 
Auerbach et al. (1987) and Auerbach (1988) showed 
that different malignant cell lines preferentially attach 
to endothelial cells of their in vivo target organs. 
Similar findings have been reported with different 
murine cell lines selected for their organ-specific 
homing to lung, liver and brain (Nicolson 1991a, b, 
c). Several mechanisms for the adhesion of malignant 
cells to organ-specific endothelial cells and eventual 
metastases have been proposed, including a role for 
local components of extracellular matrix (Pauli and 
Lee CL 1988; Pauli et al. 1990; Johnson et al. 1991); 
ICAM-1 (Auerbach et al. 1987; Auerbach 1988) and 
the expression of variant forms of membrane glyco-
protein CD44 (Gunthert et al. 1996; Gunthert et al. 
1991). In addition to well-characterized anatomical 
diversity in situ, specific differences are increas-
ingly being recognized between surface antigens on 
endothelial cells from different tissues, including an 
absence of the classic endothelial marker factor VIII-
related antigen (von Willebrand factor) from many 
endothelial cells (Zetter 1990, 1993, 1997; McCarthy 
et al. 1991). Microvascular heterogeneity extends to 
the properties of endothelial cells that are thought to 
be involved in tumor angiogenesis and metastasis, 
such as growth factor responsiveness and expres-
sion of cell adhesion molecules (Zetter 1990, 1993, 
1997). These findings are not only of relevance to 
the unambiguous identification and characterization 
of endothelial cells, but also may explain the phe-
nomenon of organ preferential tumor metastasis and 
provide novel opportunities for therapy.

Once malignant cells have adhered to the endothe-
lium, they can cause endothelial cells to retract, with 
consequent exposure to the basement membrane 
(Nicolson 1991a, b, c). The exposed sub-endothelial 
matrix is a better adhesive substrate for tumors cells 
than the endothelial cell membrane and serve as 
determinants in organ-specific metastasis (Lichtner 
et al. 1989, 1995). Several basement membrane com-
ponents, including laminin, fibronectin, collagens, 

heparan sulfate proteoglycans and vitronectin, have all 
been identified as tumor cell adhesion molecules. The 
interaction of malignant cells with these glycoproteins 
that may bind to cellular receptors and matrix proteins 
may also influence the metastatic behaviour.

After arrest of malignant cells in a given organ, 
following either specific or random events, a fur-
ther component of the successful establishment of 
an organ-specific metastatic foci is the presence 
of organ-specific factors that selectively direct the 
malignant cell migration into an organ itself (Hart 
and Fidler 1980; Hert 1982). Hujanen and Terranova 
(1985) and Nicolson and Moustafa (1998) have dem-
onstrated the preferential migration of melanoma, 
sarcoma and breast carcinoma cells to extracts from 
the organs consistent with metastatic predilection. 
To invade, tumor cells need to possess enzymatic 
machinery able to degrade the local cell-extracellu-
lar matrix (ECM), which could cause organ-specific 
factors to be released from the degraded matrix and, 
in turn, induce specific cell migration (Cerra and 
Nathanson 1989; Orr et al. 1995). Using the indium-
labeling technique to monitor the homing kinetic 
of both cell lines, Aoudjit et al. (1998a, b) showed 
that the critical step for the successful metastasis of 
the lymphoma cell was determined in the final steps 
of the disseminating process, namely after homing. 
Their results indicate that, whereas binding of tumor 
cells to vascular endothelium through specific adhe-
sion mechanisms is a prerequisite for dissemination 
of tumor cells, the resistance of a tumor cell to the 
antagonist action of the host and/or its ability to grow 
tumors occurs only after homing to the target organ 
Aoudjit et al. 1998a, b).

Specific organ colonization may also be influenced 
by the ability of malignant cells to survive the local, 
non-immune tumoricidal activity. Li et al. (1991) and 
Nolibe and Poupon (1986) showed that lung micro-
vascular endothelial cells might be activated to lyse 
tumor target cells and, thereby, to influence organ-
specific metastasis. In addition, the involvement of 
natural killer cells in controlling incidence of metas-
tasis to specific organs have been documented (Nolibe 
and Poupon 1986; Hao and Joshi 1990; Phillips 1989, 
1990).

Organ-specific localization of tumor cells has a 
rate-limiting influence at various stages within the 
metastatic process, such as tumor cell arrest and 
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extravasation. In addition, the ability of the immune 
system to recognize and successfully eradicate tumors 
is highly dependent on the adhesion of activated 
lymphocytes to tumor cells. Despite the rapid accu-
mulation of information on the molecular basis of cell 
adhesion, our understanding of organ-specific metas-
tasis per se is incomplete. Nevertheless, progress has 
been made both in understanding the molecular basis 
of tumor cell adhesion and its relationship to tumor 
metastasis. In addition, understanding the mechanism 
and regulation of phenotypes associated with metas-
tasis in different organ-microenvironment will help in 
understanding the role of host–tumor interaction and 
metastasis. We have demonstrated that the expres-
sion of growth and angiogenic factors is modulated 
by epigenetic mechanism(s), and may be due to the 
presence of regulatory factors, both stimulatory and 
inhibitory in nature, and which are expressed by 
site-specific host stroma (Singh et al. 1997; Fidler 
et al. 2000). These observations also suggest that 
one of the mechanisms for the maintenance of tumor 
growth is the dysregulation of the balance between 
growth stimulators and inhibitors, both of which 
may be expressed by host cells, tumor cells or both. 
This dysregulation allows tumor growth and eventual 
metastasis. Based on a growing body of evidence, it 
is clear that numerous cytokines/growth factors have 
a role in the regulation of site-specific tumor growth 
and metastasis. However, individual cytokines may 
not express this full potential, but rather participate 
within a cytokine network. Thus, a better understand-
ing of the relative expression of these epigenetic regu-
latory mechanism(s) will increase our understanding 
of organ-specific regulation of tumor growth and 
metastasis.

Clinical implications

The most feared and devastating aspect of cancer is 
the propensity of tumor cells to disseminate from 
their primary site to distant organs and once there, 
develop into metastatic tumor foci. Despite impressive 
advances in the surgical resection of primary neo-
plasms and aggressive adjuvant therapies, most cancer 
deaths are attributable to metastases. There appear to 
be several reasons for this lack of success in controlling 
metastatic foci. First, by the time cancer is diagnosed, 

metastases may already be present in several organs 
of patient’s body, which makes surgical resection or 
destruction by radiotherapy or chemotherapy unlikely. 
Moreover, the metastases may be located in organs 
that are difficult to treat with effective therapeutic 
doses without undue toxic effects. Second, in spite of 
the development of promising anticancer drugs and 
regimes, their efficiency is hindered by the occurrence 
of drug-resistant variants within tumors. This tumor 
cell resistance to conventional therapy is probably 
the single most important factor responsible for the 
refractory response of tumor therapy. The emergence 
of a resistant tumor subpopulation is a serious prob-
lem and limits the effectiveness of chemotherapy, hor-
monal therapy, radiotherapy, hyperthermia, or antigen 
specific immunotherapy. This phenotypic diversity, 
which allows selected variants to develop within the 
primary tumor, means not only that primary tumors 
and metastases can differ in their responses to treat-
ment, but also that individual tumor cells within a 
metastasis differ from one another (diagrammatically 
represented in Fig. 4). This diversity can be generated 
rapidly even when the tumors originate from a single 
transformed cell. This complication appears to arise 
because metastatic lesions are fairly large by the time 
they are diagnosed. For example, a tumor mass at the 
lower limit of radiographic detection, i.e. 1 cubic cen-
timeter, may contain as many as 109 cells. Eradication 
of 99.9% of these cells, a remarkable therapeutic 
achievement, still leaves 106 cells to proliferate, thus 
providing a large base for the further generation of 
biological heterogeneity.

The problem of selecting effective therapy for 
heterogeneous tumors may be further compounded 
by the existence of interactions between tumor sub-
populations, as well as, between tumor cells and 
normal cells, which affect the measured sensitivity of 
the whole tumor, a concept that has received exten-
sive study by Heppner and Miller (1983). She and 
her co-workers have shown that subpopulations of a 
mouse mammary tumor, which differ in sensitivity 
to chemotherapeutic agents, can interact in such a 
way that the apparent sensitivity of one subpopula-
tion is changed in the presence of the other (Miller 
et al. 1981). Interactions between cells appear to act 
through metabolic processes affecting drug metabo-
lism, through factors affecting cell growth, or through 
immune mechanisms. For example, the well-known 
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phenomenon of “metabolic cooperation,” a process 
by which small molecules pass between cells in con-
tact, presumably through gap junctions (Loewenstein 
1979; Subak-Sharpe et al. 1969), is one way in which 
interactions between cells can affect response to 
therapy. Metabolic cooperation could also result in the 
rescue of a sensitive cell by molecules from a resistant 
cell or in the death of a resistant cell due to passage of 
molecules from a sensitive cell.

Taken together, the growing body of experimental 
and clinical evidence suggests that cells within the 
same cancer exhibit different susceptibilities to the 
broad range of conventional treatments; therefore, the 
successful therapy of malignant tumors will require 
the development of new approaches capable of over-
coming this variation and against which resistance is 
unlikely to develop. Given the extraordinary level of 
cell diversity evidently present in many tumors, the 
probability is small that a single anticancer drug, or 
any other treatment used alone, will be capable of 
killing all of the cancer cells in a malignant tumor and 

its metastases. New treatment strategies may be pos-
sible that slow the potential of tumor cells that survive 
initial waves of treatment(s) to generate new variants. 
To achieve this with existing therapeutic modalities, 
one has to reduce the time interval between succes-
sive administrations of different anticancer agents in 
an attempt to destroy the cancer cell subpopulations 
that survive each successive treatment before the gen-
eration of large numbers of new variants could occur. 
This conclusion is reflected in the growing trend in 
cancer medicine to use a combination of anticancer 
treatments for the patients with malignant tumors.

However it originates, the heterogeneity of tumors 
has important implications for the treatment of metas-
tases. For example, cells obtained from a primary 
tumor are not necessarily representative of cancer 
cells populating metastases or even cells in different 
regions of the same primary tumor. Thus, experimen-
tal efforts must be concentrated on identification of the 
features that permit malignant cells to metastasize. In 
addition, the test systems for new therapeutic agents 

Fig. 4 In the clonal origin hypothesis of tumor development, a single cell undergoes one or more transforming events and with growth,
it becomes heterogenous, including heterogeneity for metastatic phenotype(s). The cells within the primary tumor with a metastatic
phenotype, as well as cells with a partial metastatic phenotype, can from homogeneous emboli, from which a single cell survives to 
form a metastatic focus. Alternatively, a metastatic focus can arise from a single cell tumor embolus or from a heterogeneous cellular
embolus from which a single cell survives to establish a metastasis. Regardless of how the clonality arises, heterogeneity develops in 
association with tumor progressions from which therapeutic resistant variants can be selected and overgrown to dominate the metastatic
lesion
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or modalities must address the problem of tumor cell 
heterogeneity. More effort must be devoted to testing 
the efficacy of combination therapies with the objec-
tive of circumventing the problem of cellular diversity 
within tumors. The short-term therapeutic goal must 
be to choose the combination of antitumor agents 
and to determine the sequence of administration that 
will be most effective against a particular tumor. The 
mechanisms by which cancer cells diversify are not 
fully understood. By limiting the number of different 
subpopulations of cancer cells within a tumor, we 
may be able to improve the odds that a combination 
of anticancer drugs, perhaps in conjunction with other 
adjunct therapeutic modalities, will destroy all of the 
subpopulations of tumor cells. Clearly, the only suc-
cessful treatment of metastatic disease will be one 
that circumvents the different phenotypes of tumor 
cells within individual metastases of a patient and 
will probably require multiple therapeutic agents and 
multiple therapeutic modalities.
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Abstract: Tumor growth and metastasis require new 
blood vessel formation, i.e. angiogenesis. Antiangiogenic 
therapy is emerging as a novel and potentially promising 
anti-cancer approach. A variety of strategies targeting 
tumor angiogenesis have been developed and tested in 
preclinical and clinical settings. The overall efficacy of 
antiangiogenic therapy, however, is yet to be improved. 
In this regard, how tumors respond to antiangiogenic 
therapy needs to be further investigated. Recent research 
suggests that tumor cells could counteract the effects of 
anti-endothelial inhibitors, i.e. they are not only ang-
iogenic but also anti-antiangiogenic. The anti-antiang-
iogenic phenotype of tumor cells might be genetically 
driven. Specifically, oncogenic alterations acquired in 
tumor cells could provide surviving signals to endothe-
lial cells and confer a resistance to endothelial targeting 
therapies. When using an anti-endothelial treatment, 
simultaneously suppressing the anti-antiangiogenic 
property of tumor cells might be essential. Based on this 
consideration, combination of direct and indirect antian-
giogenic therapies might represent a useful strategy to 
achieve effective inhibition of tumor angiogenesis.

Keywords: Angiogenesis, Antiangiogenic therapy, Head 
and neck cancer, Epidermal growth factor receptor

Tumor angiogenesis

Angiogenesis refers to the biological process via 
which new blood vessels are formed from existing 
ones. New blood vessel formation is required in a 
wide variety of physiological conditions, such as 
embryonic development, menstrual cycle and wound 
healing, as well as in various pathological entities. It 
is now widely acknowledged that tumor growth and 
metastasis require effective blood supply and thus, 
angiogenesis. In 1970s, Folkman first demonstrated 
that without new blood vessel formation, a tumor is 
unable to grow beyond a microscopic size (Folkman 
1971). Furthermore, newly formed blood vessels 
also serve as a gateway for the dissemination of can-
cer cells, and hence are important for tumor metas-
tasis. During the past three decades, great advances 
have been made in recognizing the essential role of 
angiogenesis in tumor progression, in characterizing 
and detailing the angiogenic processes in various 
tumor types, in uncovering the molecular and cellular
mechanisms that regulate tumor angiogenesis, and in 
developing antiangiogenic approaches as an anticancer 
modality.

Tumor angiogenesis is a complex and a dynamic 
process involving functioning of several vascular 
compartments, including endothelial cells that con-
stitute the vascular endothelium, vascular pericytes 
surrounding the endothelium and the extracellular 
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matrix. The initiation and progression of angiogenesis 
require endothelial cells to survive, proliferate and 
migrate in response to angiogenic stimuli. This process 
is promoted by a network of angiogenic factors. Up 
to date, there have been over a hundred angiogenesis 
regulators identified. The first class group of pro-
angiogenic factors is composed of molecules that 
promote endothelial survival and proliferation, includ-
ing vascular endothelial growth factors (VEGFs), 
angiopoietins, epithelial growth factor (EGF), fibrob-
last growth factors (FGFs), platelet-derived growth 
factor (PDGF), placental growth factor (PlGF), insu-
lin-like growth factor IGF), angiogenic cytokines 
such as interleukin-8 (IL-8), and their endothelial 
receptors. Matrix metalloproteinases (MMP) consti-
tute a group of proteolytic enzymes that break down 
the extracellular matrix (ECM) so that endothelial 
cells can migrate to form new vessels. A third group 
of angiogenic regulators have to do with the cell–cell 
and cell–matrix interactions, which in turn provide 
signals for endothelial survival, adhesion and vascular 
integrity. These involve integrins and other adherent 
molecules. The chemical structures and biological 
functions of these pro-angiogenic factors are sum-
marized elsewhere (Tonini et al. 2003). In addition, 
recent evidence suggests that endothelial progenitor 
cells (EPC), mainly derived from bone marrow, also 
contribute to constituting vascular endothelium, and 
that VEGF plays an important role in the differentia-
tion and homing of EPC to an angiogenic site (Lyden 
et al. 2001).

The initiation and progression of blood vessel 
formation are under sophisticated regulation by molecu-
lar machinery that comprises not only angiogenesis 
promoters, but also angiogenesis inhibitors. Negative 
regulators of angiogenesis include a large number of 
endogenous molecules that inhibit endothelial survival 
proliferation and migration, and ECM breakdown 
(Table 1). This list of angiogenesis inhibitors is still 
growing, and new inhibitory molecules are continu-
ously being identified from various experimental sys-
tems. In adult, the process of vascularization largely 
remains quiescent, with a few exceptions such as 
wound healing and the menstrual cycle. It is believed 
that such a state of quiescence is maintained by a bal-
ance between angiogenesis promoters and inhibitors.

A widely recognized theory describes that under 
non-angiogenic conditions, an excess of antiangiogenic

factors tilt the balance toward the inhibitory side, 
and as a result, the presence of inhibitory signals in 
endothelial cells is sustained. A direct deduction from 
this theory is, naturally, that angiogenesis occurs when 
the proangiogenic signal becomes dominant, either 
due to increase of angiogenic promoters or decrease 
of suppressors, or both. This theory provides a 
straightforward explanation how, when extra blood 
vessels are needed, the quiescent state of vasculariza-
tion can be ended.

A classic illustration of this hypothesis is the sce-
nario of tumor angiogenesis. It has been extensively 
shown that the production of proangiogenic factors 
is increased in a wide variety of experimental and 
human tumors. Upregulation of VEGF and/or other 
angiogenesis promoters has been found to be asso-
ciated with tumor progression and in some cases, 
with poor prognosis (Linderholm et al. 2001; Blann 
et al. 2001; Salven et al. 2000; Ishigami et al. 1998; 
Tokunaga et al. 1998). In many experimental systems, 
ecotopic overexpression of VEGF gene promotes 
tumor growth and metastasis. On the other hand, many 
tumors display an angiogenic profile with endogenous 
antiangiogenic factors downregulated, such as pig-
ment epithelium-derived factor (PEDF) and throm-
bospondin-1 (TSP-1) (Guan et al. 2003; Watnick et al. 
2003). Thus, by increasing proangiogenic factors and 
decreasing antiangiogenic factors, tumor switches the 
non-angiogenic phenotype to an angiogenic phenotype 
that favors the initiation and progression of neoves-
sel formation. This phenotype switch is believed to 
occur at early stages during tumor development.

A fundamental question is, then, how a tumor 
switches on its angiogenic phenotype prior to or at 
the point when new blood vessels are needed for 
its further growth. Hypoxia in the microenvironment 
is an obvious and important driving force. Necrosis 
at the center of a tumor, largely due to a lack of 
blood supply when the tumor grows beyond a thor-
ough reach of oxygen, nutrients and growth factors 
from pre-existing blood vessels via diffusion, trig-
gers expression of angiogenic factors such as VEGF. 
It is well established that hypoxia inducible factor 1-α
(HIF-1α) is upregulated and stabilized under hypoxia 
and serves as a positive regulator of VEGF transcrip-
tion (Shweiki et al. 1992; Tsuzuki et al. 2000; Levy 
et al. 1995; Forsythe et al. 1996). On the other hand, 
fundamentally tumor is a consequence of sequential 



Table 1 Endogenous Angiogenesis Inhibitors (EAI)

Factor Structure/biochemistry References

Avascular tissue-derived EAI

Pigment epithelium-derived factor 50 kD protein Dawson et al. (1999)
Troponin I 21 kD subunit of troponin complex Moses et al. (1999)
Angiogenic factor antagonists
sFlt-1 Extracellular domains of Flt-1 (soluble 

VEGFR-1)
Kendall and Thomas (1993)

sFGF receptor 60–85 kD protein Hanneken et al. 1994
Angiopoietin-2 Maisonpierre et al. (1997)
Antiangiogenic cytokines
Interferon-alpha Cytokine Singh et al. (1995) and von Marschall et al. (2003)
Interferon-gamma Cytokine Friesel et al. (1987)
IP-10 C-X-C chemokine lacking ELR motif 

induced by IFN-γ
Cao et al. (1995) and Strieteret al. (1995)

IL-12 Heterodimer of 35 kD and 40 kD subunits Voest et al. (1995) and Sgadari et al. (1996)
IL-1 Cytokine Cozzolino et al. (1990)
IL-4 Cytokine Volpert et al. (1998)
IL-10 Cytokine Huang et al. (1996)
IL-18 Cytokine Cao et al. (1999)
TNF-alpha Cytokine Leibovich et al. (1987) and Roberts et al. (1998)
PF-4 (platelet factor-4) 28 kD heparin-binding protein Maione et al. (1990)
VEGI 174aa cytokine of TNF family Zhai et al. (1999) and Yu et al. (2001)

Proteolytic fragment of proteins

Endostatin 20 kD proteolytic fragment of collagen 
XVIII

O’Reilly et al. (1997)

Angiostatin and plasminogen kringles Proteolytic fragment of plasminogen O’Reilly et al. (1994); Joe et al. (1999); Cao et al. 
(1997)

Serpin Antithrombin 53–55 kD cleaved conformation O’Reilly (1999)
Arrestin 26 kD C NC domain of collagen IV alpha1 

chain
Pablo et al. (2000)

Canstatin 24 kD C NC domain of collagen IV alpha2 
chain

Kamphaus et al. (2000)

Restin 22 kD C-fragment of collagen XV NC 
domain

Ramchandran et al. (1999)

Tumstatin 28 kD NC1 fragment of collagen IV Maeshima et al. (2000)
Vasostatin N-fragment of calreticulin Pike et al. (1998)

Other protein EAI

Endothelial monocyte activating 
polypeptide II

20 kD inflammatory cytokine Schwarz et al. (1999); Berger et al. (2000)

Maspin 42 kD serpin Zhang et al. (2000)
METH1, 2 110 and 98 kD proteins with MP and 

disintegrin-like
Vazquez et al. (1999)

Domains and TSP-1 repeats
PEX C-fragment of MMP-2 Brooks et al. (1998)
Plasminogen activator inhibitor-1, 2 Stefansson et al. (2001); McMahon et al. (2001); 

Mueller et al. (2005)
Prolactin (16 kD fragment) Naturally occurring cleaved N-fragment of 

prolactin
Ferrara et al. (1991); Clapp et al. (1993)

TGF-β1 25 kD, 3 isoforms Chaudhury and D’Amore (1991)
Thrombospondin 1, 2 (TSP-1, 2) 450 kD trimeric glycoprotein Good et al. (1990); Volpert et al. (1995)
Tissue factor inhibitors containing 3 Kunitz-type proteinase 

inhibitor domains
Hembrough et al. (2001)

TIMP-1, 2, 3 8.5, 21 kD Takigawa et al. (1990); Anand-Apte et al. (1997)
Non-protein EAI
1,23-(OH)2-Vit D3 417 Da Oikawa et al. (1990)
2-methoxyestradiol 300 Da estrogen metabolite Fotsis et al. (1994)
ApoE Apolipoprotein E Vogel et al. (1994)
Dopamine Neurotransmitter Basu et al. (2001)
Retinoic acid 300 Da Lingen et al. (1996)
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genetic and molecular alterations. These alterations 
include loss of tumor suppressor genes and activa-
tion of transforming oncogenes. In parallel with this 
process of malignant development is the changed 
balance of angiogenesis promoters and inhibitors. For 
example, functional loss of tumor suppressor genes 
(e.g. p53, PTEN, VHL) has been linked to upregula-
tion of VEGF and downregulation of thrombospondin-1 
(Dameron et al. 1994; Stratmann et al. 1997; Wen 
et al. 2001). Similar changes in the angiogenic profile 
can also result from activation of oncogenes such as 
Ras and epidermal growth factor receptor (EGFR) 
(Watnick et al. 2003; Rak et al. 1995; Arbiser et al. 
1997; Perrotte et al. 1999). In this context, tumor ang-
iogenesis is genetically controlled. Thus, genetic aber-
rations not only trigger surviving and proliferating 
mechanisms within a cancer cell, but also contribute 
to establishing an external angiogenic environment 
required for tumor growth. Such a contribution of 
oncogenes and tumor suppressor genes to the ang-
iogenic phenotype may have important implications 
when considering targeting tumor angiogenesis. One 
implication is, as the genetic alterations evolve over 
the course of tumor progression, that the angiogenic 
profile may change in parallel. Consequently, an 
antiangiogenic strategy might be effective at certain 
stages of tumor development but ineffective at other 
stages. Another implication is that when an antiang-
iogenic approach is designed to only target the endothe-
lial compartment directly (e.g. inducing endothelial 
apoptosis), potentially it could be compromised by 
the surviving or proliferating signal derived from the 
tumor cells. In both cases, a combination of multi-
ple angiostatic approaches, as well as the temporal 
sequence of administrations, might be essential.

Antiangiogenic cancer therapy

Antiangiogenesis is probably one of the most visible 
areas in the field of cancer therapy over the past few 
years. The requirement of blood vessel formation for 
tumor progression makes angiogenesis a reasonable 
therapeutic target. The underlying hypotheses for 
this new modality of cancer therapy are that without 
angiogenesis, a tumor remains in a state of dormancy, 
and that such a dormant state can be established and 
maintained by pharmacological intervention with 

angiogenesis inhibitors. Initially, the primary target 
of antiangiogenic strategies was the tumor associated 
endothelial cells. Because endothelial cells do not 
mutate like malignant cells, in theory antiangiogenic 
therapy does not develop drug resistance when admin-
istered over time, providing an advantage other 
anti-cancer cell modalities. Indeed, this perspective 
was later evidenced in some experimental systems 
(Boehm et al. 1997).

Many antiangiogenic agents have been developed 
in laboratories and pharmaceutical industry thus far. 
The race was preluded by the discovery of the antiang-
iogenic function of several cytokines and agents, which 
had been originally identified as bioactive molecules 
in non-angiogenesis systems. Interferons, interleukin-
12, tumor necrosis factor-α and thalidomide belong 
to this category. While all these “circumstantial” 
antiangiogenic agents were found to be angiostatic 
to various degrees by in vitro or in vivo angiogen-
esis assays, usually it is hard to differentiate their 
antiangiogenic efficacy from other activities. Efforts 
were then shifted to developing agents that specifi-
cally inhibit angiogenic endothelial cells. Although it 
took a long journey to identify such agents, in 1994 
and 1997, respectively, the entire field was excited 
by the discovery of angiostatin and endostatin, two 
endogenous angiogenesis inhibitors found in tumor 
systems (O’Reilly et al. 1994, 1997). Numerous other 
endogenous angiogenesis inhibitors have also been 
identified, and in parallel, pharmacologically designed 
antiangiogenic agents are under active development. 
One interesting example is a neutralizing antibody of 
VEGF, Avastin. Recent human trials have provided 
evidence that Avastin is effective in slowing down 
the progression of late-stage cancers and prolonging 
patient survival (Willett et al. 2004 74,).

Production of endogenous angiogenesis inhibitors 
by tumor cells is an interesting phenomenon. This 
phenomenon was initially derived from early observa-
tions that removal of a primary tumor could promote the
growth of a secondary tumor or metastases, indicating 
an inhibitory effect exerted by the primary tumor. In 
1980s, Gorelik described the observation using the 
Lewis lung carcinoma as a model and initially attributed
it to “concomitant immunity”. Later on, the same group 
noted that the same observation could be made in 
immune-comprised mice, suggesting non-immune 
factors might be involved, with the exact mechanism 
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unclarified (Gorelik 1983; Gorelik et al. 1981). The 
puzzle was then solved, at least partly, by the identifi-
cation of angiostatin by O’Reilly and Folkman in the 
same tumor model. Another endogenous angiogenesis 
inhibitor, a cleaved form of Serpin antithrombin, was 
also identified in a similar system (O’Reilly et al. 
1994). It is yet to be understood, however, why tumor 
cells generate proteins that restrict their own growth. 
Is this an active process, or instead, these inhibitors 
are by-products of the malignant phenotype? Many 
of these endogenous inhibitors are indeed proteolytic 
products of proteinases that are synthesized in tumor 
cells to break down the ECM and thus to promote 
invasion of tumor cells and endothelial cells. There is 
no clear answer to these questions yet. Nonetheless, 
the aforementioned experimental systems might 
represent interesting tools with which potent antiang-
iogenic factors can be developed.

Since tumor angiogenesis is a multi-step process 
involving numerous molecular pathways, a wide vari-
ety of antiangiogenic strategies have been proposed 
and tested to target almost every single pathway 
involved. Examples of these strategies include: (1) 
blockers of endothelial survival and growth factors/
receptors (e.g. VEGF antibody and VEGF receptor 
tyrosine kinase inhibitors); (2) molecules interrupting 
endothelial adhesion or cell–cell interactions (e.g. 
antibodies of integrins); (3) inhibitors of matrix proteases
and ECM breakdown (e.g. MMP inhibitors); (4) a 
class of endogenous angiogenesis inhibitors found 
in various screening system, either circumstantially 
or rational-based, whose molecular mode of actions 
have not yet been completely clarified (e.g. endostatin 
and angiostatin); and (5) “non-specific” angiogenesis 
inhibitors, referring to those cytokines or molecules 
originally identified in biological systems other than 
angiogenesis (e.g. interferons, IL12). Many of these 
agents have been shown to suppress angiogenesis in 
preclinical studies, either by experimental angiogenesis
assays such as the in vivo Matrigel assay and cornea 
vascularization assay, or by testing them in tumor 
animal models. It is of note that approaches combining 
different antiangiogenic agents have also been tested,
and enhancement in the antiangiogenic efficacies has 
been seen in many of these studies. These data might 
indicate either that targeting only one angiogenic 
pathway could be leaky, or that alternative pathways 
are usually available to support angiogenesis. A related 

issue, then, is whether comprehensive, yet efficient, 
approaches can be established to identify synergistic 
interaction among different angiogenesis inhibitors. 
Advances in technology may provide new insights in 
this area. High-throughput drug screening systems may 
be useful in this aspect. New tools of genomics and 
proteomics are also available to facilitate the optimi-
zation of combined antiangiogenic therapy. A recent 
report proposed to employ genomic profiling in iden-
tifying potential synergism between two angiogenesis 
inhibitors (Cline et al. 2002). This approach was 
designed based on the assumption that angiogenesis 
inhibitors with complementary functions should modify 
the expression of different gene subsets in endothelial 
cells. By profiling changes in gene expression using 
microarray and clustering the changed genes, one 
might be able to identify functionally complementary 
antiangiogenic agents. Although many concerns, some 
being fundamental, are to be addressed, it provides a 
prototype of using genomic approach to improve the 
efficacy of antiangiogenic therapy.

One other important advance in the field of 
antiangiogenic cancer therapy is the development of 
metronomic chemotherapy, which refers to using 
conventional chemotherapy drugs in a modified 
administration schedule to shift the therapeutic target 
from cancer cells to endothelial cells (Browder et al. 
2000; Klement et al. 2000). Metronomic schedule 
is usually characterized by low-doses, more fre-
quent administrations and longer overall therapeutic 
courses. Under such antiangiogenic chemotherapy, 
endothelial death precedes the apoptosis of tumor cell, 
no matter whether the tumor cells are resistant to the 
chemotherapy drug or not. These studies are exciting 
because by redirecting chemotherapy against endothe-
lial cells, drug resistance acquired by the malignant 
cancer cells can be overcome.

One notion to be kept in mind is that tumor 
angiogenesis involves not only the endothelial cell 
compartment (and pericytes), but also the tumor 
cells, which supply angiogenic signals. This notion 
gives rise to the development of strategies of suppress-
ing the angiogenic phenotype of tumor cells. In a 
broader sense, approaches designed to interfere with 
molecular pathways (oncogenes, tumor suppressor 
genes, growth factors/receptors) might also be antian-
giogenic because as discussed above, many of these 
pathways are in close association with the angiogenic 
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phenotype of tumor cells. One typical example in this 
context is the anti-EGFR agents, including antagoniz-
ing antibodies, small-molecule inhibitors of EGFR 
tyrosine kinase and antisense constructs. Suppression 
of EGFR activity by these inhibitors has been found 
to lead to angiogenesis suppression, accompanied by 
downregulation of VEGF, IL-8 and MMPs (Perrotte 
et al. 1999; Ciardiello et al. 2001; Huang et al. 2002; 
Li et al. 2002; Kedar et al. 2002). This mode of action 
is designated “indirect” antiangiogenesis, as it inhibits 
the capability of tumor cells to stimulate endothelial 
cells, rather than directly causing endothelial inhi-
bition or death. Indirect antiangiogenic modality, in 
contrast to the “direct” antiangiogenic modality that 
directly causes endothelial inhibition or death, might 
carry the tendency to develop drug resistance, as its 
immediate target is the tumor cells that mutate at high 
frequencies. On the other hand, however, indirect 
antiangiogenesis, when combined with a direct 
antiangiogenic regimen, might enhance the overall 
therapeutic efficacy by cutting down the proangiogenic
stimuli.

Angioprevention

One area of particular interest is using antiangiogenic 
modality for cancer prevention purposes. Treatment 
of advanced cancers has encountered challenges, 
largely due to a relatively large number of genetic 
and molecular abnormalities required for the develop-
ment and maintenance of malignancies. In contrast, 
fewer molecular aberrations are present at the early 
phase of cancer. Recently, chemoprevention, which 
uses natural or synthetic agents with low or no toxic-
ity to prevent, delay or reverse cancer progression, 
is increasingly gaining attention. With the improve-
ment of early detection, the chronic feature of cancer 
might offer a window for early intervention. Because 
the initiation of angiogenesis is an early event dur-
ing tumorigenesis, antiangiogenic strategies might 
be a promising approach to cancer chemoprevention. 
In this regard, the concept of “angioprevention” has 
begun to emerge (Bisacchi et al. 2003). By appropri-
ately using angiogenesis inhibitors at the early stage 
of tumor development, one might be able to prevent 
the angiogenic switch. Key to the success of angiopre-
vention is whether non-toxic and yet effective antian-
giogenic strategies can be identified and developed 

for early intervention. Notably, most of the antiang-
iogenic agents identified so far demonstrate relatively 
less unwanted toxicity compared with conventional 
anticancer chemotherapy. Furthermore, many chemo-
preventive agents originated from natural sources, 
which are carry less toxic than chemotherapy drugs, 
have been found to be antiangiogenic. These features 
appear to be promising.

Response to antiangiogenic therapy: is tumor anti-
antiangiogenic?

The emergence of antiangiogenic therapy adds a new 
field to the “war against cancer”. While this therapeu-
tic modality has begun to show promises, as dem-
onstrated by a large number of preclinical studies 
and some clinical trials, use of antiangiogenic agents 
to treat tumors has proved challenging. Despite 
the initial high expectation, significant inhibition 
of tumor vascularization or progression in cancer 
patients has rarely been evidenced. Moreover, even 
when tested in animal tumor models, the antiang-
iogenic efficacy of angiogenesis inhibitors is not 
always parallel with their in vitro anti-endothelial 
activity. Thus, like all other emerging anti-can-
cer modalities, more in-depth research is urgently 
needed for enhancing the therapeutic efficacy.

Some problems associated with current clinical 
tests are relatively obvious. Lack of appropriate 
surrogate markers makes it difficult to monitor the 
dynamics of, and to evaluate the in vivo effects, 
antiangiogenic treatment. Advances in imaging tech-
nology will help ease the issue. Recent attempts at 
using circulating endothelial cells as a surrogate 
marker has shed light in this area, but further valida-
tion work has yet to be done (Mancuso et al. 2003). A 
second issue related to appropriately designing human 
trials is the limited knowledge on the pharmacokinet-
ics of antiangiogenic agents. As such, optimal timing 
and schedule of antiangiogenic intervention are to be 
identified. Animal studies have suggested that a low-
dose, long-lasting administration schedule might be 
more efficacious than one-bolus use of angiogenesis 
inhibitors (Kisker et al. 2001). It is also likely that 
angiogenesis inhibitors might be more effective in 
early stages of cancer than in terminal diseases when 
a large and complex vasculature has been established. 
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Indeed, patients with terminal cancers have been the 
major target population for almost all completed or 
ongoing clinical trials. Furthermore, the proved 
phenotypic heterogeneity of endothelial cells in dif-
ferent organs or tissues and in different tumor types 
adds another dimension of complexity to the selection 
and use of antiangiogenic agents (Achilles et al. 2001; 
Fidler 2001). In this regard, animal models used to 
screen angiostatic drugs are an influential factor for 
the experimental outcome. A subcutaneous xenograft 
model might respond differently to such drugs than an 
orthotopic model where even the same tumor cell line 
was implanted.

While the above issues are currently under inten-
sive investigation, one subject to which sufficient 
attention has not been paid is whether tumor cells 
per se can act as an impediment to antiangiogenic 
therapy. It is of note that many potent anti-endothelial 
agents fail to replicate their antiangiogenic potency 
in tumor models. When tested in vitro, these agents 
may cause tremendous endothelial inhibition or death. 
They may also display profound inhibitory effects 
on experimental angiogenesis induced by exogenous 
VEGF/FGF in vivo, as demonstrated in the Matrigel 
assay or the cornea assay. However, when used to 
suppress angiogenesis in tumors, they produce modest 
to little antiangiogenic effect. Complete suppression 
of angiogenesis or tumor shrinkage has been uncom-
mon. These observations then led to a speculation 
that the intratumoral endothelial cells might be less 
sensitive to the action of anti-endothelial agents. This 
notion is consistent with the observation that even 
residual tumor cells surviving in a dormant state dur-
ing antiangiogenic therapy could re-initiate profound 
neovascularization (Kendall and Thomas 1993). Thus, 
it is possible that tumor cells not only stimulate 

angiogenesis (i.e. they are angiogenic), but also may 
impede the efficacy of an angiostatic treatment (i.e. 
they are also “anti-antiangiogenic”).

There is one notable difference between tumor-
induced angiogenesis and non-tumor angiogenesis 
(e.g. experimental angiogenesis induced by exoge-
nous VEGF/FGF in Matrigel assay). In the latter case, 
tumor cells may continuously produce large amount of 
proangiogenic factors that support endothelia survival 
and proliferation. This notion was well illustrated by 
our study in which endostatin was used to treat squa-
mous cell carcinoma (SCC) xenograft. We found that 
during the entire course of endostatin treatment, SCC 
cells continuously produced a large amount VEGF 
even though tumor vessel formation was partially 
inhibited by endostatin (Li et al. 2002). Further study 
showed that the systemic level of VEGF produced by 
SCC cells in vivo remained high during endostatin 
monotherapy (Table 2, second column). This is not 
surprising because endostatin only targets endothelial 
cells without affecting the angiogenic phenotype of 
SCC cells. It raises the question whether the molecu-
lar basis for such an “anti-antiangiogenic” phenotype 
can be identified.

As discussed in the first section of this chapter, the 
angiogenic capacity of tumor cells is largely attributable 
to the intrinsic genetic alterations that also contribute 
to the establishment of the malignant phenotype. In 
this context, activated oncogenes and growth factors/
receptors are usually the genetic basis for the ang-
iogenic phenotype. In our SCC model, the 1,483 SCC 
cells of head and neck (SCCHN) were used to establish 
the experimental tumor. Like most of SCCHN cell 
lines, 1,483 cells overexpress EGFR on cell surface. 
Overexpression or overactivation of EGFR is a major 
genetic change found in the vast majority of SCCHN 

Table 2 EGFR-signalling in SCCHN cells sustains a high serum level of VEGF during endostatin monotherapy

 Level of HuVEGF* in mouse serum (pg/ml) during endostatin, EGFR-AS, or combined treatment 

Days of treatment Endostatin treatment EGFR-antisense treatment Combined treatments

Day 1 195.14 ± 14.65 207.33 ± 15.62 (p > 0.05) 187.34 ± 19.34 (p > 0.05)
Day 10 218.85 ± 16.76 (p > 0.05) 153.06 ± 13.76 (p < 0.05) 140.02 ± 11.43 (p < 0.01)
Day 20 233.12 ± 14.53 (p > 0.05) 70.74 ± 10.3 (p < 0.01) 65.21 ± 9.72 (p < 0.01)

*An ELISA kit that only detects human VEGF was used to measure the VEGF in mouse sera, which should specifically determine the 
VEGF secreted by the Human 1,483 HNSCC cells implanted in the mice. p value was calculated by comparing each VEGF concentration
with that of the “Endostatin treatment” of “Day 1” (195.14 ± 14.65 pg/ml), using 2-tail t test.
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and is believed to contribute to SCCHN progression. 
Inhibition of EGFR expression or activity has been 
demonstrated to suppress the growth of SCCHN in vitro 
as well as in vivo (Li et al. 2002). On the other hand, 
experimental evidence has linked EGFR-mediated sig-
nalling to upregulation of proangiogenic factors in vari-
ous types of tumor cells, including SCCHN (Ciardiello 
et al. 2001; Huang et al. 2002; Li et al. 2002; Kedar 
et al. 2002; Huang et al. 1999). Indeed, as shown in 
Table 2 (third column), the systemic level of VEGF 
production in 1483 SCCHN tumor was significantly 
reduced by anti-EGFR treatment. The intratumoral level 
of VEGF was also decreased (Li et al. 2002). Moreover, 
in addition to VEGF, several other proangiogenic fac-
tors, such as IL-8, MMP2 and MMP-9, appear to be 
downstream to EGFR signalling (Perrotte et al. 1999; 
Huang et al. 1999; Bruns et al. 2000). The effects of 
EGFR inhibition on the expression of these factors were 
also confirmed in one of our in vitro studies (Table 3). 
Based on these findings, it is possible that EGFR sig-
nalling, via stimulating and sustaining an upregulation 
of multiple endothelial survival factors, might create an 
intratumoral environment in which endothelial cells can 
survive an  anti-endothelial treatment.

To demonstrate the endothelial survival supported 
by EGFR-signalling in tumor cells, an experimental 
system was designed to mimic the paracrine interac-
tion between SCCHN cells and endothelial cells. In 
this system, endostatin and camptothecin, a general 
apoptosis inducer, were used to induce apoptosis 
of human umbilical endothelial cells (HUVEC), as 
shown in Table 4 (left column). It is of note that the 
conditioned medium (CM) of 1,483 SCCHN cells 

can protect HUVEC from the apoptosis induced by 
camptothecin or endostatin, suggesting a presence 
of endothelial survival factors in CM of 1,483 cells. 
When 1,483 cells were pre-treated with Iressa, an 
EGFR inhibitor that inhibits the phosphorylation and 
activation of EGFR, the endothelial protective func-
tion was diminished, indicating that EGFR-signalling 
in 1,483 cells is responsible for the pro-survival activ-
ity in the CM. These data support the hypothesis that 
by inhibiting EGFR signalling, the anti-endothelial 
efficacies of angiogenesis inhibitors against SCCHN 
can be enhanced. This anti-antiangiogenesis model is 
summarized in Fig. 1.

Whether this model can be generalized to other 
tumor systems, where other oncogenic pathways 
than EGFR might be dominating, is yet to be tested. 
In this regard, however, other oncogenes have also 
been shown to stimulate the expression of endothe-
lial survival/growth factors in tumor cells of various 
tissue or organ origins. It would not be surprising if 
similar observations are made with respect to these 
oncogenes. One important implication suggested by 
this model is that to achieve effective angiogenesis 
inhibition, a combination of anti-endothelial strate-
gies (direct antiangiogenesis) and approaches to sup-
pressing the anti-antiangiogenic phenotype of tumor 
cells (indirect antiangiogenesis) might be necessary 
(O’Reilly 2002). In vivo studies, indeed, have shown 
enhanced antiangiogenic efficacies by this type of 
combined therapies (Ciardiello et al. 2001; Huang et 
al. 2002; Li et al. 2002; Kedar et al. 2002).

The proposed model, as illustrated in Fig. 1, 
has underscored the importance of the endothelial 

Table 3 Modulation of angiogenic factors by EGFR inhibition in 1483 HNSCC cellsa

 VEGF IL-8 MMP-2 MMP-9

 Iressa Antisense Iressa Antisense Iressa Antisense Iressa Antisense

RNA Changeb −54.5% −62.2% −62.8% −57.3% −48.3% −52.4% −73.9% −82.1%
Protein Changec −82.3% −78.2% −38.4% −23.5% −79.3% −68.3% −84.2% −78.9%

a1,483 cells were treated with EGFR tyrosine kinase Iressa (0.5 µM), EGFR-antisense oligonucleotide (1 µg/ml) or vehicle DMSO, 
followed by EGF stimulation (50 ng/ml) for 5 h. RNA was extracted for GEArray assay. Conditioned medium was used for ELISA 
assay. Decreases of EGFR phosphorylation were confirmed by immunoprecipitation.
bRNA levels were examined by GeaArray assay. Effects of EGFR inhibition (Iressa or EGFR-antisense) on the RNA levels of ang-
iogenic factors are presented as percentages decreased relative to the DMSO control, normalized with β-actin mRNA signal as deter-
mined by UVP Imaging Quantification software.
cLevels of angiogenic factors in conditioned medium were determined by ELISA method. Effects of EGFR inhibition (Iressa or EGFR-
antisense) on soluble angiogenic factors are presented as percentages decreased relative to the DMSO control.
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Fig. 1 Schematic illustration of the interaction between SCCHN cells and endothelial cells (EC)

survival/apoptosis cascade in the response of tumor to 
antiangiogenic therapy. At the first look, this appears 
to have overlooked other biological processes such as 
endothelial migration, proliferation and differentia-
tion. Indeed, all these biological processes are required 
for the development of angiogenesis and have become 
targets of antiangiogenic strategies. An interesting 
notion related to this issue is that many, if not all, 
antiangiogenic agents developed thus far seem to be 
pleiotropic modifiers of angiogenesis. Very often 
is an antiangiogenic agent found to simultaneously 
inhibit more than one angiogenic step. Thus, it has 
been  puzzling how one particular agent could effect 
on multiple cellular processes. It remains unclear 
whether one such agent simultaneously acts on dif-
ferent molecular targets, or alternatively, it interferes 
with one cellular mechanism that is critical for all other 
endothelial functions. Apparently, there is no clear-cut 
answer to this question at this moment. However, 
a model suggested by Jimenez and Volpert might 
have provided some interesting insight in this regard 

(Jimenez and Volpert 2001). This model hypothesizes 
that the survival/apoptosis state of endothelial cells is 
a determinant in endothelial functions in the responses 
to angiogenic stimuli. It proposes that once an apop-
totic state is induced, conflicting signals are generated 
“inside the endothelial cell that are incompatible with 
the processes needed to create a complex angiogenic 
response to the angiogenic stimuli.” In this context, 
antiangiogenic agents probably exert their pleio-
tropic activities by triggering the apoptotic cascade in 
endothelial cells, and as a result, the endothelial cells 
fail to go through the angiogenic process, display-
ing a spectrum of angiostatic phenotype: inability to 
migrate, irresponsiveness to mitogenic signals, and so 
forth. According to this model, antiangiogenic agents 
are in essence apoptosis inducers, and the establish-
ment of an apoptotic state is a primary response of 
endothelial cells to antiangiogenic agents. If this holds 
true, then the survival signal provided by the tumor 
cells, should be able to counteract the effect of angio-
genesis inhibitors and thus serve as an impediment to 

Table 4 Endothelial protection activity mediated by EGFR-signaling in SCCHN cells

   CM from Iressa-treated 
 Regular medium CM from 1483 cells 1483 cells

Anti-endothelial agent Camp Endo Camp Endo Camp Endo

Annexin binding 22.4% 58.3% 3.4% 2.3% 19.3% 55.3%
Caspase activation 24.3% 43.1% 3.8% 6.1% 23.1% 34.4%

Camp = camptothecin (2 µM), Endo = endostatin (300 ng/ml). Numbers show the percentages of Annexin+/PI− or activated caspase+ 
HUVEC assessed by flow cytometry
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antiangiogenic therapy. Such an ability of tumor cells 
to impede antiangiogenic therapy appears to overlap 
with the anti-antiangiogenic property highlighted in 
our model.

Summary

Research in the last 30 years has greatly advanced our 
understanding of the mechanisms via which tumor 
angiogenesis is developed. Consequently, antiang-
iogenic therapy is emerging as a novel and potentially 
promising anti-cancer approach. A variety of strate-
gies targeting tumor angiogenesis have been developed
and tested in preclinical and clinical settings. It is 
entirely possible that the use of antiangiogenic 
modality will extend to the area of cancer prevention 
in the near future. Efforts are being made to address 
issues key to the enhancement of antiangiogenic 
and antitumor efficacies. In this regard, how tumors 
respond to antiangiogenic therapy needs to be further 
investigated. Recent research suggests that tumor cells 
could counteract the effects of anti-endothelial inhibi-
tors, i.e. they are not only angiogenic but also anti-
antiangiogenic. The anti-antiangiogenic phenotype of 
tumor cells might be genetically driven. Specifically, 
oncogenic alterations acquired in tumor cells could 
provide surviving signals to endothelial cells and 
confer a resistance to endothelial targeting therapies. 
When using an anti-endothelial treatment, simultane-
ously suppressing the anti-antiangiogenic property of 
tumor cells might be needed. Based on this consideration,
combination of direct and indirect antiangiogenic 
therapies might represent a useful strategy to achieve 
effective inhibition of tumor angiogenesis.
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Abstract: Impaired molecular regulation of active 
(programmed) cell death is one of the most important 
hallmark of cancer. Apoptosis is the best characterized 
biochemical and morphological form of cell death, 
although other forms also exist. Positive regulators of 
apoptosis are often lost or inactivated, while inhibitor 
proteins of apoptosis are often upregulated in cancer. 
Individual variabilities in these molecular strategies 
contribute to the differences in sensitivity to current 
anti-cancer therapies and also provide new existing 
molecular targets for future therapeutic approaches.

Keywords: Apoptosis, programmed cell death, 
necrosis, survival pathways, targetted therapy

Cell birth – via proliferation – and cell death are the 
two endpoints in the control of tissue homeostasis in 
multicellular organisms. Disturbances of either process 
have pathological consequences and can lead, e.g. to 
malformations, neurodegenerative diseases, autoimmune 
diseases or cancer. Till now cell death was considered as 
a dichotomy of apoptosis and necrosis. Whereas apopto-

sis is an inherent, controlled cell death programme, the 
counterpart, necrosis, is a more chaotic and accidental 
way of dying (Danial and Korsmeyer 2004). However, in 
the past few years different forms of non-apoptotic cell 
death also appeared and these should be considered when 
explaining cell killing process (Okada and Mak 2004).

The regulated (programmed) cell death (PCD) has 
an important function: to save the organism against 
unwanted or potentially harmful cells. According to 
the current paradigm the inactivation of PCD is central 
both in the development of cancer and its response 
to therapy (Okada and Mak 2004; Brown and Attardi 
2005). The resistance to cell death – particularly apop-
totic cell death – will lead to one of the most critical 
events in carcinogenesis: the accumulation of genetic 
errors in proliferating cells due to the quantitative or 
qualitative defects of DNA repair leading to genomic 
instability. Cancers with relative resistance to apoptosis 
can withstand significant DNA damage, unfavourable 
environments (as encountered by metastasizing cells) 
and the action of cytotoxic therapy. Research on new 
cancer therapies has therefore focused to reverse this 
resistance and trigger apoptosis in tumor cells.

This short review outlines the main features of dif-
ferent types of cell death in normal circumstances and 
in certain aspects of tumor growth and therapy, includ-
ing certain attempts to induce cell death by modulating 
the activity of those components that are considered as 
key elements in the cell death programs.
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Programs for cell death

It is difficult to give an exclusive definition for PCD, 
because the different death programs have many over-
laps in their signaling pathways. In addition, a cell 
may switch back and forth between different death 
pathways. It is suggested, that the dominant cells 
death phenotype is decided by the relative speed of the 
available programs, and the fastest and most effective 
pathway is usually the prominent.

Apoptotic pathways (caspase-dependent cell death)

Apoptosis is characterized by disintegration of the 
cell into small fragments (“apoptotic bodies”) and 
that can be removed by phagocytosis without inflam-
matory reaction. The apoptotic cascade is initiated by 
two main pathways, involving either the activation of 
cell death receptors to respond to death ligands, or 
the release of cytochrome c from mitochondria. Both 
pathways will trigger a specific family of cystein pro-
teases, the caspases, to execute the self-killing process 
(Hengartner 2000; Degterev et al. 2003).

Cell death receptor (extrinsic) pathway

Cell death receptors appear at the highest level of 
evolution, in mammalian cells. Death ligands are 
cytokines and able to bind to the death receptors and 
start the apoptosis program. Death receptors, -ligands 
and their signal transmitting pathway have the poten-
tial to initiate “self-killing” or to order another cell to 
kill itself (“instructive” apoptosis).

This pathway is regulated by the “death receptors” 
of the TNF-receptor family: FAS (CD95/APO-1), DR4 
(TNF-related apoptosis-inducing ligand receptor 1, 
TRAIL-R1) and DR5 (TRAIL-R2). Death receptors are 
transmembrane glycoproteins, with a death domain in 
the intracytoplasmic part, to transmit the signal. Death 
ligands are also transmembrane proteins liberated from 
the surface mainly by matrix metalloproteases. The 
distribution of the receptors and ligands are different: 
Receptors are present in most tissues, while their ligand 
are expressed only in certain cell types or upon a stress 
stimulus and have systemic toxicity. On the contrary, 
only few normal tissue is sensitive to TRAIL.

When FAS is activated by FASL, caspase-8 will be 
recruited via an adapter molecule FADD (FAS-associated

death domain) to make a death-inducing signalling 
complex (DISC). Here, caspase-8 is activated and 
can subsequently activate caspase cascade leading to 
apoptosis. In certain cells the DISC-mediated apop-
totic signal, i.e. caspase-8 activity is sufficient to fully 
fulfill the cascade (type I cells), while in others the 
contribution of mitochondrial pathway by caspase-8 
cleaved BID is required (type II cells) to amplify the 
apoptotic process. FADD has a unique domain (death 
effector domain, DAD, belonging to the caspase 
recruiting protein family, CARD). The signal  complex 
can contain other proteins as well, supporting or inhib-
iting death receptors (e.g. silencer of death domain, 
SODD; c-FLIP (c: cellular, FADD-like interleukin-1-
β-converting enzyme-inhibitory protein).

All death receptors triggers apoptosis with cytosolic 
death domain-containing adapter protein FADD and 
the FADD interacting caspase-8. The death receptor-
FADD-caspase-8 pathway is called extrinsic pathway. 
FAS and TRAIL receptors form a membrane-associ-
ated complex also with FADD and caspase-8 named 
death inducing signaling complex (DISC). TNFR1 
makes a complex with RIP and TRAF2 at the plasma 
membrane and send signals via the anti-apoptotic NF-
kB pathway, whereas TNFR1 should be internalized 
to form pro-apoptotic complex containing TRADD, 
FADD and caspase-8. In these signaling complexes 
FADD mediates the assembly of procaspase-8 dimers, 
which are maturated by autoproteolysis. Mature active 
caspase-8 can cleave and activate effector caspases, as 
caspase-3 and -7. Furthermore, caspase-8 can cleave 
proapoptotic BCL-2 family member BID producing a 
truncated form (tBID). tBID is translocated to mito-
chondria and activate the intrinsic apoptotic pathway 
through the conformational change of BAX and BAK. 
In the TNFR1 initiated complex TRADD can also 
mediate recruitment of TRAF2, which interferes with 
TNFR1 induced apoptosis partly by inhibiting caspase-
8, partly by the activation of NF-kB. TNFR2, a non-
death domain containing member of the family, has a 
proapoptotic function, recruiting TRAF2/IAP complex, 
triggering its proteasomal degradation, and so liberat-
ing TNFR1 from the inhibitory action of this complex.

Death receptor-mediated apoptosis can be inhibited 
at different level. Proteolitic cleavage or alternative 
mRNA can produce soluble forms of death receptors, 
which can bind to the death ligands outside the cell 
as a protection against membrane-bound receptor 
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activation by consuming the available specific lig-
ands. Furthermore FASL and TRAIL can bind to 
decoy receptors (DcR3 for FASL and DcR1 and 2 for 
TRAIL), however, these receptors have no intracellu-
lar domains necessary for DISC formation, therefore 
they can bind the ligand, but are unable to transmit the 
signal. Another, remarkable inhibitor is c-FLIP, which 
binds to the DISC and inhibits  caspase-8 activation.

Mitochondrial (intrinsic) pathway

The mitochondrial pathway can be induced, e.g. by 
extra- or intracellular stress (hypoxia, DNA-damage, 
insufficient amount of growth factors, etc.). Inducing 
factor could be the p53 activated by DNA damage, 
ceramid, reactive oxygen species, increased intracel-
lular Ca++ concentration, caused by the damage of dif-
ferent cell membranes due to metabolic failures. Some 
agents, as nitrogen-monoxid (NO), may have pro- and 
anti-apoptotic effect as well.

In most cases of PCD the “point of no return” is 
permeabilization of the outer mitochondrial mem-
brane leading to the release of toxic proteins. The 
membrane permeability is controlled by pro-apoptotic 
(e.g. BAX, BAK, BAD, BID, BIM, BMF, NOXA) 
and anti-apoptotic (e.g. BCL-2, BCL-XL) members 
of the BCL-2 family, performing or preventing het-
erodimerization of proapoptotic members. BCL-2 
family members are located into membranes of dif-
ferent cell organelles (mitochondrium, endoplasmic 
reticulum, even in the nucleus). Some of them (e.g. 
BID, BAX, BAD) sit in the cytoplasm and signal is 
required to translocate them into a membrane, usu-
ally into the outer membrane of the mitochondrium. 
All family members contain at least one of the BCL-
2-homologous domains (BH1-BH4). BH3 is responsi-
ble for the anti- or proapoptotic behaviour, and certain 
pro-apoptotic members contain only BH3 domain. 
Functionally VDAC (voltage dependent anionic chan-
nel) and ANT (adeninnucleotide translocator) are 
active participants of the permeability control.

Permeabilization can also be resulted by the open-
ing of a permeability transition pore in the inner mito-
chondrial membrane, which allows the accumulation 
of water and small molecules (up to 1.5 kDa), leading 
to the swelling of the intermembrane space and the 
rupture of the outer membrane. Among the released 
proteins cytochrome c, an important component of 

the respiratory chain, form a complex (“apoptosome”) 
with ATP, APAF-1 (apoptotic protease activating 
factor 1) and caspase-9. Two other mitochondrial 
proteins, Smac/DIABLO and OMI/HtrA2 can inhibit 
the catalytic function of the complex. OMI/HtrA2 in 
this way takes part in caspase-dependent apoptosis, 
but using its protease activity can act as an effector 
in the necrosis-like PCD. Another released protein, 
endonuclease G, can also contribute to both caspase-
dependent and -independent PCD. Apoptosis inducing 
factor (AIF) is normally performs an oxidoreductase 
function in the intermembrane space, but becomes an 
active cell killer when it is released to the cytosol. It is 
translocated to the nucleus, and helps, probably with 
endonuclease G, chromatin condensation and high 
molecular weight (50 kb) DNA fragmentation. This 
activity is regulated by the antiapoptotic heat shock 
protein 70 (HSP70). Several observation support that 
AIF activity can be triggered [e.g. with overactivation 
of poly(ADP-ribose)polymerase I by excessive cal-
cium influx, or in pneumococcus induced apoptosis] 
independently from caspases. It is thought that AIF 
could be a safeguard death promoter in cancer cells 
with faulty caspase activation (Joseph et al. 2002).

Caspases

Apoptosis in mammalian cells is mediated by a fam-
ily of cystein proteases, called caspases. As part of 
the apoptosis control, caspases are initially expressed 
as inactive precursors, procaspases. When initiator 
caspases, as caspase-8 and caspase-9, are activated 
by oligomerization, they cleave the precursor forms 
of effector caspases, such as caspase-3, caspase-6, 
caspase-7. Activated effector caspases further cleave 
various cellular substrates (e.g. DNase from the 
ICAD/CAD complex, or even more procaspases), 
resulting in the well-known biochemical and morpho-
logical changes (e.g. chromatin condensation, nuclear 
fragmentation, DNA laddering) that are associated 
with apoptosis.

Family members of IAP (inhibitors of apoptosis) 
(c-IAP1, c-IAP2, X-IAP, survivin) can bind directly 
to caspases (Degterev et al. 2003; Wang et al. 2004; 
Leist and Jaattela 2001) and inhibit their activity. 
Anti-apoptotic action requires at least one BIR (bacu-
lovirus IAP domain). IAPs are negatively regulated by 
proteins from the mitochondrium, Smac/DIABLO and 
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OMI/HtrA2 using ubiquitinization and proteasome 
degradation. Heat-shock proteins can also interfere 
with apoptosis: HSP27 blocks DAXX or cytochrome 
c, HSP 70 the binding of APAF-1 and procaspase-9, 
HSP90 inhibits the oligomerization of APAF-1, and 
the latter as a chaperon protects the phosphorylated 
form of anti-apoptotic AKT.

It should be mentioned that granzym B, a power-
ful protease, the product of the cytotoxic cells and 
injected into the target cell through a pore-forming unit 
(porin), also can switch on the apoptotic machinery.

Non-apoptotic pathways (caspase-independent 
cell death)

In recent years, it has become evident that although 
caspases are key players in the apoptotic process, 
the caspase activation is not the only determinant 
of decisions in programmed cell death. These 
alternative caspase-independent models include 
autophagy, paraptosis, mitotic catastrophe, and 
apoptosis-like or necrosis-like PCD, as well as 
senesence (Bröker et al. 2005). These potentials 
protect the organism against unwanted cells when 
caspase-mediated pathways fail, but can also be 
triggered by various stimuli.

In a descriptive model cells are divided into four 
subclasses, based on their nuclear morphology (Leist 
and Jaattela 2001). In apoptosis the chromatin is 
condensated in often globular or crescent shaped 
compact figures (stage II chromatin condensation), 
while in apoptosis-like cell death the condensation is 
less compact (stage I). In necrosis-like cell death there 
is no chromatin condensation, but at best, clustering 
to loose speckles, whereas necrosis shows cell mem-
brane rupture with cytoplasmic swelling.

Autophagy (also called type II cell death to distin-
guish it from apoptosis, the type I cell death) eliminate 
long-lived proteins and organelles by sequestering 
them into multimembrane autophagic vesicles to a 
subsequent degradation by the lysosomal system. 
There is evidence that lysosomal degradation of 
organelles is required for cellular remodelling due 
to differentiation, stress or damage by cytotoxins. In 
experimental systems the breakdown of the autophagy 
process, together with the heterogenous disruption of 
the autophagy gene (Beclin 1) may support carcino-
genesis (Qu et al. 2003). AKT can also inhibit the 

autophagy induced proteolysis. On the contrary, tumor 
cells may need autophagy to survive hostile microen-
vironment and cytotoxic therapies. Today, the exact 
role of autophagy in mammalian cell death is still only 
partially understood.

Paraptosis is best described by cytoplasmic vacu-
olation due to the swelling of mitochondria and the 
endoplasmic reticulum. It is mediated by mitogen-
activated protein kinases and switched on by TAJ/
TROY (member of TNF receptor family) and  insulin-
like growth factor I receptor. Paraptosis but not 
apoptosis can be inhibited by AIP1/ALIX, which can 
interact with ALG-2 (calcium-binding death-related 
protein) (Wang et al. 2004; Sperandio et al. 2004). 
This also suggests that paraptosis is different from 
apoptosis. It is still unanswered how far autophagy 
and paraptosis represent independent types of pro-
grammed cell death.

Mitotic catastrophe is caused by mitotic failure due 
to the faulty checkpoints with the threatening possibil-
ity of the appearance aneuploid cells. Morphologically 
mitotic catastrophe is associated with the formation 
of multinucleate, giant cells that contain uncondensed 
chromosomes, and is distinct from apoptosis, necrosis 
or autophagy. It can be mainly triggered by DNA dam-
age as well as agents stabilizing or destabilizing the 
microtubules (Castedo et al. 2004). However, it is still 
debated whether mitotic catastrophe is a fully caspase-
independent type of programmed cell death. Many 
proteins take part in the regulation of G2 and mitotic 
checkpoints, e.g. CDK1 (inhibited by WEE1, MYT, 
and stimulated by CDC25C). If the checkpoint is not 
working properly, the cell can start a premature mitosis 
(aberrant mitosis), before DNA-synthesis is completed 
or DNA-damage is repaired. The same is the conse-
quence of the damage of microtubules or mitotic spin-
dle, caused, e.g. by cytotoxic agents (paclitaxel induces 
an abnormal metaphase in which the sister chromatids 
fail to segregate properly). All mitotic regulators, e.g. 
PLK (polo-like kinase), NIMA (never in mitosis, gene 
A9, Aurora family members, BUB1, can participate in 
mitotic catastrophe. It seems that survivin maintains 
the spindle checkpoint and prevent of accumulation of 
stressed cells that would otherwise undergo aberrant 
mitosis (Carvalho et al. 2003).

Premature senesence (senesence: type of “living 
cell death”) could also be a way to dye, and in that 
sense inhibits tumor development. Cells loosing their 



Apoptosis and cancer 107

proliferative activity enter a form of permanent cell 
cycle arrest (replicative senesence). Senescent cells 
are metabolically active but non-dividing and show 
an increase in size. These cells express senesence-
associated β-galactosidase and this process is gener-
ally p53-dependent. Other cell cycle inhibitors are 
also activated, as CDKNA1 gene (coding p21waf), 
CDKNA2 gene (p16), and retinoblastoma gene. One 
of the main duties of senesence program is to suppress 
tumorigenesis. Therefore, to turn the tumor cells from 
proliferative to senescent phase could be a strategy 
for therapy.

Necrosis is usually the result of extensive cellular 
trauma caused by pathological conditions, as trauma, 
infection, ischemia, etc. The normal physiological 
pathways that essential to maintain cellular homeos-
tasis (regulation of ion transport, pH balance, energy 
production) are severely damaged. The rupture of the 
cell membrane and the release of intracellular compo-
nents into the microenvironment trigger inflammatory 
response (which is absent in apoptotic cell death). The 
molecular program for necrosis is still a mystery.

Organelles in PCD

There is an attempt to classify caspase-independent 
cell death according to the organelles (mitochondria, 
lysosomes, endoplasmic reticulum, plasma mem-
brane) involved. The signals from the different cellular 
organelles are linked and may effect both downstream 
and upstream of each other.

Mitochondria

See above as apoptotic (intrinsic) pathway.

Lysosomes

Recently, it has become evident that lysosomal pro-
teins (e.g. cathepsin B) has an active role in cell 
death induced by several stimuli, including oxidative 
stress, TNF-α, bile salts or chemotherapeutic drugs. 
It seems that partial, selective permeabilization of the 
lysosomal membrane triggers apoptotic-like PCD, 
massive damage of the lysosomes results in unregu-
lated necrosis. Several mechanisms are described to 
achieve this selective permeabilization or to control it 
(e.g. reactive oxygen species, proapoptotic members 

of BCL-2 family, HSP70). Cystein protease cathepsin 
B and L and the asparatic protease cathepsin D are the 
most abundant lysosomal proteases, and cathepsin B 
and D seem to have the most prominent role in apop-
totic- and necrotic-like PCD (Guicciardi et al. 2004). 
In cell lines cathepsin B can act as effector protease 
downstream of caspases and execute cell death inde-
pendently from apoptotic machinery. Another set of 
data showed that lysosomal proteases promote cell 
death indirectly by triggering mitochondrial dysfunc-
tion and release of mitochondrial proteins, moreover 
they directly cleave and activate caspases. It seems 
that lysosomal proteases induce PCD via multiple 
pathways that may overlap with the traditional media-
tors of apoptosis. These mediators may vary depend-
ing on the cell type and the death stimulus.

Endoplasmic reticulum

ER in case of cellular stress can maintain homeostasis 
by withholding protein synthesis and metabolism. If 
the damage to the ER is too severe unfolded protein 
response or release of calcium into the cytoplasm 
can initiate PCD (Breckenridge et al. 2003). This, or 
BCL-2 family member BiM, leads to the activation of 
caspase-12, which in its inactive state is localized at the 
cytosolic face of the ER. Activated caspase-12 triggers 
downstream caspases. However, ER stress can also 
induce permeabilization of the mitochondrial mem-
brane and activate mitochondrial death proteins. BCL-2 
family members and the shifts in cytoplasmic calcium 
ensure cross talks between ER and mitochondria 
(Annis et al. 2004). ER stress via intracellular  calcium 
influx can activate calpains (calcium- activated neutral 
proteases), which act downstream of caspases. Calpains 
are controlled by calpastatin, what in turn inactivated 
by calpain- or caspase-mediated cleavage. Different 
experiments showed the cooperation of calpains and 
caspases, as well as calpains and cathepsins.

Cell death in tumor development and progression

Cancer cells are among the main enemies in a multi-
cellular organism, therefore they must be eliminated. 
If the cell death programs fail to fulfill this task, the 
neoplastic cells will proliferate and accumulate with 
further geno- and phenotypic changes allowing invasion
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and metastatization. Essentially, the loss of PCD pro-
vides a survival and growth advantage.

Antiapoptotic effect of virus proteins

It is trivial that viruses can contribute to tumorigen-
esis. Besides integration into the host genome, certain 
viral proteins have anti-apoptotic effect. It is the inter-
est of the virus to keep the infected cell alive, at least 
for a while, and this function can support the survival 
of cells with DNA-damage. Here only few examples 
are mentioned. KSHV can inactivate p53 by LANA 
(latency associated nuclear antigen of KSHV), and 
caspase-8 by producing v-FLIP. EBV maintain the 
latent infection by the inhibition of a protein kinase 
(by EBER) and inducing BCL-2 (by LMP1). HHV8 
release a BCL-2 homologue protein, HPV E6 blocks 
p53, HTLV Tax protein activates NF-kB and the FASL 
inactivating decoy receptor (DcR3).

Arrest in the cell cycle versus apoptosis

Along the carcinogenesis or after cytotoxic therapy 
there is a critical balance for the damaged cells between 
cell cycle arrest (for DNA repair and survival) and cell 
death. DNA damage activates kinases as ATM (ataxia-
telangiectasia mutated), ATR (ATM and Rad-3 related) 
and DNA-PK (DNA-dependent protein kinase), which 
can directly or indirectly phosphorylate p53. The nega-
tive regulator of this step is MDM-2, which holds p53 
for proteasome degradation. P53 has many functions 
as transcription factor: one of the most important is 
either to stop the cell is cycle (up-regulating p21waf1, 
GADD45) or promote its apoptosis (up-regulating, e.g. 
BAX, NOXA, TRAIL-R2, FAS) (Schuler and Green 
2001; Petak et al. 2001). There are several models to 
explain how cells choose between p53-mediated cell 
cycle arrest and apoptosis, emphasizing the role of the 
extent of DNA damage, the cell types with different 
sets of genes available for p53, or the presence of tran-
scriptional co-factors. The gene encoding p53, TP53, 
is the most frequently mutated gene in human cancers 
(~50%). Furthermore, the activity of wild-type p53 
may be compromised by the loss of positive regulators 
(as p14arf), overactivation of negative regulators (as 
AKT), or by the mutant p53, MDM2, or viral pro-
teins. Activity of p53 is further modulated by different 
regulatory proteins, e.g. ASSP, (apoptosis stimulating 

protein of p53). (The lack of ASSP is responsible for 
the inactivity of wild-type p53 in about 70% of breast 
cancers.) Huge amount of in vitro data support that 
cytotoxic agents are more effective in tumors with 
wild-type p53, however, the clinical relevance of p53 
status in drug sensitivity (or resistance) remains con-
troversial, therefore, need to be determined.

Besides p53, BRCA1 has also been implicated in 
the regulation of apoptosis. BRCA1 may function as 
a sensor of cell stress (DNA-damage). A recent study 
found that BRCA1 acts differently in breast cancer 
cells depending on the cytotoxic agent: increased 
the sensitivity to anti-microtubule agents (paclitaxel, 
vinorelbine), but inhibited apoptosis when etoposide 
or cisplatin were given (Quinn et al. 2003). This sug-
gests BRCA1 could be a useful predictive marker to 
therapeutic response.

Overexpression of anti-apoptotic proteins

In many human tumors the anti-apoptotic regulators 
are frequently overexpressed serving the survival of 
tumor cells (Longley and Johnston 2005). The classical 
example is the constitutively active BCL-2 in follicular 
lymphomas as a consequence of (Sjostrom et al. 2002; 
Nicholson and Anderson 2002) translocation or ampli-
fication of BCL-2. BCL-2 overexpression has also ben 
shown to induce MYC-dependent lymphomagenesis. 
In this case the proliferative potential of MYC is pre-
served, indicating that BCL-2 counteract MYC-induced 
apoptosis. The clinical significance of the overexpres-
sion of decoy receptors (e.g. in colorectal cancers) is 
still not known, but it may influence TRAIL effective-
ness. In vitro studies found that FLIP is overexpressed 
of in various cell lines (melanoma, or Sternberg–Reed 
cells in Hodgkin-lymphoma). Survivin overexpres-
sion has been found in a wide range of human tumors 
in vivo and was identified as being among the most 
common transcripts up-regulated in cancer compared 
with normal tissues. The finding, that clinically the 
low levels of survivin correlated with better response 
to therapy, suggested that it may be a useful clinical 
marker. A firm answer is still missing. In MALT lym-
phoma (MALT: mucosa associated lymphoid tissue) 
the translocation involves cIAP2 and the MLT/MALT1 
genes, producing the caspase-inhibitor cIAP2 and a 
paracaspase (Guicciardi et al. 2004; Sjostrom et al. 
2002). (It is interesting that lymphomas carrying this 
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translocation are resistant to anti-Helicobacter pylori 
therapy.) Melanomas overexpressing ML-IAP proved 
to be more resistant against chemotherapy-induced 
apoptosis, than the non-producers.

Defects in autophagic pathway of protein degrada-
tion might also be connected to cancer. For example, 
autophagy is partly controlled by the PI3K pathway, and 
constitutive activation of PI3K signalling is common 
in human cancers. Such activation could inhibit both 
apoptotic and autophagic cell death. The best evidence 
that impaired autophagy is connected to tumorigenesis 
comes from studies of BECN1 gene, encoding beclin-
1. In mammalian cells beclin-1 interacts with PI3K and 
take part in the induction of autophagy in response to 
starvation. The gene (17q21) is monoallelically deleted 
in many ovarian, breast and prostate cancers.

Decreased production of pro-apoptotic molecules

One of the most prominent pro-apoptotic proteins is 
BAX. In many human tumors BAX gene has loss-of-
function mutations or shifts in the reading frame. In 
metastatic melanoma the tumor cells can escape apop-
tosis by inactivate APAF-1 gene, partly by deletion 
or by promoter methylation. The strategy is similar 
in neuroblastoma, where the caspase-8 gene could be 
deleted or hypermethylated. In about 80% of small-cell 
lung cancer the procaspase-8 activity is very low. FAS 
gene mutation in the death domain region or deletion 
resulting in truncated receptor were observed in multi-
ple myeloma and T-cell leukemia. FAS expression was 
decreased or absent in different tumor types (e.g. hepa-
tocellular cc, colon cc, melanoma) compared to the rel-
evant normal counterpart. Deletions and mutations can 
occur in TRAIL receptors as well. In head and neck 
tumors and in NSCLC the deletion in the 8p21–22 
region involved TRAILR2. Mutations changed the 
death domain (similarly to FAS). In  certain tumors 
the decreased production of a pro-apoptotic protein 
(XAF1, XIAP-associated factor 1) led to the failure 
antagonizing anti-apoptotic XIAP.

Pro-survival signalling (apoptosis is blocked by the 
overproduction of pro-survival signals)

Tyrosine kinase receptors (e.g. EGFR family, 
including EGFR/ERBB1/HER1, HER2/ERBB2/NEU, 
HER3/ ERBB3, HER4/ERBB4) can influence efficacy 

of cytotoxic agents by regulating anti-apoptotic signal-
ling. Receptor dimerization results in cross phosphor-
ylation of the key tyrosine residues in the cytoplasmic 
domain, which offers docking sites for downstream 
signal transducers. Such signals are generated along 
the phosphatydilinositol-3-kinase (PI3K)/AKT (pro-
tein kinase B, PKB) pathway and the STAT (signal 
transducers and activators of transcription) pathway.

Activation of PI3K can lead to phosphatidylinosi-
tol 3,4,5-triphosphate, which translocates AKT to the 
plasma membrane, where it is phosphorylated by 
3-phosphoinositide-dependent kinase I (PDK-1). AKT 
further activates and regulates the function of many cel-
lular proteins, including key regulators of apoptosis, e.g. 
BAD (Longley and Johnston 2005). Phosphorylation of 
BAD stops its inhibition by anti-apoptotic BCL-xL, 
furthermore, can inhibit caspase-9 and activate tran-
scription factor –kB (NF-kB). As a whole, activated 
BAD will work against apoptosis. AKT also effect p53 
activity as it promotes phosphorylation and transloca-
tion of MDM-2 to the nucleus, where it down-regulates 
p53 expression. AKT is frequently activated in human 
cancers due to mutations or amplifications of upstream 
regulators. In vitro studies demonstrated that inhibit-
ing the PI3K/AKT pathway increases the cytotoxic 
effects of different chemotherapeutic agents (Nguyen 
et al. 2004). Recently, in NSCLC patients the phospho-
AKT-positive tumors showed better clinical response 
following gefitinib therapy, than the negative tumors 
(Cappuzzo et al. 2004).

STAT proteins carry cytoplasmic signals from 
growth factor and cytokine receptors to the nucleus 
and activate transcription of various target genes. 
Recruitment of STATs to the activated receptors and 
their phosphorylation is usually mediated by a recep-
tor-associated tyrosine kinase of the Janus kinase 
(JAK) family (Yu and Jove 2004). Persistent activation 
of STATs, especially STAT3 and STAT5 is a frequent 
finding in human cancers due to the constitutive 
activation of upstream tyrosine kinase (similarly to 
AKT activation). Among others STAT3 and STAT5 
can regulate the expression of different anti-apoptotic 
proteins (e.g. BCL-xL, Mcl-1, BCL-2, survivin).

NF-kB is a key player in oncogenesis by promoting 
proliferation and inhibiting apoptosis. NF-kB is not a 
single gene but a family of closely related transcrip-
tion factor genes: NF-kB1 (p50/p105), NF-kB2 (p52/
p100), RELA (p65), c-REL, RELB, which produce 
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seven of proteins with REL homology domain mediat-
ing their dimerization, interaction with specific inhibitors
and DNA binding. NF-kB dimers are mainly cytoplas-
mic kept in a transcriptionally inactive form by IkBs. 
Upon phsphorylation by IkB kinases (IKKs), IkB 
undergo proteasome-dependent degradation and so the 
NF-kB is activated, translocated into the nucleus (Lin 
and Karin 2003; Dolcet et al. 2005). In most instances 
NF-kB has an anti-apoptotic effect by up-regulating 
the expression of various anti-apoptotic proteins: 
e.g. IAPs, TNF-receptor associated factors (TRAFs), 
c-FLIP, BCL-2, BFL-1 (A1), BCL-XL or down-regulate 
pro-apoptotics, e.g. PTEN. (PTEN suppresses the pro-
survival PI3K/AKT pathway.) Whether inducibly or 
constitutively activated, NF-kB seems to be a critical 
factor in drug resistance. In vitro studies demonstrated 
that inhibition of NF-kB can sensitize cancer cells to 
chemotherapy-induced apoptosis. NF-kB is probably a 
major target for proteasome inhibitors, as proteasome 
inhibition prevents degradation of IkB, blocking NF-
kB nuclear translocation (Cusack 2003). In contrast, 
recent evidences support that certain dimers of NF-kB 
could have pro-apoptotic effect, therefore it is pos-
sible, that NF-kB exerts dual function, either activator 
or inhibitor of apoptotic cell death, depending on the 
levels of RELA and c-REL.

Therapeutic induction of tumor-cell death

Development of cancer is partly due to the failure to 
eliminate damaged cells by the apoptotic program, 
either because the program is faulty, or the overproduc-
tion of survival factors inhibit the function of otherwise 
existing program. Since the cancer cell’s susceptibility 
to apoptosis is severely compromised, other forms of 
cell killing become more important in a response to 
DNA-damaging (cytotoxic) agent. Success of chemo-
therapy is largely dependent on the ability of cytotoxic 
agents to induce cell death. Majority of agents trigger 
mitochondria pathway, but the death receptors are also 
involved. Recent evidences suggest that certain forms 
of chemotherapy induced cell death are more apopto-
sis-like/necrosis-like PCD than apoptosis or necrosis. 
It is a question, what will determine the form of cell 
death induced by a particular chemotherapeutic agent 
or radiotherapy? Presumably it depends on the context, 
including cell type, the type of DNA damage to which 

the cell is exposed or the dose of the agent (Bröker 
et al. 2005; Abend 2003).

There are normal tissues (e.g. thymocytes, sperma-
togonia, hair-follicle cells, stem cells of the small intes-
tine and bone marrow and tissues of the developing 
embryos) which are sensitive to the induction of apop-
tosis by DNA-damaging agents. Tumors originated 
from these tissues (e.g. lymphomas, some hematologi-
cal tumors) are also sensitive to DNA-damaging cyto-
toxic agents. The induced apoptosis is p53-dependent, 
therefore if this pathway is inhibited (e.g. p53 mutation, 
BCL-2 overexpression), the sensitivity to the treatment 
will decrease (Gudkov and Komarova 2003). In solid 
tumors, however, the main reason for cell death is not 
the induction of apoptosis. Although it can happen, 
but mitotic catastrophe or senesence-like irreversible 
growth arrest are more frequent. It has been shown in 
vitro and in vivo that changing the sensitivity to apop-
tosis will not influence the overall sensitivity of these 
tumor cells to cytotoxic treatment. One can conclude 
that the view which made apoptosis synonymous to 
“cell killing” and any manipulation that altered the level 
of apoptosis was considered a way to reach a similar 
change in the overall cell killing, is probably wrong. It 
would be a consequence that other types of cell death 
should be involved and also that the resistance to ther-
apy is not explained by inadequate apoptosis program. 
Nevertheless, considering the importance of this issue, 
more preclinical and clinical data are needed to make 
firm, clinically useful  statements.

Induction of pro-apoptotic effect

Therapy by targeting or inducing death receptors

Targeting and activation of death receptors to induce 
apoptosis as a therapeutic goal has received enormous 
interest over the past decade, when it was proved that 
death receptor ligands and cytotoxic agents operate 
via the same mechanism, by inducing PCD, often in 
a cooperative manner. The problems for protein-based 
and virus-based gene therapy are similar: improving 
delivery and tumor-directed actions, preventing off-
target action, and preventing or reducing immuno-
genicity of the used therapeutics (Wajant et al. 2005).

FAS/FASL The loss of the death-receptor expression 
have been reversed by chemotherapy and the FAS-
negative tumor cells expressed FAS. Such  induction 
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is usually p53-dependent, but in p53-mutated tumors 
 interferon-γ can make the stimulation of FAS expression. 
This explains how interferon-γ increases the therapeutic 
effect of 5-fluorouracil (Schwartzberg et al. 2002).

It would be a good idea to give death-ligand, if the 
tumor cells have death-receptor. Recombinant death 
ligands and agonistic antibodies worked effectively 
in vitro inducing and/or supporting chemotherapy-
induced apoptosis. However, activation of FAS as a 
therapeutic action was challenged due to the acute 
hepatotoxicity of FAS-agonistic antibodies. Therefore, 
the principal aim is to avoid the unwanted side-effects. 
The soluble, trimeric FASL has no bioactivity per se, 
but becomes activated, when immobilized by binding 
to the extracellular matrix. Immobilization of FASL 
was achieved with a trimeric fusion protein, consisting 
an antibody domain-recognizing tumor stroma marker 
fibroblast activation protein (FAP) and soluble FASL. 
The anti-FAP-FASL fusion protein showed no hepato-
toxicity or systemic toxic effect in mice. It is a question 
how active is this fusion protein in the local activation 
of FAS. Another possibility to circumvent systemic 
side-effects in gene therapy is the use adenovirus vector 
for targeting with inducible and/or tissue-specific pro-
moters. The usefulness of this method in vivo has not 
been shown yet. Limitations of the broader clinical use 
are the inefficient delivery to the target, strong immu-
nogenicity and inflammatory response. Intratumoral 
application can reduce these obstacles (Moon et al. 
2003). Further possibility is to use FAS-specific anti-
bodies, that, for poorly understood reasons, have tissue-
restricted agonistic properties. Future studies will show 
whether such antibodies can make clinical use.

TRAIL Nowadays TRAIL is probably is the best 
candidate of a death ligand for systemic administration. 
In normal (non-transformed) cells apoptosis induction 
by soluble TRAIL is prevented by an unknown mech-
anism what is missing or less active in tumor cells. It 
seems that aggregated (cross-linked) TRAIL variants 
are more efficient than the non-aggregated TRAIL, 
but serious side effects can be expected. The task is to 
ensure strictly tumor localized action of such reagents. 
Trimeric single chain antibody-TRAIL fusion proteins 
(immobilized on the cell surface as FASL, see above) 
activate TRAILR2 more efficiently target antigen 
expressing than non-expressing cells, although they 
are equally TRAIL sensitive. The potential systemic 
toxicity of trimeric TRAIL variants when combined 

with cytotoxic agents is only begun to study in pre-
clinical models. For example, proteasome inhibitors, 
which are often used to sensitize tumor cells for apop-
totic action of TRAIL, also makes non-transformed 
cells sensitive to TRAIL-induced apoptosis (Leverkus 
et al. 2003). To fully activate the TRAIL receptors on 
tumor cells may require to stimulate with transmem-
brane TRAIL and/or to sensitize the cells for death 
receptor-induced apoptosis, e.g. by cytotoxic drugs. 
It is important to avoid hepatotoxicity and systemic 
side effects. In animal model the local administration 
of transmembrane TRAIL encoding adenovirus pro-
duced strong anti-tumoral effect. Studies are at early 
phase with TRAILR-specific antibodies.

In preclinical studies TRAIL proved to be effec-
tive, e.g. in glioma and colon cc, while in breast can-
cer the result was dependent on the chemotherapeutic 
drug used in the combination: effect of doxorubicin 
and 5-fluorouracil was enhanced by TRAIL, but not 
with melphalan, methotrexat or paclitaxel. In certain 
tumor cell type the contribution of the mitochondrial 
apoptotic pathway was necessary, which predict that 
the TRAIL will not be effective in all tumor types.

Other attempts

A peculiar way to increase the probability of apoptosis 
induction is the artificial enhancement of mitochon-
drial membrane permeability (e.g. by lodinamine, 
arsenit, betulinic acid, CD437, amphipatic cationic a-
helical peptide), which would promote the escape the 
pro-apoptotic molecules, if the conventional chemo-
therapy fails.

Replacement of missing or inactive pro-apoptotic 
molecule is still a challenge. In experimental systems 
the introduction of BAX gene using an Ad-DF3-BAX 
vector-gene complex destroyed almost all implanted 
tumor cells. Another option is to decrease the methy-
lation (e.g. by 5-aza-deoxy-cytidine), when the pro-
moter region of a pro-apoptotic gene (e.g. caspase-8) 
is hypermethylated.

Inhibition of antiapoptotic effect

Antisense therapy

With the revolutionary development of high- throughput
genomic, transcriptomic and proteomic technologies, 
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hundreds of potential therapeutic targets have been 
identified. Many of these gene products are not eas-
ily reached by small molecules or antibodies, and 
so other strategies to influence gene-expression are 
attractive. Known nucleotide sequences of a given 
gene offer the possibility to rapidly design antisense 
oligonucleotides (ASO) or short interfering RNA 
(siRNA) duplexes. The better chemical modifications 
of ASO increase resistance to nucleases, prolong 
tissue half-lives and improve scheduling. Recent 
clinical trials support the activity of these drugs to 
effectively suppress target-gene expression (Gleave 
and Monia 2005).

Among the most promising targets for antisense 
therapy are anti-apoptotic regulators overexpressed 
during tumor development (e.g. BCL-2, BCL-XL, sur-
vivin, XIAP, MCL-1). G3139 (oblimersen, Genasense, 
Genta) is a first generation 18-mer phosphorothioate 
ASO, complementer to the first six codons of the ini-
tiating sequence of human BCL-2 mRNA. Promising 
preclinical results allowed to start clinical studies and 
they still continue in Phase I-III trials in different 
tumor types, in combination with different cytotoxic 
agents (Rai and Moore 2004; Chanan-Khan 2005; 
Chi et al. 2003). BCL-XL is another anti-apoptotic 
member of BCL-2 family and in certain tumors both 
BCL-2 and BCL-XL are overexpressed. A bispecific 
ASO targeting both molecules was recently tested 
as a second-generation 2 -MOIE modified ASO, and 
found to be a powerful inhibitor of BCL-2, BCL-XL

and MCL-1. Similarly, an ASO was developed against 
MCL-1, which acts as an anti-apoptotic agent, het-
erodimerizing with proteins known to promote apop-
tosis. Survivin, a member of IAP family, is expressed 
at a high level in various human tumor types (e.g. 
lung colon, pancreas, breast, prostate). Survivin anti-
sense (LY2181308) showed pro-apoptotic activity in 
tumor cell line, including the sensitization of tumor 
cells to chemotherapy-induced apoptosis (e.g. in non-
Hodgkin lymphoma) (Ansell et al. 2004). Further 
apoptosis-related targets for ASOs are, e.g. XIAP 
(AEG35156/GEM640, Aegera Therapeutics), clus-
terin (OGX-011, OncoGeneX Technologies), STAT3 
(ISIS 345794), HSP27 (OGX-427, OncoGeneX 
Technologies), MDM2 (GEM240, Hybridon). As is 
true for clinical development of all targeted therapies, 
important issues include optimal biological dose, 
relevance in the patient population being studied, and 

rationales for combination strategies to yield unam-
biguous end points.

RNAi targeting c-FLIP dramatically sensitizes 
colon cancer cell lines to 5-FU, oxaliplatin and CPT-
11. FLIP can inhibit the perforin–granzym B path-
way. Overexpression of survivin has been shown to 
challenge chemotherapy-induced apoptosis in vitro, 
which was overruled by RNAi targeting (Nakamura 
et al. 2004).

Inhibition of the survival pathways, e.g. inhibition 
of the lipid-kinase route (PI3K-AKT-TOR) is probably 
an efficient indirect way to help cell death induction. 
It is highly possible, that this mechanism is at least 
partly responsible for the therapeutic effectiveness 
of tyrosine-kinase inhibitors, as imatinib (Gleevec) 
targeting BCR-ABL fusion product.

Conclusion

At the advent of targeted tumor therapy we have to 
learn more about those mechanisms which are mainly 
responsible for tumor growth and progression. Cell 
death is a critical cellular phenomenon, and today the 
monopolium of apoptosis seems to be shaken. Certain 
technologies of a therapy based on the stimulation of 
death are already known, and many of these are over 
the preclinical stage and entered into the clinical trials.
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Abstract: Activated stromal cells, e.g. inflammatory 
cells, fibroblasts and vascular cells, present in tumour 
microenvironments profoundly influence neoplastic 
development and progression to the tumour state. 
Macrophages are multifunctional immune cells that 
often constitute a major component of the inflam-
matory cell repertoire associated with premalignant 
and malignant tissues. Macrophages are recruited 
from the blood circulation by tumour-derived che-
moattractants and preferentially localize to hypoxic 
tumour regions. Depending on their activation sta-
tus and microenvironment, macrophages can impact 
tumour development and progression by either posi-
tive or negative mechanisms. Based upon this dual-
ity, the macrophage balance theory was proposed to 
emphasize complex relationships between tumour-
associated macrophages and neoplastic cells. When 
appropriately activated, as during acute inflammatory 
responses, macrophages manifest an M1 phenotype 
and gain tumouricidal capacities; however, under 

adverse  conditions present within tumour microenvi-
ronments, macrophages adopt an M2 phenotype and 
functionally contribute to neoplastic progression and 
overall tumour development.

Keywords: Angiogenesis, Cancer, Inflammation, 
Macrophage, Metastasis

Introduction

Macrophages are the major terminally differentiated 
cells of the mononuclear phagocyte system (Janeway 
et al. 2001). They are released from bone marrow 
as immature monocytes and circulate in the blood-
stream before entering tissues (Gordon 2003). After 
extravasation from the blood vasculature, monocytes 
undergo final differentiation into resident organ spe-
cific macrophages (Mantovani et al. 2007) such as 
alveolar macrophages in lung, Küpffer cells in liver 
and osteoclasts in bones. Macrophage literally means 
“big eater”. Initially, macrophages were described as 
cells specialized in uptake and digestion of foreign 
intruders and removal of dead cells; however, our 
knowledge of the vast repertoire of functions they 
regulate has expanded significantly.

Macrophages are versatile cells with capability 
to adapt their metabolism, phenotype and functional 
capacities to their microenvironment. As a consequence
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of this flexibility, macrophages survive and function 
under adverse circumstances, including healing wounds 
and hypoxic areas within tumours (Lewis et al. 1999; 
Crowther et al. 2001). Macrophages require activation 
in order to exhibit their cytotoxic activity (Gordon 
2003; Mantovani et al. 2002). Appropriately activated 
macrophages can exert direct cytotoxic effects on 
“abnormal” cells, phagocytose and process foreign 
material, debris and dead cells, and present antigens 
to lymphocytes, thus linking the innate with the 
adaptive immune system (Gordon 2003; Mantovani 
et al. 2002). In addition, macrophages produce vari-
ous factors, including pro-and/or anti-inflammatory 
cytokines, chemokines, proteases, reactive oxygen 
species (ROS) and growth factors (Gordon 2003; 
Mantovani et al. 2002) thereby influencing a wide 
array of cells and processes in their local microen-
vironment; thus, macrophages are considered crucial 
players in diverse physiological and pathological 
processes including wound healing (Crowther et 
al. 2001), asthma (Poulter et al. 1994) and cancer 
(Mantovani 1994; Mantovani et al. 1992).

Cancer is a progressive disease typically requiring 
initial mutations in proliferating cells that are neces-
sary but not sufficient for progression to the tumour 
state (Hanahan and Weinberg 2000). Additional 
genetic and epigenetic changes render initiated cells 
self-sufficient for growth, insensitive to growth-
inhibitory signals and resistant to programs of termi-
nal differentiation, senescence or apoptosis (Hanahan 
and Weinberg 2000) that together support unlimited 
self-renewal, activation of angiogenic and tissue 
remodeling programs and the ability to survive and 
invade into ectopic tissue environments (Hanahan 
and Weinberg 2000; Bissell and Radisky 2001). 
While tumours are composed of neoplastic cells, 
they also contain a diverse array of activated stro-
mal cells, including endothelial cells forming the 
blood vasculature and lymphatics, fibroblasts and 
immune cells, all of which co-exist in a dynamic 
extracellular matrix (ECM) that together foster cancer 
development. Macrophages compose a large per-
centage of the total immune cell repertoire in many 
tumour types (Coussens and Werb 2001; Balkwill 
and Mantovani 2001; Ishigami et al. 2003; Noguchi 
et al. 2003; Li et al. 2002; Hamada et al. 2002; Funada 
et al. 2003; Lewis and Pollard 2006) and accumulating
clinical data suggest that their presence influences 

tumour development by both pro- and anti-tumour 
mechanisms (Mantovani 1994; Mantovani et al. 1992; 
Bingle et al. 2002; Ohno et al. 2002). In human 
gastric cancer, the degree of macrophage infiltration 
positively correlates with worse clinical outcome 
(Ishigami et al. 2003). Likewise, clinical prognosis 
of patients with renal cell carcinoma containing high 
numbers of tumour-associated macrophages (TAMs) 
is poor (Hamada et al. 2002), and in patients with oral 
cancer, abundance of TAMs is associated with local 
invasion and increased vessel density (Li et al. 2002). 
In contrast, other studies have described a beneficial 
effect of macrophage infiltration in human cancer. 
The overall survival rate of patients with colorectal 
cancer containing high numbers of tumour-infiltrating 
macrophages and CD8+ T cells is higher than those 
with low numbers of macrophages and CD8+ T cells 
(Funada et al. 2003). In addition, the number of intra-
tumoural CD68+ macrophages is significantly greater 
in esophageal carcinoma patients without lymph node 
metastasis (Noguchi et al. 2003). The exact cellular 
and/or molecular mechanisms underlying these con-
tradictory correlations between macrophage infiltra-
tion and tumour progression remain to be elucidated; 
however, it is likely that the dual role of macrophages 
during tumour development owes to their activation 
and differentiation status. In this chapter, we discuss 
the controversial relationship between tumours and 
macrophages, mechanisms by which macrophages are 
recruited towards neoplastic tissues and the influence 
of the tumour microenvironment on their differentia-
tion and activation status, as well as how pro- and anti-
tumour functions of macrophages either contribute to 
or retard neoplastic development.

Recruitment of macrophages to neoplastic lesions

Neoplastic cells and activated stromal cells present in 
tumour microenvironments secrete a diverse array of 
polypeptide growth factors, cytokines and chemokines 
that regulate recruitment of leukocytes (Mantovani 
1994; Balkwill and Mantovani 2001; Baggiolini and 
Loetscher 2000; Zlotnik and Yoshie 2000; Payne and 
Cornelius 2002; Silzle et al. 2003) (Table 1), the pres-
ence of which can differentially regulate either pro- or 
anti-tumourigenic programs. Accumulation of mac-
rophages is a common phenomenon in many human 
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Table 1 Regulation of differentiation, recruitment and activation of TAMs by mediators and conditions in vitro and in vivo

Mediators and 
 conditions Source

References

Macrophage response in vitro in vivo

CCL2 (MCP-1) Neoplastic cells 
Endothelial
cells Fibroblasts 
Inflammatory cells 
(including TAMs)

• Recruitment Silzle et al. (2003) Negus et al. (1995, 1997); 
Monti et al. (2003); 
Sato et al. (1995); 
Wong et al. (1998); 
Ueno et al. (2000); 
Riethdorf et al. (1996); 
Leung et al. (1997); 
Ohta et al. (2003); 
Nesbit et al. (2001)

CCL5 (RANTES) Neoplastic cells • Recruitment
• Production of MMP-9

Azenshtein et al. (2002); 
Luboshits et al. (1999)

Negus et al. (1997); 
Luboshits et al. (1999); 
von Luettichau et al. 
(1996); Mrowietz et al. 
(1999)

CSF-1 Tumour • Recruitment
• Prolonged survival

Tang et al. (1992); Scholl 
et al. (1994); Lin et al. 
(2002)

CCL3 and/or CCL4 Neutrophils • Recruitment von Stebut et al. (2003)
Hypoxia Low oxygen levels in 

center of tumours or 
experimentally induced 
hypoxia

• Accumulation due to 
recruitment and/or 
retention

Lewis et al. (1999); Rofstad 
et al. (2002); Maity and 
Solomon (2000); Turner 
et al. (1999); Negus et al. 
(1998); Butterick et al. 
(1981); Cazin 
et al. (1990); Ghezzi 
et al. (1991); Scannell 
et al. (1993); Yun et al. 
(1997); Tsukamoto 
et al. (1996); Guida and 
Stewart (1998); 
Leeper-Woodford and 
Mills (1992); te Koppele 
et al. (1991); Yu et al. 
(1998); Harmey et al. 
(1998)

Lewis et al. (1999); Negus 
et al. (1997); Leek 
et al. (1999); Lewis et 
al. (2000); Angermuller 
et al. (1995)

• Morphological
changes

• Change in cell surface 
marker expression

• Escape of apoptosis
• Switch to anaerobic 

glycolytic pathway
• Change of cytokine 

expression profile and 
phagocytotic activity

• Induction of 
transcription factors

VEGF Xenografts and 
melanomas engineered 
to overexpress VEGF-C

• Recruitment Kappel et al. (1999) Duyndam et al. (2002); 
Skobe et al. (2001); 
Takahashi et al. (2003); 
Gabrilovich et al. 
(1996)

(Continued)
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tumours, suggesting that signals from the tumour 
microenvironment trigger either their recruitment 
from ECM or blood circulation or, alternatively, regu-
late their retention, proliferation and/or differentiation 
at the neoplastic site.

Recruitment by chemokines and cytokines Chemokines
are structurally related small polypeptide signal-
ling molecules classified into four families based on 
amino acid sequence similarities: CXC, CC, C and 
CX3C (Zlotnik and Yoshie 2000). They were origi-
nally named according to their function or expression 
profile, but recently a more systematic nomenclature 
was proposed (Zlotnik and Yoshie 2000). Chemokines 

bind to and activate chemokine receptors, e.g. small 
GTP-binding protein coupled seven-transmembrane 
domain receptors (Murphy 1996). Chemokine recep-
tors are expressed on diverse cell types common 
to neoplastic environments, including inflammatory 
cells, fibroblasts, endothelial and neoplastic cells 
(Homey et al. 2002).

CCL2 (monocyte chemoattractant protein-1, 
MCP-1) is a member of the CC chemokine family and 
a potent chemoattractant for monocytes (Yoshimura 
et al. 1989; Roth et al. 1995; Sozzani et al. 1995; Lu 
et al. 1998; Chae et al. 2002). CCL2 is expressed in 
a variety of human carcinomas, including ovarian 
(Negus et al. 1995, 1997), breast (Ueno et al. 2000) 

• Inhibition of 
maturation

• Expression of TF
IL-6 Neoplastic cells • Inhibition maturation Menetrier-Caux et al. (1998)
M-CSF Neoplastic cells • Inhibition maturation Menetrier-Caux et al. (1998)

• Blocking APC 
function

Decoy receptor 3 Tumours • Skew T cell responses 
to Th2

Chang et al. (2003)

• Impaired phagocytic 
activity

• Impaired production 
free radicals and 
pro-inflammatory
cytokines (in vitro)

Unknown mediators Tumours • Shift from M1 to M2 
phenotype resulting in 
production of IL-10, 
TGF-β

Mantovani et al. (2002); 
Kambayashi et al. (1995); 
Loercher et al. (1999); 
Blot et al. (2003); Mytar 
et al. (2003); Chang et al. 
(2001); Lwaleed et al. 
(2001); Torisu et al. 
(2000); Ko et al. (2002); 
Sica et al. (2000)

Mantovani et al. (2002); 
Sica et al. (2000); Ibe 
et al. (2001); Maeda 
et al. (1995); Dinapoli 
et al. (1996); Andrade 
et al. (1992); Jenkins 
et al. (1995); Thomsen 
et al. (1995)

TGF-β and/or IL-10 Neoplastic cells • Reduction in TNF-α
production

Kambayashi et al. (1995); 
Sica et al. (2000)

Maeda et al. (1995); Sica 
et al. (2000)

MIF Neoplastic cells Tumours 
Macrophages

• Stimulation of 
phagocytosis

• Increase of cytolytic 
activity

• Stimulation of TNF-α
release

Onodera et al. (1997); Pozzi 
and Weiser (1992); Ren 
et al. (2003)

Onodera et al. (1997); 
Ren et al. (2003); 
Meyer-Siegler and 
Hudson (1996); 
Shimizu et al. (1999)

Table 1 Regulation of differentiation, recruitment and activation of TAMs by mediators and conditions in vitro and in vivo — Cont'd

Mediators and 
 conditions Source

References

Macrophage response in vitro in vivo
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and pancreatic (Monti et al. 2003), as well as gliomas 
(Leung et al. 1997), meningomas (Sato et al. 1995) 
and lymphoepithelioma-like carcinoma of the lung 
(Wong et al. 1998). For some tumour types, a positive 
correlation has been observed between CCL2 levels 
and abundance of tumour-associated macrophages 
(TAMs) which, depending on the tumour type, reflects 
either a positive or negative clinical outcome (Monti 
et al. 2003; Sato et al. 1995; Ueno et al. 2000; Leung 
et al. 1997; Ohta et al. 2003). In human gastric and 
breast carcinoma for example, high levels of CCL2 
correlate with macrophage infiltration, high levels 
of vascular endothelial growth factor (VEGF) and 
increased microvessel density (Ueno et al. 2000; Ohta 
et al. 2003), that together direct a pro-tumour effect by 
positively regulating angiogenesis. In contrast, in pan-
creatic cancer high serum levels of CCL2 positively 
correlate with TAM infiltration and are associated 
with higher survival rate following surgical resection 
(Monti et al. 2003). Thus, CCL2 expression correlates 
with recruitment of macrophages towards neoplastic 
lesions, the biological outcome and significance of 
which, however, remains unclear.

Monocytes can elicit either proliferative or apop-
totic regulatory effects on target cells dependent upon 
many factors including the repertoire of chemokine 
receptors expressed on the cell surface, as well as 
the local chemokine environment; thus, local chem-
okine concentration as well as chemokine diversity 
is important. Experimental mouse models of human 
cancer development have been utilized to address 
some of these ambiguities regarding how chemok-
ines, specifically CCL2, regulate TAM infiltration 
by manipulating either chemokine or chemokine 
receptor expression. Using an experimental model 
of melanoma development, it was demonstrated that 
local concentration of CCL2 was important for regu-
lating macrophage infiltration, the degree of which 
profoundly affected tumour formation capability 
(Nesbit et al. 2001); melanoma cells with low CCL2 
expression induce a modest monocyte infiltration and 
tumour growth, while high CCL2 production results 
in extensive macrophage infiltration and subsequent 
tumour destruction (Nesbit et al. 2001), suggesting 
a concentration dependent balance for the biological 
function of CCL2. Although the exact molecular and/
or cellular mechanisms regulated by variable CCL2 
concentration are still largely unknown, it has been 

speculated that macrophage-derived tumour necrosis 
factor alpha (TNFα) plays a central role in regulating 
the ambigious effects of CCL2 (Sato et al. 1986; 
Leibovich et al. 1987; Fajardo et al. 1992). Supporting 
data has emerged from studies demonstrating that 
low levels of macrophage-derived TNFα stimulate 
migration of endothelial cells, thereby activating ang-
iogenesis, whereas high levels of TNFα are known to 
inhibit endothelial cell proliferation, thereby inhibit-
ing angiogenesis (Sato et al. 1986; Leibovich et al. 
1987; Fajardo et al. 1992). Low levels of tumour 
derived CCL2 triggered modest monocyte infiltra-
tion into the tumour, which subsequently resulted 
in modest TNFα (Nesbit et al. 2001). These mod-
est TNFα levels resulted in activation of angiogen-
esis and thereby supported tumour growth (Nesbit 
et al. 2001). In contrast, high levels of CCL2 induced 
extensive monocyte infiltration resulting in high 
levels of TNFα, subsequently inhibiting angiogen-
esis and tumour growth (Nesbit et al. 2001). Taken 
together, these data suggest that the abundance of 
macrophages recruited towards neoplastic lesions 
is critically dependent on local expression levels of 
CCL2 that in turn affects the pro- and/or anti-tumour 
effects of macrophages dependent upon local levels of 
bioavailable TNFα.

Chemokines are not only expressed by neoplastic 
cells in developing tumours, but their expression can 
also be induced in activated fibroblasts and endo-
thelial cells, as well as in other inflammatory cells 
and TAMs themselves thereby providing a positive 
amplification circuit for further macrophage recruit-
ment (Silzle et al. 2003; Wong et al. 1998; Ueno 
et al. 2000; Riethdorf et al. 1996; Leung et al. 1997). 
The significance of chemokine expression emanating 
from activated stromal cells has been addressed exper-
imentally. In a coculture system, it was observed that 
human breast carcinoma-associated fibroblasts medi-
ate recruitment of macrophages via induced expres-
sion of CCL2, as neutralization with CCL2-specific 
antibodies blocked recruitment (Silzle et al. 2003), thus 
underscoring the participation of stromal cells, such as 
fibroblasts, in the recruitment of macrophages towards 
neoplastic lesions. Taken together, these experimental 
data and clinical correlates suggest that CCL2 is a key 
player regulating macrophage recruitment into neo-
plastic microenvironments. Once macrophages have 
entered the tumour microenvironment, downregulation 
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of cell surface expression of CCR2 might provide a 
possible mechanism for their retention in tumours 
(Sica et al. 2000). The fact that CCL2 also plays a 
key role in macrophage recruitment into tissue during 
acute inflammatory responses (Lu et al. 1998; Chae 
et al. 2002; Boring et al. 1997) suggests that CCL2 and 
TAM recruitment pathways are conserved in chronic
inflammation associated with neoplastic progression.

CCL5 (RANTES) is another chemokine that has 
gained attention for its role in regulating macrophage 
recruitment (Negus et al. 1997; Azenshtein et al. 2002; 
Luboshits et al. 1999; von Luettichau et al. 1996; 
Mrowietz et al. 1999). Similar to CCL2, CCL5 expres-
sion is increased in several human cancers, including 
ovarian and breast carcinoma and melanoma (Negus 
et al. 1997; Luboshits et al. 1999; von Luettichau 
et al. 1996) where elevated expression levels correlate 
with worse clinical outcome (Luboshits et al. 1999). 
In vitro experiments have demonstrated that CCL5 
produced by breast carcinoma cells induce monocyte 
recruitment (Azenshtein et al. 2002), while increased 
expression of CCL5 by human melanoma cells in vivo
correlates with increased tumourgenicity upon injec-
tion into nude mice (Mrowietz et al. 1999).

Chemokines are not the only factors possessing 
strong chemoattractant capabilities for macrophages. 
Cytokines such as colony-stimulating factors, e.g. 
CSF-1, also regulate recruitment of macrophages into 
tissues as well as prolonging survival of TAMs (Tang 
et al. 1992; Scholl et al. 1994; Lin et al. 2002). CSF-1 
is a macrophage lineage-specific dimeric polypeptide 
growth factor that acts through a cell surface tyrosine 
kinase receptor encoded by the c-fms proto-oncogene 
(CSF-1R) on effector cells (Kacinski 1995, 1997). 
Interestingly, elevated expression of CSF-1 and c-fms/
CSF-1R has long been associated with poor progno-
sis in several types of human epithelial cancer, e.g. 
breast, uterine and ovarian (Kacinski 1995). Elevated 
expression of CSF-1 also correlates with abundant 
leukocyte infiltration during development and pro-
gression of human breast and ovarian cancer (Tang et 
al. 1992; Scholl et al. 1994; Lin et al. 2002; Tang et al. 
1990), the significance of which has been addressed 
experimentally utilizing a transgenic mouse model 
of mammary carcinogenesis (Lin et al. 2001). In this 
study, the authors compared dynamics of mammary 
carcinoma development by comparing transgenic 
mice susceptible to de novo development of mammary

carcinomas (PyMT mice) (Cardiff 2001; Cardiff 
et al. 2000) with PyMT mice harboring a recessive 
null mutation in the CSF-1 gene (Csf1op/op) (Lin 
et al. 2001). Whereas absence of CSF-1 during early 
neoplastic development was without apparent conse-
quence, development of late-stage invasive carcinoma 
and its metastatic pulmonary derivatives were signifi-
cantly attenuated in PyMT/Csf1op/op mice. The key dif-
ference between PyMT mice and PyMT/Csf1op/op mice 
was not in the proliferative capacity of neoplastic epi-
thelial cells, but failure to recruit mature macrophages 
into neoplastic tissue in the absence of CSF-1 (Lin et 
al. 2001). Macrophage recruitment was restored by 
transgenic CSF-1 expression in mammary epithelium 
in PyMT/Csf1op/op mice, as was characteristic primary 
and metastatic tumour development (Lin et al. 2001). 
Together, these genetic experiments provide a causal 
link between CSF-1-dependent infiltrating macro-
phages and malignant potential of epithelial cells.

In conclusion, neoplastic cells and activated stro-
mal cells present in neoplastic microenvironments 
promote recruitment of macrophages via secretion of 
soluble mediators, such as CCL2, CCL5 and CSF-1, 
that regulate cell behavior by interaction and binding 
to respective receptors expressed on macrophages. 
Moreover, the levels of macrophage chemoattractants 
appears to directly reflect the number of macrophages 
recruited to tumour sites, thus significantly impacting 
biological outcome (Nesbit et al. 2001).

Recruitment by Hypoxia During neoplastic progres-
sion, inadequate perfusion of diseased tissue can 
result in formation of areas of low oxygen tension 
(hypoxia) (Harris 2002). Several clinical and experi-
mental studies have suggested that TAMs preferen-
tially accumulate in such hypoxic regions (Lewis 
et al. 1999; Sica and Bronte 2007). Macrophages are 
documented to accumulate in avascular and necrotic 
areas in human ovarian and breast carcinomas (Negus 
et al. 1997; Leek et al. 1999; Lewis et al. 2000). 
Under hypoxic condition, hypoxia-inducible factor 1 
(HIF-1) is activated in TAMs, resulting in upregula-
tion of CXCR4 (Sica and Bronte 2007; Schioppa 
et al. 2003). At the same time, HIF-1 activation 
results in induction of SDF-1 (a ligand for CXCR-4) 
in hypoxic tissue (Ceradini et al. 2004), thus guiding 
the localization and function of TAMs Besides influ-
encing recruitment of macrophages, hypoxia can also 
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mediate accumulation of macrophages via retainment 
or entrapment. In vitro studies suggest that various 
cell types respond to hypoxia with increased expres-
sion of surface molecules involved in chemotaxis 
and migration, suggesting that migration of these 
cells may be increased under hypoxic conditions 
(Lewis et al. 1999). For instance, the urokinase plas-
minogen activator receptor (uPAR), a GPI-anchored 
cell surface receptor expressed on many cell types, 
mediates a wide variety of biological responses and 
is upregulated on neoplastic cells under hypoxic 
conditions (Rofstad et al. 2002; Maity and Solomon 
2000). Since uPAR has been reported to be involved 
in macrophage migration (Gyetko et al. 1994), it is 
possible that recruitment of macrophages to hypoxic 
areas within tumours is mediated by upregulation of 
uPAR expression on their cell surface. In contrast, 
studies with ovarian carcinoma cells have found that 
CCL2 is downregulated under hypoxic conditions 
and thereby imposes inhibitory effects on migra-
tory capacity of macrophages (Turner et al. 1999; 
Negus et al. 1998). In addition, hypoxia also inhibits 
macrophage expression of CCR2 and CCR5, thus 
further immobilizing TAMs (Sica et al. 2000; Bosco 
et al. 2004). These results in combination with the 
finding that the chemotactic response of monocytes 
to CCL2, CCL3, CCL5 and N-formyl-met-leu-phe 
(fMLP) is diminished under hypoxic conditions (Turner 
et al. 1999; Negus et al. 1998), suggest that hypoxia 
severely affects macrophage migration indirectly by 
downregulating chemokine levels, as well as directly 
by inhibiting the capacity of macrophages to migrate. 
While the underlying mechanisms of these hypoxia-
induced changes regulating differential macrophage 
recruitment and/or migration are to date largely 
unknown, it is clear that hypoxic conditions influence 
monocyte migration in a rapid and reversible fashion 
(Turner et al. 1999).

How can the paradox of inhibited macrophage 
migration by hypoxia on one hand, and high macro-
phage density in hypoxic tumour regions on the other, 
be explained? One hypothesis is that macrophages 
migrate towards or into a tumour in response to chemo-
tactic signals provided by cells present in normoxic 
tumour areas. Once macrophages enter hypoxic zones 
however, they become immobilized, resulting in accu-
mulation. Although experimental evidence supporting 
this hypothesis is provided by evaluation of TAMs 

with regards to VEGF expression in neoplastic tissues 
(Crowther et al. 2001), the causal relationship between 
presence of TAMs and VEGF expression  levels is 
unclear. While significantly higher numbers of TAMs 
have been reported in hypoxic areas of VEGF-positive 
compared to VEGF-negative tumours (Lewis et al. 
2000) and expression of macrophage-derived VEGF 
is upregulated in hypoxic areas of invasive breast 
carcinomas (Lewis et al. 2000) correlating with macro-
phage infiltration (Leek et al. 2000), it remains unclear 
whether the correlation between VEGF and abundance 
of TAMs is a consequence of paracrine regulation of 
VEGF inducing recruitment of TAMs or alternatively 
autocrine production of VEGF by recruited TAMs. 
A study by Duyndam et al. (2002) utilizing human 
ovarian carcinoma xenografts overexpressing VEGF 
revealed enhanced infiltration by macrophages indicat-
ing that VEGF possesses chemotactic activity towards 
macrophages. This finding suggests that the presence of 
VEGF is important for accumulation of macrophages in 
neoplastic environments, and since TAMs are a major 
source of VEGF, the chemoattracting effect of VEGF
in hypoxic areas on macrophages directs a positive 
feedback loop. Altogether, there are many pathways 
via which macrophages recruitment is regulated, some 
may affect recruitment towards neoplastic cells, while 
others may affect their retention once present, and 
dependent upon the scenario, can either regulate potent 
anti-tumour or pro-tumour effects. These recruitment 
pathways offer tremendous therapeutic potential as 
they can be manipulated to effect the number of 
macrophages in tumours as well as to prevent M2 
macrophages from exhibiting pro-tumour effects.

Macrophage differentiation and activation 
in tumour microenvironments

Terminal differentiation and activation of macrophages 
is largely dependent upon their local microenviron-
ment (Mantovani et al. 2002). Since macrophages are 
versatile and respond rapidly to environmental cues, 
their morphology, viability and functional  capacity 
within tumours greatly depends on tumour type, 
tumour stage and their localization within the tumour; 
thus, understanding these spatial and temporal restrictions
is an important aspect of understanding macrophage 
regulation of cancer development.
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Differentiation of macrophages and neoplastic pro-
gression. Recent experimental data suggest that tumour
growth is associated with accumulation of immature 
myeloid cells (lmC) in peripheral blood (Almand 
et al. 2000; Kusmartsev and Gabrilovich 2003). ImC 
isolated from tumour-bearing mice display impaired 
differentiation capacity to mature myeloid cells, e.g. 
macrophages and dendritic cells (DCs) (Kusmartsev 
and Gabrilovich 2003). The impaired differentiation 
of ImC induced in the presence of tumours persists 
following transfer of ImC into tumour-free hosts 
or following culture in the absence of neoplastic cells 
(Kusmartsev and Gabrilovich 2003) suggesting they 
represent a terminal cell type. Mechanistically, it has 
been proposed that sustained ImC immaturity is due 
to increased endogenous levels of hydrogen perox-
ide and hyperproduction of reactive oxygen species 
(ROS) (Kusmartsev and Gabrilovich 2003). Several 
tumour-derived factors including VEGF (Takahashi 
et al. 2003; Gabrilovich et al. 1996), interleukin (IL)-
6, CSF-1 (Menetrier-Caux et al. 1998) and decoy 
receptor 3 (DcR3), a soluble receptor of the tumour 
necrosis factor (TNF) receptor superfamily (Chang 
et al. 2003), can significantly affect differentiation of 
multiple hematopoietic cell lineages. Failure of ImC 
to differentiate into mature macrophages and/or DCs 
in the presence of tumours, together with the observa-
tion that ImC exert inhibitory effects on DC and T 
cell function via direct cell–cell contact, suggest their 
involvement in regulating overall immune-suppres-
sion often observed in cancer patients and escape of 
malignant cells from immune surveillance (Almand 
et al. 2000, 2001 ; Kusmartsev and Gabrilovich 2003; 
Serafini et al. 2004; Gabrilovich et al. 2001) suggest-
ing that tumour derived factors profoundly impact 
maturation of macrophages and subsequently affect 
the ability of cancer patients to mount efficient anti-
cancer immune responses.

Activation of macrophages and neoplastic progres-
sion. “Classical” macrophage activation occurs in 
response to microbial agents such as lipopolysac-
charide (LPS) and pro-inflammatory cytokines such 
as interferon-gamma (IFNγ resulting in full activation 
of macrophages to the M1 phenotype (Mantovani 
et al. 2002). Other soluble factors also influence 
macrophage activation and differentiation, includ-
ing various anti-inflammatory molecules (IL-4, -13, 

-10) and glucocorticoids (Mantovani et al. 2002); 
however, these factors trigger an antagonistic activa-
tion program classified as alternative macrophage 
activation resulting in M2 macrophage phenotypes 
(Mantovani et al. 2002). Since macrophages are 
exposed to a mixture of pro- and anti-inflammatory 
mediators, M1 and M2 phenotypes are extremes of 
a continuum of diverse functional states (Mantovani 
et al. 2002). Macrophages of the M1 phenotype are 
typically present during early phases of acute inflam-
mation (Topoll et al. 1989) and have the potential to 
induce neoplastic cell death after activation by IL-12 
and IFNγ (Tsung et al. 2002). Macrophages of the M2 
phenotype on the other hand are often found during 
later phases of acute inflammation and in chronic 
inflammatory states including arthritis, psoriasis and 
cancer (Djemadji-Oudjiel et al. 1996; Sica et al. 
2006). In these situations, M2 macrophages produce 
angiogenic growth factors, cytokines and proteases 
(Mantovani et al. 2002) thereby providing a diverse 
armament of pro-tumour factors that positively regulate
cancer development.

M1 and M2 macrophages differ in terms of their 
cell surface receptor expression, cytokine and chem-
okine expression profiles, ability to regulate immune 
responses and cytotoxic activities (Mantovani et al. 
2002, 2007). A major property of activated macro-
phages is to modulate cellular responses via secre-
tion of cytokines and chemokines. In general, M1 
macrophages produce pro-inflammatory cytokines 
while M2 macrophages produce anti-inflammatory 
mediators and cytokines. For example, M2 macro-
phages secrete CCL24 (eotaxin-2), a CC chemokine 
with potent chemotactic activity towards Th2 cells 
(Watanabe et al. 2002). M1 macrophages in con-
trast, produce TNFα and IL-12, pro-inflammatory 
cytokines favouring Th1 responses (Trinchieri 1995). 
In addition, administration of Th2 cytokines IL-4 and 
IL-13 to macrophage cultures promote production of 
CCL22 (Macrophage-Derived Chemokine, MDC) by 
macrophages, whereas the Th1 cytokine IFNγ inhib-
its the IL-4 and IL-13 mediated induction of CCL22 
(Bonecchi et al. 1998). Since Th2 lymphocytes 
express the CCL22 receptor CCR4, CCL22 produc-
tion by M2 macrophages preferentially attracts Th2 
cells, thus creating an amplification loop of polarized 
Th2 responses (Bonecchi et al. 1998). Consistent with 
these in vitro studies, monocytes isolated from ascites 
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of patients with ovarian carcinoma demonstrate an M2 
phenotype as characterized by production of IL-10 
and transforming growth factor beta (TGFβ), thereby 
inhibiting autologous Th1 responses (Loercher et al. 
1999). Thus, Th2-associated alternative macrophage 
activation results in a macrophage M2 phenotype 
characterized by reduced pro-inflammatory cytokine 
secretion, while Th1-associated classical macrophage 
activation leads to an M1 phenotype characterized by 
secretion of pro-inflammatory cytokines.

Consequences of inducing the M2 macrophage 
phenotype. It is generally accepted that tumour infil-
trating macrophages are regulated by both tumour- 
and immune cell-derived factors favouring acquisition 
of polarized M2 phenotypes. Why is this phenotype 
advantageous to a developing tumour? TAMs that 
fail to elicit anti-tumour activity towards neoplastic 
cells, instead promote tumour growth and progression 
by providing a diverse assortment of proangiogenic 
and pro-growth soluble factors (Mantovani et al. 
2002; Sica et al. 2006). For example, co-culture of 
macrophages with colon carcinoma cells results in 
increased production of anti-inflammatory cytokines 
(IL-10) and failure to produce pro-inflammatory 
cytokines (TNFα) upon LPS stimulation, suggesting 
a tumour-induced shift from M1 to the M2 phenotype 
(Kambayashi et al. 1995). Likewise, in vitro exposure 
of human blood monocytes to human tumour cell 
lines of epithelial and nonepithelial origin results in 
selective reduced production of pro-inflammatory 
cytokines (TNFα and IL-12) by monocytes (Mytar 
et al. 2003), whereas monocytes isolated from ascites 
of patients with ovarian carcinoma produced anti-
inflammatory cytokines (IL-10 and TGFβ) (Loercher 
et al. 1999), suggesting that tumour cells modulate 
cytokine production by macrophages and regulate 
acquisition of the M2 phenotype. In an experimental
plasmacytoma and fibrosarcoma transplantation 
model, it was reported that treatment of tumour-
bearing mice with cyclophosphamide switched the 
cytokine production of TAMs from IL-10 to IFNγ that 
coincided with tumour destruction (Ibe et al. 2001). 
This study suggests the possibility for reversion of 
the M2 to the M1 phenotype in vivo – a change with 
profound consequences for tumour progression.

Besides regulating changes in cytokine production, 
other alterations in the functional capacity of M2 

macrophages have been observed including reduced 
nitric oxide (NO) production as a consequence of 
reduced expression of the inducible nitric oxide  sythase 
(iNOS) gene (Dinapoli et al. 1996; Mills et al. 1992; 
Sotomayor et al. 1995). NO is an important effec-
tor molecule possessing potent tumouricidal activity 
that is produced by macrophages (and other immune 
cells) in response to LPS and IFNγ (Xie et al. 1992; 
Lorsbach et al. 1993). Decreased NO production by 
TAMs correlates with severe reduction in tumouricidal 
activity (Dinapoli et al. 1996); thus, tumour-induced 
diminished NO production by TAMs is a mechanism 
by which tumours can escape cytolytic attack by 
macrophages.

Importantly, several studies have demonstrated 
that M2 macrophages in tumours are not terminal 
phenotypes (Kambayashi et al. 1995; Maeda et al. 
1995; Sica et al. 2000). For example, co-culture of 
macrophages with colon carcinoma cells in the pres-
ence of neutralizing anti-IL-10 antibodies resulted 
in reversal of TNFα production, a cytokine that is 
produced by M1 macrophages but not by M2 mac-
rophages (Kambayashi et al. 1995). Likewise, treat-
ment of tumour bearing mice with anti- TGFβ and 
anti-IL-10 antibodies restored TNFα production by 
macrophages present in malignant ascites (Maeda 
et al. 1995), indicating that TGFβ and IL-10 levels in 
tumour-bearing mice affect TNFα production by mac-
rophages, suggesting a shift from the M1 to M2 phe-
notype that is reversible. Together, these data suggest 
that in the presence of malignant cells, macrophages 
acquire an anti-inflammatory cytokine profile and 
defective tumouricidal activity that is consistent with 
an M2 phenotype and as a consequence, macrophages 
present in tumour microenvironments potentiate neo-
plastic progression. Importantly, the M2 phenotype 
is reversible, and understanding the mechanisms by 
which the M2 phenotype is reversible to M1 pheno-
types may provide therapeutic opportunities for novel 
anti-cancer agents.

Differentiation and activation of macrophages under 
hypoxic conditions. Not only are macrophages spe-
cifically recruited towards areas of hypoxia, but 
also their activation and differentiation patterns 
are severely changed under these adverse conditions 
(Murdoch and Lewis 2005; Lewis and Pollard 2006). 
Many macrophage characteristics and activities including 
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morphology, expression of cell surface markers, 
survival, phagocytosis, metabolic activity and cytokine 
secretion are altered under hypoxic conditions, resulting 
in survival and functionality of macrophages (Lewis 
et al. 1999). For example,  macrophages adapt their 
metabolic activity by producing adenosine triphos-
phate (ATP) via anaerobic glycolytic pathways favour-
ing survival under low oxygen conditions (Butterick et 
al. 1981) and thereby undergo morphological changes 
such as loss of mitochondria, cell flattening and retrac-
tion of lamellipodia (Cazin et al. 1990; Angermuller 
et al. 1995). Likewise, expression levels of several 
surface markers and secretion of certain soluble 
molecules (e.g. TNFα) are increased in human mono-
cytes by hypoxia (Lewis and Pollard 2006; Ghezzi 
et al. 1991; Scannell et al. 1993; Murdoch and Lewis 
2005). Since TNFα is a potent regulator of inflam-
mation, upregulation of TNFα and its receptor on 
macrophages in hypoxic areas regulates macrophage 
response during carcinogenesis. Besides changes in 
morphology, metabolism, expression of cell surface 
receptors and cytokine secretion, macrophage survival 
is also altered under low oxygen conditions. Although 
a significant number of macrophages undergo apopto-
sis under the adverse conditions of hypoxia, a selec-
tive population of macrophages adapts to hypoxia 
by becoming resistant to apoptosis (Yun et al. 1997; 
Tsukamoto et al. 1996; Guida and Stewart 1998). The 
exact mechanisms promoting survival of macrophages 
under low oxygen levels remain to be determined.

Hypoxic conditions induce expression of diverse 
transcription factors in macrophages that also poten-
tially contribute to neoplastic progression. For exam-
ple, hypoxic conditions can induce hypoxia-inducible 
factor (HIF)-1 expression in alveolar macrophages 
(Yu et al. 1998). HIF-1 is a basic helix–loop–helix 
transcription factor that induces the expression of 
proteins involved in tissue responses to hypoxia such 
as the angiogenic factors VEGF and erythropoietin 
(Harris 2002). In agreement with this, macrophages 
release several proangiogenic cytokines including 
VEGF, bFGF and TNFα in response to hypoxia 
(Ghezzi et al. 1991; Scannell et al. 1993; Guida 
and Stewart 1998; Harmey et al. 1998; Lewis et al. 
2000; Lewis and Pollard 2006; Murdoch and Lewis 
2005). In combination with the observation that the 
number of macrophages positively correlates with 
angiogenesis in many human tumours, recruitment 

and/or retention of macrophages in hypoxic areas 
may specifically stimulate the pro-angiogenic capac-
ity of macrophages. Thus, while macrophages require 
oxygen for phagocytosis, efficient microbicidal and 
 digestive activity (Leeper-Woodford and Mills 1992; 
te Koppele et al. 1991; Angermuller et al. 1995; 
Babior 1984) and demonstrate an M1 biased cytokine 
repertoire when exhibiting anti-tumour activities, 
under low oxygen levels, these versatile cells adapt 
M2 phenotypes characterized by changes in metabo-
lism, morphology, cytokine production and cell sur-
face expression, resulting in impaired tumour cell 
killing and promotion of tumour growth.

Pro- and Anti-Tumour TAM Function

Tumours consist of neoplastic cells as well as a diverse 
array of activated responding host cells, including 
immune cells, a major component of which are mac-
rophages (Coussens and Werb 2001; Balkwill and 
Mantovani 2001; Ishigami et al. 2003; Noguchi et al. 
2003; Li et al. 2002; Hamada et al. 2002; Funada et al. 
2003). Accumulating clinical data suggest that their pres-
ence influences tumour development by both pro- and 
anti-tumour mechanisms (Mantovani 1994; Mantovani 
et al. 1992; Bingle et al. 2002; Ohno et al. 2002).

Macrophages and anti-tumour cytotoxicity. In vitro
studies indicate that classically activated M1 macro-
phages kill tumour cells either via direct or indirect 
cytotoxicity (Fig. 1), suggesting that cytotoxic activity 
of M1 macrophages is not limited to states of acute 
inflammation. Direct cytotoxic activity of M1 macro-
phages can be mediated by either of two mechanisms: 
macrophage-mediated tumour cytotoxicity (MTC) or 
antibody-dependent cellular cytotoxicity (ADCC). 
MTC is a slow cell-to-cell contact-dependent proc-
ess involving cell surface adhesion molecules, such 
as ICAM-1 (Webb et al. 1991) that depends on the 
cell cycle state of the target cell (Horn et al. 1991). 
ADCC on the other hand, depends on the presence 
of antibodies bound to foreign or aberrant proteins 
on tumour cell surfaces recognized by Fc receptors 
expressed on macrophages (Shaw et al. 1978; Kawase 
et al. 1985). Cell killing mechanisms of both pathways are
similar and include release of cytotoxic factors such 
as TNFα (Urban et al. 1986), serine proteases and 
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ROS (Hibbs et al. 1988; Keller et al. 1990). In con-
trast to direct cytotoxicity, indirect cytotoxicity of 
activated M1 macrophages is mediated by secretion 
of different factors, e.g. NO, IL-12, TNFα and reac-
tive oxygen intermediates (ROI) (Johnson et al. 1986; 
Klassen and Sagone 1980; Pullyblank et al. 1995). For 
example, IFNγ induces release of reactive oxygen and 
nitrogen species by macrophages (Young and Hardy 
1995) thought to contribute to macrophage-medi-
ated cell lysis (Hibbs et al. 1988; Keller et al. 1990). 
Macrophages express inducible nitric oxide synthase 
(iNOS) to generate NO, which, upon release, contrib-
utes to tumouricidal activity (Keller et al. 1990). In 
addition, M1 macrophages produce IL-12 (Trinchieri 
1998), that has anti-tumourigenic potential by induc-
ing production of other cytokines, particularly IFNγ

and IL-2, proliferation and cytotoxic activity in NK 
cells and T cells (Grohmann et al. 2001; Munder 
et al. 1998; Ryffel 1997). Importantly, macrophages 
present in tumour microenvironments often obtain 
the alternatively activated M2 phenotype, resulting in 
defective cytotoxic, and thus defective tumouricidal 
activity (Fig. 1).

TAMs, in contrast to classically activated M1 mac-
rophages, are not able to kill other cell types via produc-
tion of ROIs (Martin and Edwards 1993; Siegert et al. 
1999). Co-culture of tumour cells with macrophages 
triggered arginase induction that resulted in reduction 
of NO production and suppressed macrophage-medi-
ated cytotoxicity towards breast carcinoma cells (Chang 
et al. 2001). Furthermore, in vitro exposure of human 
blood monocytes to various human tumour cell lines 

Fig. 1 Effects of M1 and M2 macrophage phenotypes. Macrophages of the M1 phenotype exhibit cytolytic activity and release cyto-
toxic cytokines upon acute inflammation. In neoplastic microenvironments, macrophages (TAMs) acquire M2 phenotypes that regulate
induction of angiogenic programs, tissue remodeling via release of proteases, pro-migratory environments and scenarios favoring
metastatic processes. M2 TAMs can also exhibit some anti-tumour functions; however, their pro-tumour effects typically dominate and 
result in an overall tumour promoting effect
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(pancreatic adenocarcinoma HPC-4, colorectal adeno-
carcinoma DeTa and lung carcinoma A549) resulted 
in diminished cytotoxic activity towards tumour cells 
monocytes were previously exposed to, as well as to 
the other tumour cell lines (Mytar et al. 2003). These 
in vitro results are supported by in vivo  observations in 
mammary carcinoma tumour-bearing mice where mac-
rophages located within tumours exhibit a pronounced 
suppression of NO production and anti-tumour cyto-
toxic activity compared to more distally located mac-
rophages (Dinapoli et al. 1996). Taken together, these 
studies suggest that one important function of macro-
phages, e.g. cytotoxic activity, is impaired in tumour 
microenvironments resulting in promotion of tumour 
development (Fig. 1). Thus, understanding the under-
lying mechanisms involved in reactivating cytolytic 
activity of TAMs may represent a powerful therapeutic 
opportunity.

Cytokines have also been implicated in the tumour-
icidal activity of TAMs. When macrophages obtain 
the M2 phenotype in a tumour microenvironment 
their cytokine production differs from the cytokine 
profile observed in M1 macrophages, resulting in 
promotion of tumour progression (Mantovani et al. 
2002). The M2 phenotype is reversible, since admin-
istration of proinflammatory cytokines IL-12 and 
IL-15 results in increased cytotoxicity and subsequent 
delay or complete inhibition of tumour growth (Lasek 
et al. 2003). These studies suggest that expression or 
administration of cytokines typically secreted by M1 
macrophages results in anti-tumour effects on tumours 
implying that shifting cytokine patterns in TAMs from 
the M2 phenotype to the M1 phenotype could be 
beneficial for therapeutic purposes.

Macrophages and angiogenesis. The process of ang-
iogenesis describes the development of new blood 
vessels to meet the metabolic needs of the growing 
tumour (Folkman and Shing 1992; Weidner et al. 
1992; Folkman 1994, 1995; Folkman and D’Amore 
1996). Experimental studies have revealed that one of 
the mechanisms by which TAMs contribute to cancer 
development is through activation of the angiogenic 
switch (Lin et al. 2006; Lin and Pollard 2007). M2 
macrophages promote angiogenesis via secretion of 
pro-angiogenic factors (Lwaleed et al. 2001; Torisu 
et al. 2000; Sunderkotter et al. 1994; Barbera-Guillem 
et al. 2002; Vrana et al. 1996; Dupuy et al. 2003; 

Zhang et al. 1994). One pro-angiogenic factor secreted 
by macrophages is VEGF. During carcinogenesis, 
VEGF is expressed and secreted by both neoplastic 
cells and TAMs (Leek et al. 1994). In vitro coculture 
experiments suggested that malignant cells promote 
VEGF secretion by macrophages (Barbera-Guillem 
et al. 2002) and in vivo studies have demonstrated that 
angiogenesis correlates with infiltration of macro-
phages into growing tumour and that VEGF secreted 
by TAMs represents an essential support for tumour 
angiogenesis and growth (Barbera-Guillem et al. 
2002). Several clinical and experimental studies have 
suggested that TAMs preferentially accumulate in 
hypoxic regions (Lewis et al. 1999) where VEGF 
expression and secretion are induced (Harris 2002). 
Altogether these studies suggest that TAMs represent 
essential mediators of tumour angiogenesis by modu-
lating VEGF. Recruitment of TAMs to hypoxic areas 
due to high VEGF levels and subsequent expression of 
VEGF by TAMs results in further TAM recruitment, 
thereby promoting angiogenesis and tumour growth.

A recent report identified a subset of Tie-2 express-
ing monocytes as important inducers of angiogenesis 
in both orthotopic and spontaneous tumour models. 
Since knock-out of the angiopoietin receptor Tie-
2-expressing cells markedly reduced angiogenesis in 
xenograph tumours and prompted substantial tumour 
regression, these data suggest that Tie-2 expressing 
monocytes/macrophages might account for a large 
portion of the pro-angiogenic activity in tumours 
(De Palma et al. 2005). These data suggest that Tie2-
expressing monocytes account for most of the proan-
giogenic activity of myeloid cells in tumours.

Tissue factor (TF) is a membrane bound pro-
tein expressed by endothelial cells and monocytes 
(Kappel et al. 1999) involved in blood coagulation 
following various immune responses under physi-
ological conditions (Edwards and Rickles 1992). 
During carcinogenic progression however, TF has 
been implicated in tumour development and tumour 
angiogenesis (Lwaleed et al. 2001; Vrana et al. 1996; 
Dupuy et al. 2003; Zhang et al. 1994). TF potenti-
ates angiogenesis by inducing thrombin formation 
and fibrin generation (Chen et al. 2001) and thus 
stimulates migration of endothelial cells to form 
new tubes and vessels (Senger et al. 1996; Dvorak 
et al. 1992). Coculture experiments have suggested 
that TF expression by macrophages increases upon 
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contact with breast carcinoma cells (Lwaleed et al. 
2001) suggesting that TF expression by macrophages 
might be increased in the tumour microenvironment 
in vivo. Studies utilizing a hepatocellular carcinoma 
mouse model support these in vitro data and further 
reveal that tumoural angiogenesis is associated with 
TF  expression by macrophages and endothelial cells 
(Dupuy et al. 2003). Furthermore, the findings that 
TF-positive tumours express more VEGF than TF-
negative tumours (Zhang et al. 1994) suggest that 
TF might regulate VEGF expression. Macrophage-
derived TF might thus play a role in impacting 
angiogenesis by regulating VEGF expression. Taken 
together, an important mechanism by which TAMs 
impact tumour progression is activation of angiogen-
esis (Fig. 1) by differentially regulating expression of 
proangiogenic factors such as VEGF and TF.

Macrophages and metastasis formation. Metastases 
form when malignant cells exit primary tumour sites 
and spread distally where they grow into secondary 
tumours (Woodhouse et al. 1997; Yokota 2000; Fidler 
2001, 2002, 2003; Comoglio and Trusolino 2002; 
Jussila and Alitalo 2002; Engers and Gabbert 2000). 
The underlying mechanisms regulating tumour cell 
dissemination and metastasis formation are to date 
poorly understood; however, accumulating data sug-
gested TAMs involvement in the process (Fig. 1). 
Perhaps most compelling has been the study by Lin 
et al. (2001) where CSF-1 was implicated in macro-
phage recruitment and metastasis formation as dis-
cussed previously. This study revealed that the absence 
of CSF-1 resulted in failure to recruit mature macro-
phages into neoplastic tissue and subsequently signifi-
cantly attenuated development of late-stage invasive 
carcinoma and its metastatic pulmonary derivatives 
(Lin et al. 2001). The failure to recruit macrophages 
and the subsequent attenuated development of pulmo-
nary metastases was restored by transgenic CSF-1 
expression in mammary epithelium in PyMT/Csf1op/op

mice (Lin et al. 2001). Furthermore, intravital imag-
ing of murine mammary carcinoma models revealed 
that macrophages affect metastasis in at least two 
ways: first, the motility of tumour cells away from the 
primary tumour mass always occurs in juxtaposition 
of macrophages, suggesting that macrophages attract 
tumour cells and second, extravasation of tumour cells 
from the blood stream into the tissue often occurs 

at clusters of macrophages on abluminal surfaces of 
angiogenic vessels. These cell movements critically 
require CSF-1 and EGF signaling in the macrophages 
and tumour cells respectively, with the ligand being 
produced by the reciprocal cell type (Goswami et al. 
2005; Wyckoff et al. 2004). In accordance with these 
observations using mouse models, a correspondence 
between the number of macrophages in the tumour 
stroma and the metastatic potential of the tumour 
was observed in human endometrial cancer (Ohno 
et al. 2004). Oosterling et al. (2005) found a link 
between macrophages in metastatic sites and the 
growth of metastatic tumours. When macrophages 
were selectively depleted in the peritoneal cavity or 
liver, CC531 colon tumour cell lines injected into 
either the peritoneum or the liver portal vein formed 
tumours more slowly compared to control mice. 
Taken together these data demonstrate involvement of 
CSF-1 and EGF in macrophage-mediated effects on 
metastasis formation. However, it is likely that other 
macrophage-derived factors in addition to CSF-1 and 
EGF are also involved in metastasis formation. The 
underlying mechanisms of how macrophages con-
tribute to tumour cell dissemination and outgrowth of 
metastases remain to be elucidated. A further identi-
fication of macrophage-derived mediators involved in 
regulating invasion and metastasis and their functional 
contribution and biological relevance may contribute 
to the development of new anti-cancer therapeutics.

Involvement of matrix metalloproteinases in pro-and 
anti-tumour effects of TAMs. Matrix metalloprotein-
ases (MMPs) represent a large family of proteolytic 
enzymes that play key roles in cancer progression 
by promoting ECM remodelling, proliferation, ang-
iogenesis and tumour formation (Stamenkovic 2000; 
Egeblad and Werb 2002; Lafleur et al. 2003). MMPs 
regulate tumour development by remodelling ECM 
components as well as non-ECM substrates such 
as cytokines, growth factors, cell–cell and cell–
matrix adhesion molecules (Egeblad and Werb 2002). 
Various members of the MMP family are expressed 
by stromal cells as well as by malignant cells in a vari-
ety of tumour contexts (Egeblad and Werb 2002). In
vitro studies have demonstrated that M1 macrophages 
secrete MMPs upon activation by various pro-inflam-
matory cytokines (Zhou et al. 2003). For example, 
monocytes that are exposed in vitro to either TNFα
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or granulocyte/macrophage colony-stimulating factor 
(G/M-CSF) express higher MMP-9 levels, while a 
combinatorial treatment with both G/M-CSF and 
IFNγ results in upregulation of MMP-1 production 
(Zhou et al. 2003). These studies suggest that mac-
rophages express and secrete a different repertoire of 
MMPs depending on the cytokines they are exposed 
to. Tumour associated M2 macrophages also express 
MMPs. For example, TAMs express MMP-12 that has 
the capacity to generate the potent angiogenesis inhib-
itor angiostatin by cleavage of plasminogen (O’Reilly 
et al. 1994). Angiostatin inhibits tumour angiogenesis 
by blocking proliferation of endothelial cells, thus 
affecting both primary and metastatic tumour growth 
(O’Reilly et al. 1994; Gorrin-Rivas et al. 2000; Dong 
et al. 1997). These finding suggest that M2 macro-
phage-derived MMP-12 might promote neoplastic 
progression by promoting angiogenesis. Similar to 
MMP-12, two other members of the MMP family, 
namely MMP-7 and MMP-9, also generate angiosta-
tin (Patterson and Sang 1997). Complementary to 
in vitro studies, TAMs have been found to be major 
sources of MMP-9 in invasive tumours such as breast 
(Davies et al. 1993a), bladder (Davies et al. 1993b) 
skin (Coussens et al. 2000) and ovarian carcinomas 
(Naylor et al. 1994). The spatial and temporal expres-
sion of MMP-9 by inflammatory cells including mac-
rophages has been investigated utilizing a transgenic 
mouse model of skin carcinogenesis in the absence 
of MMP-9 and in chimeric mice harbouring bone 
marrow derived cells from MMP-9 proficient donor 
mice (Coussens et al. 2000). Tumour incidence and 
tumour growth were reduced in the absence of MMP-
9, but were restored upon bone marrow transplanta-
tion of MMP-9 proficient cells (Coussens et al. 2000) 
suggesting that MMP-9 is sufficiently expressed 
by inflammatory cells at different stages of tumour 
progression. Macrophages expressed MMP-9 at the 
tumour stage rather than the premalignant stages in 
this model (Coussens et al. 2000) suggesting that 
macrophage-derived MMP-9 plays a critical role in 
tumour growth and invasion rather than in premalig-
nant progression. It has been shown that macrophage 
derived MMP-9 is crucial for angiogenesis in a mouse 
model of human cervical carcinogenesis, thus promot-
ing tumour development (Giraudo et al. 2004).

Taken together, in vitro and in vivo studies suggest 
that TAM-derived MMPs play a dual role in tumour 

progression: On one hand, macrophage-derived MMP-
9 exerts pro-tumour effects by remodeling ECM 
components, thus facilitating cell survival, migration 
and invasion, while in vitro studies on the other hand 
suggest that macrophage-derived MMPs are involved 
in the generation of angiostatin, thereby exerting 
anti-tumour functions. Most likely, in a developing 
tumour the pro-tumour functions of macrophages are 
favoured as opposed to anti-tumour effects, resulting 
in an overall promotion of tumour development.

Macrophages as targets for anti-cancer therapy

In order to exploit macrophages for anti-cancer pur-
poses, it will be crucial to develop diagnostic tools 
to assess whether macrophages exhibit pro- or anti-
tumour properties in a specific cancer type. In human 
cancers that contain M2 macrophages with pro-
tumour activities therapeutic strategies should focus 
on blocking recruitment of additional pro-tumour 
macrophages or selective removal of macrophages 
from the tumour microenvironment. In addition, it 
may be desirable to inhibit the pro-tumour activation 
status of macrophages resident in tumours or to con-
vert their pro- into anti-tumour activation status.

Strategies to block recruitment of macrophages.
Neoplastic and activated stromal cells present in 
tumour microenvironments secrete many growth 
factors and cytokines that induce recruitment of 
macrophages. Chemokines in particular have been 
reported to play a central role in recruiting macro-
phages towards neoplastic cells (Mantovani 1994; 
Balkwill and Mantovani 2001; Payne and Cornelius 
2002; Silzle et al. 2003). Neutralizing the effects of 
macrophage chemoattractants has been proposed as 
an approach to inhibit influx of macrophages into 
tumours, thus preventing macrophages from exhibit-
ing pro-tumour activity. One key chemokine involved 
in macrophage recruitment towards tumours is CCL2 
(Silzle et al. 2003; Monti et al. 2003; Ueno et al. 
2000; Ohta et al. 2003). The feasibility of blocking 
tumour growth by neutralization of CCL2 has been 
demonstrated in a study where mice bearing CCL2 
expressing melanomas were treated with neutralizing 
antibodies against CCL2 that resulted in inhibition of 
macrophage recruitment and importantly, abrogated
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tumour growth (Nesbit et al. 2001). In contrast, 
another study reported that neutralization of CCL2 
resulted in tumour promotion (Zhang et al. 1997). One 
possible explanation for this disparity is based on dif-
ferences in CCL2 expression and subsequent differ-
ences in the number of infiltrating macrophages. It has 
been reported that experimental melanomas secret-
ing high levels of CCL2 attracted extensive num-
bers of macrophages resulting in suppressed tumour 
growth, whereas low CCL2 expression levels result 
in modest macrophage infiltration and subsequently 
in promotion of tumour growth (Nesbit et al. 2001). 
Thus, depending on chemokine expression levels, 
approaches aimed at neutralizing chemokine activity 
may be efficacious and result in inhibited tumour-cell 
mediated macrophage recruitment and subsequently 
inhibition of tumour growth.

Another potential therapeutic opportunity would 
be to block macrophage recruitment towards or into 
the neoplastic microenvironment by inhibiting pro-
duction of chemoattractant mediators produced by 
neoplastic cells. As neoplastic cells are an important 
source of macrophage-attracting chemokines, therapies
aimed at blocking secretion of chemokines may 
inhibit macrophage recruitment and subsequently 
prevent macrophages from contributing to neoplastic 
progression. The feasibility of blocking secretion of 
macrophage chemoattractants by neoplastic cells has 
been reported in vitro where exposure of human head 
and neck squamous cell carcinoma cells with retinoic 
acid (RA) decreased their secretion of macrophage 
chemotactic factors, e.g. CCL2 and TGFβ. As a result, 
tumour cells were unable to chemotactically attract 
peripheral blood monocytes in vitro (Liss et al. 2002). 
Moreover, due to decreased TGFβ production by RA-
treated tumour cells, macrophages failed to produce 
the pro-angiogenic factors VEGF and IL-8 (Liss et al. 
2002). RA also directly inhibited migration capacity 
of macrophages and their ability to induce corneal 
neovascularization in vivo (Liss et al. 2002). Another 
strategy to target macrophage recruitment is via local 
modulation of HIF-1α expression levels in tumours, as 
HIF-1α has been reported as being a critical regulator 
of myeloid cell infiltration (Sica et al. 2006; Cramer 
et al. 2003). Thus, future anti-cancer therapies could 
modulate macrophage recruitment either by neutrali-
zation of macrophage-chemoattractants or by ablating 
chemokine production by neoplastic cells.

Strategies to block the pro-tumour activation status 
of macrophages Macrophages frequently obtain an 
M2 phenotype with pro-tumour activation status 
upon infiltration into the tumour microenvironment 
(Mantovani et al. 2002). Several studies have shown 
that this is a reversible process, and therefore might 
offer tremendous therapeutic advantage. The effec-
tiveness of blocking the pro-tumour activation status 
of macrophages has been underscored by several 
experimental observations. One mechanism by which 
macrophages and other inflammatory cells contribute 
to tumourigenesis is in a paracrine cyclooxygenase-
dependent manner. For example, macrophage-derived 
cyclooxygenase-2 (COX-2) present in human colorec-
tal adenomas promote malignant behaviour (Ko et al. 
2002; Sonoshita et al. 2001; Seno et al. 2002; Kamate 
et al. 2002). In vitro exposure to a selective COX-2 
inhibitor suppresses macrophage-epithelial cell signal-
ling during early stages of intestinal tumourigenesis 
(Ko et al. 2002). Likewise, when mice bearing P815 
mastocytoma tumours containing massive macrophage 
infiltration were treated with COX-1 and -2 inhibi-
tors, a reduced size and growth rate of tumours was 
observed (Kamate et al. 2002). These in vitro and in
vivo studies underscore the feasibility of inhibiting 
macrophage-derived mediators as potential anti-cancer 
modalities. Moreover, long-term usage of anti-inflam-
matory drugs, including aspirin and non-steroidal anti-
inflammatory drugs (NSAIDs) significantly reduces 
the risk of diverse human cancers, including color-
ectal, breast and gastric cancer (Williams et al. 1999; 
Garcia-Rodriguez and Huerta-Alvarez 2001; Meier et 
al. 2002; Sharpe et al. 2000; Cotterchio et al. 2001; 
Akre et al. 2001; Gonzalez-Perez et al. 2003) indicat-
ing that inhibition of macrophage-derived factors can 
modulate tumour outgrowth.

Once a tumour is established, it is, however, 
very likely that inhibition of macrophage-derived 
mediators alone is not sufficient to obtain tumour 
regression. In addition to inhibiting the pro-tumour 
functions of macrophages, it may be desirable to 
alter their pro-tumour into anti-tumour activities. One 
approach would be to modulate cytokine profiles 
present in tumour microenvironments such that mac-
rophages exhibit anti-tumour functions. For example, 
human colon carcinoma cells expressing G/M-CSF 
display increased recruitment of tumouricidal macro-
phages, and were subsequently found to be highly 
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sensitive to lysis by TAMs in vitro (Shinohara et al. 
2000). In addition, vaccination with irradiated autolo-
gous melanoma cells engineered to secrete GM-CSF 
resulted in increased anti-tumour immunity in patients 
with metastatic melanoma (Soiffer et al. 2003). These 
studies suggest that ectopic expression and subse-
quent secretion of G/M-CSF results in tumour cell 
killing by TAMs, whose M2 phenotype had been 
shifted favouring the M1 phenotype. An alternative 
approach would be to vary cytokine profiles in tumour 
microenvironments by transferring in vitro modified 
macrophages into tumour-bearing hosts. For instance, 
it has been reported that transduction of macrophages 
with IL-12 results in increased surface expression of 
major histocompatability complex (MHC) class I and 
II and F4/80 antigens (macrophage-specific antigens), 
indicating an M1 phenotype differentiation (Satoh 
et al. 2003). Injection of IL-12 transduced macro-
phages into prostate tumour-bearing mice resulted 
in increased migration of macrophages into draining 
lymph nodes, increased infiltration of CD4+ and CD8+

T lymphocytes and an increased survival (Satoh et al. 
2003). Thus, induction of a pro-inflammatory profile 
in macrophages results in their ability to promote a 
successful anti-tumour immune response. However, 
adoptive transfer therapy requires long culture peri-
ods, is very labour intensive and brings the risk of 
introducing unwanted pathogens into the host. For 
clinical use, it will be desirable to develop approaches 
that induce conversion of pro-tumour M2 pheno-
types into anti-tumour M1 phenotypes. Treatment of 
tumour-bearing mice with cyclophosphamide results 
in a switch in cytokine production of TAMs from 
IL-10 to IFNγ (Ibe et al. 2001). This switch from M2 
to M1 cytokine profile coincides with destruction of 
tumour vasculature and tumour necrosis (Ibe et al. 
2001). Likewise, combined administration of IL-15 
injections and intratumoural injections with IL-12 
overexpressing melanoma cells eradicated established 
experimental melanoma tumours (Lasek et al. 2003). 
Importantly, administration of IL-15 and IL-12 did 
not only result in local anti-tumour effects, but also 
induced systemic anti-tumour immunity, delaying or 
inhibiting outgrowth of metastases (Lasek et al. 2003). 
Subsequent in vitro studies revealed a shift from a 
Th2 to Th1 response, which resulted in an increase 
in IFNγ production as well as a general shift in the 
cytokine expression pattern in macrophages towards 

a M1 phenotype (Lasek et al. 2003), thus enhancing 
anti-tumour functions of macrophages.

An alternative approach is to selectively remove mac-
rophages from the tumour microenvironment. Proof-
of-principle of such a drastic strategy was recently 
demonstrated by Luo et al. (2006) who employed 
a DNA vaccination strategy to elicit a CD8+ T cell 
response against legumain, a protease overexpressed in 
TAMs. Vaccination of mice was sufficient to reduce the 
density of TAMs in tumour tissue and resulted in sup-
pression of tumour angiogenesis and growth.

Macrophages have the unique ability to infiltrate 
and accumulate into hypoxic regions of tumours (Lewis 
et al. 1999). Strategies aimed at using this functional 
behaviour of macrophages to deliver drugs to hypoxic 
tumour areas are currently under investigation (Griffiths 
et al. 2000). The concept of using macrophages as a 
cell-based delivery system for hypoxia regulated genes 
into tumours has been studied (Carta et al. 2001; Burke 
et al. 2002). In vitro studies have shown that infiltra-
tion of macrophages expressing the cytochrome P450 
enzyme into three-dimensional hypoxic multicellular 
aggregates (spheroids) of breast cancer cells resulted 
in conversion of the prodrug cyclophosphamide into its 
active metabolite inducing an enhanced cytotoxic effect 
of cyclophosphamide on the spheroids (Egeblad and 
Werb 2002), suggesting that the unique characteristic 
of macrophages to accumulate in hypoxic areas can 
be used to specifically target therapeutics to tumours 
without affecting normoxic tissues. The possibility of 
specifically targeting drugs to hypoxic regions would 
not only be a potential therapy for cancer, but also 
for inflammatory and cardiovascular disease in which 
hypoxia is a commonly observed phenomenon. In 
conclusion, multiple anti-cancer approaches focussed 
on inhibiting recruitment of M2 macrophages and/or 
in blocking their anti-tumour activity, in combination 
with approaches focussed on converting M2 into M1 
macrophages or drug-delivery macrophages are under 
investigation and might in the future complement 
already existing anti-cancer therapies.

Concluding remarks

Macrophages are versatile cells that play dual roles 
during tumour progression. Recruitment to and/
or accumulation of macrophages in tumour micro-
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environments are induced by various macrophage-
chemoattracting mediators secreted by neoplastic 
cells and activated stromal cells present in the neoplastic
environment. However, differentiation of macrophages 
in close proximity to neoplastic cells differs greatly 
from that observed in tissues undergoing acute inflam-
mation. In the tumour microenvironment, macro-
phages differentiate into alternative M2 phenotypes, 
where they, unlike classically activated M1 macro-
phages, exhibit pro-tumour functions. Pro-tumour 
M2 phenotypes can be converted into anti-tumour M1 
phenotypes under certain conditions, a conversion that 
may offer possibilities for development of successful 
future clinical anti-cancer therapies.
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Abstract: Macrophages often function as control 
switches of the immune system, securing the balance 
between pro- and anti-inflammatory reactions. For 
this purpose and depending on the activating stimuli, 
macrophages can develop into different subsets: clas-
sically (M1) or alternatively (M2) activated macro-
phages, the characterization of which is a current 
topic of investigation. Accumulating evidence sug-
gests that both populations, using their own specific 
mechanisms, may influence the behaviour of cancer 
cells, shape the tumor microenvironment and subverte 
anti-tumor immunity, thereby contributing to tumor 
growth and progression.

Keywords: Classically activated macrophage (M1), 
Alternatively activated macrophage (M2), Tumor-
associated macrophage, Myeloid-derived suppressor 
cells, Anti-tumor CTL response, Metastasis

Introduction

It is well established that cancer is a progressive dis-
ease, occurring in a series of well-defined steps, typi-
cally arising as a consequence of activating mutations 

(oncogenes) and/or deactivating mutations (tumor 
suppressor genes) in proliferating cells. In each step 
of the process – i.e. the primary tumor site, the lymph 
or blood circulation and in metastatic lesions – cancer 
cells are confronted with cells of the immune system. 
The extent to which the immune system is involved in 
controlling tumors, the “immune surveillance” theory 
(Burnet FM 1971), has long been a matter of debate. 
Only with the advent of targeted gene knock-out mice, 
evidence for the immune surveillance theory could be 
gathered (Smyth et al. 2001). Indeed, mice lacking 
functional IFN-γ, IFN-γR, IL-12, TRAIL, perforin, 
NKT cells, αβ T cells and γδ T cells all display a 
more rapid and frequent development of certain types 
of cancer (Kaplan et al. 1998; Girardi et al. 2001; 
Shankaran et al. 2001; Smyth et al. 2000; Van den 
Broek et al. 1996).

These findings boosted the belief in the poten-
tial power of tumor immunotherapy. Although 
innate immune effector cells, such as NK cells and 
macrophages, are endowed with the capacity to 
kill cancer cells and their metastases, most efforts 
were directed toward enforcing adaptive anti-tumor 
responses (Whiteside and Herberman 1995; Fidler 
1985). According to current knowledge, adaptive 
immunity against tumors would require that signals 
from transformed cells cause activation of the anti-
gen-presenting cells (APCs), in particular dendritic 
cells (DCs). Examples of such “danger” signals may 
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include cytokines (e.g. IFN-α), heat shock proteins 
or NKG2D-ligands expressed by cells undergoing 
damage and necrotic death (Diefenbach et al. 2000; 
Gallucci and Matzinger 2001). Thus, DCs capture 
tumor-associated antigens that are secreted or shed 
by tumor cells or after cell lysis (Boon et al. 1997), 
become activated by concomitant “danger” signals 
and migrate to a secondary lymphoid organ to stimu-
late an appropriate T cell response.

Despite this knowledge, cancer immunotherapy 
trials faced limited success thus far. The main barri-
ers to generating an effective anti-tumor response are 
dual. Tumors can either turn their genetic instability 
to advantage in order to evade innate and adaptive 
immune responses or can directly hamper an anti-
tumor attack by establishing a tolerant environment 
or inducing immunosuppression (Khong and Restifo 
2002; Chouaib et al. 1997; Sotomayor et al. 1996; 
Sakaguchi et al. 2001).

In this chapter, we will provide compelling data 
that one subset of immune cells, the macrophage, and 
the dynamic environment in which they live, facilitate 
malignant outgrowth and metastatic spread of neo-
plastic cells.

Function of classically (M1) versus alternatively 
(M2) activated macrophages

Macrophages are of crucial importance for host 
immune defenses. They are best well known for ini-
tiating an effective innate immune response against 
microbes by recognizing pathogen-associated molec-
ular patterns (PAMPs) through pattern-recognition 
proteins (PRPs) (Medzhitov and Janeway 2000). 
Following phagocytosis, macrophages destroy most 
micro-organisms. In tumors, macrophages represent a 
major component of the leukocyte infiltrate, affecting 
diverse aspects of neoplastic tissues including vascu-
larization, growth rate, stroma formation and dissolu-
tion (Mantovani et al. 1992). By producing diverse 
molecules and presenting antigens to T cells, these 
cells orient the adaptive immune response leading 
to the expansion and differentiation of lymphocytes 
specific for invaders or cancer cells (Akira et al. 2001; 
Belardelli and Ferrantini 2002).

Macrophage heterogeneity is well recognized. 
It arises as macrophages differentiate from myeloid 

 progenitors, and is determined by the genetic back-
ground as well as by specific stimuli (Kuroda et al. 
2002; Mills et al. 2000; Akagawa 2002). In this regard, 
microbial antigens, tumor products, as well as Th1 or 
Th2 effector T cells and their secretory products influ-
ence the heterogeneity and the state of activation of 
macrophage populations (Elgert et al. 1998; Munder 
et al. 1998). The better characterized response of 
macrophages to microbial molecules, cancer cells and 
host cytokines is the release of inflammatory/micro-
bicidal/tumoricidal products. This “classical activa-
tion” profile occurs in a type I cytokine environment 
(IFN-γ, TNF) or upon recognition of PAMPs (LPS, 
lipoproteins, dsRNA, lipoteichoic acid, etc.) and 
endogenous “danger” signals (heat shock proteins, 
CD40L, etc.). As such, it plays an important role in 
protection against intracellular pathogens, and under 
certain conditions also cancer cells (Boehm et al. 
1997; MacMicking et al. 1997). Classically activated 
macrophages (caMφ or M1) exert anti-proliferative 
and cytotoxic activities, resulting partly from their 
ability to secrete NO and pro-inflammatory cytokines 
(TNF, IL-1, IL-6) (Stuehr and Nathan 1989; Urban 
et al. 1986; Bonnotte et al. 2001). Although such 
inflammatory activity could be beneficial for the host 
in a tumor setting, the persistence of inflammatory 
processes often results in detrimental tissue damage 
during infections (Mueller 2002; Satoskar et al. 2000). 
Therefore, in the course of a response, inflammation is 
usually counteracted through the development of anti-
inflammatory mechanisms. Ideally, this regulation 
must be spatially and temporally controlled.

Based on the observation that the development 
of M1 is inhibited by type II cytokines (IL-4, IL-13, 
IL-10) (Montaner et al. 1999; Suk et al. 1993), inves-
tigators have initiated the analysis of macrophages 
developing in a type II cytokine environment. Such 
macrophages perform a different activation program 
and were termed “alternatively activated” (aaMφ or 
M2) (Stein et al. 1992; Goerdt and Orfanos 1999). 
M2 express similar levels of CD11a, CD40, CD54, 
CD58, CD80 and CD86 co-stimulatory molecules as 
M1 (Schebesch et al. 1997). In addition, they exhibit 
enhanced endo- and phagocytic ability, increased 
expression of MHC class II molecules and can per-
form antigen presentation (Schebesch et al. 1997; 
Namangala et al. 2001). Therefore, M2, as M1, 
possess all the features required to drive an immune 
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response. Siamon Gordon (2003) proposed to restrict 
the definition of M2 to IL-4 and/or IL-13-elicited 
macrophages. It should be noted however that type 
II cytokines, PGE2, glucocorticoids (Corraliza 
et al. 1995) and apoptotic cells (Mills 1991) induce 
a partly overlapping gene repertoire expression in 
macrophages, allowing these cells to fulfill specific 
functions.

Based on the observation that they are antagonisti-
cally regulated by type I cytokines, the present postu-
late is that M2, secreting anti-inflammatory molecules 
like IL-10 and TGF-β, down-regulate inflammatory 
processes initiated by M1. Accordingly, M2 exert 
selective immunosuppressive functions (Schebesch 
et al. 1997; Loke et al. 2000). Their presence in 
healthy individuals in the placenta, lungs and immune 
privileged sites (Mues et al. 1989), as well as in 
chronic inflammatory diseases like rheumatoid arthri-
tis, atherosclerosis and psoriasis (Djemadji-Oudjiel 
et al. 1996; Goerdt et al. 1993; Szekanecz et al. 1994), 
further suggests that M2 protect organs and surround-
ing tissues against detrimental immune responses. 
They produce increased levels of factors involved in 
tissue remodeling (TGF-β1, PDGF-AA, PDGF-BB, 
and extracellular matrix proteins) and reduced levels 
of Matrix MetalloProtease-7 (MMP-7). Moreover, 
they increase the fibrinogenic activity of human 
fibroblasts (Song et al. 2000), promote angiogenesis 
(Kodelja et al. 1997) and wound repair during the 
healing phase of acute inflammatory reactions and in 
chronic inflammatory diseases (Djemadji-Oudjiel 
et al. 1996; Goerdt et al. 1993; Szekanecz et al. 1994). 
M2 also contribute to the induction and maintenance 
of peripheral tolerance (Flores Villanueva et al. 1994; 
Stevens et al. 1995).

Figure 1 summarizes the main properties of M1 
and M2.

Molecular repertoire of M1 versus M2

The concept of M2 was first introduced in the human 
system by Goerdt and colleagues, by analyzing the 
phenotype of peripheral blood monocytes differen-
tially activated in vitro in the presence of type I or 
type II cytokines (Goerdt and Orfanos 1999). M2 were 
characterized by the enhanced expression of receptors 
from the innate immune response displaying broad 

specificity for foreign antigens (i.e. PRPs), such as 
the macrophage mannose receptor (Stein et al. 1992), 
the β-glucan receptor (Mosser and Handman 1992) 
and the scavenger receptor type I (Geng and Hansson 
1992). They express enhanced levels of MHC class 
II molecules like HLA-DR and HLA-DQ (Becker 
and Daniel 1990), the Fcε immunoglobulin receptor 
II (CD23) and aminopeptidase-N (CD13), a pepti-
dase potentially involved in inactivating inflammatory 
mediators (Van Hal et al. 1992). Human M2 could 
be further characterized by the surface expression of 
the RM3/1 marker, a glucocorticoid-inducible splice 
variant of the scavenger receptor CD163 (Mues et al. 
1989), and the high molecular weight IL-4/glucocorti-
coid-inducible protein MS-1 (Goerdt et al. 1991).

Interestingly, these macrophages specifically 
express the anti-inflammatory cytokine IL-1 receptor 
antagonist (IL-1Ra) and IL-10 (Fenton et al. 1992; 
Schebesch et al. 1997), but lack expression of M1-
associated pro-inflammatory cytokines such as IL-1, 
TNF, IL-6 and IL-12 (Bonder et al. 1998; Cheung 
et al. 1990). In addition, M2 secrete the alterna-
tive macrophage activation associated CC-chemokine 
(AMAC-1) (Kodelja et al. 1998) that displays strong 
homology to MIP-1α, a chemokine possibly expressed 
by M1 (Standiford et al. 1993). It was postulated that 
AMAC-1 may bring together alternatively activated 
antigen presenting cells and naïve CD4+ T cells, lead-
ing to the induction of an anti-inflammatory (type 
II-based) immune response. It was also shown that 
human monocytes activated by IL-4 and IL-13 secrete 
the macrophage-derived chemokine (MDC), leading 
to preferential recruitment of type II cells through 
interaction with the CC chemokine receptor 4 (CCR4) 
(Bonecchi et al. 1998). Human M2 induced by IL-4, 
IL-10 or PGE2 also express the prototype extracellular 
matrix proteins fibronectin and βIG-H3 (Gratchev 
et al. 2001) and secrete pro-fibrinogenic factors such 
as TGF-β, PDGF-AA and PDGF-BB (Song et al. 
2000). 15-lipoxygenase activity, which is induced by 
IL-4 while inhibited by IFN-γ and hydrocortisone in 
cultured human monocytes, may represent another 
marker for M2 (Conrad and Lu 2000).

Studies reporting the enhanced expression of the 
mannose receptor on IL-4-treated murine macrophages 
have led to the concept of M2 in mice (Stein et al. 1992). 
Until recently, the discrimination between murine M1 
and M2 was mainly documented at the biochemical 
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level, based on the l-arginine metabolism. Indeed, 
within the cytosol of macrophages, l-arginine can 
be metabolized by three different pathways (Wu and 
Morris 1998) resulting in the production of (i) l-cit-
rulline and NO via iNOS, (ii) ureum and l-ornithine 
through the activity of arginase and/or (iii) agmatine 
via arginine decarboxylase (ADC). The iNOS pathway 
is induced by type I immune mediators, like IFN-γ or 
LPS, and suppressed by the type II cytokines IL-4 and 
IL-13 (Munder et al. 1999). In contrast, l-arginine 
metabolism through the arginase activity is induced 
by IL-4 and IL-13, but repressed by IFN-γ. The cross-
regulation of the iNOS/arginase balance by type I/type 
II cytokines suggests that the measure of NO level and 

of arginase activity in distinct macrophage populations 
reflects their activation state, classical or alternative 
(Munder et al. 1998) (Fig. 1).

Recent in vitro and in vivo studies have focussed on 
the differential gene expression in M2. Welch and col-
leagues have identified YM1, a chitinase-like secretory 
lectin, and arginase as the most highly upregulated 
genes in M2 by analyzing the transcriptional response 
in mouse peritoneal macrophages activated by IL-4 
(Welch et al. 2002). The mannose receptor, the tissue 
inhibitor of metalloproteinase (TIMP) 1 and 2, the 
glucose-regulated heat shock protein 5, MIP-1γ and 
the IFN-γ-inducible lysosomal thioreductase Ifi 30 
were also found to be induced by IL-4.

Functional properties :Secretion pattern :

- Reactive oxygen
intermediates
- Pro-inflammatory
cytokines : IL-1, IL-6,
IL-8, IL-12, TNF-α

IFN-γ,.PAMP, hsp, CD40L

IL-4, IL-10, IL-13, PGE2
glucocorticoids

IFN-γ, PAMP, hsp, CD40L

IL-4, IL-10, IL-13, PGE2,
glucocorticoids

APC

Collagen
production

Cell
proliferation

Proline

polyamines

L-ornithine

urea

Arginase

iNOS

iNOS

L-citrulline

- NO

L-hydroxy-
arginine

L-arginine

Classical
activation

Alternative
activation

- Anti-inflammatory
factors : TGF-β, IL-10,
PGE

2

- Anti-microbial activity
- Induction of Th1

- Wound healing
- Suppression of
inflammation in lung
and placenta
- Induction of Th2
- Tolerization of Th1

Fig. 1 Main properties of classically and alternatively activated macrophages. Classical activation of macrophages is stimulated by 
type I cytokines, PAMP, and endogenous danger signals such as heat-shock proteins and CD40L. In contrast, alternative activation
is induced by type II cytokines, prostaglandinE2, and glucocorticoids. Both activation states are characterized by different l-arginine 
metabolic pathways. Classically activating signals induce iNOS, converting l-arginine to NO and l-citrulline, while alternatively 
activating signals promote arginase, converting l-arginine to urea and l-ornithine
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Loke et al. (2002) have established a gene expres-
sion profile of M2 elicited by IL-4 in vivo following 
the implantation of the nematode Brugia malayi
in the peritoneal compartment of mice. YM1 and 
FIZZ1 (found in the inflammatory zone), a resis-
tin-like secreted protein, were the most abundantly 
expressed genes in nematode-elicited M2 (10% and 
2% of the transcripts, respectively). The expres-
sion of arginase was also induced, confirming the 
assignment of this enzyme with M2. Other genes 
that were abundantly expressed in Brugia-elicited 
M2 were serum amyloid A3, an acute phase protein; 
surfactant protein α, a secreted scavenger receptor 
cysteine-rich protein; fibronectin; C4 from comple-
ment and Fcγ receptor III. The CC chemokine C10 
was also associated with filarial-activated M2. In 
another helminth infection model, Taenia crassiceps,
alternatively activated macrophages were induced 
during the chronic stage of infection and character-
ized by high expression levels of CD23 and CCR5 
(Rodriguez-Sosa et al. 2002).

Our group has focussed on the identification of 
genes that are differentially expressed in M2 ver-
sus M1 in experimental murine models of African 
trypanosomosis (Namangala et al. 2000; 2001). This 
study has confirmed the enhanced expression of 
FIZZ1 and YM genes in in vivo-elicited M2. The 
expression of the two genes was also up-regulated in 
M2 elicited in vitro following steering of macrophages 
with the type II cytokines IL-4 and IL-13. Moreover, 
IFN-γ counteracted the IL-4-mediated over-expres-
sion of FIZZ1 and YM genes in vitro (Raes et al. 
2002). Hence, IFN-γ could possibly maintain low 
FIZZ1 and YM expression in M1. Although the dif-
ferential expression of FIZZ1 and YM genes in M2 
has been confirmed in several models, the role of the 
encoded proteins remains thus far elusive.

An overview of M1- and M2-associated genes, 
both in human and mouse is given in Table 1.

Tumor-associated macrophages

Tumor-associated macrophages were first investi-
gated for their role in stimulating anti-tumor immune 
responses. However, more recent studies uncovered 
a tumor-promoting activity of macrophages (Elgert 
et al. 1998). This finding revealed the dual nature of 

macrophages, which depending on their in vivo con-
text can exert diametrically opposed activities.

Tumors can influence macrophage activity, both 
locally in the tumor microenvironment as in the 
periphery. Macrophages may contribute up to or more
than half of a tumor’s mass (Sunderkotter et al. 1994)
and are actually required for the tumor to survive 
(Mantovani et al. 1992; Evans 1978; Fauve 1993). 
Therefore, tumors have developed strategies to attract 
monocytic precursors, the most important of which 
being the constitutive expression of chemokines 
(Mantovani 1999). For example, CCL2, also known 
as MCP-1, is probably the most frequently found CC 
chemokine in tumors (Mantovani et al. 2002) and has 
been shown to promote tumor formation by attract-
ing monocytes to the tumor site (Nesbit et al. 2001). 
Similar functions are attributed to tumor-derived 

Table 1 List of type II cytokine-induced genes in  macrophages

Human Mouse

Membrane markers  

 – Mannose receptor – Mannose receptor
 – β−glucan receptor 
 – Scavenger receptor type I 
 – MS-1 
 – Fibronectin – Fibronectin
 – βIG-H3
 – CD23 – CD23
 – CD13 
 – RM3/1 
  – Surfactant protein-α
  – CCR5 
Secreted products  

 – IL-1Ra 
 – IL-10 
 – TGF-β – TGF-β
 – AMAC-1 
 – MDC 
 – PDGF-AA,BB 
 – MMP-7 
  – C4 (complement)
  – C10 (chemokine)
  – TIMP1,2
  – MIP-1γ
Metabolic markers  

 – Arginase – Arginase
 – 15-Lipoxygenase – Serum amyloid A3
  – Glucose-regulated 
   heat shock protein 5
  – Ym
  – FIZZ1
  – IFN-γ-inducible
   lysosomal 
   thioreductase Ifi30
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CXCL1 and related molecules (CXCL2, CXCL3, 
CXCL8 or IL-8) (Haghnegahdar et al. 2000), VEGF 
(Duyndam et al. 2002), M-CSF (Lin et al. 2001; 
Nowicki et al. 1996) and TGF-β (Wahl et al. 1987).

In addition, the presence of a localized tumor can 
shape macrophage activation at tumor-distal sites, 
such as lymphoid organs. Such macrophages can 
mediate lymphocyte suppression and adversely affect 
host anti-tumor responses (Ting and Rodrigues 1982; 
Tsuchiya et al. 1988; Bluestone and Lopez 1983; 
Parhar and Lala 1988).

In this chapter, we will interpret literature data in 
terms of the M1/M2 dichotomy, and provide addi-
tional evidence from our lab for the tumor-promoting 
capacity of both types of macrophages.

Tumor-promoting effects of M1

The M1 phenotype of macrophages has been inten-
sively studied over the past decades, including their 
role in cancer. Therefore, we will in first instance 
highlight the large body of evidence suggesting the 
tumor-promoting effects of M1.

Evidence for an M1 phenotype in tumor-associated 
macrophages

Matzinger’s danger model argues that many cancers 
do not appear dangerous to the immune system 
because initially they grow as healthy cells and do 
not send out distress signals to activate dendritic 
cells and macrophages in a classical pro-inflamma-
tory way (Fuchs and Matzinger 1996). This state-
ment is indeed corroborated by the large body of 
evidence mentioned in the following chapter, illus-
trating that the tumor microenvironment is rather 
anti- inflammatory.

Therefore, many of the tumor-destructive actions 
of M1 are only seen upon experimental activation of 
macrophages in vitro or in vivo. Thus, tumoricidal 
activity can be detected in macrophages activated in
vitro with LPS, polyI:C, lymphokines such as IFN-γ,
and other pro-inflammatory agents (Pace et al. 1983; 
Meltzer 1981; Gifford and Lohmann-Matthes 1986; 
Remels et al. 1990). Likewise, in vivo eradication of 
tumors by macrophages requires prior injection of 
macrophage-activating products (Fidler et al. 1982;
Akaza et al. 1995; Zhang et al. 2002; Auf et al. 

2001; Tsung et al. 2002) or a massive activation 
of tumor-immune lymphocytes by immunisation, 
which then activate adjacent macrophages (Bonnotte 
et al. 2001). Almost invariably, macrophage cytotoxic 
mechanisms involve nitric oxide, hydrogen peroxide 
and/or TNF (Farias-Eisner et al. 1996; Klostergaard 
1993). The cytotoxic activity of M1 can be targeted 
directly against the cancer cells or against the vascular 
endothelium, depriving the tumor of oxygen and 
nutrients.

Nevertheless, cancer cells can in theory produce 
endogenous danger signals (Gallucci and Matzinger 
2001) including the expression of stress-induced 
ligands for the immunoactivating NKG2D receptor 
(Diefenbach et al. 2000; Bauer et al. 1999), and the 
release of intracellular nucleotides, intact double-
stranded DNA or heat shock proteins from dying 
cancer cells (Tamura et al. 1997). Such signals might 
account for the occasional secretion of pro-inflamma-
tory cytokines and chemokines in the tumor bed by 
infiltrating inflammatory cells, such as macrophages 
(i.e. M1), neutrophils and mast cells (Naylor et al. 
1990, 1993; Vitolo et al. 1992; Burke et al. 1996; Di 
Carlo et al. 2001; Coussens et al. 1999). However, it 
should be noted that in some tumors, the cancer cells 
themselves are the source of pro-inflammatory media-
tors, the production of which is often regulated by 
inflammatory cells (Wigmore et al. 2002; Zhang et al. 
1999; Hensley et al. 1998).

Conventional thinking suggests that inflammatory 
cells and cytokines mount an effective anti-tumor 
immune response. In recent years however, strong 
indications highlight a contribution of inflammation 
to tumor growth, progression and immunosuppres-
sion (Balkwill and Mantovani 2001; Coussens and 
Werb 2001; Cordon-Cardo and Prives 1999). Perhaps 
the strongest argument in favor of the notion that the 
inflammatory process is a cofactor in carcinogenesis, 
comes from the clinical observation that about 15% 
of the global cancer burden is attributable to chronic 
infections of which inflammation is a major determi-
nant (Kuper et al. 2000). More specifically, epithelial 
cell turnover in the setting of chronic inflamma-
tion predisposes humans to carcinoma in the breast, 
liver, large bowel, urinary bladder, prostate, gastric 
mucosa, ovary and skin (Kuper et al. 2000; De Marzo 
et al. 1999; Ernst and Gold 2000; Ness and Cottreau 
1999; Brocker et al. 1988). In addition, long-term use 
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of aspirin and nonsteroidal anti-inflammatory drugs 
reduces colon cancer risk by 40–50%, and may be 
preventive for lung, esophagus, and stomach cancer 
(Baron and Sandler 2000; Garcia Rodriguez and 
Huerta-Alvarez 2001).

Several tumor-promoting mechanisms have been 
suggested for inflammatory cytokines (Cordon-Cardo 
and Prives 1999). In first instance, they might provoke 
DNA damage, and consequently transformation, by 
inducing NO, H2O2, and/or O2

− synthesis in macro-
phages or cancer cells. These reactive nitrogen or oxy-
gen intermediates can directly oxidise DNA, resulting 
in mutagenic changes, and may damage some DNA 
repair proteins (Jaiswal et al. 2000). In the same vein, 
the inflammatory cytokine migration inhibitory factor 
(MIF) can inactivate the p53 tumor-suppressor pro-
tein, causing a deficient response to genetic damage 
(Hudson et al. 1999).

Secondly, the inflammatory cell infiltrate, particu-
larly tumor-associated M1 macrophages, contribute 
to tumor angiogenesis (O’Byrne et al. 2000; Leek 
et al. 1999). The formation of new blood vessels is 
a crucial step in the growth of neoplastic tissues and 
provides the necessary conditions for dissemination 
at distant anatomical sites. M1 produce TNF, IL-1 
and IL-6 which stimulate the production of ang-
iogenic factors such as VEGF, IL-8 and the enzyme 
thymidine phosphorylase (Polverini and Leibovich 
1984; Ono et al. 1999; Torisu et al. 2000; Leek et al. 
1998; Schoppmann et al. 2002; Barbera-Guillem 
et al. 2002). However, it should be remarked that this 
angiogenic activity is not a prototypical feature of M1. 
Indeed, also M2 can promote angiogenesis, albeit via 
different mechanisms (Kodelja et al. 1997).

Thirdly, inflammation causes the induction of 
proteases involved in tissue remodeling. In order for 
invasion and metastasis to occur, the cancer cell must 
bypass the basement membrane. Therefore, excess 
matrix degradation is often a hallmark of cancer and 
could be an important component of the process of 
tumor progression (Fidler 1997). Matrix metallo-
proteinases or MMPs are a large family of over 20 
proteins that together can degrade all the known com-
ponents of the extracellular matrix. Certain individual 
MMP family members are only expressed in cancer 
cells, whereas some are only seen overexpressed in the 
stroma, typically by tumor-associated macrophages 
(McCawley and Matrisian 2000). For example, in one 

skin tumor model, paracrine MMP-9 production by 
inflammatory cells was implicated in epithelial hyper-
proliferation, angiogenesis and increased malignant 
potential, and skin tumor development was reduced 
in MMP-9 “knock-out” mice (Coussens et al. 2000). 
However, the tumor-promoting effect of proteases 
is not generally applicable to all tumors. Our data 
illustrate that endogenous TNF, produced by tumor-
infiltrating macrophages, has a direct pro-malignant 
activity on cancer cells. This activity was due to its 
stimulatory effect on the expression of Secretory 
Leukocyte Protease Inhibitor (SLPI) in these cells, a 
serine protease inhibitor with broad anti-inflamma-
tory (Sallenave 2000) and as we have shown recently, 
malignancy-promoting properties (Devoogdt et al. 
2003). The protease inhibiting capacity of SLPI was 
needed for its tumor-enhancing effect, since mutations 
in the protease-inhibiting domain abolished this effect 
(Devoogdt et al. 2003). Moreover, although some 
serine protease inhibitors confer protection to TNF-
α-mediated cytotoxicity (Park et al. 2000; Ruggiero 
et al. 1987), SLPI expression in the cancer cells does 
not influence its lysis by TNF-α.

Fourthly, once the path is paved for cancer cells 
to spread, pro-inflammatory cytokines can promote 
seeding at distant anatomical sites by augmenting the 
expression of adhesion molecules on endothelial cells, 
recognizing their receptors on cancer cells (Garofalo 
et al. 1995; Okahara et al. 1994). In some instances, 
the cancer cells might even be embedded in emboli 
with migratory inflammatory cells, particularly mac-
rophages, that alter the attachment of cancer cells to 
vascular endothelium (Starkey et al. 1984).

Suppression of anti-tumor CTL responses by M1

Finally, M1 can subvert an anti-tumor immune response 
by suppressing T cell activity. Indeed, Mills’ group 
(1991) pinpointed nitric oxide, produced by the M1-
associated inducible nitric oxide synthase, as an impor-
tant effector molecule of suppressor macrophages. NO 
exerts heterogeneous and diverse phenotypic effects 
linked to its capacity to react with other inorganic 
molecules (such as oxygen, superoxide and transition 
metals), DNA (pyrimidine bases), prosthetic groups 
(such as heme) or proteins (leading to S-nitrosylation 
of thiol groups, nitration of tyrosine residues or disrup-
tion of metal-sulfide clusters) (Bogdan 2001). In the 
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context of a T lymphocyte-mediated response, NO has 
been shown to inhibit blastogenesis, by inhibiting IL-2 
production, altering IL-2Rα expression and/or preclud-
ing IL-2R signalling (Blesson et al. 2002; Mazzoni 
et al. 2002). In tumor-bearers, splenic CD11b+ Gr-1+

myeloid-derived suppressor cells are often detected, 
which can suppress T cell responses by an NO-depend-
ent mechanism (Mazzoni et al. 2002; Kusmartsev et 
al. 2000). Overall, NO-mediated suppression is regu-
larly observed in lymphoid organs of tumor-bearing 
hosts, but only few reports demonstrate such activity 
in tumor-associated macrophages (Saio et al. 2001), 
most probably because the tumor microenvironment 
is most often anti-inflammatory (Elgert et al. 1998 and 
Chapter 4.2.1. of this manuscript). In any case, IFN-γ
endogenously produced by activated T cells, is needed 
for the inhibitory activity of these myeloid cells. This 
leads to the conclusion that macrophage NO-medi-
ated inhibition of the CTL response is a side effect of 
activating macrophages in a classical way rather than 
resulting from the action of a distinct subset of what 
have long been termed suppressor macrophages. These 
in vitro findings have recently been corroborated in 
vivo. Treatment of mice with the iNOS inhibiting agent 
NG-monomethyl-l-arginine increases the subsequent 
anti-tumor response (Koblish et al. 1998; Medot-
Pirenne et al. 1999). One important remark should be 
made in this context: NO is not an exclusivity of M1. 
Indeed, both Bronte’s results (Bronte et al. 2003) and 
ours (Liu et al. 2003) demonstrate that alternatively 
activated myeloid suppressor cells (M2) in the spleen 
of tumor-bearers display at least two mechanisms of 
T-cell suppression: an NO-dependent suppression of 
mitogen-activated and memory T cells, and an NO-
independent suppression of antigen-specific primary 
T cells. Finally, not all our attention should be focused 
on NO as the principal inhibitory molecule of M1. For 
instance, macrophages in tumor-draining lymph nodes 
can induce T-cell dysfunction by down-regulating CD3 
ζ molecules and provoking T cell apoptosis via reactive 
oxygen intermediates (Otsuji et al. 1996; Takahashi 
et al. 2003).

Tumor-promoting effects of M2

M2 cells are still less well characterized than M1 
cells. Therefore, investigations into the involvement 
of M2 cells in tumor progression have only been initiated

over the past few years. Nevertheless, this topic is 
gaining ever increasing interest from the scientific 
community, as illustrated by a recent review paper by 
Mantovani et al. (2002), identifying tumor-associated 
macrophages as a paradigm for polarized M2 mono-
nuclear phagocytes.

Evidence for an M2 phenotype in tumor-associated 
macrophages

Based on what is known about tumor-associated 
macrophages (TAM), they often appear to have a 
phenotype and function similar to M2 macrophages 
(Mantovani et al. 2002).

Several indications for this statement came from 
scrutinizing the iNOS/arginase balance in TAM. It was 
proposed that macrophage arginine metabolism in the 
tumor bed via the NO synthase pathway (prototypi-
cally M1) would favor tumor inhibition because NO 
is tumoristatic/tumoricidal (Hibbs et al. 1987; Farias-
Eisner et al. 1996). If instead, the predominant pathway 
of arginine metabolism is via arginase (prototypically 
M2), then tumor growth might be further promoted 
because ornithine is the precursor of polyamines that 
are required for cell replication (Chang et al. 2001; 
Pegg 1988). It turns out that macrophages isolated 
from tumor-bearing mice, especially the macrophages 
embedded within the tumor, often show a diminished 
tumoricidal capacity due to a reduced expression of 
the inducible nitric oxide synthase gene (DiNapoli 
et al. 1996; Klimp et al. 2001; Davel et al. 2002; 
Baskic et al. 2001; Mills et al. 1992; Alleva et al. 1994; 
Sotomayor et al. 1995). Rather, l-arginine metabo-
lism via arginase is often increased in macrophages 
associated with progressing tumors (Davel et al. 2002; 
Baskic et al. 2001; Mills et al. 1992; Parajuli and 
Singh 1996). These in vivo characteristics of TAM 
mimic the in vitro effect of IL-4, which has been 
shown to preclude macrophage tumoricidal activation 
(Nishioka et al. 1990; Suk et al. 1993). In addition to 
a lowering in the production of tumoristatic and cyto-
toxic NO, TAM also produce fewer reactive oxygen 
intermediates (Tsunawaki and Nathan 1986), further 
allowing an undisturbed tumor growth. It is important 
to note that these findings are mainly applicable to 
macrophages derived from the tumor microenviron-
ment, but not necessarily to peripheral macrophages, 
such as those in the spleen, which might still produce 
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significant levels of reactive nitrogen and oxygen 
intermediates.

Not only reactive nitrogen and oxygen interme-
diates can kill cancer cells, but also inflammatory 
cytokines such as TNF (Lejeune et al. 1998; Urban 
et al. 1986). Moreover, inflammatory cytokines and 
chemokines could guide the recruitment of both 
nonspecific and specific immune effector cells to the 
tumor bed. Evidence suggests however that TAM 
rather have an anti-inflammatory phenotype, secreting 
high amounts of IL-10 and TGF-β, but only limited 
amounts of TNF and IL-12 (Beissert et al. 1989; Sica 
et al. 2000; Kambayashi et al. 1995; Loercher et al. 
1999; Maeda et al. 1995; Kim et al. 1995). IL-12 is 
a pro-inflammatory cytokine with immunoregulatory 
functions that bridge innate resistance and antigen-
specific adaptive immunity (Trinchieri 1995) and lack 
of its production may be a serious impairment for 
effective anti-tumor responses.

Not many studies report on the expression of 
M1- or M2-related surface markers on TAM. Only 
Mantovani et al. (2002) mention high levels of mac-
rophage mannose receptor, a marker which is rather 
associated with M2, on TAM. Clearly, this area of 
research needs to be further explored.

Tumor-associated M2 can be induced upon interac-
tions with cancer cells, stromal fibroblasts and tumor-
infiltrating T cells. Tumors may produce molecules 
that steer macrophages in a M2 direction, such as IL-
4, IL-6, IL-10, TGF-β, prostaglandin E2, M-CSF and 
p15E-related molecules, which have all been reported 
to block the cytotoxic functions of TAM (Elgert et al. 
1998). Moreover, cancer cell apoptosis, a phenom-
enon which occurs quite frequently in tumors, results 
in the induction of M2 secreting IL-10 and TGF-β
(Gough et al. 2001).

In tumors, the prevalence of Th2 cells is common, 
so that T-cell derived IL-4, IL-13 and IL-10 could 
reinforce the skewing of monocyte differentiation 
towards M2 (Sato et al. 1998; Maeurer et al. 1995; 
Sheu et al. 2001; Maeda and Shiraishi 1996; Pellegrini 
et al. 1996; Ibe et al. 2001). As a matter of fact, can-
cer cells have been shown to secrete chemokines that 
contribute to a type II tumor microenvironment. For 
instance, MCP-1, produced by tumors and TAM, can 
orient specific immunity in a Th2 direction (Gu et al. 
2000). As a consequence, neutralization of MCP-1 
boosted the generation of tumor-reactive T cells in a 

poorly immunogenic tumor model (Peng et al. 1997). 
Furthermore, Reed–Sternberg cells in Hodgkin’s lym-
phoma can express CCL22 and CCL17 (van den Berg 
et al. 1999; Cossman et al. 1999). These chemokines 
recognize CCR4 that is preferentially expressed on 
polarized Th2 cells and on regulatory T cells, as well 
as on monocytes (Mantovani 1999; Mantovani et al. 
2002; Iellem et al. 2001). In the same tumor, stromal 
cells produce CCL11, which attracts eosinophils and 
Th2 cells. Therefore, neoplastic elements and stroma 
use complementary tools to recruit cells associated 
with polarized type II responses (Mantovani et al. 
2002). Also TAM can participate in the regulation of 
T cell responses by chemokines. CCL18, a chemokine 
constitutively produced by immature DC and macro-
phages exposed to IL-4, IL-13 or IL-10, is the most 
abundant chemokine in human ovarian ascites fluid 
(Schutyser et al. 2002). CCL18 attracts naïve T cells, 
which are then submerged in an environment domi-
nated by M2 and immature DC.

Berrebi et al. (2003) have shed light on the molecu-
lar mechanism responsible for the anti-inflammatory 
effect of cytokines such as IL-10. IL-10, but also glu-
cocorticoids, induce the synthesis of the leucin zipper 
GILZ in macrophages. GILZ inhibits the function 
of the key inflammatory transcription factor NF-κB.
Most interestingly, while GILZ gene expression is 
down-regulated during delayed-type hypersensitiv-
ity reactions, its expression persists in macrophages 
infiltrating Burkitt lymphomas, adding additional evi-
dence to the presence of M2-oriented TAM.

Suppression of anti-tumor CTL responses by M2

Immunosuppressive macrophages have been known 
for a long time (Oehler et al. 1977) and have most of 
the time been associated with a classically activated 
phenotype, mainly based on the secretion of nitric 
oxide. However, new evidence suggests that in some 
– or perhaps most – instances alternatively activated 
macrophage and suppressor macrophage populations 
may at least partially overlap (Goerdt and Orfanos 
1999).

Indeed, lymphokines and LPS can stimulate cyto-
toxic activity in mouse peritoneal macrophages, but 
cause a reduction in the suppressor activity of these 
cells, linking suppression with M2 (Chang et al. 
1988; Boraschi et al. 1983). In addition, IL-4 and 
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 glucocorticoid-induced macrophages inhibit mitogen-
mediated proliferation of CD4+ T cells in a human 
co-culture system in vitro (Schebesch et al. 1997). 
Tzachanis et al. (2002) report that blockade of B7/
CD28 facilitates the induction of T-cell unrespon-
siveness by generating suppressive M2. In vivo, both 
placental and alveolar macrophages have an alterna-
tively activated phenotype (Kodelja et al. 1998; Mues 
et al. 1989) and are prototypes of naturally occurring 
 suppressor macrophages (Chang et al. 1993; Holt 
et al. 1998). UVB-induced contact tolerance is another 
excellent model for the functional analysis of suppres-
sive actions of alternatively activated macrophages 
(Stevens et al. 1995). Finally, M2-mediated immuno-
suppression has been reported in a number of parasitic 
infections, including schistosomiasis (Terrazas et al. 
2001), tryanosomiasis (Namangala et al. 2001; De 
Baetselier et al. 2001) and Brugia malayi infections 
(Loke et al. 2000).

In cancer, the presence of immunosuppressive 
macrophages is amply documented, but fitting these 
cells into the M1/M2 model is not always straightfor-
ward. For example, prostaglandin E2 is a well known 
macrophage-derived immunosuppressive agent, which 
is often upregulated in tumor-bearing hosts (Fujii et al. 
1987; Pelus and Bockman 1979; Metzger et al. 1980). 
However, prostaglandin E2 can be produced by either 
M1 macrophages receiving pro-inflammatory stimuli 
(Harris et al. 2002) or M2 macrophages receiving anti-
inflammatory stimuli (Fadok et al. 1998). Likewise, 
ambiguous information comes from a population of 
immature Gr1+/CD11b+ myeloid precursors found in 
the spleen of immunosuppressed tumor-bearing mice. 
While some reports identified NO as the immunosup-
pressive agent from Gr1+/CD11b+ cells (Mazzoni 
et al. 2002; Kusmartsev et al. 2000), suggesting an M1 
phenotype, other reports demonstrate that exposure 
of these Gr1+/CD11b+ cells to IL-4 greatly increased 
the T-lymphocyte suppressive activity (Bronte et al. 
2000; Apolloni et al. 2000; Gabrilovich et al. 2001). 
These myeloid-derived suppressor cells specifically 
target CD8+ T cells, thereby precluding efficient 
anti-tumor CTL responses. A recent report by Bronte 
et al. (2003) might provide an explanation for these 
at first sight conflicting observations. These authors 
uncovered that IL-4 induced arginase is involved in 
the suppressive action of these cells, by increasing 
superoxide production through a pathway that likely 

utilizes the reductase domain of inducible NO syn-
thase. Hence, the simultaneous expression of arginase, 
inducible NO synthase and superoxide does not allow 
a straightforward classification of immunosuppressive 
Gr1+/CD11b+ cells within the M1/M2 model.

Our work further elaborates on the role of splenic 
myeloid-derived suppressor cells in cancer. In one 
study we have analyzed the possible involvement of 
NK cells (via either cytokine production and/or cyto-
lytic activity) in determining the cellular composition 
of myeloid cells in the spleen and evaluated the result-
ing effects on anti-tumor CTL responses (Geldhof et 
al. 2002). Hereby the BW-Sp3 lymphoma model was 
adopted since rejection of BW-Sp3 depends on elicit-
ing strong CTL responses (VandenDriessche et al. 
1994; Raes et al. 1998), and consequently this model 
allowed to examine the involvement of NK cells in 
early CD8+-dependent immune reactions. To address 
the importance of NK cells for the early anti-tumor 
defense, α-ASGM-1-treated mice were challenged 
with BW-Sp3 cells. Our results indicate that NK cells 
are a prerequisite for efficient CTL generation and 
that absence of NK cells favours the outgrowth of M2 
cells. Subsequently these M2 cells, associated with 
NK depletion, suppress the restimulation of memory 
CTLs. Finally, preferential engagement of M2 by 
activated NK (LAK) cells reveal that cytolytic interac-
tions might be involved in the regulatory function of 
NK cells to drive M1-dependent CTL responses.

In the same tumor model, a distinction can be 
made between hosts that spontaneously reject their 
tumor and hosts in which the tumor progresses 
(Raes et al. 1998; Van Ginderachter et al. 2000). 
We demonstrated that T cell activating antigen-pre-
senting cells were induced in regressors, whereas 
T cell suppressive myeloid cells, characterized by 
a combined CD11b and Gr1 expression, predomi-
nated in the spleen of progressors (Liu et al. 2003). 
Indeed, in vitro depletion of CD11b+ populations 
restored T cell cytotoxicity and proliferation in 
mice with progressing disease. This CTL inhibition 
was cell-to-cell contact-dependent but not medi-
ated by nitric oxide. However, the same progres-
sor suppressive cells prevented the activity of in 
vitro restimulated CTLs derived from regressors 
in a cell-to-cell contact and NO-dependent fash-
ion. Thus, either NO-dependent or -independent 
suppressive pathways prevailed, depending on the 
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target CTL population. In addition, the suppres-
sive population expressed a high arginase activity. 
However, in contrast to Bronte’s results (2003), the 
high arginase activity is not directly involved in 
the suppressive process in this case. Nevertheless, 
these data provide yet another example of myeloid 
suppressor cells in the spleen of tumor-bearing mice, 
co-expressing arginase (M2 marker) and inducible 
NO synthase (M1 marker) (Fig.2).

Concluding remarks

Macrophages are in the first place versatile, regulatory 
cells able to respond to diverse environmental signals. 
It is remarkable that the same cell type, depending on 
the stimuli it gets, can have opposing pro-inflamma-
tory (M1) or anti-inflammatory (M2) functions. While 
the molecular signature of M1 has been a subject of 
investigation for a long time, M2 cell gene expression 

l Secretion of anti-inflammatory 
molecules : IL-4, IL-10, PGE2,…

l Secretion of chemokines attracting 
Th2 cells

l Cancer cell apoptosis

Cancer
cell

M2

Cancer
cell

l Secretion of pro-inflammatory 
mediators

l Production of endogenous danger 
signals : NKG2D ligands, dsDNA, 
heat shock proteins

l Cancer cell necrosis

M1

l Reduced cancer cell killing by low produc-
tion of cytotoxic molecules : TNF, 
reactive oxygen and nitrogen intermedi-
ates

l Higher production of polyamines that 
promote cancer cell growth

l IL-10 high / IL-12 low phenotype, causing 
impaired induction of an effective anti- 
tumor response

l Immunosuppression

l DNA damaging effect of NO, promoting 
transformation

l Inactivation of p53 tumor-suppressor protein 
by  the inflammatory cytokine MIF

l TNF, IL-1 and IL-6 stimulate the production 
of angiogenic factors

l Induction of proteases involved in matrix 
degradation. However, in some models cancer 
growth is promoted by the induction of 
protease inhibitors by TNF.

l Pro-inflammatory cytokines augment expres-
sion of adhesion molecules, promoting cancer 
cell spreading

l Immunosuppression

Tumor
progression

Fig. 2 Classical (M1) and alternative (M2) activation of macrophages: different pathways of macrophage-mediated tumor promotion. 
Cancer cells can steer the macrophage activation state into either M1 or M2. These M1 or M2 then employ their own mechanisms to
promote tumor growth
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is still largely unknown. It will be important for the 
future to fit the still scattered information on M2 into 
applicable models describing the modalities of these 
cells. Important aspects of M2 biology to consider 
are their anti-type I inflammatory activity, and wound 
healing and tissue repair promoting properties.

The involvement of macrophages in tumor growth 
is a long recognized fact. This review shows that 
tumor-mediated regulation of macrophage activities, 
either in the M1 or M2 direction, can favor tumor 
growth. However, considering the involvement of 
these cells in a multitude of functions – influencing 
immune competitiveness, cancer cell growth and 
invasive capacity, angiogenesis and tissue remodelling 
– it will not be straightforward to design therapies 
or drugs able to subvert macrophage tumor-promot-
ing effects. Therefore, more data will be needed to 
describe the nature of macrophages in different loca-
tions – not only comparing lymphoid organs with the 
tumor site, but also different compartments within 
the tumor – and in cancers from different histologi-
cal origin and at different stages, in order to obtain a 
clearer picture on the when and where of macrophage-
mediated tumor progression. This knowledge might 
ultimately lead to a rationalisation of therapies aimed 
at tumor-associated macrophages.
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Abstract: Understanding tumor/host immune inter-
actions may help to fight cancer. Growing knowledge 
about T cell responses and increasing success of 
immunotherapeutic approaches have created the need 
for methods to characterize tumor-directed cellular 
immune responses. The spectrum of methods reaches 
from protein-based methods, including tetramers or 
intracellular flow cytometry, to genetic assays, such as 
TCR analysis or microarray techniques, further on to 
functional assays analysing proliferation and micro-
toxicity. Here, we describe these and further methods 
and explain their respective application in human 
tumor immunology.

Introduction

The host’s cellular immune system can fight autologous 
tumor (Dunn et al. 2002) through a tumor-directed T 
cell response. Tumor-specific T cell responses can 
develop either spontaneously (Nagorsen et al. 2003) or 

after specific immunotherapy (Rosenberg 2001). The 
growing knowledge about natural T cell responses and 
increasing success of cellular immunotherapy against 
cancer have created the need for efficient methods 
to identify and characterize tumor-directed cellular 
immune responses. It is well established that malig-
nancies express tumor-associated antigens (TAA), 
such as differentiation antigens, shared antigens over-
expressed on cancers, cancer germline antigens, or 
mutated antigens, which can be recognized by TAA-
specific CD8+ T cells in a major histocompatibility 
complex (MHC) class I restricted fashion (Boon et al. 
1997; Renkvist et al. 2001). Therefore, the main focus 
of technologic development since the early 1990s has 
been on monitoring these TAA-specific CD8+ T cell 
responses in peripheral blood (Keilholz et al. 2002). 
New technologies allow ex vivo characterization of 
immune system/tumor interactions at the actual tumor 
site, and the monitoring could be extended to other 
relevant cell populations (e.g. CD4+ T cells, mono-
cytes, dendritic cells [DC], or natural killer [NK] 
cells), that may play an additional role in defense 
against tumors.

Based on their underlying principles, methods for 
the characterization of tumor-directed cellular immune 
responses can be divided into three major groups: 
(1) protein-based assays, (2) functional assays, and 
(3) molecular genetics-based methods (see Fig. 1). 
Depending on the specific question asked, each 
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category has its respective advantages and disadvan-
tages, and a combined approach will be most useful.

Protein-based methods

Protein-based methods can be divided into antibody-
based and human leukocyte antigen (HLA)-based 
methods. Antibody-based T cell assays are classi-
fied as ELISPOT and flow cytometry methods. The 
ELISPOT assay is a relatively easy-to-perform and 
sensitive enzyme-linked immunosorbent spot assay 
detecting specific T cells by their antigen (Ag)-induced 
secretion of cytokines (mainly IFNγ) (Schmittel et al. 
2000). Peripheral mononuclear cells (PBMC) – or 
other cell populations of interest – are put onto 96-
well nitrocellulose plates coated with specific first 
anti-cytokine (IFNγ) monoclonal antibodies (mAb). 
During 24 h of coincubation with Ag (e.g. by peptide 
or tumor cells), specific T cells secrete cytokines, 
which are bound by the surrounding mAb. Then a 
second, biotinylated anti-cytokine-mAb is added to 
the plate, and later streptavidin-alkaline phosphatase 
is added. Finally, the plates can be analyzed through 

a microscope, or better, by using an automated image 
analysis system for spots representing cytokine-releasing
T cells. Several groups have shown a good correla-
tion between the number of IFNγ secreting T cells 
in the ELISPOT assay and cytotoxicity determined 
by the traditional chromium release assay (Di Fabio 
et al. 1994; Miyahira et al. 1995; Scheibenbogen et 
al. 2000; see also Functional assays). This ELISPOT 
assay can be used to detect T cell responses not 
only against peptides but also against tumor cells or 
soluble proteins (CD4+ T cell responses) (Schmittel 
et al. 2001). Automated image analysis systems have 
overcome the subjectivity of spot counting. The 
major disadvantage of the ELISPOT is that further 
phenotyping is laborious and possible only by indirect 
methods, such as using blocking antibodies or depleting 
cell subsets.

Intracellular IFNγ flow cytometric staining (IC-FC) 
is almost as sensitive as the ELISPOT assay and has 
the major advantage of allowing further phenotyping 
of Ag-specific T cells. A good correlation was shown 
between IFNγ ELISPOT assay and IC-FC (Asemissen 
et al. 2001). IC-FC is based on flow cytometric meas-
urement of intracellular cytokine levels (also most 
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Fig. 1 The expanding range of methods for the characterization of tumor-directed cellular immune responses. In recent years, genetic-
based methods (gray background) have started to complement protein-based and functional methods. For several genetic approaches a 
meaningful cell subset has to be separated. This can be achieved by flow cytometric separation, microbeads, microdissection, or under 
specific culture conditions (Modified from Nagorsen et al. 2002)
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common: IFNγ) after Ag-specific stimulation of T cells,
blocking of cytokine secretion to allow intracellular 
accumulation of cytokines, and permeabilization of 
cells (Suni et al. 1998). A further flow cytometric 
approach for detecting IFNγ-secreting T cells is the 
use of a bispecific antibody trapping secreted IFNγ at 
the cell surface (Brosterhus et al. 1999). This so-called 
IFNγ-catch-reagent is a bispecific anti-CD45 and anti-
IFNγ antibody binding with its anti-CD45 portion to 
the leukocyte surface and “catching” secreted IFNγ
with the other side. Then a labeled second anti-IFNγ
antibody (the so-called detection-antibody) binds 
to a different site of the IFNγ molecule and allows 
flow cytometric analysis. This IFNγ-secretion assay 
is particularly useful for separation of live, specific 
T cells because it does not require permeabilization 
and fixation. However, the specificity of this assay for 
monitoring T cell responses remains to be elucidated 
(Asemissen et al. 2001). Like the ELISPOT assay, 
both flow cytometric methods can detect reactivity 
against unknown antigens (for example, presented by 
autologous tumor cells) and provide basic information 
about the functionality of the detected cells.

The above methods are used for monitoring T cell 
responses ex vivo from peripheral blood or bone 
marrow. At the tumor site, so far, only less specific 
antibody-based methods can be used to survey immune 
responses, such as staining for infiltrating T cells 
(CD3, CD4, CD8), NK cells (CD56) or phagocytes/
antigen-presenting cells (CD14, CD80, CD83, CD86). 
Antibodies have been used to detect T cell receptor 
(TCR) distributions in peripheral blood as well as at the 
tumor site, where a significant increase of a given TCR 
subgroup is likely to correspond to the clonal expansion 
of a TAA-specific clone. Antibodies that specifically 
recognize a V gene subgroup allow a quantitation of 
the V region expression of αβ T cells and provide an 
opportunity to further study the phenotype of relevant 
T cells. However, sensitivity and accuracy of these data 
must be interpreted cautiously, since antibodies cover 
only about 70% of T cells and the identification of a V 
gene subgroup is no direct proof for clonotypic identity 
of a given TCR (please see also Genetic methods).

Two HLA-based methods are in use for determining 
Ag-specific T cells ex vivo: multimerized HLA class I 
molecules carrying a specific peptide and labeled with 
a fluorescent marker (tHLA or tetramers) (Altman et 
al. 1996) and peptide-HLA-green-fluorescence-protein 

(GFP) complexes (Tomaru et al. 2003). To produce 
tHLA, recombinant HLA heavy chains containing a 
biotinylation site and recombinant β2-microglobulin 
are synthesized in E. coli. The respective epitope 
peptide is added to the HLA heavy chain and β2-
microglobulin. The refolded complex is then isolated 
and biotinylated. Fluorescent streptavidin is added to 
induce a tetramer formation. Once established, tHLA 
are time saving and relatively easy-to-use. The tetram-
ers are added to the cells and coincubated for 15 min to 
bind to complementary T cell receptors; then antibod-
ies (e.g. anti-CD3 or anti-CD8) can be added. tHLA is 
the only method that allows an estimation of the avid-
ity between TCR and peptide-loaded HLA class I mol-
ecules (Dutoit et al. 2002). This is especially important 
because the avidity of Ag recognition by tumor-specific 
CD8+ T cells seems to correlate with the efficiency of 
tumor recognition. This parameter may determine 
the potency of a tumor rejection Ag and correlate in 
adoptive transfer models with protection against tumor 
and viral infection (Alexander-Miller et al. 1996; Yee 
et al. 1999; Zeh et al. 1999). Furthermore, tHLA (and 
other flow cytometric approaches as well) allow a 
detailed phenotyping of specific T cells. However, 
no direct conclusions on the functional activity of T 
cells are possible because tetramer and intracellular 
IFNγ double-positive T cells are difficult to detect due 
to down-regulation of TCR tetramer complexes dur-
ing the staining procedure (Lee et al. 1999; Nielsen 
et al. 2000). Two main staining methods have been 
developed for in situ tetramer staining (Haanen et al. 
2000; Skinner et al. 2000). Skinner and Haase (2002) 
give a comprehensive overview. There is, however, not 
much experience with these techniques in humans, 
and it has been difficult to establish tetramer staining 
in human tissues (personal experience). Whether these 
difficulties are due to TCR engagement in the tumor 
environment is unclear. It remains to be seen what role 
these important and promising techniques will play. 
A second HLA-based technique is the detection of 
Ag-specific T cells by peptide-HLA-GFP complexes 
(Tomaru et al. 2003). Antigen presenting cells (APC) 
expressing HLA-A*0201 coupled to green fluorescent 
protein (GFP) are pulsed with an Ag-derived peptide. 
During stimulation of Ag-specific T cells, these T cells 
incorporate the peptide-HLA-GFP complexes. Thus, 
Ag-specific T cells can be identified and analyzed by 
fluorescence-based detection methods.
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The incremental understanding of the function of 
several Ag-specific T cell subtypes led to a greater 
appreciation of the importance of characterizing Ag-
specific T cells directly ex vivo. Several subpopulations 
of TAA-specific T cells have been defined by corre-
lating specific surface markers with T cell functions, 
such as cytotoxicity or homing. Hamann et al. (1999) 
used CD45RA and CD27 expression to describe 
three subsets of CD8+ T cells: CD27+CD45RA+

T cells represent naive, CD27+CD45RA− memory, and 
CD27−CD45RA+ effector subpopulations. Sallusto 
et al. (1999) defined T cells based on the expres-
sion of the lymph node-homing chemokine receptor 
CCR7 as naive T cells (CD45RA+CCR7+), central 
memory T cells (CD45RA−CCR7+), effector memory 
T cells (CD45RA−CCR7−) and terminally differenti-
ated effector T cells (CD45RA+CCR7−). A similar 
distinction of T cell subsets was made using CD27/
CD28 (Appay et al. 2002). We know now that these 
classifications represent different cells with differ-
ent characteristics that may be important for cancer 
defense, such as apoptosis-inducing ligands, cytotoxic 
effector functions, cytokines, and homing behavior. 
Thus, a determination of T cell characteristics is a 
very helpful tool for a realistic reflection of their capa-
bilities in vivo. In many studies, however, functional 
aspects of Ag-specific T cells have been described 
after in vitro culture, with repeated Ag restimulation 
and/or exogenous cytokines to increase the sensitivity. 
Although T cell stimulation in vitro over a few days 
is probably too short to generate specific T cells from 
their precursors and, thus, comparative quantitative 
analyses are reliable, even short-term culture leads to 
dramatic changes in T cells. Besides a huge increase 
of the frequency of Ag-specific T cells in PBMC from 
3% to more than 60% after in vitro sensitization and 
addition of IL-2 (Monsurro et al. 2001), culture causes 
alterations of phenotype and cytotoxic functions. A 
strong increase of cytolytic activity was shown after in
vitro restimulation of Ag-specific T cells (Pittet et al. 
2001). After in vitro-sensitization and in vitro-culture
for 10 days, Ag-specific CD8+ T cells expressed more 
perforin (more than 80% of CD8+ tHLA+ cells com-
pared to 17% before culture) and up-regulated CD27 
(from less than one-third to more than two-thirds 
of CD8+tHLA+ cells) (Monsurro et al. 2002). This 
strongly suggests that a characterization representing 
the in vivo state of specific T cells is inaccurate after in

vitro treatment of Ag-specific T cells. Thus, methods 
treating cells with cytokines and/or peptides (in vitro
sensitization or short time culture) are not useful for 
ex vivo monitoring and characterization of specific 
T cell responses. A clear distinction between directly 
ex vivo, short-term in vitro, and long-term in vitro T cell 
responses should be used in publications.

In summary, protein-based methods represent the 
current first line tools for the analysis of Ag-specific 
T cell responses (Keilholz et al. 2002). ELISPOT, 
tHLA, and IC-FC are particularly suitable for moni-
toring immunotherapy trials. Flow cytometric assays 
can be used to further characterize Ag-specific 
T cells. However, there are limitations when monitoring
systemic immune responses for the purpose of 
predicting clinical outcome. So far, no clear correlation
has been found between immune response and clinical 
effect. Obviously, circulating T cells represent only 
one of various factors interacting during an immune 
response. Other components determining homing of 
T cells to the tumor site, their survival and function at 
the tumor site, and adjustment of cancer cells trying to 
evade T cell recognition may make it difficult to find 
such a correlation.

Functional assays

Although cytokine production after Ag stimulation also 
reflects T cell function, a traditional understanding is 
that the microtoxicity and T cell proliferation assays 
are tests of T cell functionality in a narrower sense. 
Assays to analyze the ability of T cells to destroy cells 
have been known for many years. The classical assay 
for detection of target cell destruction uses lysis of radi-
olabeled target cells by lymphocyte populations usually 
after limiting dilution (Brunner et al. 1968). Target cells 
(e.g. tumor cells or Ag-presenting cells) are labeled 
with 51chromium (51Cr) and then incubated with effec-
tor cells at several effector/target ratios. Radioactivity 
caused by 51Cr release is measured in the supernatant 
of these cultures using a gamma counter. Valmori 
et al. (2002b) demonstrated direct ex vivo tumor cell 
lysis by peripheral TAA-specific T cells using this 
assay. Several other methods have been developed to 
substitute for the 51Cr release assay. Comparable results 
to the 51Cr assay can be obtained by europium release 
assay (Zons et al. 1997). This method is based on the 
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measurement of the nonradioactive, fluorescent marker 
europium by labeled target cells after coincubation 
with effector cells (e.g. T cells or NK cells) (Blomberg 
et al. 1986). In another method, target cells are stained 
with a green fluorescent membrane dye (DiO18) and the 
nuclear dye propidium iodide (PI) (Mattis et al. 1997). 
While all target cells are stained green, only lysed cells 
are stained with PI. However, these alternative methods 
have not been used widely so far.

Although these cytotoxicity assays are rather 
time-consuming and allow only semiquantitative 
estimation of Ag-specific T cells, they are important 
because they allow actual testing of whether effector 
cells are able to lyse cells. One disadvantage is that 
these methods often require culturing and addition 
of cytokines, such as interleukin (IL)-2, which may 
induce major alterations in the functional status of 
T cells and, thus, may not reflect the actual T cell 
activity in vivo (Monsurro et al. 2002). Which test 
of this variety will develop for immune monitoring 
purposes remains to be determined.

Proliferation assays measure the ability of T cells to 
proliferate in response to a given antigen. Thymidine 
incorporation is the most common assay. For this 
method, T cells are coincubated with an antigen (and 
cytokines) for several days. Then, cells are pulsed 
with titrated thymidine. Finally, the incorporation of 
radioactive thymidine into the DNA of proliferating 
cells is measured. As a nonradioactive alternative, a 
good correlation was shown between the traditional 
thymidine assay and bromo-2′-deoxyuridine (BrdU)-
incorporation assay (Messele et al. 2000). Although 
these methods are relatively sensitive, they do not give 
data on cell viability and do not indicate which popu-
lations of cells are proliferating after Ag exposure. 
A more modern approach uses carboxyfluorescein 
diacetate, succinimidyl ester (CFSE), a molecule that 
diffuses into cells and is intracellularly converted to 
a membrane-binding fluorescent (Lyons and Parish 
1994). With each cell division, the fluorescence 
intensity is halved. Thus, after an Ag exposure, cycles 
of division can be analyzed by flow cytometry. This 
method allows a further phenotyping of the dividing/
proliferating cells by simultaneous staining with dif-
ferentially fluorescent antibodies (e.g. CD4 or CD8).

Proliferation assays are rated as comparatively 
imprecise and are not recommended for monitoring 
vaccination studies (Keilholz et al. 2002). Nevertheless 

they are pivotal for certain tasks. Obviously, these cul-
ture assays cannot provide direct data about ex vivo
characteristics, but their read-out, proliferation in 
response to an antigenic signal, seems to be crucial for 
an efficient immune defense.

Taken together, functional assays are not useful 
for first-line monitoring of TAA-specific T cells. 
However, they can provide important information 
about the proliferation and killing abilities of cells.

Genetic methods

Genetic methods for the study of specific immune 
cell function are based mainly on the measurement of 
transcript levels. Quantitative (real-time) reverse tran-
scriptase polymerase chain reaction (qRT-PCR), TCR 
clonality analyses, and complementary DNA (cDNA) 
or oligonucleotide microarrays are molecular genet-
ics-based methods that may extend the analysis of 
Ag-specific T cells. We isolated three major contri-
butions of genetic-based methods for the analysis of 
cellular immune responses (Nagorsen et al. 2002): (1) 
sensitivity, (2) globality, and (3) plasticity, respectively 
referring to (1) necessary improvement of sensitivity 
(qRT-PCR) to analyze particular T cell subsets, (2) an 
expanded analysis yielding simultaneous information 
about thousands of factors (microarrays) rather than 
only a few dozen (protein-based methods), and (3) the 
changes of T cell frequency, clonality, and localization 
(TCR analysis) in response to environmental stimu-
lation in natural or therapeutic conditions. Genetic 
methods allow high-throughput measurements with 
high sensitivity and a detailed look into phenotype, 
function, and genotypic variation of Ag-specific 
T cells. However, these methods have their limitations, 
including lack of discrimination between individual 
cells and a possible dissociation of messenger RNA 
(mRNA) expression and its corresponding protein 
level, which might be especially important in cancer 
patients with alterations of gene translation. Genetic 
methods complement rather than replace protein-
based methods.

Kammula et al. (1999) were the first to apply qRT-
PCR to the analysis of TAA-specific T cells. They 
observed immunization-induced T cell reactivity by 
measuring IFNγ transcript levels in PBMC of pep-
tide-vaccinated melanoma patients exposed ex vivo
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to relevant epitope. qRT-PCR is based on a simple 
concept (Heid et al. 1996; Kruse et al. 1997). Since the 
amount of cDNA after amplification will be directly 
proportional to the log2 of the original amount, RNA 
copies can be calculated using a standard curve from 
samples with a known amount of RNA. This logarith-
mic amplification determines one of the major advan-
tages of qRT-PCR: its high sensitivity. In comparative 
studies, detection of vaccine-induced responses in 
circulating T cells by qRT-PCR correlated with results 
obtained by in vitro sensitization, T cell  phenotyping 
with tHLA, and IC-FC (Monsurro et al. 2001; 
Kammula et al. 2000; Nielsen and Marincola 2000). 
The use of qRT-PCR for analysis of specific T cells 
has some specific problems. Standard “housekeep-
ing” genes, such as β-actin mRNA, cannot be used 
because they do not consider variations in target cell 
frequency. Since CD8+ T cells are the responding cells 
to HLA class I restricted TAA-derived epitope, CD8 
mRNA has been proposed as a reference to normalize 
variations in the ratio of various T cell subsets in a 
given population (i.e. PBMC) (Kammula et al. 1999). 
Also, the determination of a threshold for “positive 
results” is under discussion. Kammula et al. (1999) 
proposed a two- to three-fold increase in transcript 
levels above baseline conditions as a positive result 
based on extensive analyses of variance in samples 
stimulated with relevant and irrelevant epitope. In 
addition to the study of peripheral blood, analysis 
of tumor specimens obtained from tumor fine nee-
dle aspirates (FNA) is an important application of 
qRT-PCR. Combining qRT-PCR with FNA, dynamic 
changes in expression of antigens, cytokines, and 
other markers were documented during immuniza-
tion (Ohnmacht et al. 2001; Mocellin et al. 2001). 
The limited amount of material obtainable with FNA 
would have allowed the study of only a few markers, 
while the RNA extracted from individual FNA and 
amplified according to Wang’s method allowed the 
study of a virtually unlimited number of genes (Wang 
et al. 2000; Wang and Marincola 2002). In conclu-
sion, although qRT-PCR requires more validation, it 
is a sensitive tool for monitoring immune activities in 
tumor patients and offers singular advantages.

Analyses of TCR clonality make it possible to 
follow the adjustment of T cell frequency, clonality, 
and homing behavior to various natural or therapeutic 
conditions. T cells recognize Ag through engagement 

of their TCR made of αβ or γδ chain heterodim-
ers. Most T cells express TCR consisting of α and 
β chains, which mediate binding to epitope-loaded 
HLA molecules. Genes encoding α and β TCR chains 
rearrange in the thymus during maturation using 
germline variable (V), diversity (D), and junction (J) 
segments (Davis and Bjorkman 1988). The TCR loci 
contain 44–46 (α) and 40–42 (β) functional V regions 
belonging to 32–34 (α) and 21–23 (β) subgroups, 
2 D (only β) genes, and 50 (α) and 13 (β) J regions 
(Rowen et al. 1996; Lefranc and Lefranc 2001). 
During  rearrangement in the thymus, α and β germ-
line genes combine (combinatorial diversity), and a 
flexible process involving endonucleases, exonucle-
ases, and terminal transferase creates V(D)J junctions 
(junctional diversity) of different lengths coding for 
different sequences. Compared to antibody-based 
analysis, molecular detection of specific V genes/sub-
groups containing several genes has the advantage of 
covering 100% of the αβ TCR repertoire. However, it 
can be performed only on extracted RNA or by in situ 
hybridization on fixed cells and tissues. TCR analysis 
is mainly based on RT-PCR using V region-specific 
primers paired to a constant region primer. Low-reso-
lution methods using agarose gels and high-resolution 
methods using polyacrylamide gels are deployed. For 
low-resolution methods, after agarose gel separation, 
PCR products are either detected directly in the gel or 
on Southern blots. Such methods are semiquantitative 
at best. However, the large variations in expression 
levels in tissue infiltrates allow the identification of 
subgroups likely to contain expanded TAA-specific 
T cell clones. High-resolution methods are based 
on clone-specific recognition of functional α and β
V(D)J junctions that vary in size and sequence. V(D)J 
regions correspond to the complementarity-determin-
ing region 3 (CDR3) that contains the only non-germ-
line encoded diversity of the TCR and is responsible 
for the specificity of the HLA-peptide complex (i.e. 
Ag recognition). CDR3 can be used to identify spe-
cific clones and to detect them in different locations 
at different times in a clonotypic fashion (Puisieux 
et al. 1994). The most commonly used method 
analyzes CDR3 size patterns on denaturing sequencing
gels using either radioactively or fluorescence-labeled 
DNA analyzed on automated sequencers (Cochet 
et al. 1992; Hingorani et al. 1993; Kissela et al. 
1994). Well-established variations of this approach 
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are spectratyping (Kissela et al. 1994) and immuno-
scope (Pannetier et al. 1995). The CDR3 lengths vary 
over 8–10 codons, resulting in Gaussian-like curve 
of peaks spaced by three nucleotides, with the most 
intense band representing the largest number of tran-
scripts. The sensitivity of the detection of an expanded 
clone depends on the primers used to obtain the ampli-
fied DNA. At best, a given clone can be detected at a 
resolution of one cell in 105. In the further developed 
TC landscape technique (Guillet et al. 2001), CDR3 
size patterns can be represented graphically based 
on expression levels assessed by real-time qPCR and 
the degree of perturbation of patterns. In addition to 
CDR3 size analysis, single stranded conformational 
polymorphism (SSCP) (Andrews et al. 1997) and het-
eroduplexing (Wack et al. 1996) can be used to analyze 
TCR repertoires. In both techniques, PCR products 
are migrated on non-denaturing polyacrylamide gels 
as single-stranded DNAs or heteroduplexed to a clonal 
reference DNA belonging to the same subfamily. Both 
methods allow the detection of PCR products obtained 
from expanded clones on the basis of their sequence, 
that is, a band detected above the background corre-
sponds to a given CDR3 sequence that determines the 
migration pattern of the amplified clonal DNA. The 
advantage of both methods over CDR3 size patterns 
is that a band identifies a clone, whereas a size peak 
on a denaturing sequencing gel may correspond to one 
or several clones. Heteroduplexing and CDR3 size 
pattern analysis have been compared and heterodu-
plexing has been found to be slightly more sensitive 
(Maini et al. 1998). Applying the above TCR-based 
techniques to subsets of Ag-specific T cells together 
with molecular cloning and sequencing throughout a 
disease process represents a powerful complement to 
protein-based methods by analyzing T cell clonality 
and tracking the kinetics of T cell responses.

Functional genomic methods document the expres-
sion of thousands of genes in a given cell popula-
tion in one microarray simultaneously (“molecular 
fingerprint”). This technique has literally revolution-
ized molecular biology by adding multiplication, 
automation, and high throughput to conventional gene 
expression analysis (Schena et al. 1995). Two differ-
ent methods have been developed: cDNA- and oli-
gonucleotide-based arrays. For cDNA-based arrays, 
thousands of genes (cDNA, 600–1,000 base pairs 
long) are spotted in high density but separately on a 

solid surface, such as a glass slide. Test RNA (such 
as immune cells) and reference RNA (e.g. pooled 
healthy donor PMBC) are separately converted into 
cDNA with simultaneous incorporation of different 
reporter fluorochrome molecules (e.g. test Cy5 red 
and reference Cy3 green). Labeled test and refer-
ence cDNA are co-hybridized to the immobilized 
arrayed genes. Genes equally expressed by both test 
and reference samples will fluoresce with both colors 
digitally portrayed as yellow. Genes present only in 
the test material fluoresce red, and those present in 
the reference material fluoresce green. By measuring 
both fluorescence intensities, the relevant individual 
gene expression level can be calculated as a ratio of 
test fluorescence intensity over reference fluorescence 
intensity. Oligo-microarrays represent an alterna-
tive technology for high-throughput gene expression 
analysis. This technology is available in two varia-
tions, which are based either on short (approximately 
25 bases) or long (50–80 bases) oligonucleotides 
synthesized in situ. Both, cDNA- and oligoarray, have 
specific advantages and disadvantages. cDNA micro-
arrays have a high sensitivity and a slightly reduced 
specificity due to the use of comparatively long pieces 
of cDNA. They permit the analysis of either sense or 
antisense RNA because of printed double-stranded 
cDNA. Oligo-microarrays are often more specific, 
allowing even, if appropriately designed, the detection 
of single nucleotides polymorphisms. Production-
related requirements raise oligoarray manufacturing 
costs and make this technology more expensive than 
cDNA microarrays. Both techniques can cause tech-
nical difficulties related to array quality (spot print-
ing), labeling efficiency, and statistical error caused 
by the large number of parameters analyzed (Wang 
and Marincola 2002). Normalization and quality 
control of microarrays are the basis for generating 
meaningful data. Repetition and reciprocal labeling 
especially distinguish actual gene expression data 
from experimental variation and labeling bias (Wang 
et al. 2000). Powerful statistical analysis software, 
such as hierarchical cluster analysis (Eisen et al. 
1998), helps to avoid errors and identify true patterns 
of gene expression. “Fingerprints” of gene expres-
sion have been linked to various functions of immune 
cells, including dendritic cells and T cells (Huang 
et al. 2001; Granucci et al. 2001; Chtanova et al. 2001; 
Hamalainen et al. 2001). After an initial effort to 
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extensively investigate immune cells by microarrays in
vitro to identify differentiation pathways or tolerance/
immunity decision processes (Glynne and Watson 
2001), the effect of immunotherapeutic treatments 
was analyzed directly ex vivo. Panelli et al. (2002) 
analyzed RNA from PBMC and FNA of melanoma 
metastases of patients undergoing IL-2 therapy. This 
study suggests that the immediate effect of IL-2 on the 
tumor microenvironment is transcriptional activation 
of genes associated with monocyte function. Wang 
et al. (2002) used cDNA microarrays to analyze RNA 
from FNA samples from melanoma metastases prior 
to immunotherapy. A gene pattern was identified that 
predicted a clinical response. About half of these 
genes were related to T cell regulation, suggesting 
that immune responsiveness might be predetermined 
by the tumor microenvironment.

Since genetic-based methods cannot distinguish 
between RNA from different cell subsets, cells of 
interest must be separated prior to analysis. This can 
be done by several methods including laser micro-
dissection, FNA over a time period, as the above 
examples (Panelli et al. 2002; Wang et al. 2002) 
show, or protein-based methods. Live Ag-specific 
T cells can be labeled by tHLA or using the cytokine-
secretion assay. In a second step, cells thus labeled 
can be separated using magnetic beads, laser micro-
dissection, or a flow cytometric cell sorter. Several 
studies describe promising examples of combining 
protein-based separation and subsequent molecular 
analysis of Ag-specific T cells. Douek et al. (2002) 
used qRT-PCR and TCR clonotyping to characterize 
HIV-specific T cells separated by cytokine-secretion 
assay. This study has demonstrated a high variability 
in the number of clonotypes specific for HIV epitopes. 
Valmori et al. (2002a) and Lim et al. (2002) have 
enriched melanoma-Ag-specific T cells with tHLA 
and subsequently analyzed CDR3 lengths/sequences 
and clonotypes by qRT-PCR. Jäger et al. (2002) sepa-
rated a subset of tHLA-positive T cells in melanoma 
patients and further characterized these cells by TC 
landscape and sequencing.

Several approaches allow the separation of cell sub-
sets, and tumor samples can be obtained by FNA dur-
ing a time course. Often, however, only small numbers 
of cells can be obtained using these techniques. The 
amount of RNA extracted might not be sufficient for 
extensive analyses, such as microarrays or TCR analy-

ses. In these circumstances, RNA amplification can be 
a very helpful tool. Amplification can increase RNA 
105-fold without changing the original proportion of 
transcript levels and allows complex gene expres-
sion analyses when only a limited number of cells is 
available (Wang et al. 2000). RNA amplification was 
used to monitor tumor–host interaction in melanoma 
patients undergoing immunotherapy (Panelli et al. 
2002; Wang et al. 2002). The studies used an opti-
mized procedure on low-abundance RNA samples by 
combining antisense RNA amplification (Phillips and 
Eberwine 1996) with template switch effect (for more 
technical details about the amplification methods, 
please see Wang and Marincola 2002). The addition 
of high-fidelity RNA amplification allows analyses of 
huge numbers of genes present in any tissue sample 
without causing significant alteration of their relative 
expression. Routine mRNA amplification was recom-
mended even for all cDNA microarray-based analysis 
of gene expression (Feldman et al. 2002).

Conclusions

Appropriate and effective immune monitoring must 
rely on a variety of methods to embrace the com-
plex of tumor-directed cellular immune responses. 
The choice of a particular method depends on the 
specific question and the features of the technique. 
ELISPOT, IC-FC, and tHLA represent the current 
first-line monitoring of TAA-specific T cell responses 
(Keilholz et al. 2002) since they are relatively easy 
to perform, reliable, have been used often in clinical 
trials, and allow in part (IC-FC and tHLA) a detailed 
characterization of T cell subsets based on mark-
ers such as CD45RA, CD27, and CCR7. Especially 
for such subset analysis, performing direct ex vivo
analysis is important to reflect the actual in vivo
state of immune cells. The additional application 
of molecular methods can augment and deepen the 
immune response analysis. qRT-PCR can increase the 
sensitivity of detection of specific T cell responses. 
cDNA microarrays allow high-throughput analysis of 
cellular immune responses by portraying the expres-
sion of thousands of genes simultaneously. Alterations 
of T cell responses can be followed ex vivo at the 
clonal level using different TCR-based approaches. 
Furthermore, genetic-based methods allow analyses 
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of the expression of all genes for which the sequence 
is known, thus eliminating the need to develop anti-
bodies or other biological markers, as is required for 
protein-based methods. However, molecular methods 
do not allow phenotypic analyses of individual cells. 
This limitation can be circumvented by prior cell 
separation followed by RNA amplification if neces-
sary. Furthermore, although protein and gene expres-
sion levels correlate for some cytokines, for example, 
IFNγ (Favre et al. 1997), this association is not known 
for most genes associated with immune responses. 
Genetic-based assays do not provide information 
about amount and biochemical characteristics of a 
gene product. Nevertheless, high-throughput molecu-
lar genetic methods establish a basis for subsequent 
confirmatory studies, including further gene-specific 
methods and proteomic approaches. Proteomic meth-
ods hold promise for gaining additional large-scale 
information about isoforms or post-translational alter-
ations of immune response-related proteins (Naour 
2001; Mosca et al. 2003).
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Abstract: Marek’s disease is a highly transmissible
T-cell lymphoma of chickens caused by the only known 
acutely transforming alphaherpesvirus, Marek’s dis-
ease virus (MDV). Losses due to MDV-induced tumors 
(lymphomas, skin leukoses, etc.) have been minimized 
in poultry production since the early 1970s through 
the use of non-sterilizing vaccines. Initial lymphoma 
development in MDV-infected chickens is dependent 
on the challenge strain of MDV, the genetic suscepti-
bility of the exposed chickens, the level of challenge 
and relative exposure to other adventitious agents. In 
this chapter, we examine the factors affecting the pro-
gression of MDV-induced, CD4+ T-lymphomas as a 
consequence of the immune insult incurred by the host 
during early lytic and latent phases of MDV infection, 
and as a consequence of the factors expressed by the 
transformed T-lymphoblasts. A special emphasis has 
been placed on the role of de-regulated host surface 
antigen expression on lymphoma progression. Several 
of these antigens (CD29/CD49e, CD30, CD44) are 
common to invasive and metastatic human lympho-
mas, suggesting common mechanisms of immune 
modulation in lymphoma progression.

Keywords: Marek's disease, lymphoma progression, 
herpesvirus oncology, immunophenotype, lymphom-
agenesis

Introduction

Marek’s disease (MD) is a highly transmissible herpes-
virus infection associated with paralysis, immunosup-
pression and T-cell lymphomas of chickens. MD has 
served as a model for herpesvirus oncology for over 
three decades. Despite recent insight into the molecu-
lar mechanism of T-cell transformation in MD, the 
mechanisms of lymphoma development and progres-
sion in susceptible lines of chickens remain enigmatic. 
As the causative agent, Marek’s disease virus (MDV) 
is the only known acute-transforming alphaherpes-
virus. Moreover, lymphomas induced by MDV have 
been largely controlled in commercial poultry produc-
tion through the use of non-sterilizing, cell-associ-
ated vaccines (i.e. vaccines do not prevent persistent 
superinfection of the host). MDV can not only cause 
visceral T-cell lymphomas, paralysis, blindness, and 
neurological dysfunction, but can also induce a less 
clinically obvious, yet profound immunosuppression. 
In this chapter, we explore MDV-induced T-lymphoma 
formation as a result of the combination of the immu-
nosuppression incurred by the host during MDV 
infection and the distinctive expression changes in 
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MDV-transformed T-lymphoblasts as they contribute 
to further lymphoma progression and metastasis.

Marek’s disease

Pathogenesis

The pathogenesis of MD is dependent on virus-, host- 
and environmental-specific conditions (Calnek and 
Witter 1997). Virus-specific conditions include the 
virulence level of the MDV (pathotype) to which the 
chicken is exposed and challenge dose. Host-specific 
conditions include the inherent genetic susceptibility 
of the line challenged and the level of protection pro-
vided by vaccination. Environmental factors include 
the physical conditions within the facility (tempera-
ture, ammonia levels, relative humidity, etc.) as well 
as the level of challenge from other adventitious 
agents (bacteria, other viruses, fungi, parasites, etc.).

The current paradigm is that MDV infection occurs 
via the inhalation of infectious dander (Calnek and 
Witter 1997). The dander-associated MDV particles are 
then and phagocytosed, presumably by macrophages 
of the trachea or lung epithelium which then transmits 
MDV infection to macrophages, though this remains to 
be proven. Most of our understanding regarding MDV 
pathogenesis comes from genetically defined specified-
pathogen-free chickens, raised in isolation and chal-
lenged with defined MDV strains, at standard doses and 
by standard routes of exposure. This brief introduction 
will focus on such defined models.

Upon entry, four stages of MDV infection are 
recognized; namely, (1) early cytolytic infection, (2) 
latent infection, (3) secondary lytic infection and 
(4) transformation (tumor development and progres-
sion) (Calnek and Witter 1997). With strains of high 
virulence, these stages become somewhat blurred with 
the tumor development seen in stages 2 through 4. 
Shedding of MDV is from the feather follicle epithe-
lium from 10 days-post-infection (dpi) (Beasley et al. 
1970; Calnek et al. 1970).

During the early cytolytic infection, MDV repli-
cates in B-cells of the bursa of Fabricius. MDV repli-
cation in B-cells is lytic and productive/restrictive, in 
that infectious virus is strictly cell-associated (Calnek 
et al. 1984; Payne et al. 1976). Nearly concomitant 
with B-cell infection, T-lymphocytes become infected, 

presumably through interactions with B-cells and/or 
infected antigen presenting cells (APCs). Replication 
is then detected in the thymus, spleen and finally, as a 
cell-associated viremia in peripheral blood leukocytes 
(PBLs). Recently, macrophages have been demon-
strated to be infected by MDV during this initial phase 
and the level of macrophage infection is greater in 
MDV strains of high virulence (Barrow et al. 2003).

Replication in the bursa initiates 1–3 days post-
inoculation in 3 week old or older chickens, infected via
intra-abdominal injection of lytically infected chicken 
kidney cells (CKC) or embryo fibroblasts (CEF) 
(Calnek and Witter 1997). Replication in the thymus 
and spleen follows shortly thereafter. Peak replica-
tion in the spleen, at levels much higher than in the 
bursa and thymus, occurs approximately 7 days post 
infection (dpi). In vaccinated, resistant chickens, the 
cell-associated viremia in PBL peaks at about 14 dpi 
and falls thereafter to a low but persistent level of 
latent infection. In susceptible chickens, the pattern 
of viremia is similar, but the level of latent infection 
in PBLs remains high and persists into the period of 
lymphoma development (28–42 dpi).

In chickens infected at 1 day-of-age, the progres-
sion of MDV viremia is delayed. Peaks of bursal, 
thymic and splenic infections occur approximately 
7 days later than the infections in older chickens 
(M.S. Parcells, 1996, unpublished data). This delay 
is most likely due to the low numbers of target cells 
in the primary and secondary immune organs of the 
chicken at this time. Despite the delay in viremia 
onset, chickens exposed at day of age are more sus-
ceptible to MDV infection and generally exhibit more 
severe expression of MD (Heier and Jarp 2000). This 
phenomenon of viremia in older chickens and subse-
quent lesser MD clinical expression has been called 
age-associated resistance.

Clinical signs, lesions and mortality

The clinical signs specific to “classical MD” are paraly-
sis (due to peripheral neural lymphomas) (Marek 1907). 
At post-mortem examination, thickening of the periph-
eral nerves and enlargement of gonads are seen. As 
MDV has evolved greater virulence, clinical signs have 
increased to include blindness, cachexia, diarrhoea, skin 
lesions, and torticollis (Witter et al. 1979). This “acute 
MD” is due to increased distribution of lymphomas in all 
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tissue of the body. Highly virulent MDVs (vv+ MDVs) 
also cause death during the cytolytic phase of disease in 
young chickens (Witter 1997; Witter et al. 1999).

MD lesions are edema and cytolysis during the cyto-
lytic phase and both inflammatory and proliferative in 
later stages (Calnek and Witter 1997). These later 
lesions, which are lymphomas involving infiltration 
and proliferation of lymphoblasts, have been graded 
A-C based on classical histopathological examination 
(Payne 1985). A-type lesions are primarily inflam-
matory, being composed of macrophages, heterophils 
and CD8+ T-lymphocytes. C-type lesions are primarily 
proliferating, transformed CD4+ T- lymphocytes.

The transformed cells within MD lymphomas, 
like many human lymphomas, express high levels of 
CD30, a member of the tumor necrosis receptor fam-
ily (TNFRII) (Burgess et al. 2004). A more detailed 
description of these lymphoma cells is given below. 
MD lymphomas range in size from microscopic to 
frank and can be found in all visceral organs, muscle, 
nerves eyes and skin. Recent MDV isolates cause 
early proliferative lesions in the spleen by 5–7 days 
post-infection (Rosenberger et al. 1997; Witter 1997). 
These become encysted and necrotic within 2–3 
weeks, as they appear to outgrow their blood supply.

Mortality caused by MDV can occur at various times 
post-infection depending on the virulence and dosage of 
the challenge virus. A period of early death occurs with 
highly virulent strains of MDV within 10–14 dpi (Witter 
et al. 1999). This early mortality has been associated 
with monocytosis, bursal and thymic atrophy, prolif-
erative neurological lesions and paralysis (Barrow et al. 
2003). A second peak of mortality is seen in the prolifer-
ative phase (4–6 weeks post-infection) and is primarily 
lymphoma-associated. Finally, in chickens infected later 
in life, there is a late phase of sporadic mortality which 
is also associated with tumor formation. One common 
clinical presentation is for hens to develop lymphomas 
as they go into lay (19–21 weeks). Recent isolates of 
highly virulent MDVs cause distinct neurological signs 
in chickens of various ages, as well as a high incidence 
of spleen tumors (Gimeno et al. 2002).

Mortality attributable to MD can also be caused by 
secondary viruses and bacteria due to the profound 
immune suppression caused by MDV (see below). 
This additional MD-associated loss is often unappre-
ciated and may go undetected. Thus the cost of MD to 
the poultry industry is almost certainly much higher 

than the losses recognized due to lymphomas and 
other direct mortality alone.

Moreover, MD clinical expression can be exac-
erbated by coinfection with avian leukosis/sarcoma 
viruses (ALV/ASV), chicken infectious anemia virus 
(CIAV), infectious bursal disease virus (IBDV) and 
reticuloendotheliosis virus (REV) (Jakovleva and 
Mazurenko 1979; Miles et al. 2001; Takagi et al. 
1996; von Bulow et al. 1986; Witter et al. 1979).

Target cells

MDV lytic (albeit productive/restrictive) replication 
in vivo is primarily in B-cells, some T-cells, epithe-
liod cells (feather follicle epithelium, Schwann cells, 
etc.), and macrophages (Barrow et al. 2003; Calnek 
et al. 1984; Shek et al. 1983). In the feather follicle 
epithelium (FFE), MDV undergoes fully productive 
infection and this is the only recognized site of glyco-
protein D (gD) expression (Calnek et al. 1970; Niikura 
et al. 1999). Although nonessential for pathogenesis 
and horizontal transmission (Anderson et al. 1998), 
the maintenance of gD in the MDV genome suggests a 
functional role for this expression. Exogenous expres-
sion of gD in CEF during MDV lytic infection does 
not stimulate the expression of cell-free virus, and 
there are likely to be other cellular factors required for 
the production of cell-free MDV (Zelnik et al. 1999).

The primary site of MDV latent infection is the 
activated CD4+ T-lymphocyte (Shek et al. 1983). The 
identification of the CD4+ T-lymphocyte as the major 
latency target is based on: (1) the proliferative compo-
nents of an MD lymphomas are CD4+ T-lymphocytes 
(Nazerian and Sharma 1975), (2) cell lines established 
from MDV-induced lymphomas are almost exclusively 
CD4+ T-lymphocytes (Parcells et al. 1999; Schat et al. 
1991), (3) MDV-transformed cell lines contain the 
MDV genome in a latent state that can be reactivated 
upon co-cultivation with susceptible cell types (CEF, 
CKC), and (4) CD4+ T-lymphocytes are the major site 
of infectivity in the peripheral blood from 3 weeks 
post-infection when lytically infected lymphocytes 
cannot be detected in the circulation (Baigent et al. 
1998; Calnek et al. 1984).

The status of MDV genome during latency has 
been debated. Early biochemical studies suggested 
an episomal form (Hirai et al. 1981; Rziha and Bauer 
1982), but subsequent studies of lymphomas and 
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derived cell lines suggest integration of MDV at the 
ends of chromosomes (telomeres) is the predomi-
nant form of the latent MDV genome (Delecluse and 
Hammerschmidt 1993; Delecluse et al. 1993). The 
recent finding of an MDV-encoded telomerase tem-
plating RNA, vTR, as well as telomeric repeats at 
the junctions between genome segments (Fragnet 
et al. 2003; Kishi et al. 1988, 1991), suggest that these 
may be involved in the targeting of the MDV genome 
to telomeric sites. Reactivation of the MDV genome 
from these sites, therefore, would require some exci-
sion or targeted replication mechanism yielding mon-
omeric genomes. These mechanisms are theoretical at 
this point. Conversely, minute quantities of episomal 
genomes may be present that serve as replication tem-
plates during reactivation.

Oncogenesis

Meq

The mechanism of MDV-mediated transformation of 
chicken CD4+ T-lymphocytes is currently unknown, 
but several virus genes have been implicated. The 
most likely and best characterized candidate onco-
gene is meq, the gene encoding the Marek’s EcoRI-
Q-encoded protein, Meq (Jones et al. 1992). Meq is 
a nuclear b-ZIP protein of 339 amino acids that is 
expressed in MDV-induced lymphomas and estab-
lished cell lines. Meq is localized to the nucleolus and 
nucleoplasmic coiled bodies in chicken T-lymphocytes 
and in cells transfected with Meq expression vectors 
(Liu et al. 1997). Splice variants of Meq, termed Meq-
sp (Meq/vIL8, 202 a.a., and Meq/vIL8∆exon 3, 154 
a.a.), are expressed primarily during lytic infection, 
whereas full length Meq (339 a.a.) is expressed pri-
marily in the latent/transforming infection (Peng and 
Shirazi 1996a; Peng et al. 1995; M.S. Parcells, 2003, 
unpublished data). Meq expression is also regulated 
by antisense expression, but the regulation and kinet-
ics of these Meq products have not been fully charac-
terized (Peng and Shirazi 1996b; Arumugaswami et 
al. in preparation). Interestingly, Meq/vIL8 localizes 
to PML-like bodies as well as the nucleoplasm, but 
does not interact with the Meq full length protein 
(Schmidt, personal communication).

Meq expression confers anti-apoptotic,  proliferative 
and morphological transformation to rat and chicken 

fibroblast cell lines (Liu et al. 1998; Kung, per-
sonal communication). Meq blocks apoptosis induced 
by TNF-α, UV-irradiation, and ceramide treatment, 
blocking death receptor signalling, p53-mediated and 
lysosphingolipid-mediated apoptotic pathways (Liu 
et al. 1998). Thus, pleiotropic pro-survival signals medi-
ated by Meq are likely to be downstream and common 
to each of these pathways. Transfection of meq alone 
into activated T-lymphocytes, however, is not sufficient 
for neoplastic transformation (Kung et al. 2001).

Insight into the proliferative functions of Meq has 
been restricted to the non-lymphoid cells described 
above. A number of proteins are currently known to 
interact with Meq (Kung et al. 2001). Cyclin-dependent 
kinase 2, the activity of which is required for the 
G1- > S transition, associates with Meq and phospho-
rylates it at serine 42 (Liu et al. 1999). The function of 
this association is presently unknown, but since Meq 
also contains a retinoblastoma (Rb) family protein-
binding motif (LxCxE), the binding of Meq to both of 
these proteins, may serve to aid in the phosphoryla-
tion of Rb. Moreover, Meq binds p53 and contains a 
C-terminal binding protein motif (ctBP), both factors 
associated with cell cycle progression (Liu et al. 1999; 
Kung et al. 2001, Brown et al. 2006).

The DNA-binding sequences of Meq are termed 
MEREs (Meq response elements) (Qian et al. 1996). 
Binding to MEREs is dependent on Meqs dimeriza-
tion partner. Meq/c-Jun heterodimers, however, bind to 
MERE-I sequences (AP-1-like motif, GTGATGACTCA, 
where AP-1 is underlined), and are potent transactiva-
tors in this context in vitro (Qian et al. 1995; Kung, 
personal communication). Thus, Meq has the ability 
to bind different DNA sequences and either activate or 
repress gene expression based on its dimerization part-
ners. As full length Meq is expressed primarily during 
latent phases of infection in T-lymphocytes, roles in 
anti-apoptosis, proliferation and latency maintenance 
can be envisioned. In contrast, Meq homdimerizes 
and binds to MERE-II sequences (CACA-motif), and 
repress transcription in this context (Qian et al. 1996; 
Levy et al. 2003). As MERE-II sequences are present 
at the MDV origin of lytic replication, ICP4 promoter 
and early antigen pp38 promoters, it is likely that Meq 
functions at one level as a repressor of MDV lytic genes 
(Levy et al. 2003).

The identification of Meq target genes is yielding 
very important insight into the Meq’s proliferative 
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effects. Meq has recently been found to upregulate 
genes that are also upregulated by v-Jun. These 
include v-Jun target proteins JIP, JTAP, and heparin-
binding epidermal growth factor (Hb-EGF) (H.-J. 
Kung, personal communication).

Interestingly, the transactivator protein, Tax, of 
human T-lymphotrophic virus I (HTLVI), also degreg-
ulates Jun signaling (Mori et al. 2000). In addition to 
the upregulation of Jun-responsive genes, Meq also 
upregulates anti-apoptotic genes bcl-2 (in CEF line, 
DF-1) and bcl-xLin MDV-transformed T-cells (Ohashi 
et al. 1999; H.-J. Kung, personal  communication). 
Also upregulated by Meq is Ski, a regulator of TGF-ß 
receptor signaling, and inhibitory sMADs, proteins 
involved in blocking the gene repression and apop-
tosis induced by TGF-ß (Pessah et al. 2002). The 
blocking of TGFß-mediated apoptosis is seen in EBV-
transformed B-cell lines and HTLV-I-transformed 
T-cell lines (Arnulf et al. 2002; Inman and Allday 
2000). As one function of TGF-ß is the downregulation
of the host acute inflammatory response and the 
induction of apoptosis in activated lymphocytes after 
inflammation, the protection of latently infected, acti-
vated T-cells from this apoptosis would be of prime 
importance to the maintenance of MDV in its host.

Other potential oncogenes

Despite the fact that Meq has all the hallmarks of 
a transformation antigen, Meq in and of itself does 
not appear capable of full transformation of chicken 
T-cells. Several other MDV genes have been implicated 
in contributing to oncogenesis by their expression in 
cell lines and tumors and their loss of expression dur-
ing attenuation. These genes map predominantly to 
a block of approximately 11 kbp within the repeats 
flanking the unique-long region of the genome. This 
block of genes is largely unique to MDV-1 ( oncogenic) 
strains and are not found, or are represented in drasti-
cally divergent forms in MDV-2 and HVT (Afonso 
et al. 2001; Izumiya et al. 2001; Kingham et al. 2001; 
Lee et al. 2000; Tulman et al. 2000).

These genes include phosphoproteins pp38/pp24, 
pp14, a 1.8 kb family of RNAs and most recently, 
a telomerase RNA (vTR) (Bradley et al. 1989a, b; 
Chen et al. 1992; Cui et al. 1990; Fragnet et al. 2003). 
Initially thought to be tumor antigens, pp38/pp24 are 
now known to be associated with the MDV lytic infec-

tion, in fact, pp38 expression within lymphocytes is 
a currently used as a measure for the early cytolytic 
infection in vivo (Baigent et al. 1998; Burgess and 
Davison 2002). The apparent requirement for pp38 
expression for the maintenance of latency in an anti-
sense cell-line based model has never been mecha-
nistically defined, so its role as a factor affecting 
lymphoma progression is questionable. Recent analy-
sis of a pp38 deletion mutant suggests that pp38 may 
be a factor affecting the permissivity of lymphocytes 
to MDV lytic infection (Reddy et al. 2002).

Likewise putative oncoproteins pp14 and p7, also 
mapping to this region, are expressed in both lytic 
and latent infection, and the lack of any additional 
functional analysis of these gene products have hin-
dered our understanding of its possible contributory 
role to MDV oncogenesis (Hong and Coussens 1994; 
Hong et al. 1995; Peng et al. 1992). The 1.8 kb family 
of RNAs map adjacent to the lytic origin of replica-
tion and are disrupted during attenuation of the virus 
by serial cell culture passage (Bradley et al. 1989b). 
Since no protein products have been associated with 
this region, it is difficult to likewise envision this 
region as being important to MDV oncogenicity. As 
BAC-based and cosmid-based infectious clones of 
the MDV genome have recently been constructed, 
this region can be dissected and functionally analyzed 
(Schumacher et al. 2000).

A more promising candidate oncogene is the 
recently discovered telomerase RNA, vTR (Fragnet 
et al. 2003). This gene is expressed in MDV cell 
lines but not in lytic infection (Parcells, unpublished 
data). Moreover, vTR has been shown to function-
ally substitute for the cellular TR in a mouse cell line 
(Fragnet et al. 2003). As telomerase activity is greatly 
upregulated in activated T-cells (Weng et al. 1997), 
the maintenance of telomere length in the sustained 
proliferation associated with MDV-mediated transfor-
mation would be critical to the viruses long-term sur-
vival. An interesting observation regarding vTR is that 
it apparently is capable of out-competing the cellular 
TR for the reverse transcriptase portion of the protein 
(telomerase reverse transcriptase, TERT) (Fragnet 
et al. 2003). The vTR is also partially antisense to the 
ICP0 homolog of MDV, suggesting that this gene not 
only contributes to sustained telomerase activity but 
that it may be directly associated with downregulating 
the MDV lytic infection (Parcells, unpublished data). 
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The effect of vTR on cellular proliferation as well as 
on the regulation of MDV lytic infection await further 
characterization, but mechanistically, this gene is as 
exciting as Meq in terms of its potential contribution 
to transformation.

Given the efficiency of MDV-mediated transforma-
tion, it is presumed that lymphomas are polyclonal in 
origin, but fluorescent in situ hybridization (FISH) 
analysis of MDV lymphomas and derived cell lines 
suggests that lymphomas are essentially monoclonal 
in origin (Delecluse et al. 1993). However, that once a 
frank lymphoma develops from a lymphoproliferative 
lesion, it is highly likely to metastasize and become 
the dominant event present. The rapidity of MD lym-
phoma progression at this stage makes the predomi-
nant monoclonal effect most likely.

Pathotypes of MDV

Since the identification of MDV as the etiologic agent 
of MD and the advent of large scale commercial vac-
cination for MD, MDV field strains have increased in 
virulence (Witter 1983, 1997). In the US, many strains 
of MDV have been ranked according to their virulence 
by lesion scores in unvaccinated, HVT-vaccinated and 
bivalently vaccinated chickens of a specific genetic 
background (line 72 × 15I5) (Witter 1997). Although 
a continuum, the strains of MDV have been grouped 
as mild (mMDV), virulent (vMDV), very virulent 
(vvMDV) and very virulent plus (vv+ MDV). In addi-
tion, according to specific neurological disease expres-
sion, strains have been further characterized according 
to a letter scheme (A–C) that roughly corresponds to 
the v, vv and vv+ (Gimeno et al. 2002). The expression
of these pathotypes in vivo can be described as: (1) 
vMDV strains cause some paralysis, nerve lesions 
and relatively few lymphomas, (2) vvMDV strains 
cause more visceral lymphomas, greater immune 
suppression, and more neurologic lesions, (3) vv+

MDVs cause profound stunting in young chickens, 
usually spleen lymphomas in older chickens and early 
proliferative lesions that outgrow their blood supply 
(Rosenberger et al. 1997), becoming necrotic. vv+

MDVs also cause the most profound neurologic signs 
and lesions (blindness, paralysis, torticollis, brain 
infiltrations, etc.) (Gimeno et al. 1999).

In addition to these classifications, MDV strains 
also can be categorized according to their immuno-

suppressive potential. Using these criteria (lymphoid 
organ atrophy, duration of lytic infection, lymphoid 
organ lesion scores), strains of v, vv, and vv+ segregate 
according to pathotype (Calnek et al. 1998). To date, 
however, the molecular basis for MDV pathotype is 
unknown.

Immunity to MDV

MD has presented a very provocative paradigm: the 
ability to vaccinate for the prevention of a very rapid 
and aggressive cancer. The widespread vaccination 
for MD, in fact, has been one of the greatest success 
stories for vaccine-based prophylaxis. To date, most 
“breaks” of MD in vaccinated flocks are due more to 
management issues (over-dilution of vaccine, expo-
sure of vaccine to heat, contamination of vaccination 
apparatus) than to the evolution of MDVs of greater 
virulence. In summarizing the current understanding 
of immunity to MDV, the literature falls primarily into 
the study of two major aspects of immunity: (1) genet-
ics of MDV resistance and (2) vaccine responses. 
This assertion is somewhat different than the innate 
vs acquired immune responses, as genetic differ-
ences may include inherent aspects of both innate 
susceptibility/resistance of particular target cells, as 
well as inherent differences in surveillance (i.e., CTL 
responses).

Genetic resistance to MDV

Even prior to the identification of MDV as the etio-
logic agent of MD, the resistance of specific lines of 
chickens to lymphoma formation was described in 
some detail, reviewed in (Calnek 1985). The most 
well described loci affecting MDV resistance are 
those encoding the major histocompatability genes 
(B-F/B-L, B-G) encoding the classical major histo-
compatability genes, MHC class I and class II (Bacon 
et al. 1981, 1983; Bacon and Witter 1993, 1994; Briles 
et al. 1983).

In addition to classical MHC genes, which are 
located in the B gene cluster, another set of MHC 
genes are present in the separate gene cluster known 
as “RfpY” (Briles et al. 1993; Miller et al. 1994). The 
RfpY genes are separated by the nucleolar organizing 
region of chicken chromosome 16 from the MHC B 
locus (Miller et al. 1996). MD lymphoma incidence 
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is significantly influenced by gene(s) in the Rfp-Y
region in the stock in which the RfpY was originally 
identified (Wakenell et al. 1996). However, a common 
role for RfpY in MD resistance remains controversial. 
Three independent publications found that RfpY is 
not genetically linked to MD lymphoma resistance. 
The first group investigated the issue in two MHC B2

congenic lines (one susceptible, one resistant) and in 
lines N (B21; resistant) and P (B19; susceptible) (Bacon 
et al. 1996; Pharr et al. 1997; Vallejo et al. 1997). The 
second group used four lines of chickens selected for 
multi-trait immuno-competence (Lakshmanan and 
Lamont 1998). The third group, used another MHC 
B2 congenic and differentially susceptible system 
(Bumstead 1998).

MD resistant genotypes of chickens have decreased 
MDV loads (Baigent et al. 1998; Bumstead et al. 
1997). Certainly CTL specific for MDV latent and 
lytic genes have been demonstrated (Markowski-
Grimsrud and Schat 2002; Omar and Schat 1996, 
1997; Omar et al. 1998; Schat and Xing 2000; Uni 
et al. 1994). Current data also supports a role for NK cells
in maintaining low MDV loads. The chicken homo-
logue of the mouse cytomegalovirus resistance gene 
(Cmv-1) (an NK receptor) was mapped using MDV-
load differences between inbred B2 congenic chicken 
lines (Bumstead 1998). However, down-regulation of 
MHC class I has been reported, using cell-line cells 
in which MDV was reactivated out of latency (Hunt 
et al. 2001), but not lymphoma cells. It is likely that 
the effect of this form of MDV resistance functions 
during the cytolytic phase of MD. Regardless, dif-
ferences in MDV-loads after infection between MD-
resistant and MD-susceptible chickens are postulated to 
play a major role in resistance to MD lymphomas. The 
proposed mechanism is by decreasing the numbers of 
T lymphocytes that become latently infected and thus 
eligible for neoplastic transformation.

Beyond the B-locus, several quantitative trait loci 
(QTLs) have been identified that affect specific phe-
notypic traits of MD expression (Vallejo et al. 1998; 
Yonash et al. 1999). The phenotypes associated with 
these QTLs were similar in aspects of disease pres-
entation (nerve inflammation, tumor development, 
viremia level, etc.) resulting in the conclusion that 
some QTLs showed epistatic relationships. Although 
specific genes associated with these QTLs have yet 
to be identified, a recent mapping of a susceptibil-

ity QTL to the growth axis genes (GH1) and the 
interaction of an MDV gene product (SORF-2) with 
chicken growth hormone suggest that complemen-
tary approaches may augment mapping of these traits 
(Liu et al. 2001). These results suggest that the 
variability of genetic resistance and relative disease 
expression seen with MDV infection may not only 
be affected by variations in host target cell suscepti-
bility or immune surveillance, but by polymorphisms 
in MDV gene products and the cellular targets with 
which they interact.

Observations regarding differences in the immune 
responses between MDV-resistant and susceptible lines 
of chickens have been somewhat counter-intuitive: 
Susceptible lines of chickens tend to have more robust
and prolonged immune responses (Calnek et al. 1989a),
as measured by lectin assays, MLR and antibody 
levels (Pevzner et al. 1981a, b; Yamamoto et al. 1991). 
Immune parameters that do appear to correlate with 
genetic resistance to MDV are associated with innate 
immune responses (nitric oxide production, NK cell 
activity, IFN responses) (Djeraba et al. 2002b, c; Xing 
and Schat 2000b).

MD vaccines

Despite the great success of MD vaccines, the means 
by which they elicit protective immunity is only 
partially understood, at best. Presumably, the repre-
sentation of common virus lytic antigens by vaccine 
strains such as CVI-988 (attenuated non-oncogenic 
MDV serotype 1) (Rispens et al. 1972a, b), SB-1 (a 
naturally occurring non-oncogenic serotype -2 MDV) 
(Schat and Calnek 1978) and FC-126 (HVT) (Witter 
et al. 1970, 1976) to the immune system elicits potent 
CTL and antibody responses that limit MDV-1 lytic 
infection upon challenge. This limitation of the MDV-
1 lytic infection is believed to limit the pool of latently 
infected CD4+ T-cells, thereby limiting the number of 
cells capable of undergoing transformation (Calnek 
1982). This understanding is therefore based on the 
similarity of MDV-1 and vaccine strain antigens in 
terms of epitopes presented, and to some extent, on 
the similarities of interactions between vaccine strains 
and the target tissues in which MDV-1 replicates 
(Schat and Xing 2000).

Anti-MD-lymphoma immunity in MD is more 
controversial than the immunity to lytic antigens 
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introduced above. In 1976, Payne et al. (1976) 
introduced a “two-step model” for MD immunity. 
In this model, immunity is directed towards both 
MDV antigens and antigens expressed by neoplasti-
cally transformed MD lymphoma cells. Although a 
comprehensive review of tumour immunity in MD is 
beyond the scope of this chapter and has recently be 
reviewed elsewhere (Burgess and Venugopal 2002).

One point is worth emphasizing in the context of 
MD vaccines, however. The current bivalent vaccine 
used to prevent MD in the USA (SB-1 and FC-126) is 
comprised of viruses that do not encode the meq onco-
gene (see above). Consequently, no CTL could be 
primed to this prevalent latency and transformation-
associated antigen through MDV-2/HVT vaccination, 
yet this vaccine prevents MDV-1-induced lymphoma 
formation. Only attenuated non-oncogenic MDV-1 
vaccines such as CVI-988, used more commonly in 
Europe, contain the meq gene, albeit a mixture of 
heterogeneous meq isoforms (Chang et al. 2002). CTL 
specific to Meq peptides have been demonstrated in 
SB-1-vaccinated chickens (Omar and Schat 1996), 
and vaccines such as CVI-988 may potentially pro-
mote anti-lymphoma immunity via this mechanism. 
In the case of the most commonly used MD vaccines 
in the USA (SB-1/HVT), such a mechanism cannot be 
the key to any anti-tumor response, as many latently 
expressed gene products of MDV-1 strains are not 
encoded by either MDV-2 or HVT (Afonso et al. 
2001; Izumiya et al. 2001; Kingham et al. 2001).

As our assumption is that vaccines must present 
antigens common with a pathogen, at least at the 
level of T-cell epitopes, to elicit a primary immune 
response. The ability of MDV-2 and HVT to elicit 
protection to MDV-1-induced lymphomas is very 
interesting. As the transformation phase arises pre-
sumably, from latently infected T-cells, and the genes 
expressed during MDV latency are largely unique to 
MDV-1-strains, then how is an anti-tumor response 
elicited by MDV-2/HVT vaccination?

Several different lines of evidence suggest that 
components important to vaccinal protection are 
directed to MDV-transformed cells, e.g. are elicited to 
MDV-transformed cells. Firstly, proteins encoded by 
MDV and expressed in transformed cells are appar-
ently recognized by vaccine induced CTL, despite the 
fact that the most highly expressed antigens in MDV-1 
transformed lymphocytes (Meq, etc.) (Ross 1997 

#115) are not encoded by the  vaccine viruses SB-1 
(MDV-2) and HVT. Even in the absence of encoding 
this protein, SB-1-vaccination is apparently capa-
ble of inducing CTL to this antigen, albeit at a low 
level of specific lysis (Omar and Schat 1996). The 
most conserved virus structural antigens (gB, gC, 
gE) among the three serotypes are not expressed in 
the context of the transformed cell (Ui et al. 1998), 
and hence are not likely to be involved in an anti-
tumor response. Secondly, some level of vaccinal 
protection can be elicited through the inoculation of 
glutaraldehye-fixed MDV-1-transformed cell lines 
(Nazerian and Witter 1984; Powell 1975). Although 
protection is elicited by these cell line vaccines, 
the level of immunity is insufficient to employ this 
method commercially (Nazerian and Witter 1984). 
Thirdly, similar lymphoproliferative responses, with 
accompanying upregulation of a Marek’s-associated 
tumor surface antigen (MATSA), are elicited by SB-1 
and HVT vaccination (Calnek et al. 1979; Witter 
et al. 1976). MATSA, or at least one MATSA (Lee 
et al. 1983), has been determined to be a cellular anti-
gen upregulated on activated chicken T-lymphocytes 
and thrombocytes (McColl et al. 1987). Antibodies and 
CTL to MATSA, as well as to MDV lymphoblas-
toid cells can be detected post vaccination (Quere 
and Dambrine 1988; Sharma 1977; Sharma et al. 
1978), and these responses, and or responses to other 
virus-encoded or deregulated host-encoded antigens 
may be important to the vaccine-induced anti-tumor 
response.

As vaccination largely controls MD clinical 
expression through the development of protective 
immune responses, the development of MDV-induced 
lymphomas in susceptible chickens must contend 
with the development of this protective response. 
The role of the immune system in keeping tumor 
progression in check has been well established. 
Recent experiments involving immunosuppressive 
drugs in humans, suggest that the inability of 
the host to mount an effective immune response 
against abnormal cells (i.e. those expressing tumor 
antigens, altered cellular antigens or improperly 
processed antigens, etc.) contributes to lymphoma 
progression (Kirby et al. 2002; Lim and Bertouch 
2002; Nathanson et al. 2002; Tremblay et al. 2002). 
Similarly, the immunosuppressive nature of MDV, 
likely contributes to lymphoma progression.
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MDV and immunosuppression

MDV is not only neoplastically transforming, but also 
immunosuppressive. The immune parameters affected 
by MDV are described here according to the phase 
of infection with which they are associated; namely, 
cytolytic, latent and transformation phases.

Early cytolytic infection

During the early cytolytic infection, a key mechanism 
of immune suppression is the loss of lymphocytes 
from the primary and secondary lymphoid organs 
(Calnek and Witter 1997). The edema, hypertrophy 
and following atrophy of these organs accompanies 
measurable losses of both humoral and cell medi-
ated responses as measured by decreased antibody 
responses to sheep red blood cells, and decreased 
lectin (Con-A, PHA), and mixed lymphocyte-induced 
proliferation (Confer et al. 1980; Theis et al. 1975; 
Yamamoto et al. 1995). Early responses to MDV 
infection suggested the elicitation of “suppressor 
macrophage” populations that mediated immuno-
suppressive effects (Lee et al. 1978b; Sharma 1988; 
Theis 1981). The factors induced during this stage 
of infection have not been fully defined, but include 
IFN-I (α/β), IFN-II (γ) and reactive oxygen and 
nitrogen species (Buscaglia and Calnek 1988; Levy 
et al. 1999; Volpini et al. 1995; Xing and Schat 
2000b). Notably however, it is this MDV-induced 
host response that is also associated with the onset 
of MDV latency (see below).

In addition to the targeted loss of lymphocytes in 
the primary and secondary immune organs, there is 
an apparent loss of both CD4+ and CD8+ T-cells in 
the circulation and a decrease in the level of CD8 
expression in CD8+ T-cells (Morimura et al. 1996, 
1997, 1998). Loss of these cells is through apoptosis 
and may be due to the direct cytolytic infection of 
these cells, or through indirect effects (i.e. induction 
of TGF-ß, etc.).

The relative contribution of this early immunosup-
pression on lymphoma development is controversial 
or, at the very least, unclear. Pathotypic analyses of 
MDV strains suggests that higher virulence MDVs 
induce more profound immunosuppression (Calnek 
et al. 1998). A characteristic of these strains is a marked 
increase viremia and duration of the cytolytic phase of 

infection (Barrow et al. 2003). Interestingly, the highest 
virulence MDV isolates tend not to induce the greatest 
incidence of lymphomas, but tend to induce greater 
incidence of neurological lesions, stunting, inflam-
matory lesions and mortality (Gimeno et al. 1999; 
Rosenberger et al. 1997; Witter 1997; Witter 
et al. 1999). Moreover, some recombinant MDV strains
that established relatively low levels of viremia and 
were mildly immunosuppressive, were still lympho-
magenic (Parcells et al. 1995, 2001). Conversely a 
recombinant MDV (called RM-1) containing an LTR 
insertion upstream of the SORF 2 gene showed high 
early viremia with profound thymic atrophy, but did 
not induce tumors – even when injected into young 
chickens (Jones et al. 1996; Witter et al. 1997).

Mechanistically, RM-1 may block lymphoma for-
mation through the ablation of the transformation 
target cells (i.e. CD4+ T-lymphocytes). The efficacy 
of RM-1 as a vaccine against vv+ MDV challenge 
certainly suggests such a mechanism. However, other 
viruses of equal or greater replication levels (RB1B, 
MD-5), also induce profound thymic atrophy yet 
induce high incidence of lymphomas (Schat et al. 
1982). Alternatively, RM-1 may have deficiencies that 
impair its entry into latency. RM-1 could also have 
alterations in meq or other transformation-associated 
genes that affect its ability to transform T-cells.

From the standpoint of the current paradigm; 
namely, that the greater the level of MDV-1 lytic infec-
tion, the greater the level of latent infection and hence, 
the greater the tumor incidence, the RM-1 example 
demonstrates that cytolytic infection and neoplastic-
transformation are not absolutely linked. Likewise, 
the low level viremias established by RB1B-based 
deletion viruses (Parcells et al. 1995), which retain 
oncogenicity, also question the relative role of early 
immune suppression on lymphoma development.

MDV latency

Herpesviruses have evolved the capacity to undergo 
two distinct types of replication, lytic (replicative) 
and latent (quiescent). Latency in MD was initially 
a clinical description of chickens that had recovered 
from the clinical signs associated with the cytolytic 
phase of MDV infection, yet had not reached the 
tumor phase. Once more of MDV virology was under-
stood, the description of this latency was defined as 
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the presence of the MDV genome in the absence of 
expression of virus internal antigen (VIA) and virus 
membrane antigen (VMA) (Calnek et al. 1984; Shek 
et al. 1983). Although defined by polyclonal antibod-
ies of unknown specificity, these antigens are likely 
to be MDV proteins of early and late kinetic classes, 
respectively; due to the greater abundance of VIA-
positive latently infected lymphocytes.

The definition of latency differs depending on 
whether the disease, or the state of the virus, is being 
discussed. Clinical latency is that period of the infec-
tion in which there is no clinical manifestation of 
disease. MDV latency is now defined, using molecular 
biological techniques, according to the MDV genome 
state in terms of its structure and pattern of gene 
expression. Such methods for defining herpesvirus 
latency are used for all heperviruses. For MDV, virus 
latency has most recently been described as the pres-
ence of the DNA genome and a limited set of gene 
transcripts (meq, latency-associated RNAs [LATs or 
MSRs]) antisense to the immediate early regulatory 
protein, ICP4) (Cantello et al. 1994, 1997; Li et al. 
1994, 1998; McKie et al. 1995). MDV latency is 
defined, moreover, by an even more limited set of 
translated proteins (Meq, pp14) (Hong et al. 1995; 
Jones et al. 1992), and the absence of early proteins 
(e.g. pp38) (Baigent et al. 1998).

In chickens supporting MDV latent infection, there 
is likely a constant low percentage of cells undergoing
reactivation and lytic infection at peripheral sites. 
Even in lymphomas and MDCC, in which by definition
most cells must maintain MDV in a latent state, a 
small percentage (typically 5%) will be undergoing 
spontaneous reactivation (Burgess and Davison 2002; 
Calnek et al. 1981; Parcells et al. 1999).

In the study of latency and the response of latent 
MDV to IFN-γ treatment, there appears to be at least 
two levels of quiescence (Volpini et al. 1996). One 
level of quiescence, in which VIA can be induced 
within 24 h of withdrawal of conditioned medium 
(CM) or purified IFN-γ, occurs within 1–2 weeks of 
in vivo infection (Volpini et al. 1995). A more quies-
cent phase of latency, seen in circulating T-cells after 
2 weeks post infection requires sustained, longer-term 
culture for reactivation of virus and these cells are less 
responsive to withdrawal of CM or IFN-γ. The acqui-
sition of this highly restricted latency, may provide 
advantage to MDV as a long-term maintenance  strategy 

within a particular host or within a flock. From our 
understanding of human herpesvirus latency, this 
long-term maintenance strategy has been highly suc-
cessful.

Immunosuppressive effects of MDV latency have 
not been defined during this phase of infection, as any 
immunosuppression observed at this time is likely 
to be the consequence of damage sustained during 
the cytolytic phase of infection. Moreover, effects 
of serum from birds at this stage on in vitro cell pro-
liferation assays are largely thought to be mediated 
by the macrophage/reticuloendothelial response to 
cytolytic infection (Carpenter and Sevoian 1983; Lee 
et al. 1978b; Sharma 1988). The effects of this serum 
can be inhibitory or excitatory to lymphocyte assays, 
depending on the time post cytolytic infection and 
the level of cytolytic infection supported by the host 
(Lee et al. 1978a). These effects can be explained by 
the cytokine response to cytolytic infection and the 
regeneration of the primary and secondary immune 
organs, respectively.

Modulation of MDV latency by host cytokines has 
been studied prior to the identification of exactly what 
factors were present (Buscaglia and Calnek 1988; 
Buscaglia et al. 1988). These factors, particularly those 
limiting MDV lytic infection are now more defined. 
The effects of IFN-γ, nitric oxide, and myelomonocytic 
growth factor (MCG) on MDV lytic infection in vitro
and in vivo have been well characterized (Djeraba et al. 
2002a, b, c; Levy et al. 1999; Xing and Schat 2000b), 
suggesting that any modulatory response by MDV latent 
infection is likely to be mediated, to a large extent, by 
the host response to the early cytolytic phase of infec-
tion. Immunosuppressive effects of latently infected 
T-cells have been therefore limited to the transforma-
tion phase of infection and are discussed below.

MDV-induced transformation

Depending on the susceptibility of the host chicken 
and the strain and challenge level of MDV, the trans-
formation phase of MDV infection can commence as 
early as 2 weeks post infection, but typically is seen 
in chickens infected at 1-day-of-age by 4–6 weeks 
dpi (Calnek 1986; Calnek and Witter 1997). In breed-
ing and laying chickens, the tumor phase can begin 
as chickens go into lay, during peak lay, or upon 
challenge with another immunosuppressive agent. 
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Commencing with the onset of lymphoma formation 
is profound immunosuppression caused by factors 
secreted by transformed lymphocytes, as well as by 
antigens expressed on their surface. Since the target 
for transformation is the CD4+ T-cell, the key regula-
tor of acquired immunity, dysfunction of these cells is 
particularly devastating to the host.

Little is known of the soluble factors expressed by 
MDV lymphomas. Most of what is known regarding 
the expression of MDV-transformed cells has come 
from the study of MDCCs and is discussed below (see 
“Factors expressed by MDV-transformed cell lines”). 
As the transformed component of MDV-induced 
lymphomas has recently been identified (Burgess and 
Davison 2002), and a chicken expressed sequence 
tag (EST)-based microarray has recently been devel-
oped (Morgan et al. 2001), the characterization of 
MDV lymphoma expression is likely imminent. 
Some insight into factors expressed during the tumor 
phase of MDV infection can be gleaned from recent 
cytokine expression analysis of MDV-susceptible 
and resistant lines of chickens. During the course 
of MDV early cytolytic infection, there are noted 
increases in inflammatory cytokines/chemokines 
(IL-2, IL-6 and IL-8) followed by sustained IFN-γ
and inducible nitric oxide synthase (iNOS) expres-
sion (Xing and Schat 2000a). This study focused on 
the initial phases of infection and terminated at day 
15, so any shifts in expression into the latent and 
transforming phases were not reported.

In genetically susceptible lines of chickens (lines 
6 and N), there was noted a consistent increase in 
IL-6 and IL-18 in infected splenocytes as opposed to 
resistant chickens (lines 7 and P) (Kaiser et al. 2003). 
Another group noted increases in arginase activity 
in macrophage/monocytes from susceptible chickens 
(B13/13) with concomitant low levels of nitric oxide 
production, whereas a resistant line (B19/19) showed 
only a transient increase in arginase activity fol-
lowed by a larger and more sustained level of nitric 
oxide production (Djeraba et al. 2002c). Arginase 
and inducible nitric oxide synthase (iNOS) expres-
sion in macrophages are regulated differentially by 
Th2 and Th1 cytokines, with TGF-β and prostaglandin 
E2 (PGE2) inducing primarily arginase (Djeraba et al. 
2002c). These studies, however, examined essentially 
the early phase of MDV infection, but the similarities 
in findings; namely, that the immune response in 

susceptible chickens is more inflammatory and skewed 
towards a Th2 response is provocative. A modulatory 
effect of PGE2 on macrophage expression is of par-
ticular interest given the finding that MDCCs express 
this immune modulator. In light of the surface expres-
sion of MDCC and lymphomas described below, the 
findings of differences in cytokine expression profiles 
from resistant and susceptible chickens are particu-
larly interesting, suggesting that the skewing of the 
immune response during MDV latent/transforming 
phases of infection may be fundamentally different 
in resistant vs susceptible chickens. Such a shift in 
the Th1 to Th2 response to transformed cells has also 
recently been identified in other malignancies includ-
ing renal carcinoma, with the induction of PGE2 found 
to be largely responsible for this shift in response 
(Smyth et al. 2003).

Early work on MDV lymphomas was focussed 
on surface antigens expressed on lymphoma cells. 
MATSA, an activated leukocyte antigen was described 
by several groups using polyclonal and monoclonal 
antibodies (Lee et al. 1983; McColl et al. 1987; Witter 
et al. 1975). This highly glycosylated antigen, was 
found to be induced during the early cytolytic phase 
of infection but remained upregulated on MDV-
 transformed lymphoblasts (Murthy and Calnek 1979). 
In addition to MATSA, glycolipid antigens were 
described on MDV lymphomas (Forssman antigen 
and Hanganutziu and Deicher antigen) (Ikuta et al. 
1981a, b; Kawai et al. 1991; Naiki et al. 1982). The 
significance of changes in glycolipid surface expres-
sion is unknown, but has been noted in other neo-
plastic diseases, suggesting a functional difference in 
these changes.

MDV lymphomas and cell lines

Antigens expressed on MDV-transformed cell lines

In order to determine the functional lineage and poten-
tial signalling pathways de-regulated during MDV 
transformation, we and others have studied the sur-
face antigens present on MDV-transformed cell lines 
(Burgess and Davison 2002; Dienglewicz and Parcells 
1999; Nazerian and Sharma 1975; Parcells et al. 1999; 
Schat et al. 1991). This endeavor has been limited 
by a paucity of chicken lymphocyte antigen-specific 
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monoclonal antibodies. A list of these antibodies, their 
specificities and their expression on two MDV- and 
one REV-transformed cell lines is given in Table 1. Of 
the cell lines examined, most MDV-transformed lines 
show a T-helper immunophenotype and express anti-
gens involved in extravasation (CD29, CD44, CD49e). 
The REV-transformed cell line RECC-CU91 expresses 
CD166 (ligand of CD6, ALCAM, activated leukocyte 
cellular adhesion molecule), another antigen associated 
with lymphocyte activation, extravasation and tumor 
metastasis (Corbel et al. 1996; Skonier et al. 1997).

Given these immunophenotypes, two key aspects 
of this surface antigen characterization are discern-
ible: (1) MDV-transformed cell lines express antigens 
indicating that they are at least partially activated 
(CD28, CD30, CD44, MATSA, GRL-2, MHC-II), 
and (2) MDV-transformed cell lines express antigens 
suggesting that they are highly invasive (CD29, CD44, 
CD49e, and CD164, a.k.a., sialomucin). The activa-

tion status of MDV-transformed cell lines is inferred 
by the MHC-II expression and the level of auxilliary 
activation antigen expression, but a key determinant 
of T-cell activation, CD25 (IL-2Rα) expression is not 
definitively known. The monoclonal antibody devel-
oped for chicken CD25 (INNCH.16) (Schauenstein 
et al. 1988), shows marked variation in the ability 
to stain MDV-transformed cell lines (Hrdlickova 
et al. 1994; Kaplan et al. 1992; Quere 1992). Another 
monoclonal reported to detect chicken CD25, B337, 
appears to recognize the non-induced low affinity 
subunit, CD132 (IL-2γ) (Lee and Tempelis 1992) and 
(Parcells, unpublished data). As IL-2Rα expression is 
the hallmark of T-cell activation, the equivocal nature 
of these results has suggested that MDV-transformed 
cells represent a unique, quasi-activated cell popula-
tion. Expression of CD166 (ALCAM/BEN/GRASP), 
was found in avian T-cells to be induced simultane-
ously with CD25 expression (Corbel et al. 1992). The 

Table 1 Surface antigens identified on MDV-transformed cell lines

Antigen UA01a UD14b CU91c Function Ab source

CD3 ++ +++ + T-cell activation SBTd

CD4 +++ ++++ + MHC-II binding SBT
CD25 (IL2R-α) − − − T-cell activation K. Halae

CD28 +++ +++ − B-7-binding (activation) SBT
CD29 (§1 integrin) ++++ ++++ ++++ BCM-binding (CSAT) DSHBf

CD30 (RS antigen) ++++ ++++ ++++ Activation/immune evasion F. Davisong

CD44 (HA-binding) ++++ ++++ +++ Extravasation/activation SBT
CD45 + + ++ PTPase/activation SBT
CD49e (α-5 integrin) ++ ++ ++ ECM-binding (A21F7) DSHB
CD132 (IL2R-γ) +++ +++ +++ IL-2R subunit, constitutive C. Tempelish

CD164 (sialomucin) +++ +++ + Migration (?) F. Davisong

CD 166 (ALCAM) − − +++ Binds CD6/NgCAM (BEN) DSHB
MATSAi ++++ ++++ ++ Activation Antigen (CD69?) L.F.Lee
GRL-1 − − − Activation antigen DSHB
GRL-2 + + ++ Activation antigen (GRL-2) DSHB
TCR-2 ++ +++ − T-cell receptor (α/β) SBT
TCR-3 − + + T-cell receptor (α/β2) SBT
MHC-I +++ +++ ++++ Self/non-self determinant SBT
MHC-II +++ +++ ++++ Self/non-self determinant SBT

aRB 1B-transformed T-cell line (MDCC-UA01) (Dienglewicz & Parcells 1999).
bRB 1B-transformed T-cell line (MDCC-UD14) (Parcells Anderson, & Morgan, 1995; Parcells, Dienglew icz, Anderson, & Morgan, 
1999).
cREV -transformed T-cellline (RECC -CU91) (Pratt, Morgan, & Schat, 1992).
dSouthern Biotechnology Associates, Inc., Birmingham, AL.
eProvided by Dr. Kani Hala, Innsbruck, Austria (mAb INNC H.16) (Schauenstein et al. 1988).
fDevelopmental Studied Hybridoma Bank, University of Iowa, Iowa City, IA
gProvided by Dr. Fred Davison, Institute of Animal Health, Compton, Berkshire, UK (mAb AV37) (Burgess and Davison 1999).
hProvided by Dr. Constantine Tempelis, UC-Berkeley, CA (mAb, B 337) (Lee and Tempelis 1992).
iMarek’s Disease-Associated Tumor Surface Antigen, (mAb 14B 367), provided by Dr. Lucy F. Lee, USDA-ADOL, EastLansing, MI 
(Lee et al. 1983).
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apparent absence of this from MDV-transformed cell 
lines, therefore, is also suggestive of a quasi-activation
state and apparently differs from the MDV-trans-
formed component of lymphomas examined ex vivo
(see below).

In addition to the above antigens, MDV-transformed 
cell lines were found to express altered glycolipids on 
their cell surface (Forssman antigen, Hanganutziu and 
Deicher heterophil antigen), and chicken fetal antigen 
(CFA) (Ikuta et al. 1981b; Kawai et al. 1991; Naiki 
et al. 1982; Ohashi et al. 1986). CFA is expressed on 
erythrocytes (Qureshi et al. 1986), and in the context 
of MDCC-MSB-1 cells, CFA has been found to be 
immunosuppressive to NK killing (Ohashi et al. 
1987). Given the importance of NK responses to 
anti-tumor immunity (Soloski 2001), the expression 
of fetal and developmentally regulated antigens by 
MDV-transformed cells may be directed to circum-
vent these responses.

As MDV has not been found to transform T-cells 
in vitro, the unique or aberrant immunophenotypes of 
many MDV-transformed cell lines suggests that some 
in vivo lineages, normally ablated during T-cell ontog-
eny, may be the actual targets for MDV transformation.
This notion is supported by the generation of T-cell 
lines using a wing-web model of MDV-transforma-
tion (Calnek et al. 1989b). In this model, allogeneic 
chicken kidney cells were infected with MDV and 
injected into the wing web of chickens. At various 
times post infection, these sections of wing web were 
excised and the infiltrating lymphocytes cultured. By 
this method, cell lines could be established and the 
immunophenotypes of these lines varied from double 
negative (CD4-/CD8-), double positive (CD4+ /CD8+)
to single CD4+ and CD8+ T-cells (Schat et al. 1991). 
In general, most established MDV-transformed T-cell 
lines are single positive CD4+ T-helper cells. There 
are very few CD8+ MDV-transformed cell lines, as 
would be expected given the results or Morimura 
et al. showing that CD8+ T-cells undergo apoptosis 
and have CD8+ expression downregulated during the 
lytic phase of infection (Morimura et al. 1996, 1997). 
Interestingly, we have found that cell lines established 
from vv+ MDV-induced lymphomas tend to have 
a higher incidence of aberrant immunophenotype 
(Shamblin et al. 2004). As these viruses are more 
immunosuppressive (Calnek et al. 1998), an aberrant 
T-cell expansion mechanism is suggested. Conversely, 

alterations of T-cell expression may be mediated by 
MDV gene expression.

Cell lines established from MDV-lymphomas have 
been found to be tumorigenic when re-injected 
in vivo (Coleman and Schierman 1982; DiFronzo and 
Schierman 1990), suggesting that they represent a 
transformed element, but how closely they reflect the 
initial lymphoma or even the transformed component 
of the initial lymphoma is discussed below.

Antigens expressed on lymphoma cells ex vivo

An alternative to studying MDCCs for understanding 
MDV-induced lymphomagenesis has been through 
analysis of lymphomas directly ex vivo. Such analyses 
provide insight into the development, progression and 
architecture of MDV lymphomas. As the number of 
mAbs specific for avian lymphoid and myeloid popu-
lations increases, so will the insight into the actual 
cell populations contributing to MD lymphomas. 
Lymphomas, like other tissues, presumably follow the 
structure-function paradigm.

Compared with MDCC, very little work has been 
done to characterize surface antigen expression by 
cells within MD lymphomas. On one hand this is 
surprising because the technologies used to immu-
nophenotype MDCC can equally well be applied to 
MD lymphomas. On the other hand MDCC have 
been assumed to be, and were used as, models for 
the actual neoplastically transformed cells in MD 
lymphomas. The approach was reasonable because 
until recently the neoplastically transformed cells 
in MD lymphomas were unidentified. MD lympho-
mas have been known to be heterogeneous prior to 
mAb technology and MDCC were a practical way 
to try to separate the neoplastically transformed 
cells from the rest of the lymphoma. Now that the 
neoplastically transformed cells have been identi-
fied directly ex vivo (Burgess and Davison 2002), 
the assumption that MDCC would be reasonable 
models of the neoplastically transformed phenotype 
has been proven sound.

The neoplastically transformed MD lymphoma 
cells, which occur in clusters scattered throughout 
the lymphoma mass, are CD4+ , MHC class Ihi, MHC 
class IIhi, CD25hi and CD28lo/- (Burgess and Davison 
2002). Distinctive to these cells is the gross over 
expression of CD30 (recognized by the mAb AV37; 
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Burgess et al. 2004), which is two orders of magni-
tude greater than CD30 expression on physiologically 
activated T lymphocytes, the next highest expressors 
of CD30 (Burgess and Davison 2002). The implica-
tions of this phenotype are that the neoplastically 
transformed cells in MD lymphomas are activated 
CD4+ T helper cells. However, these neoplastically 
transformed cells have down-regulated CD28 possibly 
reflecting an immune escape mechanism mediated 
by MDV or a host mechanism to attempt to promote 
cell death. As CD28 expression can be quite high on 
MDCCs (Table 1), one inference is that in the lack of 
an immune response in culture, the expression of this 
co-activator is unchecked.

In “normal physiology” CD30 is expressed by 
sub-populations of memory T helper lymphocytes 
that secrete T-helper 2 (TH2) cytokines (Bengtsson 
et al. 2000; Harlin et al. 2002; Lucey et al. 1996). TH2

cytokines antagonize CMI, suggesting another poten-
tial and likely important mechanism of immune eva-
sion by the neoplastically transformed cells in MD.

The implication of the neoplastically transformed 
cells in MD over expressing CD30 goes beyond MD. 
The neoplastically transformed cells in very many 
human lymphoma types, of both herpesviral and 
non-herpesviral etiology, grossly over-express CD30 
(Lucey et al. 1996). Because it was first recognized 
as a marker of neoplastic-transformation of human 
B lymphocytes after Epstein–Barr virus infection, 
the common name for CD30 in human medicine is 
the “Hodgkin’s disease” or “Reed–Sternberg” anti-
gen (Falini et al. 1987). CD30 is a lymphocyte line-
age specific antigen and is over-expressed by both 
B and T lymphocyte derived human lymphomas 
(Lucey et al. 1996). MD is the only known natural 
herpesviral infection causing CD30 over-expressing 
lymphomas in its natural host outside of humans 
(Burgess et al. 2004).

In one area phenotyping of MDCC could never 
be useful. Direct ex vivo analysis is critical to define 
the structure–function relationships of both different 
cells within heterogeneous MD lymphomas and also 
for defining those cells involved in MD lymphoma 
 regression. This regression is at least part of the reason 
that gross lymphomas do not occur in resistant chicken 
genotypes (Biggs et al. 1968; Burgess and Venugopal 
2002; Morimura et al. 1999; Quere and Dambrine 
1988). Notably, in both MD susceptible and MD 

resistant genotypes, CD30hi cells are present in the 
blood of genetically susceptible and resistant chick-
ens from 3 dpi and infiltrate tissues from this time 
(Burgess and Davison 1999; Burgess et al. 2001).

Using a 14-day-old inbred chick model, lines N 
& 61 (resistant) and 15I & 72 (susceptible) chickens 
were infected with the HPRS-16 (virulent) MDV. 
Clinically, all line 72 chickens developed progressive 
MD; line 15I chickens generally developed fluctuat-
ing MD clinical signs and some individuals even 
recovered (Burgess et al. 2001). Lines 61 and 72 had 
a similar patterns of lymphoid infiltration into non-
lymphoid tissues during cytolytic infection, although 
the numbers of infiltrating lymphocytes were greater 
in line 72. By the time lymphomas were visible in line 
72 (the tumor phase), histological lesions in line 61 
were regressing. In the cytolytic and latent phases, in 
all genotypes, most infiltrating cells were CD4+. After 
this time, line 72 and 15I lesions increased in size and 
CD4+ lymphocytes were predominant whereas line 
61 and N lesions decreased in size and CD8+ cells 
predominated (Burgess et al. 2001).

Notably CD30hi cells were present in similar num-
bers in all genotypes in the cytolytic phase (Burgess 
and Davison 1999). This suggests neoplastically trans-
formed cells were present in all genotypes regardless 
of susceptibility to “full-blown” MD. However, after 
the cytolytic phase, CD30hi cell numbers increased 
in lines 72 and 15I but decreased in lines 61 and N. 
Regardless of the chicken genotype, AV37 immu-
nostaining for CD30 was weak in lesions with many 
CD8+ cells suggesting CD30 expression, or CD30hi

cells themselves, were controlled by CD8+ cells 
(Burgess and Davison 1999).

To this point we have discussed only host cell anti-
gens in MD lymphomas. However MDV is present in 
the lymphoma cells. Firstly, CD30hi lymphoma cells 
carry more latent MDV genomes than any other cell 
type in the lymphomas.(Burgess and Davison 1999). 
In “mature lymphomas”, the few CD8+ and TCRγδ+

killer T lymphocytes are cytolytically infected, 
expressing the early pp38 and the late, gB antigens 
(Burgess and Davison 2002). Most importantly, from 
the point of view of neoplastic transformation, the 
CD30hi cells express most Meq protein. In fact Meq 
expression is directly proportional to CD30 expression 
(Burgess et al. 2004). As this is unlikely to be coinci-
dental, the transactivation of the CD30 promoter by 
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Meq/Jun heterodimers is a clear possibility and cur-
rently under study (see below).

Factors expressed by MDV-transformed cell lines

MDV-transformed cell lines express immunosuppres-
sive factors, as measured by decreased ConA blast 
formation and mixed lymphocyte reaction (MLR) 
(Quere 1992; Theis 1981). Moreover, the work of 
Quere (1992) has shown that most of this immuno-
suppressive activity is through secretion of soluble 
factors. As mentioned above, the expression of 
CFA by MSB-1 cells is apparently immunosuppres-
sive to NK cells, even when given in soluble form 
in vivo (Ohashi et al. 1987). At least one soluble factor 
expressed by an MDV-transformed cell line has 
been identified as prostaglandin (PGE2) (Bumstead 
and Payne 1987). The significance of PGE2, as dis-
cussed above, is that as a product of cycloxygenase-2 
(COX-2) activity (Chilton et al. 1997), it regulates the 
expression of (iNOS) by macrophage (Djeraba et al. 
2002c). In addition, we have found that supernatant 
medium from MDV-transformed cell lines induces 
surface MHC-II expression on chicken primary mac-
rophages whereas IFN-γ induces both MHC-I and 
MHC-II (M.S. Parcells, 2003, unpublished data). The 
significance of these data are not clear, but suggest 
that MDV-transformed cell lines express factors that 
are distinct from IFN-γ in their activity. Thus, like 
several other factors seen in MDV lymphoma forma-
tion and ostensibly their progression, secreted factors 
of MDCC appear to modulate the immune response 
towards a Th2-like response.

CD30, TNFRs and their role in lymphoma progression

Like the transformed component of MDV lymphomas 
and the derived cell lines, chicken lymphocytes trans-
formed by other viruses also over-express CD30. CD30 
is also over-expressed by chicken cell lines neoplasti-
cally transformed by Rous-associated virus-2 (RAV-2) 
and by the acute-transforming  reticuloendotheliosis 
virus type T (REV-T) (Burgess et al. 2004). CD30 is 
also over-expressed by MD lymphomas from turkeys. 
MDV, ALV, RAV-2 and REV-T all neoplastically trans-
form lymphocytes, yet their target specificities and 
mechanisms differ (Burgess et al. submitted. ALVs 
preferentially transform B- and pre-B-cells, whereas 

MDV transforms only T-cells. REV-T transforms both 
B- and and T-cells. Yet lymphomas caused by each 
these viruses over-express CD30. This suggests that 
either each virus is subverting the CD30 signalling 
pathway and/or CD30 over-expression is a conserved 
response in neoplastically transformed chicken lym-
phocytes (and probably neoplastically transformed 
human lymphocytes) (Burgess et al. 2004).

CD30hi cells from MDV-induced lymphomas also 
express high levels of the Meq oncoprotein (Burgess 
et al. submitted). As Meq expression is associated with 
MDV lymphomas and cell lines, and CD30hi cells are 
the transformed component of MDV-induced lympho-
mas, this association may be coincidental. However, 
the promoter region of the chicken CD30 gene contains 
several MERE-I sites (AP-1-like sites that bind Meq/
Jun heterodimers), as well as a MERE-II site (CACA-
motif that binds Meq/Meq homodimers) (Burgess 
et al. 2004). As c-Jun signaling (either through tran-
scriptional activation or protein stablization) is induced 
in v-myc and c-myc-disrupted transformed B-cells 
(Gavine et al. 1999), in v-rel transformed T-cells and 
MDV-transformed T-cells (Kralova et al. 1998), the 
induction of this pathway may be directly or indirectly 
involved in CD30 upregulation. Although the pathways 
involved in CD30 upregulation have not been eluci-
dated, CD30 expression peaks 4–5 days after activation 
in normal T-cells (Chiarle et al. 1999). The ligand for 
membrane-bound CD30 is CD153 (a.k.a. CD30 ligand) 
and the stimulation of CD30 on mammalian T-cells has 
been linked with the release of IL-13 and TH2 cytokines 
IL-4 and IL-10 (Bengtsson et al. 2000; Harlin et al. 
2002). As these cytokines have yet to be cloned from 
the chicken, and no antibody reagents are currently 
available for these proteins, the expression profiles of 
MDV-transformed cells remains unknown.

Other surface antigens

The expression of homophilic and extracellular matrix 
(ECM)-binding antigens on MDV-transformed cell 
lines is indicative of their metastatic and lymphoma 
forming potential (Berg et al. 2002). CD49e+ /CD29+

(α-5/β-1 integrin) expression is directly associated 
with dissemination and metastasis of lymphomas in 
SCID mice (Blase et al. 1995). In addition to this 
metastatic potential, integrin signaling through AKT 
(PKB) induces cell survival, thus providing not only 
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adhesion, but additional anti-apoptotic signals to the 
proliferating cell (Pankov et al. 2003). Expression of 
CD49e/CD29 by HTLV-I-infected T-lymphomcytes 
and is likely to contribute to HTLV-I lymphomagen-
esis (Hasegawa et al. 1998).

Expression of CD44 by lymphomas is indicative 
of metastasis as well (Walter et al. 1995). CD44 binds 
hyaluronate and is a key determinant of T-cell extrava-
sation (Haynes et al. 1991). Signaling via the CD44 
receptor depends on the splice variant of CD44 that 
is expressed (Akisik et al. 2002). Lymphoma progres-
sion has been associated with specific splice variants 
of CD44 but the chicken form recognized by the anti-
CD44 mAb has not been thoroughly characterized.

Expression of CD164 by MDV-transformed cells 
is intriguing, as this antigen is associated with CD34+

stem cells (Watt et al. 1998). Its role in develop-
ment of hematopoeitic progenitor cells suggests an 
involvement in cell migration (Zannettino et al. 1998). 
Expression of GRL-2 is found on granule containing 
leukocytes, including some activated T-cells. The role 
of this molecule in terms of lymphoma development, 
however, is uncharacterized, but suggests that MDCC 
may be enhanced in their secretion of soluble factors 
(Thomas et al. 1993, 1994).

Overall effects on lymphoma development

Given the level of immune suppression and modu-
lation that occurs during and as a consequence of 
MDV-lymphomagenesis, it is difficult to separate 
those factors rendering the host incapable of mounting 
an effective anti-viral response from those that affect 
lymphoma development and progression. Conversely, 
the immunity elicited by MDV vaccination is still 
relatively undefined in terms of delineation between 
anti-virus and anti-tumor responses. What does seem 
clear, however, is that upon transformation by MDV, 
a common immunoevasive and immunomodulatory 
set of pathways is activated that appears common 
to many human lymphomas. At least one of these 
immunoevasive pathways may involve CD30 surface
expression and presumably the modulation of the host 
immune response to more of a TH2 effector response. 
Interestingly, the level of genetic susceptibility to 
MDV lymphoma formation and progression appears 
to be determined by the extent to which MDV is 
successful in shifting the immune response to a Th2

expression profile. The upregulation of specific anti-
gens by MDV in transformed T-cells, and the secre-
tion of PGE2 and perhaps other factors, may have 
a net effect on the immune response within the lym-
phoma. The result would be escape of the transformed
cells from CTL-, NK- and macrophage-mediated 
responses. Interestingly, on of the cellular genes 
upregulated during MDV infection of chicken embryo 
fibroblasts is the IL-13 receptor (IL-13R) (Morgan 
et al. 2001), a cytokine activated by CD30 signaling 
(Harlin et al. 2002).

Intracellular adhesion molecules expressed by MDV 
lymphomas may explain their tissue dissemination and 
metastatic potential. The expression of CD49e/CD29 
in particular is highly indicative of such a lymphoma 
as upregulation of this integrin is associated with late 
stage metastasis. In addition to mediating ECM-binding, 
the proliferative/pro-survival signaling of integrins is 
essential for tumor progression as well as the blocking of 
anoikis during anchorage-independent growth (Pankov 
et al. 2003). Expression of other developmentally 
regulated (CD164) and activation-associated (MATSA, 
CD44, GRL-2) may also contribute to migration or 
proliferation of these cells.

A key element in MD lymphoma development 
and progression is the expression of Meq. This b-ZIP 
protein appears to de-regulate c-Jun signaling, a com-
mon pathway altered in other human T-lymphomas. 
The contribution of this oncoprotein to the alteration 
of surface antigen expression, although inferred by 
the coincidental expression of CD30, has yet to be 
shown.

Summary

MDV-induced T-lymphomagenesis occurs rapidly 
(within 4–6 weeks) and like other herpesviral lympho-
mas, involves the expression of latent gene products. 
The most consistently detected of the MDV latent gene 
products is the Meq oncoprotein, a b-ZIP protein capable 
of altering c-Jun signaling and affecting cell survival 
and proliferation. Mechanisms affecting lymphoma 
progression are currently unknown but are character-
ized by the upregulation of surface antigens on the 
transformed cells within lymphomas. These antigens 
include fetal and developmentally regulated antigens, 
and CD30, a TNFRII molecule expressed on activated 
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lymphocytes and associated with a TH2 expression 
profile. As anti-tumor responses are largely cell medi-
ated, the expression of CD30 by the transformed cells, 
and potential subsequent expression of TH2 cytokines 
could disrupt the CMI to the transformed cell. In addi-
tion, several other antigens (CD44, CD49e/CD29, 
CD164, MATSA and GRL-2) are likely to promote 
the angiogenesis, extravasation, proliferation and pro-
survival of transformed T-cells. The aggressive nature 
of MDV-induced lymphomas, coupled with their rapid 
and reproducible induction in genetically defined pop-
ulations continue to make MD lymphomagenesis a 
compelling model. MD is the only known model of 
naturally occurring CD30 over-expressing lymphoma. 
With the completion and annotation of the chicken 
genome sequence, the transformed component of MD-
lymphomas will be able to be completely described. 
The MD model promises to yield important insight into 
basic and broadly applicable mechanisms of lympho-
magenesis in a general biomedical context. Moreover, 
a clearer understanding of the immunity elicited by 
MDV vaccination to lymphomagenesis promises to 
provide hints for novel immunotherapeutic targets for 
the treatment of human lymphomas and leukemias.

Acknowledgements The authors wish to thank Hsing-Jien 
Kung, Karel A. Schat, Jagdev M. Sharma and Richard L. Witter 
for helpful discussions and the sharing of unpublished data in 
the preparation of this work.

References

Afonso CL, Tulman ER, Lu Z, Zsak L, Rock DL, Kutish GF (2001) 
The genome of turkey herpesvirus. J Virol 75(2):971–978

Akisik E, Bavbek S, Dalay N (2002) CD44 variant exons in 
leukemia and lymphoma. Pathol Oncol Res 8(1):36–40

Anderson AS, Parcells MS, Morgan RW (1998) The glycopro-
tein D (US6) homolog is not essential for oncogenicity or 
horizontal transmission of Marek’s disease virus. J Virol 
72(3):2548–2553

Anobile JM, Arumugaswami V, Downs D, Czymmek K, Parcells 
M, and Schmidt CJ (2006) Nuclear Localization and 
Dynamic Properties of the Marek's Disease Virus Oncogene 
Products Meq and Meq/vIL8. J Virol 80:1160–1166

Arnulf B, Villemain A, Nicot C, Mordelet E, Charneau P, 
Kersual J, Zermati Y, Mauviel A, Bazarbachi A, Hermine O 
(2002) Human T-cell lymphotropic virus oncoprotein Tax 
represses TGF-beta 1 signaling in human T cells via c-Jun 
activation: a potential mechanism of HTLV-I leukemo-
genesis. Blood 100(12):4129–4138

Bacon LD, Witter RL (1993) Influence of B-haplotype on the 
relative efficacy of Marek’s disease vaccines of different 
serotypes. Avian Dis 37(1):53–59

Bacon LD, Witter RL (1994) Serotype specificity of B-haplo-
type influence on the relative efficacy of Marek’s disease 
vaccines. Avian Dis 38(1):65–71

Bacon LD, Witter RL, Crittenden LB, Fadly A, Motta J (1981) 
B-haplotype influence on Marek’s disease, Rous sarcoma, 
and lymphoid leukosis virus-induced tumors in chickens. 
Poult Sci 60(6):1132–1139

Bacon LD, Crittenden LB, Witter RL, Fadly A, Motta J (1983) 
B5 and B15 associated with progressive Marek’s disease, 
Rous sarcoma, and avian leukosis virus-induced tumors in 
inbred 15I4 chickens. Poult Sci 62(4):573–578

Bacon LD, Vallejo RL, Cheng HH, Witter RL (1996) Failure of 
RFP-Y genes to influence resistance to Marek’s disease. 
Paper presented at the 5th International Symposium on 
Marek’s Disease. East Lansing, MI

Baigent SJ, Ross LJ, Davison TF (1998) Differential suscep-
tibility to Marek’s disease is associated with differences 
in number, but not phenotype or location, of pp38+ lym-
phocytes. J Gen Virol 79(Pt 11):2795–2802

Barrow AD, Burgess SC, Howes K, Nair VK (2003) Monocytosis 
is associated with the onset of leukocyte and viral infiltra-
tion of the brain in chickens infected with the very viru-
lent Marek’s disease virus strain C12/130. Avian Pathol 
32(2):183–191

Beasley JN, Patterson LT, McWade DH (1970) Transmission of 
Marek’s disease by poultry house dust and chicken dander. 
Avian Dis 14(1):45–53

Bengtsson A, Scheynius A, Avila-Carino J (2000) Crosslinking 
of CD30 on activated human Th clones enhances their 
cytokine production and downregulates the CD30 expres-
sion. Scand J Immunol 52(6):595–601

Berg LP, James MJ, Alvarez-Iglesias M, Glennie S, Lechler RI, 
Marelli-Berg FM (2002) Functional consequences of non-
cognate interactions between CD4+ memory T lymphocytes 
and the endothelium. J Immunol 168(7):3227–3234

Biggs PM, Thorpe RJ, Payne LN (1968) Studies on genetic 
resistance to Marek’s disease in the domestic chicken. Br 
Poult Sci 9(1):37–52

Blase L, Daniel PT, Koretz K, Schwartz-Albiez R, Moller P 
(1995) The capacity of human malignant B-lymphocytes 
to disseminate in SCID mice is correlated with functional 
expression of the fibronectin receptor alpha 5 beta 1 
(CD49e/CD29). Int J Cancer 60(6):860–866

Bradley G, Hayashi M, Lancz G, Tanaka A, Nonoyama M 
(1989a) Structure of the Marek’s disease virus bamhi-H 
gene family: genes of putative importance for tumor induc-
tion. J Virol 63(6):2534–2542

Bradley G, Lancz G, Tanaka A, Nonoyama M (1989b) Loss of 
Marek’s disease virus tumorigenicity is associated with 
truncation of rnas transcribed within bamhi-H. J Virol 
63(10):4129–4135

Briles WE, Briles RW, Taffs RE, Stone HA (1983) Resistance 
to a malignant lymphoma in chickens is mapped to sub-
region of major histocompatibility (B) complex. Science 
219(4587):977–979

Briles WE, Goto RM, Auffray C, Miller MM (1993) A 
polymorphic system related to but genetically independ-
ent of the chicken major histocompatibility complex. 
Immunogenetics 37(6):408–414

Brown AC, Baigent SJ, Smith LP, Chattoo JP, Petherbridge 
LJ, Hawes P, Allday MJ, Nair V (2006) Interaction of 
MEQ protein and C-terminal-binding protein is critical for 



186 Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression

induction of lymphomas by Marek's disease virus. Proc 
Natl Acad Sci 103(6):1687–1692

Bumstead JM, Payne LN (1987) Production of an immune 
suppressor factor by Marek’s disease lymphoblastoid cell 
lines. Vet Immunol Immunopathol 16(1–2):47–66

Bumstead N (1998) Genetic resistance to avian viruses. Rev Sci 
Tech 17(1):249–255

Bumstead N, Sillibourne J, Rennie M, Ross N, Davison F 
(1997) Quantification of Marek’s disease virus in chicken 
lymphocytes using the polymerase chain reaction with 
fluorescence detection. J Virol Methods 65(1):75–81

Burgess SC, Davison TF (1999) A quantitative duplex PCR 
technique for measuring amounts of cell-associated 
Marek’s disease virus: differences in two populations of 
lymphoma cells. J Virol Methods 82(1):27–37

Burgess SC, Davison TF (2002) Identification of the neoplas-
tically transformed cells in Marek’s disease herpesvi-
rus-induced lymphomas: recognition by the monoclonal 
antibody AV37. J Virol 76(14):7276–7292

Burgess SC, Venugopal KN (2002) Anti-tumor immune responses 
after infection with the Marek’s disease and avian leukosis 
oncogenic viruses of poultry. In: Mathew T (ed) Modern 
concept of immunology in veterinary medicine – poultry 
immunology. Thajema Publishing, pp 236–291

Burgess SC, Basaran BH, Davison TF (2001) Resistance 
to Marek’s disease herpesvirus- induced lymphoma is 
multiphasic and dependent on host genotype. Vet Pathol 
38(2):129–142

Burgess SC, Young JR, Baaten BJ, Hunt L, Ross LN, Parcells 
MS, Kumar PM, Tregaskes CA, Lee LF, and Davison TF 
(2004) Marek's disease is a natural model for lymphomas 
overexpressing Hodgkin's disease antigen (CD30). Proc 
Natl Acad Sci USA 101:13879–13884

Buscaglia C, Calnek BW (1988) Maintenance of Marek’s 
disease herpesvirus latency in vitro by a factor found in 
conditioned medium. J Gen Virol 69(Pt 11):2809–2818

Buscaglia C, Calnek BW, Schat KA (1988) Effect of immu-
nocompetence on the establishment and maintenance of 
latency with Marek’s disease herpesvirus. J Gen Virol 
69(Pt 5):1067–1077

Calnek BW (1982) Marek’s disease vaccines. Dev Biol Stand 
52:401–405

Calnek BW (1985) Genetic resistance. In Payne LN (ed) 
Marek’s disease. Scientific basis and methods of control. 
Martinus Nijhoff Publishing, Boston, pp 293–328

Calnek BW (1986) Marek’s disease – a model for herpesvirus 
oncology. Crit Rev Microbiol 12(4):293–320

Calnek BW, Witter RL (1997) Marek’s disease. In Calnek BW 
(ed) Diseases of poultry. 10th edn. Iowa State University 
Press, Ames, IA, pp 367–413

Calnek BW, Adldinger HK, Kahn DE (1970) Feather fol-
licle epithelium: a source of enveloped and infectious 
cell- free herpesvirus from Marek’s disease. Avian Dis 
14(2):255–267

Calnek BW, Carlisle JC, Fabricant J, Murthy KK, Schat KA 
(1979) Comparative pathogenesis studies with oncogenic 
and nononcogenic Marek’s disease viruses and turkey 
herpesvirus. Am J Vet Res 40(4):541–548

Calnek BW, Shek WR, Schat KA (1981) Spontaneous and 
induced herpesvirus genome expression in Marek’s dis-
ease tumor cell lines. Infect Immun 34(2):483–491

Calnek BW, Schat KA, Ross LJ, Shek WR, Chen CL 
(1984) Further characterization of Marek’s disease virus-

infected lymphocytes. I. In vivo infection. Int J Cancer 
33(3):389–398

Calnek BW, Adene DF, Schat KA, Abplanalp H (1989a) 
Immune response versus susceptibility to Marek’s disease. 
Poult Sci 68(1):17–26

Calnek BW, Lucio B, Schat KA, Lillehoj HS (1989b) 
Pathogenesis of Marek’s disease virus- induced local 
lesions. 1. Lesion characterization and cell line establish-
ment. Avian Dis 33(2):291–302

Calnek BW, Harris RW, Buscaglia C, Schat KA, Lucio B (1998) 
Relationship between the immunosuppressive potential 
and the pathotype of Marek’s disease virus isolates. Avian 
Dis 42(1):124–132

Cantello JL, Anderson AS, Morgan RW (1994) Identification 
of latency-associated transcripts that map antisense to the 
ICP4 homolog gene of Marek’s disease virus. Virology 
204(1):242–250

Cantello JL, Parcells MS, Anderson AS, Morgan RW (1997) 
Marek’s disease virus latency- associated transcripts 
belong to a family of spliced RNAs that are antisense to 
the ICP4 homolog gene. J Virol 71(2):1353–1361

Carpenter SL, Sevoian M (1983) Cellular immune response to 
Marek’s disease: listeriosis as a model of study. Avian Dis 
27(2):344–356

Chang KS, Lee SI, Ohashi K, Ibrahim A, Onuma M (2002) The 
detection of the meq gene in chicken infected with Marek’s 
disease virus serotype 1. J Vet Med Sci 64(5):413–417

Chen XB, Sondermeijer PJ, Velicer LF (1992) Identification 
of a unique Marek’s disease virus gene which encodes a 
38-kilodalton phosphoprotein and is expressed in both lyti-
cally infected cells and latently infected lymphoblastoid 
tumor cells. J Virol 66(1):85–94

Chiarle R, Podda A, Prolla G, Gong J, Thorbecke GJ, Inghirami 
G (1999) CD30 in normal and neoplastic cells. Clin 
Immunol 90(2):157–164

Chilton FH, Fonteh AN, Johnson MM, Surette ME (1997) 
Metabolism of Arachidonic Acid. In: Crystal RG, West JB, 
Weibel ER, Barnes PJ (eds) The lung – scientific founda-
tions, Vol. 1. Lippincott-Raven, Philadelphia, pp 77–88

Coleman RM, Schierman LW (1982) Transplantable Marek’s 
disease lymphomas. I. Growth characteristics during 
development in two inbred lines of chickens. Avian Dis 
26(2):245–256

Confer AW, Adldinger HK, Buening GM (1980) Cell-medi-
ated immunity in Marek’s disease: correlation of disease-
related variables with immune responses in age-resistant 
chickens. Am J Vet Res 41(3):313–318

Corbel C, Bluestein HG, Pourquie O, Vaigot P, Le Douarin NM 
(1992) An antigen expressed by avian neuronal cells is 
also expressed by activated T lymphocytes. Cell Immunol 
141(1):99–110

Corbel C, Pourquie O, Cormier F, Vaigot P, Le Douarin NM 
(1996) BEN/SC1/DM-GRASP, a homophilic adhesion 
molecule, is required for in vitro myeloid colony forma-
tion by avian hemopoietic progenitors. Proc Natl Acad Sci 
USA 93(7):2844–2849

Cui ZZ, Yan D, Lee LF (1990) Marek’s disease virus gene 
clones encoding virus-specific phosphorylated polypep-
tides and serological characterization of fusion proteins. 
Virus Genes 3(4):309–322

Delecluse HJ, Hammerschmidt W (1993) Status of Marek’s dis-
ease virus in established lymphoma cell lines: herpesvirus 
integration is common. J Virol 67(1):82–92



Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression 187

Delecluse HJ, Schuller S, Hammerschmidt W (1993) Latent 
Marek’s disease virus can be activated from its chromo-
somally integrated state in herpesvirus-transformed lym-
phoma cells. EMBO J 12(8):3277–3286

Dienglewicz RL, Parcells MS (1999) Establishment of a lymphob-
lastoid cell line using a mutant MDV containing a green fluo-
rescent protein expression cassette. Acta Virol 43:106–112

DiFronzo NL, Schierman LW (1990) Transplantable Marek’s 
disease lymphomas. IV. Differences in lethality of lym-
phoma cell lines determined by route of inoculation. 
J Immunol 144(12):4883–4887

Djeraba A, Kut E, Rasschaert D, Quere P (2002a) Antiviral 
and antitumoral effects of recombinant chicken myelo-
monocytic growth factor in virally induced lymphoma. Int 
Immunopharmacol 2(11):1557–1566

Djeraba A, Musset E, Lowenthal JW, Boyle DB, Chausse AM, 
Peloille M, Quere P (2002b) Protective effect of avian 
myelomonocytic growth factor in infection with Marek’s 
disease virus. J Virol 76(3):1062–1070

Djeraba A, Musset E, van Rooijen N, Quere P (2002c) 
Resistance and susceptibility to Marek’s disease: nitric 
oxide synthase/arginase activity balance. Vet Microbiol 
86(3):229–244

Falini B, Stein H, Pileri S, Canino S, Farabbi R, Martelli 
MF, Grignani F, Fagioli M, Minelli O, Ciani C et al. 
(1987) Expression of lymphoid-associated antigens on 
Hodgkin’s and Reed- Sternberg cells of Hodgkin’s dis-
ease. An immunocytochemical study on lymph node 
cytospins using monoclonal antibodies. Histopathology 
11(12):1229–1242

Fragnet L, Blasco MA, Klapper W, Rasschaert D (2003) The 
RNA subunit of telomerase is encoded by Marek’s disease 
virus. J Virol 77(10):5985–5996

Gavine PR, Neil JC, Crouch DH (1999) Protein stabilization: 
a common consequence of mutations in independently 
derived v-Myc alleles. Oncogene 18(52):7552–7558

Gimeno IM, Witter RL, Reed WM (1999) Four distinct neuro-
logic syndromes in Marek’s disease: effect of viral strain 
and pathotype. Avian Dis 43(4):721–737

Gimeno IM, Witter RL, Neumann U (2002) Neuropathotyping: 
a new system to classify Marek’s disease virus. Avian Dis 
46:909–918

Harlin H, Podack E, Boothby M, Alegre ML (2002) TCR-
independent CD30 signaling selectively induces IL-13 
production via a TNF receptor-associated factor/p38 
mitogen-activated protein kinase-dependent mechanism. 
J Immunol 169(5):2451–2459

Hasegawa H, Nomura T, Kishimoto K, Yanagisawa K, Fujita 
S (1998) SFA-1/PETA-3 (CD151), a member of the trans-
membrane 4 superfamily, associates preferentially with 
alpha 5 beta 1 integrin and regulates adhesion of human T 
cell leukemia virus type 1-infected T cells to fibronectin. 
J Immunol 161(6):3087–3095

Haynes BF, Liao HX, Patton KL (1991) The transmembrane 
hyaluronate receptor (CD44): multiple functions, multiple 
forms. Cancer Cells 3(9):347–350

Heier BT, Jarp J (2000) Risk factors for Marek’s disease and 
mortality in white Leghorns in Norway. Prev Vet Med 
44(3–4):153–165

Hirai K, Ikuta K, Kitamoto N, Kato S (1981) Latency of herpesvi-
rus of turkey and Marek’s disease virus genomes in a chicken 
T-lymphoblastoid cell line. J Gen Virol 53(Pt 1):133–143

Hong Y, Coussens PM (1994) Identification of an immediate-
early gene in the Marek’s disease virus long internal repeat 
region which encodes a unique 14-kilodalton polypeptide. 
J Virol 68(6):3593–3603

Hong Y, Frame M, Coussens PM (1995) A 14-kDa immedi-
ate-early phosphoprotein is specifically expressed in cells 
infected with oncogenic Marek’s disease virus strains and 
their attenuated derivatives. J Vet Med Sci 57(1):157–160

Hrdlickova R, Nehyba J, Humphries EH (1994) V-rel induces 
expression of three avian immunoregulatory surface recep-
tors more efficiently than c-rel. J Virol 68(1):308–319

Hunt HD, Lupiani B, Miller MM, Gimeno I, Lee LF, Parcells 
MS (2001) Marek’s disease virus down-regulates surface 
expression of MHC (B Complex) Class I (BF) glycopro-
teins during active but not latent infection of chicken cells. 
Virology 282(1):198–205

Ikuta K, Kitamoto N, Shoji H, Kato S, Naiki M (1981a) 
Expression of Forssman antigen of avian lymphoblastoid 
cell lines transformed by Marek’s disease virus or avian 
leukosis virus. J Gen Virol 52(Pt 1):145–151

Ikuta K, Kitamoto N, Shoji H, Kato S, Naiki M (1981b) 
Hanganutziu and Deicher type heterophile antigen 
expressed on the cell surface of Marek’s disease lym-
phoma-derived cell lines. Biken J 24(1–2):23–37

Inman GJ, Allday MJ (2000) Resistance to TGF-beta1 cor-
relates with a reduction of TGF-beta type II receptor 
expression in Burkitt’s lymphoma and Epstein-Barr virus-
transformed B lymphoblastoid cell lines. J Gen Virol 81 
(Pt 6):1567–1578

Izumiya Y, Jang HK, Ono M, Mikami T (2001) A complete 
genomic DNA sequence of Marek’s disease virus type 2, 
strain HPRS24. Curr Top Microbiol Immunol 255:191–
221

Jakovleva LS, Mazurenko NP (1979) Increased susceptibil-
ity of leukemia-infected chickens to Marek’s disease. 
Neoplasma 26(4):393–396

Jones D, Lee L, Liu JL, Kung HJ, Tillotson JK (1992) Marek 
disease virus encodes a basic-leucine zipper gene resem-
bling the fos/jun oncogenes that is highly expressed in 
lymphoblastoid tumors [published erratum appears in Proc 
Natl Acad Sci USA 1993 Mar 15;90 (6):2556]. Proc Natl 
Acad Sci USA 89(9):4042–4046

Jones D, Brunovskis P, Witter R, Kung HJ (1996) Retroviral 
insertional activation in a herpesvirus: transcriptional acti-
vation of US genes by an integrated long terminal repeat in 
a Marek’s disease virus clone. J Virol 70(4):2460–2467

Kaiser P, Underwood G, Davison F (2003) Differential cytokine 
responses following Marek’s disease virus infection of 
chickens differing in resistance to Marek’s disease. J Virol 
77(1):762–768

Kaplan MH, Dhar A, Brown TR, Sundick RS (1992) Marek’s 
disease virus-transformed chicken T-cell lines respond to 
lymphokines. Vet Immunol Immunopathol 34(1–2):63–79

Kawai T, Kato A, Higashi H, Kato S, Naiki M (1991) Quantitative 
determination of N-glycolylneuraminic acid expression in 
human cancerous tissues and avian lymphoma cell lines 
as a tumor- associated sialic acid by gas chromatography-
mass spectrometry. Cancer Res 51(4):1242–1246

Kingham BF, Zelnik V, Kopacek J, Majerciak V, Ney E, 
Schmidt CJ (2001) The genome of herpesvirus of turkeys: 
comparative analysis with Marek’s disease viruses. J Gen 
Virol 82(Pt 5):1123–1135



188 Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression

Kirby B, Owen CM, Blewitt RW, Yates VM (2002) Cutaneous 
T-cell lymphoma developing in a patient on cyclosporin 
therapy. J Am Acad Dermatol 47(2 Suppl):S165–167

Kishi M, Harada H, Takahashi M, Tanaka A, Hayashi M, 
Nonoyama M, Josephs SF, Buchbinder A, Schachter F, 
Ablashi DV et al. (1988) A repeat sequence, GGGTTA, 
is shared by DNA of human herpesvirus 6 and Marek’s 
disease virus. J Virol 62(12):4824–4827

Kishi M, Bradley G, Jessip J, Tanaka A, Nonoyama M (1991) 
Inverted repeat regions of Marek’s disease virus DNA 
possess a structure similar to that of the a sequence of 
herpes simplex virus DNA and contain host cell telomere 
sequences. J Virol 65(6):2791–2797

Kralova J, Liss AS, Bargmann W, Bose Jr., HR, (1998) AP-1 
factors play an important role in transformation induced by 
the v-rel oncogene. Mol Cell Biol 18(5):2997–3009

Kung HJ, Xia L, Brunovskis P, Li D, Liu JL, Lee LF (2001) Meq: 
an MDV-specific bzip transactivator with transforming 
properties. Curr Top Microbiol Immunol 255:245–260

Lakshmanan N, Lamont SJ (1998) Rfp-Y region polymorphism 
and Marek’s disease resistance in multitrait immunocom-
petence-selected chicken lines. Poult Sci 77(4):538–541

Lee LF, Sharma JM, Nazerian K, Witter RL (1978a) Suppression 
and enhancement of mitogen response in chickens infected 
with Marek’s disease virus and the herpesvirus of turkeys. 
DTW Dtsch Tierarztl Wochenschr 85(8):325–328

Lee LF, Sharma JM, Nazerian K, Witter RL (1978b) Suppression 
of mitogen-induced proliferation of normal spleen cells by 
macrophages from chickens inoculated with Marek’s dis-
ease virus. Veterinarii a(5):99–101

Lee LF, Liu X, Sharma JM, Nazerian K, Bacon LD (1983) A 
monoclonal antibody reactive with Marek’s disease tumor-
associated surface antigen. J Immunol 130(2):1007–1011

Lee LF, Wu P, Sui D, Ren D, Kamil J, Kung HJ, Witter RL 
(2000) The complete unique long sequence and the overall 
genomic organization of the GA strain of Marek’s disease 
virus. Proc Natl Acad Sci USA 97(11):6091–6096

Lee TH, Tempelis CH (1992) Possible 110 kDa receptor 
for interleukin 2 in the chicken. Dev Comp Immunol 
16(6):463–472Levy AM, Heller ED, Leitner G, Davidson I 
(1999) Effect of native chicken interferon on MDV replica-
tion. Acta Virol 43(2–3):121–127

Levy AM, Lzumiya Y, Brunovskis P, Xia L, Parcells MS, Reddy 
SM, Lee L, Chen HW, Kung HJ (2003) Characterization of 
the chromosomal binding sites and dimerization partners 
of the viral oncoprotein Meq in Marek's disease virus-
transformed T cells. J Virol 77:12841–12851

Levy AM, Gilad O, Xia L, Lzumiya Y, Choi J, Tsalenko A, 
Yakhini Z, Witter R, Lee L, Cardona CJ, Kung HJ (2005) 
Marek's disease virus Meq transforms chicken cells via the 
v-jun transcriptional cascade: a converging transforming 
pathway for avian oncoviruses. Proc Natl Acad Sci USA 
102:14831–14836

Li D, O’Sullivan G, Greenall L, Smith G, Jiang C, Ross N 
(1998) Further characterization of the latency-associated 
transcription unit of Marek’s disease virus. Arch Virol 
143(2):295–311

Li DS, Pastorek J, Zelnik V, Smith GD, Ross LJ (1994) 
Identification of novel transcripts complementary to the 
Marek’s disease virus homologue of the ICP4 gene of 
herpes simplex virus. J Gen Virol 75(Pt 7):1713–1722Lim 
IG, Bertouch JV (2002) Remission of lymphoma after 

drug withdrawal in rheumatoid arthritis. Med J Australia 
177(9):500–501

Liu HC, Kung HJ, Fulton JE, Morgan RW, Cheng HH (2001) 
Growth hormone interacts with the Marek’s disease virus 
SORF2 protein and is associated with disease resistance in 
chicken. Proc Natl Acad Sci USA 98(16):9203–9208

Liu JL, Lee LF, Ye Y, Qian Z, Kung HJ (1997) Nucleolar and 
nuclear localization properties of a herpesvirus bzip onco-
protein, MEQ. J Virol 71(4):3188–3196

Liu JL, Ye Y, Lee LF, Kung HJ (1998) Transforming potential 
of the herpesvirus oncoprotein MEQ: morphological trans-
formation, serum-independent growth, and inhibition of 
apoptosis. J Virol 72(1):388–395

Liu JL, Ye Y, Qian Z, Qian Y, Templeton DJ, Lee LF, Kung 
HJ (1999) Functional interactions between herpesvirus 
oncoprotein MEQ and cell cycle regulator CDK2. J Virol 
73(5):4208–4219

Lucey DR, Clerici M, Shearer GM (1996) Type 1 and type 2 
cytokine dysregulation in human infectious, neoplastic, and 
inflammatory diseases. Clin Microbiol Rev 9(4):532–562

Marek J (1907) Multiplenervenetzundung bei Huehnern. Dtsh 
Tieraerztl Wochenschr 15:417–421

Markowski-Grimsrud CJ, Schat KA (2002) Cytotoxic T 
lymphocyte responses to Marek’s disease herpesvirus-
encoded glycoproteins. Vet Immunol Immunopathol 
90(3–4):133–144

McColl KA, Calnek BW, Harris WV, Schat KA, Lee LF (1987) 
Expression of a putative tumor-associated surface antigen 
on normal versus Marek’s disease virus-transformed lym-
phocytes. J Natl Cancer Inst 79(5):991–1000

McKie EA, Ubukata E, Hasegawa S, Zhang S, Nonoyama M, 
Tanaka A (1995) The transcripts from the sequences flank-
ing the short component of Marek’s disease virus during 
latent infection form a unique family of 3′-coterminal rnas. 
Virology 207(1):205–216

Miles AM, Reddy SM, Morgan RW (2001) Coinfection of 
specific-pathogen-free chickens with Marek’s disease 
virus (MDV) and chicken infectious anemia virus: effect 
of MDV pathotype. Avian Dis 45(1):9–18

Miller MM, Goto R, Zoorob R, Auffray C, Briles WE (1994) 
Regions of homology shared by Rfp-Y and major histocom-
patibility B complex genes. Immunogenetics 39(1):71–73

Miller MM, Goto RM, Taylor Jr., RL, Zoorob R, Auffray C, 
Briles RW, Briles WE, Bloom SE (1996) Assignment of 
Rfp-Y to the chicken major histocompatibility complex/
NOR microchromosome and evidence for high-frequency 
recombination associated with the nucleolar organizer 
region. Proc Natl Acad Sci USA 93(9):3958–3962

Morgan RW, Sofer L, Anderson AS, Bernberg EL, Cui J, 
Burnside J (2001) Induction of host gene expression fol-
lowing infection of chicken embryo fibroblasts with onco-
genic Marek’s disease virus. J Virol 75(1):533–539

Mori N, Fujii M, Iwai K, Ikeda S, Yamasaki Y, Hata T, Yamada Y, 
Tanaka Y, Tomonaga M, Yamamoto N (2000) Constitutive 
activation of transcription factor AP-1 in primary adult 
T-cell leukemia cells. Blood 95(12):3915–3921

Morimura T, Ohashi K, Kon Y, Hattori M, Sugimoto C, Onuma 
M (1996) Apoptosis and CD8-down-regulation in the thy-
mus of chickens infected with Marek’s disease virus. Arch 
Virol 141(11):2243–2249

Morimura T, Ohashi K, Kon Y, Hattori M, Sugimoto C, Onuma 
M (1997) Apoptosis in peripheral CD4+ T cells and 



Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression 189

thymocytes by Marek’s disease virus-infection. Leukemia 
11(Suppl 3):206–208

Morimura T, Ohashi K, Sugimoto C, Onuma M (1998) 
Pathogenesis of Marek’s disease (MD) and possible 
mechanisms of immunity induced by MD vaccine. J Vet 
Med Sci 60(1):1–8

Morimura T, Cho KO, Kudo Y, Hiramoto Y, Ohashi K, Hattori 
M, Sugimoto C, Onuma M (1999) Anti-viral and anti-tumor
effects induced by an attenuated Marek’s disease virus in 
CD4- or CD8-deficient chickens [In Process Citation]. 
Arch Virol 144(9):1809–1818

Murthy KK, Calnek BW (1979) Marek’s disease tumor-
associated surface antigen (MATSA) in resistant versus 
susceptible chickens. Avian Dis 23(4):831–837

Naiki M, Fujii Y, Ikuta K, Higashi H, Kato S (1982) Expression 
of Hanganutziu and Deicher type heterophile antigen on 
the cell surface of Marek’s disease lymphoma. Adv Exp 
Med Biol 152:445–456

Nathanson S, Lucidarme N, Landman-Parker J, Deschenes G 
(2002) Long-term survival of renal graft complicated with 
Burkitt lymphoma. Pediatr Nephrol 17(12):1066–1068

Nazerian K, Sharma JM (1975) Detection of T-cell surface 
antigens in a Marek’s disease lymphoblastoid cell line. 
J Natl Cancer Inst 54(1):277–279

Nazerian K, Witter RL (1984) Immunization against Marek’s 
disease transplantable cell lines. Avian Dis 28(1) :160–167

Niikura M, Witter RL, Jang HK, Ono M, Mikami T, Silva RF 
(1999) MDV glycoprotein D is expressed in the feather 
follicle epithelium of infected chickens. Acta Virol 43
(2–3):159–163

Ohashi K, Mikami T, Higashihara T, Kodama H, Izawa H 
(1986) Monoclonal antibody to chicken fetal antigen on 
Marek’s disease lymphoblastoid cell line MDCC-MSB1. 
Cancer Res 46(11):5858–5863

Ohashi K, Mikami T, Kodama H, Izawa H (1987) Suppression 
of NK activity of spleen cells by chicken fetal antigen 
present on Marek’s disease lymphoblastoid cell line cells. 
Int J Cancer 40(3):378–382

Ohashi K, Morimura T, Takagi M, Lee SI, Cho KO, Takahashi H, 
Maeda Y, Sugimoto C, Onuma M (1999) Expression of bcl-2 
and bcl-x genes in lymphocytes and tumor cell lines derived 
from MDV-infected chickens. Acta Virol 43(2–3):128–132

Omar AR, Schat KA (1996) Syngeneic Marek’s disease virus 
(MDV)-specific cell-mediated immune responses against 
immediate early, late, and unique MDV proteins. Virology 
222(1):87–99

Omar AR, Schat KA (1997) Characterization of Marek’s 
disease herpesvirus-specific cytotoxic T lymphocytes in 
chickens inoculated with a non-oncogenic vaccine strain 
of MDV. Immunology 90(4):579–585

Omar AR, Schat KA, Lee LF, Hunt HD (1998) Cytotoxic T lym-
phocyte response in chickens immunized with a recombinant 
fowlpox virus expressing Marek’s disease herpesvirus glyco-
protein B. Vet Immunol Immunopathol 62(1):73–82

Pankov R, Cukierman E, Clark K, Matsumoto K, Hahn C, 
Poulin B, Yamada KM (2003) Specific beta1 integrin site 
selectively regulates Akt/protein kinase B signaling via 
local activation of protein phosphatase 2A. J Biol Chem 
278(20):18671–18681

Parcells MS, Anderson AS, Morgan TW (1995) Retention of 
oncogenicity by a Marek’s disease virus mutant lacking six 
unique short region genes. J Virol 69(12):7888–7898

Parcells MS, Dienglewicz RL, Anderson AS, Morgan RW 
(1999) Recombinant Marek’s disease virus (MDV)-
derived lymphoblastoid cell lines: regulation of a marker 
gene within the context of the MDV genome. J Virol 
73(2):1362–1373

Parcells MS, Lin SF, Dienglewicz RL, Majerciak V, Robinson 
DR, Chen HC, Wu Z, Dubyak GR, Brunovskis P, Hunt 
HD, Lee LF, Kung HJ (2001) Marek’s disease virus 
(MDV) encodes an interleukin-8 homolog (vil-8): charac-
terization of the vil-8 protein and a vil-8 deletion mutant 
MDV. J Virol 75(11):5159–5173

Payne LN (1985) Pathology. In Payne LN (ed) Marek’s disease: 
scientific basis and methods of control Vol. xiii. Martinus 
Nijhoff Publishing, Boston, pp 43–67

Payne LN, Frazier JA, Powell PC (1976) Pathogenesis of 
Marek’s disease. Int Rev Exp Pathol 16:59–154

Peng F, Bradley G, Tanaka A, Lancz G, Nonoyama M (1992) 
Isolation and characterization of cDNAs from bamhi-H 
gene family rnas associated with the tumorigenicity of 
Marek’s disease virus. J Virol 66(12):7389–7396

Peng Q, Shirazi Y (1996a) Characterization of the protein prod-
uct encoded by a splicing variant of the Marek’s disease 
virus Eco-Q gene (Meq). Virology 226(1):77–82

Peng Q, Shirazi Y (1996b) Isolation and characterization of 
Marek’s disease virus (MDV) cDNAs from a MDV-trans-
formed lymphoblastoid cell line: identification of an open 
reading frame antisense to the MDV Eco-Q protein (Meq). 
Virology 221(2):368–374

Peng Q, Zeng M, Bhuiyan ZA, Ubukata E, Tanaka A, Nonoyama 
M, Shirazi Y (1995) Isolation and characterization of 
Marek’s disease virus (MDV) cDNAs mapping to the 
bamhi-I2, bamhi-Q2, and bamhi-L fragments of the MDV 
genome from lymphoblastoid cells transformed and per-
sistently infected with MDV. Virology 213(2):590–599

Pessah M, Marais J, Prunier C, Ferrand N, Lallemand F, 
Mauviel A, Atfi A (2002) C-Jun associates with the onco-
protein Ski and suppresses Smad2 transcriptional activity. 
J Biol Chem 277(32):29094–29100

Pevzner IY, Kujdych I, Nordskog AW (1981a) Immune response 
and disease resistance in chickens. II. Marek’s disease and 
immune response to GAT. Poult Sci 60(5):927–932

Pevzner IY, Stone HA, Nordskog AW (1981b) Immune response 
and disease resistance in chickens. I. Selection for high 
and low titer to Salmonella pullorum antigen. Poult Sci 
60(5):920–926

Pharr GT, Vallejo RL, Bacon LD (1997) Identification of Rfp-Y 
(Mhc-like) haplotypes in chickens of Cornell lines N and 
P. J Hered 88(6):504–512

Powell PC (1975) Immunity to Marek’s disease induced by 
glutaraldehyde-treated cells of Marek’s disease lymphob-
lastoid cell lines. Nature 257(5528):684–685

Qian Z, Brunovskis P, Rauscher 3rd., F, Lee L, Kung HJ (1995) 
Transactivation activity of Meq, a Marek’s disease her-
pesvirus bzip protein persistently expressed in latently 
infected transformed T cells. J Virol 69(7):4037–4044

Qian Z, Brunovskis P, Lee L, Vogt PK, Kung HJ (1996) Novel 
DNA binding specificities of a putative herpesvirus bzip 
oncoprotein. J Virol 70(10):7161–7170

Quere P (1992) Suppression mediated in vitro by Marek’s dis-
ease virus-transformed T- lymphoblastoid cell lines: effect 
on lymphoproliferation. Vet Immunol Immunopathol 
32(1–2):149–164



190 Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression

Quere P, Dambrine G (1988) Development of anti-tumoral cell-
mediated cytotoxicity during the course of Marek’s disease 
in chickens. Ann Rech Vet 19(3):193–201

Qureshi MA, Trembicki KA, Dietert RR, Bacon LD (1986) 
Chicken developmental antigens in 15I5-B-congenic lines. 
J Hered 77(6):435–440

Reddy SM, Lupiani B, Gimeno IM, Silva RF, Lee LF, Witter 
RL (2002) Rescue of a pathogenic Marek’s disease virus 
with overlapping cosmid DNAs: use of a pp38 mutant to 
validate the technology for the study of gene function. Proc 
Natl Acad Sci USA 99(10):7054–7059

Rispens BH, Vloten HV, Mastenbroek N, Maas HJ, Schat KA 
(1972a) Control of Marek’s disease in the Netherlands. I. 
Isolation of an avirulent Marek’s disease virus (strain CVI 
988) and its use in laboratory vaccination trials. Avian Dis 
16(1):11–19

Rispens BH, Vloten HV, Mastenbroek N, Maas JL, Schat KA 
(1972b) Control of Marek’s disease in the Netherlands. II. 
Field trials on vaccination with an avirulent strain (CVI 
988) of Marek’s disease virus. Avian Dis 16(1):139–152

Ross N, O'Sullivan G, Rothwell C, Smith G, Burgess SC, Rennie 
M, Lee LF, Davison TF (1997) Marek's disease virus EcoRI-Q 
gene (meq) and a small RNA antisense to ICP4 are abundantly 
expressed in CD4+ cells and cells carrying a noval lymphoid 
marker, AV37, in Marek's disease lymphomas. J Gen Virol. 
78:2191–2198

Rosenberger JK, Cloud SS, Olmeda-Miro N (1997, July 21) 
Epizootiology and adult transmission of Marek’s disease. 
Paper presented at the Avian Tumor Virus Symposium. 
NV, Reno

Rziha HJ, Bauer B (1982) Circular forms of viral DNA in 
Marek’s disease virus-transformed lymphoblastoid cells. 
Arch Virol 72(3):211–216

Schat KA, Calnek BW (1978) Characterization of an apparently 
nononcogenic Marek’s disease virus. J Natl Cancer Inst 
60(5):1141–1146

Schat KA, Xing Z (2000) Specific and nonspecific immune 
responses to Marek’s disease virus. Dev Comp Immunol 
24(2–3):201–221

Schat KA, Calnek BW, Fabricant J (1982) Characterization of 
two highly oncogenic strains of Marek’s disease virus. 
Avian Pathol 11:593–605

Schat KA, Chen CL, Calnek BW, Char D (1991) Transformation 
of T-lymphocyte subsets by Marek’s disease herpesvirus. 
J Virol 65(3):1408–1413

Schauenstein K, Kromer G, Hala K, Bock G, Wick G (1988) 
Chicken-activated-T- lymphocyte-antigen (CATLA) rec-
ognized by monoclonal antibody INN-CH 16 represents 
the IL- 2 receptor. Dev Comp Immunol 12(4):823–831

Schumacher D, Tischer BK, Fuchs W, Osterrieder N (2000) 
Reconstitution of Marek’s disease virus serotype 1 (MDV-
1) from DNA cloned as a bacterial artificial chromosome 
and characterization of a glycoprotein B-negative MDV-1 
mutant. J Virol 74(23):11088–11098

Shamblin, CE, Greene N, Arumugaswami V, Dienglewicz RL, 
Parcells MS (2004) Comparative analysis of Marek’s dis-
ease virus (MDV) glycoprotein-, lytic antigen pp38- and 
transformation antigen Meq-encoding genes: association 
of meq mutations with MDVs of high virulence. Vet 
Microbiol 102:147–167.

Sharma JM (1977) Role of tumor antigen in vaccine protection 
in Marek’s disease. J Biol Stand 5(4):333–339

Sharma JM (1988) Presence of natural suppressor cells in the 
chicken embryo spleen and the effect of virus infection 
of the embryo on suppressor cell activity. Vet Immunol 
Immunopathol 19(1):51–66

Sharma JM, Witter RL, Coulson BD (1978) Development of 
cell-mediated immunity to Marek’s disease tumor cells in 
chickens inoculated with Marek’s disease vaccines. J Natl 
Cancer Inst 61(5):1273–1280

Shek WR, Calnek BW, Schat KA, Chen CH (1983) 
Characterization of Marek’s disease virus-infected lym-
phocytes: discrimination between cytolytically and latently 
infected cells. J Natl Cancer Inst 70(3):485–491

Skonier JE, Bowen MA, Aruffo A, Bajorath J (1997) CD6 
recognizes the neural adhesion molecule BEN. Protein Sci 
6(8):1768–1770

Smyth GP, Stapleton PP, Barden CB, Mestre JR, Freeman TA, 
Duff MD, Maddali S, Yan Z, Daly JM (2003) Renal cell 
carcinoma induces prostaglandin E2 and T-helper type 
2 cytokine production in peripheral blood mononuclear 
cells. Ann Surg Oncol 10(4):455–462

Soloski MJ (2001) Recognition of tumor cells by the innate 
immune system. Curr Opin Immunol 13(2):154–162

Takagi M, Ishikawa K, Nagai H, Sasaki T, Gotoh K, Koyama 
H (1996) Detection of contamination of vaccines with the 
reticuloendotheliosis virus by reverse transcriptase polymer-
ase chain reaction (RT-PCR). Virus Res 40(2):113–121

Theis GA (1981) Subpopulations of suppressor cells in chick-
ens infected with cells of a transplantable lymphoblastic 
leukemia. Infect Immun 34(2):526–534

Theis GA, McBride RA, Schierman LW (1975) Depression of in 
vitro responsiveness to phytohemagglutinin in spleen cells 
cultured from chickens with Marek’s disease. J Immunol
115(3):848–853

Thomas JL, Pourquie O, Coltey M, Vaigot P, Le Douarin NM 
(1993) Identification in the chicken of GRL1 and GRL2: 
two granule proteins expressed on the surface of activated 
leukocytes. Exp Cell Res 204(1):156–166

Thomas JL, Stieber A, Gonatas N (1994) Two proteins 
associated with secretory granule membranes identified 
in chicken regulated secretory cells. J Cell Sci 107(Pt 
5):1297–1308

Trapp S, Parcells MS, Kamil JP, Schumacher D, Tischer BK, 
Kumar PM, Nair VK, Osterrieder N (2006) A virus-
encoded telomerase RNA promotes malignant T cell lym-
phomagenesis. J Exp Med 203:1307–1317

Tremblay F, Fernandes M, Habbab F, de BEMD, Loertscher R, 
Meterissian S (2002) Malignancy after renal transplanta-
tion: incidence and role of type of immunosuppression. 
Ann Surg Oncol 9(8):785–788

Tulman ER, Afonso CL, Lu Z, Zsak L, Rock DL, Kutish GF 
(2000) The genome of a very virulent Marek’s disease 
virus. J Virol 74(17):7980–7988

Ui M, Endoh D, Cho KO, Kon Y, Iwata A, Maki Y, Sato F, 
Kuwabara M (1998) Transcriptional analysis of Marek’s 
disease virus (MDV) genes in MDV- transformed lym-
phoblastoid cell lines without MDV-activated cells. J Vet 
Med Sci 60(7):823–829

Uni Z, Pratt WD, Miller MM, O’Connell PH, Schat KA 
(1994) Syngeneic lysis of reticuloendotheliosis virus-
transformed cell lines transfected with Marek’s disease 
virus genes by virus-specific cytotoxic T cells. J Virol 
68(12):8239–8253



Immunological aspects of Marek’s disease virus (MDV)-induced lymphoma progression 191

Vallejo RL, Pharr GT, Liu HC, Cheng HH, Witter RL, Bacon 
LD (1997) Non- association between Rfp-Y major his-
tocompatibility complex-like genes and susceptibility to 
Marek’s disease virus-induced tumours in 6(3) × 7(2) F2 
intercross chickens. Anim Genet 28(5):331–337

Vallejo RL, Bacon LD, Liu HC, Witter RL, Groenen MA, Hillel 
J, Cheng HH (1998) Genetic mapping of quantitative trait 
loci affecting susceptibility to Marek’s disease virus induced 
tumors in F2 intercross chickens. Genetics 148(1):349–360

Volpini LM, Calnek BW, Sekellick MJ, Marcus PI (1995) 
Stages of Marek’s disease virus latency defined by variable 
sensitivity to interferon modulation of viral antigen expres-
sion. Vet Microbiol 47(1–2):99–109

Volpini LM, Calnek BW, Sneath B, Sekellick MJ, Marcus PI (1996) 
Interferon modulation of Marek’s disease virus genome 
expression in chicken cell lines. Avian Dis 40(1):78–87

von Bulow V, Rudolph R, Fuchs B (1986) [Enhanced pathe-
nogicity of chicken anemia agent (CAA) in dual infections 
with Marek’s disease virus (MDV), infectious bursal dis-
ease virus (IBDV) or reticuloendotheliosis virus (REV)]. 
Zentralbl Veterinarmed [B] 33(2):93–116

Wakenell PS, Miller MM, Goto RM, Gauderman WJ, Briles WE 
(1996) Association between the Rfp-Y haplotype and the 
incidence of Marek’s disease in chickens. Immunogenetics 
44(4):242–245

Walter J, Schirrmacher V, Mosier D (1995) Induction of CD44 
expression by the Epstein-Barr virus latent membrane pro-
tein LMP1 is associated with lymphoma dissemination. Int 
J Cancer 61(3):363–369

Watt SM, Buhring HJ, Rappold I, Chan JY, Lee-Prudhoe 
J, Jones T, Zannettino AC, Simmons PJ, Doyonnas R, 
Sheer D, Butler LH (1998) CD164, a novel sialomucin 
on CD34(+) and erythroid subsets, is located on human 
chromosome 6q21. Blood 92(3):849–866

Weng N, Levine BL, June CH, Hodes RJ (1997) Regulation 
of telomerase RNA template expression in human T 
lymphocyte development and activation. J Immunol 158(7):
3215–3220

Witter RL (1983) Characteristics of Marek’s disease viruses 
isolated from vaccinated commercial chicken flocks: 
association of viral pathotype with lymphoma frequency. 
Avian Dis 27(1):113–132

Witter RL (1997) Increased virulence of Marek’s disease virus 
field isolates. Avian Dis 41(1):149–163

Witter RL, Nazerian K, Purchase HG, Burgoyne GH (1970) 
Isolation from turkeys of a cell-associated herpesvirus antigen-
ically related to Marek’s disease virus. Biken J 13(1):53–57

Witter RL, Stephens EA, Sharma JM, Nazerian K (1975) 
Demonstration of a tumor- associated surface antigen in 
Marek’s disease. J Immunol 115(1):177–183

Witter RL, Sharma JM, Offenbecker L (1976) Turkey herpes-
virus infection in chickens: induction of lymphoproliferative 
lesions and characterization of vaccinal immunity against 
Marek’s disease. Avian Dis 20(4):676–692

Witter RL, Lee LF, Bacon LD, Smith EJ (1979) Depression of 
vaccinal immunity to Marek’s disease by infection with 
reticuloendotheliosis virus. Infect Immun 26(1):90–98

Witter RL, Li D, Jones D, Lee LF, Kung HJ (1997) Retroviral 
insertional mutagenesis of a herpesvirus: a Marek’s dis-
ease virus mutant attenuated for oncogenicity but not 
for immunosuppression or in vivo replication. Avian Dis 
41(2):407–421

Witter RL, Gimeno IM, Reed WM, Bacon LD (1999) An acute 
form of transient paralysis induced by highly virulent 
strains of Marek’s disease virus. Avian Dis 43(4):704–720

Xing Z, Schat KA (2000a) Expression of cytokine genes 
in Marek’s disease virus-infected chickens and chicken 
embryo fibroblast cultures. Immunology 100(1):70–76

Xing Z, Schat KA (2000b) Inhibitory effects of nitric oxide and 
gamma interferon on in vitro and in vivo replication of 
Marek’s disease virus. J Virol 74(8):3605–3612

Yamamoto Y, Okada I, Matsuda H, Okabayashi H, Mizutani 
M (1991) Genetic resistance to a Marek’s disease 
transplantable tumor cell line in chicken lines selected 
for different immunological characters. Poult Sci 
70(7):1455–1461

Yamamoto H, Hattori M, Ohashi K, Sugimoto C, Onuma M 
(1995) Kinetic analysis of T cells and antibody production 
in chickens infected with Marek’s disease virus. J Vet Med 
Sci 57(5):945–946

Yonash N, Bacon LD, Witter RL, Cheng HH (1999) High 
resolution mapping and identification of new quantitative 
trait loci (QTL) affecting susceptibility to Marek’s disease. 
Anim Genet 30(2):126–135

Zannettino AC, Buhring HJ, Niutta S, Watt SM, Benton MA, 
Simmons PJ (1998) The sialomucin CD164 (MGC-24v) is 
an adhesive glycoprotein expressed by human hematopoi-
etic progenitors and bone marrow stromal cells that serves 
as a potent negative regulator of hematopoiesis. Blood 
92(8):2613–2628

Zelnik V, Majerciak V, Szabova D, Geerligs H, Kopacek J, Ross 
LJ, Pastorek J (1999) Glycoprotein gd of MDV lacks func-
tions typical for alpha-herpesvirus gd homologues. Acta 
Virol 43(2–3):164–168



Abstract: This overview chapter reviews the complex 
interrelationship between the immune system, cell 
proliferation and cancer. There exist, in essence, two 
opposite actions of the immune system with regard 
to tumor development: immune suppression of neopla-
sia (commonly: immune surveillance) and immune 
stimulation of tumor growth. In addition, there exists 
experimental evidence that certain tumors of the 
immune system itself (e.g. malignant lymphomas) 
may be caused by inadequate function of the immune 
system itself, i.e. by dysregulation. On the basis of 
examples for the latter, and outlook is finally provided
of how techniques of computational simulation of 
such regulatory pathways can contribute to the study 
of immunology and tumor induction and growth.

Keywords: Cell proliferation, cell differentiation, cell 
inhibition, cancer, immune system, computational 
modeling

Introduction

As studies of phylogeny and ontogeny of multicel-
lular organisms and man have shown, any control 
mechanism of cell replication and cell differentiation 
develop in close relationship to parts of the immune 
system (Dawe 1969; Good and Finstad 1969). The 
latter apparently serves to guarantee cell and tissue 
homeostasis clearly beyond it’s well defined defense 
reactions against foreign intruders including cancer 
cells. Many of the diverse functions of the immune 
system are covered in other parts of the book, and we 
will outline here only the interplay of immune sys-
tem and neoplasia. Such immune regulation of tumor 
growth as summarized in Fig. 1 must consider both, 
stimulatory mechanisms (growth facilitation, tumor 
induction) and inhibitory actions (cell rejection). The 
first part of this chapter is devoted to an overview of 
the interplay between neoplasia and immune system, 
while the second part will present some exemplary 
computational modeling of such an interplay.

Growth facilitation of preexisting tumor cells

The concept is based on the reasonable assumption 
that neoplastic cells arise continuously in the living 
organism secondary to a variety of carcinogenic and co-
carcinogenic influences, and that such atypical cells are 
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eliminated by non-immune and immune mechanisms. 
A most powerful non-immune mechanism is connected 
to the cell cycle, recognizing chromosomal mutations 
and inducing repair or cell elimination by apoptosis 
(Buja et al. 1993; Holland et al. 1978; Kaufman and 
Kaufman 1993). Consequently, individuals with defec-
tive repair mechanisms such as in Xeroderma pigmen-
tosum or with defective apoptosis as in Canale–Smith 
syndrome experience a higher incidence of neoplasia 
than their healthy siblings (Gelehrter and Collins 1997; 
Holland et al. 1978; Peters et al. 1999). Surviving atypi-
cal cells are thought to be immunogenic and prone to be 
recognized by cells of the immune system. Many atypi-
cal cells are probably destroyed by an effective host 
defense, i.e. immune surveillance in the broadest sense, 
and only those escaping destruction will grow to form 
a clinically manifest tumor. Paul Ehrlich was the first to 
formulate the immune surveillance theory at the begin-
ning of the last century (Himmelweit 1957), and ever 
since it has repeatedly been confirmed and rejected. 
Currently, immune surveillance of tumor growth con-
stitutes an accepted mechanism again (Kleist 1980; 
Melief and Schwartz 1975; Pardoll 2003). Table 1 sum-
marizes some of the major changes which distinguish a 
tumor cell from its normal counterpart and thus render it 
immunogenic. It should be noted, however, that uncon-
trolled cell proliferation ultimately causing a clinically 
relevant tumor may arise from differentiation blockage 
of normal, untransformed cells (Krueger 1972a, 1973). 
Such cells may not possess classical tumor associated 
antigens, yet only retain the characteristic antigen com-
position of their respective developmental stage.

A classical example for such uncontrolled leuke-
mia-like cell proliferation was the erythroblastosis in 
what later became known as pernicious anemia.

Another more recent example is the above men-
tioned Canale–Smith syndrome with leukemia-like 
lymphoblastosis (Krueger et al. 2002a).

Defective immune surveillance

Thomas (1959) and McFarlane Burnet (1970) revived 
Ehrlich’s idea of an immunologic host defense against 
malignant tumors and formulated the immune surveil-
lance theory (Burnet 1970; Pardoll 2003). It was sup-
ported by observations of increased tumor incidences in 
immunodeficient animals and man (Allison 1970; Fahey 
1971; Gatti and Good 1970; Penn and Starzl 1972) as well 
as by the fact that oncogenic viruses and chemical carcin-
ogens are commonly immunosuppressive besides their 
potentials to transform cells (Gabrielsen and Good 1967; 
Allison 1970; Chieco-Bianchi et al. 1974; Cremer 1967; 
Baldwin 1973; Friedman and Kateley 1975; Gilette and 
Fox 1977; Prehn 1963; Rubin 1971; Stjernswaerd 1965; 
Stutman 1969; Wedderburn and Salaman 1968). Vice 
versa, non-specific stimulation of the immune system by 
BCG (Bilie Calmette Guerin), Echinacea and other sub-
stances decreased the incidences of primary tumors in 
experiments or were tentatively applied for the adjuvant 
treatment of malignant tumors (Bast et al. 1974). There 
were a number of unexplained findings, however, that 
questioned the general validity of the immune surveil-
lance theory (Gleichmann and Gleichmann 1973; Kripke 
and Borsos 1974). For instance, immune-deficient nude 
mice did not appear to exhibit an increased tumor inci-
dence (Rygaard and Poulsen 1976) and human patients 
with inherited or acquired immune deficiencies did not 
reveal an increased incidence of the tumors in an age-
adjusted normal population (Krueger et al. 2004; Penn 
1978), but rather a more complex pattern of tumor types 

Fig. 1 Immune regulation of tumor growth

Table 1 Immunogenic changes in cancer cells (Adapted from 
D Pardoll 2003)

Cancer cells Immunogenic changes

Genetic alterations Multiple neoantigens
Epigenetic lability Altered antigen density
Expression of growth  Growth stimulation and local
 factors and cytokines immune inhibition
Invasion and metastasis Induction of inflammation and
  of adaptive immunity
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with preferences of malignant lymphomas and tumors of 
the skin (Table 2).

However, more detailed investigations of nude mice 
did show increased tumor development at older ages 
(Rygaard and Poulsen 1976), and the significantly 
increased malignant lymphomas and certain skin tumors 
in immunodeficient human patients were explained by 
oncogenic activities of “opportunistic” infectious agents 
such as Epstein-Barr virus and papillomavirus or by 
human herpesvirus-8 (Krueger 1993; List et al. 1987). 
The immune surveillance theory thus is still valid.

Immune surveillance is to a large part, yet not 
exclusively lymphocyte-controlled (Chism et al. 1976; 
Geldhof et al. 2002; Felzmann et al. 2002). Antibody-
dependent killer cells (K cells), natural killer cells 
(NK cells) and macrophages participate in surveil-
lance mechanisms (Alexander et al. 1976; Domzig 
and Lohmann-Matthes 1979; Kaplan and Morahan 
1976; Actor 2007; Kiessling et al. 1976; Klein 1989; 
West et al. 1977; Russell et al. 1980). Non-immune 
cells as carriers of innate immunity cooperate with 
immunocompetent lymphocytes, the carriers of adap-
tive immunity, to produce an efficient and specific 
host response (Fig. 2; for review see Paul 1998). Such 
a response involves several types of lymphocytes and 
it’s outcome may differ according to the participating 
cell populations as well as to it’s locality. The CD8+ 
T cell population, for instance, includes cytotoxic 
T cells (CTL) which specifically may destroy foreign 
cells, as well as CD25+ regulatory T cells (Treg) 
which may be counteractive (Treg cells are not sepa-
rately identified in Fig. 2). Similarly, the CD4+ T cell 
population comprises CD25+ suppressor cells (also 
Treg) supporting tolerance induction, Th1 cells pro-
ducing interferon gamma (IFNγ) and tumor necrosis 

Table 2 Malignant tumors in renal allograft recipients

Incidence 5–7%

Types of tumors
Malignant lymphomas 20.2%
Skin tumors (carcinoma, basalioma) 39.8%
Female genital tract carcinomas 8.2%
Pulmonary carcinomas 4.3%
Gastrointestinal carcinomas 2.5%
Mammary carcinoma 2.5%
Sarcomas 1.3%
Non-lymphatic leukemias 1.3%
Others 19.8%

Total of 766 cases

Fig. 2 Cell cooperation in immune response: _____ transformation into; ………. action upon.
Abbreviations: MΦ macrophage; APC antigen presenting cell; CD8 and CD4 suppressor, helper or regulator cells; TH0, TH1 and TH2 
forms of regulator cells; CTL cytotoxic T lymphocyte; IgM, IgA, IgE and IgG cells immunoglulin-producing cells; Bµ,α,γ,ε cells B 
cell intermediates; NK1.1CD4+ NK-type regulator cell; IFNγ(NK) NK cell and regulator cell; IL and number are different types of 
interleukins (cytokies); TNF tumor necrosis factor; IFN interferon. Links between APC/CD8/CD4 receptors and their ligands.
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factor (TNF) adding to the toxic antitumor effect, as 
well as Th2 cells producing inflammatory cytokines 
(Gallin and Snyderman 1999). The latter can inhibit 
cytotoxicity by Th1 cells and support local invasion 
by atypical cells, yet also activate NK cell function 
and thus innate immunity. Enhanced NK cell activity 
then appears a necessary precursor for efficient adap-
tive immunity (Paul 1998). The local and systemic 
antitumor response thus appears as a complex net-
work regulation in which the quantitative expression 
of tumor antigens, T cell receptors (TCR), recogni-
tion and activation factors play a decisive role such 
as MHC (major histocompatibility complex) recep-
tors MHC I or MHC II, cytokines and chemokines 
(Krueger et al. 2002b, 2003a). There appear to exist 
thus four major ways permitting tumor cells to grow 
despite of immune surveillance:

(a) Defectineness of effector cells for immune sur-
veillance

(b) Imbalance of the immune response to the tumor
(c) Inadequate immunogenicity of tumor cells
(d) Production of blocking factors for the immune 

defense

Defectiveness of effector cells for immune surveillance

Defectiveness of one or several cell populations engaged 
in destruction of foreign cells can lead to escape of tumor 
cells from host defense and thus facilitate neoplastic 
growth. Nature has presented us with an adequate experi-
ment for this phenomenon in the pathology of Epstein-
Barr virus (EBV) infection of human patients: healthy 
individuals will suffer a limited proliferative disease of 
EBV-transformed B-lymphocytes upon infection known 
as infectious mononucleosis.

Immunocompromised patients, however, will 
either succumb from lethal infectious mononucleosis 
or will develop a malignant lymphoma of transformed 
B-lymphocytes, i.e. Burkitt’s or Burkitt’s-type lym-
phoma (Bar et al. 1974; Krueger 1985; Look et al. 
1981; Kleindienst and Brocker 2003). Defectiveness 
of immune effector cells can result from a variety 
of exogenous influences or endogenous conditions 
such as immunosuppressive chemicals (carcinogens, 
chemotherapeutics, and immune suppressive agents), 
ionizing radiation, infections with certain viruses or 
other organisms, as well as genetically determined 

immune deficiency syndromes (IDS) (Krueger 1985). 
Depending upon the kind of immunosuppressant, 
its dose, route of administration, and the condition 
of the patient, the sequelae can be unspecific affect-
ing all kinds of proliferating cells such as in high 
dose radiation, carcinogen administration and cancer 
chemotherapy, or be rather selective interfering with 
the function of only certain cell populations of the 
immunocompetent tissues. In order to more clearly 
identify the possible targets for such immunosup-
pressive effects, the immunocompetent tissues are 
dissected into their individual cooperating cell popula-
tions as shown in Fig. 2.

Various cell members of the immune system 
exhibit a selective sensitivity towards exogenous 
immunosuppressive effects. Most carcinogenic 
chemicals exert a measurable depression of both 
antibody production (B-cell response) and cell medi-
ated immunity (T-cell response) during the latent 
period of tumor induction while non-carcinogenic 
analogues are not immunosuppressive (Ball 1970; 
Krueger 1985; Malmgren et al. 1952; Prehn 1963; 
Rowland and Hurd 1970; Stjernswaerd 1965, 1969).

There are well over 3,000 pure chemical carcino-
gens known of widely diverse structures (Coombs 
1980). Their means of interference with immunocom-
petent cells appears similar to their interference with 
other cells. These substances cause genetic mutations, 
and their uptake in cells is apparently related to the 
cellular metabolic activity. Cells of the immuno-
competent tissues possess a quite active nucleic acid 
metabolism especially during antigenic stimulation 
and cell proliferation; they should thus be especially 
susceptible to the action of carcinogenic compounds.

There is some indication, however, that immuno-
suppression by carcinogens might also be caused by 
nonspecific toxic influences, since immune reactivity 
will return to normal after removal of the carcinogen.

For instance, treatment with 7,12-dimethyl ben-
zanthracene (DMBA) and with N-nitroso butylurea 
(NBU) caused only a transient depression of antibody 
formation during the latent period of tumor develop-
ment while cellular immunity remained suppressed 
persistently (Kraus and Krueger 1981; Szakal and 
Hanna 1972). Thus carcinogen induced immunosup-
pression can be selective to some extent; selectivity in 
the most simple way being determined by the different 
degree of metabolic activity of various cell populations
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(e.g. rapidly dividing short-lived lymphocytes versus 
slowly dividing long-lived lymphocytes).

Increased incidences of second primary malignan-
cies are reported after extended anti-tumor chemo-
therapy. Incidence rates are given, for instance, for 
primary treated Hodgkin’s disease of 2–7.7%. The 
types of secondary neoplasms observed are shown in 
Table 3. The chemotherapeutic agents used in these 
patients are summarized in Tables 4 and 5.

As in the allograft recipients (see Table 2), the 
incidence in the various types of secondary neoplasms 
varies considerably as compared to the age-adjusted 
population (being about 20–26% (Coltman and Dixon 
1982; Glicksman et al. 1982), for leukemia within 7 
years after initiation of primary chemotherapy). Thus a 
complex mechanism of tumor promotion is expected. 
By far the highest risk of developing a second primary 
exists in patients on combination radio- and chemo-
therapy or on radiotherapy alone (Table 4).

Arseneau et al. (1972) state for Hodgkin’s patients 
that the risk of developing second primaries is increased 
each three-fold in radiation or chemotherapy alone, 
and 23-fold in combined radio- and chemotherapy.

The respective data observed by others vary, however 
(Coltman and Dixon 1982; Glicksman et al. 1982).

The tumor promoting mechanism again probably 
results from a combination of direct carcinogenic and 

supportive immunosuppressive effects. Many cancer 
chemotherapeutic agents are overtly carcinogenic. 
Their application form may also include carcinogenic 
impurities such as heavy metals (chromium, nickel) 
and drug additives.

The possible mode of interference with the host’s 
immune responses has been summarized elsewhere 
(Krueger 1975): functional depression of immuno-
competent tissues, decrease of immunogenicity of 
tumor cells, increased immunogenicity of tumor 
cells (such as by pyrazole-4-carboxamide and deriva-
tives), immunostimulation by such drugs as hapten or 
immunogen, and induction of autoantibody forma-
tion and immune complexes. Immunosuppression by 
individual agents was discussed in several reviews 
(Camiener and Wechter 1972; Henderson and Krueger 
1977; Krueger 1972b, 1985; Spreafico and Anaclerio 
1977). Their action on cells is polyfunctional and 
includes inhibition of protein and nucleic acid synthe-
sis, deletion of genetic information (false templates 
by incorporation into DNA of wrong nucleic acid 
bases), blocking enzymes, and interference with cell 
replication.

Like the carcinogens, the action is quite unselective 
affecting various kinds of proliferating cells including 
lymphoid cells; hormones also show certain selec-
tivities such as the cortisone sensitivity of thymic 

Table 3 Second primary tumors in Hodgkin’s lymphoma 
(From Krueger GRF: Cologne University Tumor Conference on 
Hodgkin’s Disease, October 1982)

Total number of cases evaluated 8,592
Total number of second primaries 160
Incidence of second primaries 1.88%
Types of tumors
Non-lymphatic leukemias 40 (25.0%)
Skin carcinomas 17 (10.62%)
Sarcomas 17 (10.62%)
Gastrointestinal carcinomas 15 (9.37%)
Pulmonary carcinomas 9 (5.62%)
Non-Hodgkin’s lymphomas and  6 (3.75%)
 lymphocytic leukemias 
Female genital tract carcinomas 8 (5.0%)
Mammary carcinomas 8 (5.0%)
Urinary bladder carcinomas 8 (5.0%)
Head and neck carcinomas 5 (3.12%)
Prostatic carcinomas 4 (2.5%)
Thyroid carcinoma 3 (1.87%)
Malignant melanoma 3 (1.87%)
Brain tumor 1 (0.62%)
Renal carcinoma 1 (0.62%)
Malignant tumors NOS 15 (9.37%)

Table 4 Therapeutic regimens and second primaries in 
Hodgkin’s disease

Radiotherapy only 34 (21.0%)
Chemotherapy only 11 (7.0%)
Combined radio- and chemotherapy 115 (71.9%)

Table 5 Chemotherapeutic agents used in Hodgkin’s disease 
with second primary tumors

Total case number160 

Chemotherapeutic agents
Vincristine 89 (55.5%)
Procarbazine 79 (49.2%)
Corticosteroids 53 (33.3%)
N-lost 51 (31.7%)
Chlorambucil 40 (25.39%)
Bleomycin 23 (14.28%)
Methotrexate 20 (12.69%)
Cyclophosphamide 20 (12.69%)
Adriamycin 15 (9.52%)
BCNU 8 (5.0%)
L-asparaginase 5 (3.2%)
Other 3 (1.6%)
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lymphocytes and peripheral T-cells for cytotoxic 
tumor cell lysis (Ahmed et al. 1979).

A more systematic investigation is still necessary, 
however, of the effect of chemotherapy drugs on 
immunocompetent cell populations before a definite 
evaluation of therapeutic immunosuppression and 
cancer can be attempted. Orsini et al. (1980) tested 
a number of anti-cancer agents for their suppressive 
activity an anti-tumor cell-mediated immunity in vitro 
introducing a test system which may be useful as first 
step for screening procedures.

Immunosuppressive agents used for the treat-
ment of allograft recipients, graft-versus-host disease
(GVHD) and autoimmune diseases consist of a few 
substances: corticosteroids, azathioprine, methotrex-
ate, cyclophosphamide, antilymphocyte sera and 
cyclosporin. Cyclophosphamide and methotrexate are 
also cancer chemotherapeutics (see above).

Intravenous prednisone injection (1 gr) causes a 
transient fall in T-cell levels accompanied by a depres-
sion of T-cell reactivity without apparent selectivity 
an the T-cell subpopulations in the peripheral blood. 
Low dose maintenance therapy with prednisone or 
with azathioprine had but little influence an these 
cell populations. Similarly, both substances depressed 
killer cell (K-cell) functions only at high doses.

Antithymocyte globulin (ATG), however, caused a 
profound fall in peripheral T-cells associated by a rise 
of Ig membrane receptor carrying B-lymphocytes. 
Also K-cell cytotoxity was significantly inhibited 
(Thomas et al. 1982).

In accordance with these findings, Yu et al. 
(1975) describe no significant lymphocyte changes 
after azathioprine administration in terms of cell 
numbers, density gradient distribution of peripheral 
lymphocytes, T- and B-cell ratios, and response to 
phytohemagglutinin.

Corticosteroids caused only transient lymphocyto-
penia (primarily T-cell depletion) and ATG induced a 
more persistent lymphocytopenia.

Cyclosporin A has been shown to ameliorate 
GVHD, an acute cytotoxic T-cell response in bone 
marrow allograft recipients, and also to cause leu-
kocytopenia and thrombocytopenia (Atkinson et al. 
1982; Miller et al. 1982).

In essence, there appears to be a certain selectivity of 
immunosuppressive drugs for T-cells and K-cells that 
interferes with above described immune surveillance.

Ionizing radiation induces marked diffuse atrophic and 
necrotic changes in lymphoid tissues (Zollinger 1960). 
Most sensitive appear small lymphocytes which undergo 
apoptosis and rhexis at doses as low as 20–50 rads 
(DeBruyns 1948; Pizon 1955). Apoptosis in 50% of the 
cells was noted at doses of 150 rads (Zollinger 1960).

Significant lymphocytopenia occurs after total 
body irradiation (TBI) at doses as low as 25 rads. 
Recovery is quite delayed and normal peripheral lym-
phocyte counts may not be reached until 5–10 years 
after radiation treatment.

B-cell depression, although initially more pro-
found, recovers more rapidly than T-cell reduction, so 
that in later phases of radiation recovery a selective 
T-cell defect may result.

According to Dixon et al. (1952) and Parker and 
Vavra (1969) the effects on the humoral immune 
response are more prominent than on the cellular 
response provided radiation occurs shortly before 
antigenic stimulation.

Engers and Louis (1979) demonstrated an enhanced 
cytolytic T-cell activity after 500 rads TBI in mice 
while the humoral antibody response in terms of com-
plement-mediated cell lysis was completely abrogated. 
Depending upon the radiation dose administered, 
certain T-cell populations are affected selectively 
(T-suppressor cells being more sensitive). This per-
tains similarly to radiomimetic chemotherapeutic sub-
stances (Krueger 1985, 1972b).

These observations are restricted, however, to the 
earlier postradiation period and more detailed investi-
gations of the function of lymphocyte subpopulations 
are necessary during later periods (i.e. even after 
several years post irradiation when second primary 
tumors tend to occur.).

Infections with certain viruses and other organisms 
can induce various degrees of immune deficiencies 
and thus interfere with immune surveillance. The 
immunosuppressive effect of leukemogenic RNA 
viruses is well-known (Bendinelli and Nardini 1973; 
Cremer 1973; Cremer et al. 1971; Dent et al. 1965; 
Klein and Klein 1965, 1966) in terms of T-lymphocyte 
depletion, delayed graft rejection, disturbance of lym-
phocyte homing, and decreased antibody formation 
against third antigens.

Not all oncogenic viruses are overtly immunosup-
pressive per se (e.g. many oncogenic DNA viruses). 
When individual cell populations of the immune 
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system are investigated including non-specific natural 
killer cells (NK cells), selective defects, however, are 
demonstrated during the course of many viral infec-
tions. Persistent Epstein-Barr virus, cytomegaly virus, 
HTLV (strain I, II) and HIV infections are currently the 
best known examples (Purtilo 1980; Purtilo et al. 1981, 
1982). There exists broad evidence that a defective 
immune reactivity is frequently a necessary precondi-
tion for oncogenesis (e.g. infections of newborn ani-
mals with polyoma virus or development of Burkitt’s 
lymphoma in immunocompromised individuals).

Besides, viral infections (especially when persist-
ent) may induce substances that can interfere with 
the immune response such as blocking factors and 
immune complexes (see later).

Lymphocytes from patients with long-standing EBV 
infection, for instance, have lost their specific cytotoxic 
activity for transformed cells (Moss et al. 1977).

There are a number of non-oncogenic viruses 
which may become immunosuppressive under certain 
conditions (Notkins et al. 1970): cytomegalovirus 
(CMV), Newcastle disease virus (NDV), lymphocytic 
choriomeningitis virus (LCM) Aleutian mink disease 
virus (AMDV) and to some extent lactic dehydroge-
nase elevating virus (LDV).

Tuberculin skin reactivity was reported to be 
depressed by measles virus, Influenza virus, chicken 
pox and polio virus.

Blastic transformation of lymphocytes in culture is 
abolished by the following viruses, many of which are 
common pathogens and also found in tumor patients: 
measles, rubella, NDV, polio, ECHO, rheo, vesicular 
stomatitis virus, mumps, Influenza A, Sendai, adeno, 
herpes simplex, vaccinia and human wart virus.

Similarly, other chronic infections such as tuber-
culosis, schistosomiasis and malaria are often accom-
panied by some immunologic defects (see e.g. 
Burkitt’s lymphoma in African children with persist-
ent malaria).

One can well imagine that all those viral infections 
especially when persistent – may serve as “cocar-
cinogens” by interfering with immune surveillance. 
We have demonstrated repeatedly, for instance, the 
frequent persistence of rubella virus in patients with 
angioimmunoblastic lymphadenopathy, a prelympho-
matous condition that may progress into overt malig-
nant lymphoma (Krueger and Konorza 1977; Krueger 
et al. 1979).

The increased risk of developing a malignant lym-
phoma is well known in patients with inherited and 
acquired immune deficiency syndromes (Good and 
Finstad 1968; Louie and Schwartz 1978; Penn 1974). 
The types of tumors observed in this population con-
sist nearly exclusively of different kinds of malignant 
lymphomas.

In essence, the activity of effector cells for immune 
surveillance, can be depressed by a variety of influences, 
and in many instances this depression can be followed by 
increased susceptibility to malignant lymphomas.

Any discussion of effector cell defectiveness must 
also include quantitative and functional deficiencies of 
antigen-presenting cells (i.e. for instance macrophages 
and dendritic reticulum cells; DRC). Tumor draining 
lymph nodes and tumor tissue itself are apparently 
depleted of such cells (Blohm et al. 2002; Laguens et 
al. 2002), which may severely affect the amplification 
of an eventual immune response against the tumor. 
Antitumor immune therapy should thus consider the 
addition of functioning DRCs (Kleindienst and Brocker 
2003; Nelson et al. 1975; Waller and Ernstoff 2003).

Imbalance of the immune response to the tumor

In our early experiments to induce malignant lym-
phomas by coincident persistent immunosuppression 
and immunostimulation (Krueger 1971; Krueger and 
Heine 1972; Krueger et al. 1971a) it was noted that 
severe combined T- and B-cell depression caused 
the death of the animal (by infection) rather than an 
increased tumor development.

Suppression of the adequate T-cell response, how-
ever, combined with persistent immunostimulation 
gave rise to a high incidence of malignant lymphomas. 
From this it appears that a dissociated immunologic 
responsiveness rather than a complete defective-
ness may favor the growth of malignant neoplasias. 
Similarly, in viral and chemically induced malignant 
lymphomas, a significant decrease in T-lymphocytes 
was observed during the latent period of tumor 
development (Kraus and Krueger 1981; Mertens and 
Krueger 1976), while B-lymphocytes were not so 
obviously changed initially.

Depressed T-cell numbers have been observed 
in many tumor patients but this could be secondary 
to the tumor itself and not necessarily related to its 
development.
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Besides, quantitative changes in T- and B-cell 
populations preceding malignant tumors, quite selec-
tive decreases and increases were described in cer-
tain T-cell subpopulations. Seeley et al. (1981), for 
instance, observed that the development of malignant 
lymphomas in children with X-linked lymphoprolif-
erative disease (XLP) was preceded or accompanied 
by a dramatic inversion of the natural CD4/CD8 
cell ratio with significant increase in suppressor 
cells. Acquired immune deficiency syndrome (AIDS) 
observed predominantly in homosexual patients is 
characterized by a CD4+ cell deficiency with sub-
sequent opportunistic infections, Kaposi’s sarcoma, 
lymphoproliferative disorders and squamous cell car-
cinoma. Lymphoproliferation includes all kinds from 
polyclonal reactive lymphoproliferation to malignant 
lymphoma (Krueger 1993). Similarly, in common 
variable immune deficiency syndrome and other 
immune deficiency diseases which carry an increased 
risk for lymphoma, regulatory T-cells (Treg) exhibit 
increased activities (Reinherz et al. 1981; Siegal et al. 
1976; Waldmann et al. 1974, 1975).

There is now solid evidence that T regulator cells 
play a major role in the potentiation of tumor growth 
(Broder et al. 1979). Such cells with suppressor activi-
ties include not only Treg cells, but also macrophages 
and possibly B-cells depending upon the respective 
phase of the immune response.

Treg cell activities in the widest sense are anti-
gen-specific (immune regulator cells) or non-specific 
(suppressor macrophages). Specific Treg cells regulate 
the production of immunoglobulins (isotypes and idi-
otypes) and of cytotoxic T lymphocytes (CTL). They 
may also interfere with the function of killer- and natu-
ral killer cells; thus all immune and non immune func-
tions essential for surveillance of tumor growth can be 
counteracted by suppressor cells (Broder et al. 1979).

Naor (1980) suggested in his “sneaking through 
concept” that low doses or a weakly antigenic tumor 
may stimulate suppressor cells rather than an effective 
host defense, allowing the tumor to escape immune 
destruction.

In fact, experimental transplantation of suppres-
sor cells together with tumor cells is followed by an 
enhanced tumor growth as compared to tumor cell 
grafting alone (Greenberg and Greene 1976).

In contrast, destruction of suppressor cells by spe-
cific antisera retards growth. In the mouse, suppres-

sor cells carry antigens encoded by the IJ-sublocus 
of the H2 complex, and anti IJ antisera are able to 
specifically react against suppressor cells (Broder 
et al. 1979).

Although the negative effect on the immune respon-
siveness of various chemotherapeutic and radiothera-
peutic measures has been stressed in the last paragraph, 
it must be mentioned in this context that this general 
effect is obviously dose dependent. In a number of 
instances an augmentation of host immunity was dem-
onstrated after conventional chemotherapy thought to 
be the result of the destruction of selectively vulner-
able suppressor cells. Cyclophosphamide and ionizing 
radiation have proven especially useful in this regard 
in experimental systems (Askenase et al. 1975; Turk 
et al. 1972).

Inadequate immunogenicity of malignant cells

Malignant tumors apparently do not consist of an 
entirely homogeneous cell population and these cells 
are not completely stable in their antigenic composition. 
This information comes in large part from studies of the 
mechanism of tumor metastasis (Grundmann 1980).

Recognition and destruction of malignant cell popula-
tions apparently can be avoided by several vital reactions 
such as deletion, modulation, or differential expression of 
surface antigens. For instance, antigens on the cytoplas-
mic membrane of tumor cells can be shed (Alexander 
1975; Bystryn and Smalley 1977; Ting and Rogers 1977) 
thus rendering the tumor non-antigenic.

Shedding can be induced by reaction of the surface 
antigen with specific antibody. Deletion of surface 
antigens furthermore can result from proteolysis asso-
ciated with the tumor (Lakshmi et al. 1982; Latner 
and Sherbet 1979). Tumor cells can exhibit a differ-
ential immunogenicity because of various amounts 
of the glycocalyx coating the cell membrane. Kim 
et al. (1975) were able to correlate the thickness of 
the glycocalyx of rat mammary carcinoma cells with 
their immunogenicity and the potential to metastasize. 
Immunogenicity and thickness of glycocalyx were 
directly related while metastasizing capacity showed 
an inverse relationship.

As shown in Fig. 2, MHC antigens are necessary 
for effective antigen recognition and induction of the 
immune response. These antigens support the rec-
ognition of tumor antigens by macrophages and by 
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T lymphocytes, and it is especially the class I MHC 
who are necessary for cytotoxic cell mediated immune 
responses (CTL cell response). There are a consider-
able number of tumors with major alterations in MHC 
class I phenotypes (Cabrera et al. 2003) and profound 
influence on immune recognition. MHC class I losses, 
for instance, were identified in 90% of carcinomas of 
the cervix uteri, in 88% of carcinoma of the breast, 
in 66% of laryngeal cancer and in 51% of malignant 
melanoma (Cabrera et al. 2003).

Also in other systems, non-metastatic tumors were 
generally more immunogenic than metastatic ones 
(Currie and Alexander 1974; Davey et al. 1976).

Furthermore, the cellular composition of a tumor 
appears to be inhomogeneous including cells with 
different degrees of antigen expression. Specific host 
defense mechanisms thus can select in favor of less 
immunogenic cell populations which are able to escape 
immune destruction. Evidence for this is provided by 
antibody binding studies to cells from metastatic and 
non-metastatic (highly immunogenic) tumors; the bind-
ing rates varied percentagewise but not in +/− pattern 
indicating a mixed cell composition in both metastatic 
and non-metastatic neoplasms (Sherbet 1982). Tumor 
cells must be seen as highly responsive cells able to 
adjust to environmental differences by antigenic modu-
lation. This can result in variation in antigen densities 
in the surface membrane (Fenyoe et al. 1968; Ioachim 
et al. 1972, 1974), loss of the tumor antigens or trans-
plantation antigens (the latter ones being necessary for 
immune recognition) and also acquisition of new anti-
genic structures related to the environment (Fogel et al. 
1979; Schirrmacher et al. 1975).

The lipid bilayer of the cytoplasmic membrane of 
a cell is in no way a stable structure. Instead, vari-
ous environmental and internal influences are able to 
change the lipid fluidity of the cell membrane and thus 
control also the availability of substances (including 
antigens) embedded in the membrane (Muller 1979; 
Nicolson 1976; Shinitzky 1976).

Drugs or metabolic disturbances which raise or lower 
the cholesterol/phospholipid ratio of the interstitial fluid 
or interfere with the organization of the microfilament/
microtubule system of the cell will also affect the expres-
sion and mobility of cell membrane receptors.

From this it appears reasonable also to assume that 
the antigenicity of a given cell population will not be 
stable over a period of time.

Production of blocking factor for the immune 
response

As has been known for a long time, the immunocom-
petent host may react in a dual response against its 
immunogenic tumor: tumor rejection by cytotoxic 
T-cells, K-cells, NK-cells, macrophages and com-
plement-activating antibodies, as well as by specific 
enhancement of tumor growth (Sundar et al. 1982; 
Gershon et al. 1974).

The Hellströms were the first to direct our attention 
to ‘blocking factors’ which enable an immunogenic 
tumor to evade immune destruction by the host’s 
defense system (Hellstroem and Hellstroem 1969, 
1974, 1976; Hellstroem et al. 1968; Sjoegren 1973).

Such blocking factors for T-cell or K-cell induced 
tumor cell killing were identified as free tumor anti-
gens or immune complexes, made up of these tumor 
antigens with their specific antibodies (Hellstroem 
and Hellstroem 1974). They can be removed from the 
Serum by passages through the appropriate immu-
noadsorbants (Tamerius et al. 1975, 1976), and eluted 
from their binding to neoplastic cells or to lym-
phatic cells (Hellstroem and Hellstroem 1976, 1969; 
Sjoegren et al. 1971) with glycin buffer (pH 2.8) or 
0.2M urea (Tamerius et al. 1975, 1976).

Specific blocking antibodies are synthesized by 
T-cell dependent B-lymphocytes (e.g. splenic cells in 
mice) after only brief stimulation by antigen (Kall and 
Hellstroem 1975; Nelson et al. 1975).

Serum blocking activity is observed relatively 
early during tumor development and is usually 
readily detectable at the time of the initial diag-
nosis of the malignancy. It is maintained during 
progressive tumor growth and rapidly disappears 
after surgical removal of the neoplasm (Sjoegren 
and Bansal 1971).

Evidence for the existence of serum blocking fac-
tors has been provided in various tumors such as bron-
chogenic carcinomas, Hodgkin’s disease, colorectal 
cancer, nasopharyngeal carcinoma, and breast cancer 
(Cohen 1976; Currie 1973; Jose and Seshadri 1974; 
Sundar et al. 1982).

Sundar et al. (1982; Karamaju et al. 1983) were 
able to identify this blocking factor in patients with 
nasopharyngeal carcinoma (NPC) as specific IgA 
anti VCA of EBV-infected cells. It interfered with 
the antibody-dependent cellular cytotoxicity (K-cell 
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response) against EBV transformed cells and with 
the lymphocyte stimulation by EBV antigens. Others 
were able to show that IgG antibodies in infectious 
mononucleosis blocked cell mediated immunity (Lai 
et al. 1974; Wainrwight et al. 1979).

The presence of immune complexes and of carci-
noembryonic antigens (CEA) was found to correlate 
with tumor extent and progression in patients with 
bronchogenic carcinoma thus also probably interfer-
ing with the host’s anti tumor response (Dent et al. 
1980). Similarly, immune complexes were detected in 
a number of experimental and human cancers (Heimer 
and Klein 1976; Jerry et al. 1976; Robins et al. 1979). 
In addition, non-immunoglobulin components were 
identified with immune suppressive activities. These 
include α-globulin components (Cooperband et al. 
1972, 1976), inhibiting lymphocyte stimulation, 
α-fetoprotein (AFP) (Bacacs et al. 1977; Cerottini 
and Brunner 1974), carcinoembryonal antigen (CEA) 
(Warnatz 1979) and αl-antitrypsin (Arora et al. 1978). 
Also non-proteinaceous substances such as prostag-
landins (produced by macrophages) were shown to be 
immunosuppressive (Plescia et al. 1976).

As shown in Fig. 2 and discussed in detail in two 
review papers (Krueger et al. 2002b, 2003a), there are 
a rather large number immune-modulating cytokines, 
chemokines and growth factors which serve to improve 
the response against tumor-associated antigens (Waller 
and Ernstoff 2003; Miller et al. 2003; Redlinger 
et al. 2003). At least indirect blocking mechanisms 
of effective anti-tumor immunity can arise from 
abnormal patterns of immune cytokines. Elevated 
levels of IL-6 and IL-10, for instance, may cause 
suppression of cellular immunity and consequently 
deteriorate the prognosis of such tumors as carcinoma 
of colon, liver, breast and leukemia (Belluco et al. 
2000; Chau et al. 2000; Fayad et al. 2001; Yokoe 
et al. 2000).. This reaction suggests an increased activity
of Th2 T-helper cells over the Th1 cells as actually 
demonstrated in some cutaneous T cell lymphomas 
(Yoo et al. 2001). Other factors such Fas (CD95) and 
Fas ligands assist in the control of metastatic spread 
(Owen-Schaub et al. 2000) along with a number of 
local non-immune mechanisms (Mareel and Leroy 
2003). Various clinical trials consequently included 
attempts to use cytokines and primed dendritic cells 
for improving anti-tumor immunity (for review see 
Waller and Ernstoff 2003).

Immune stimulation of tumor growth

Prehn and Lappe (1971) first proposed in their immu-
nostimulation hypothesis that an immunogenic tumor 
may not only activate immune surveillance but also 
promote the growth of a nascent tumor. Very low tit-
ers of “lymphotoxin”, for instance, stimulate protein 
synthesis and DNA replication of the target cell and 
thus enhance tumor cell proliferation. This proposi-
tion was experimentally supported by Shearer and 
Parker (1975) who selected a fast growing permanent 
L-cell line variant by treatment with cytostimulatory 
doses (1:200) of specific anti-L-cell antiserum. This 
tumor cell line was almost completely resistant to 
usually cytotoxic doses of this antiserum in the pres-
ence of complement. The immunostimulatory effect 
in this system was a consequence of immunoselection 
in favor of cells resistant to the destructive effect of 
specific antibodies. Selected L-cell variants were less 
susceptible to both immunostimulatory and immu-
noinhibitory effects and obviously carried less surface 
antigens than sensitive clones.

The basic mechanism leading to antibody resistant 
cell lines is presently not well understood; several 
hypotheses have been ventured:

(a) Selective immunostimulation of certain cell pop-
ulations in the tumor, which then will overgrow 
other populations.

(b) Destruction of highly antigenic tumor cells by 
antibodies allowing unaffected cell clones to pro-
liferate more rapidly.

(c) Modulation of cell metabolism by antibody 
eventually causing permanent alterations in cell 
behavior.

Loss of cell surface antigen and dedifferentiation 
rather than selection could be one of the possible 
sequelae of antibody action. The process thus may 
be similar to antigenic modulation of tumor cells as 
mentioned before.

Selective effects in antigenic tumors of a similar 
kind have been demonstrated before (Bartlett 1972; 
Bubenik et al. 1967). Under special circumstances 
such as the development of malignant lymphomas, 
proliferation and growth factors of immunocompetent 
cells may enhance the proliferation of tumor cells 
themselves (see later).



Abnormal variation of the immune response as related to cancer 203

Allogeneic growth stimulation

In their hypothesis of immunostimulation of malig-
nant tumors, Prehn and Lappe (1971) and others 
(Treves et al. 1974; Umiel and Trainin 1974) point 
to several analogies between an antigenic tumor 
growing in a responsive host and allografts or fetuses 
growing in equally immunocompetent individuals. 
There is some indication, in fact, that in embryo-
genesis mild antigenic differences between ovum 
and mother enhance implantation, placentation, and 
embryonal growth.

Similarly, certain antigenic differences between 
allograft and host may contribute to enhanced growth 
of the graft. In tissue culture studies, immunologically
sensitized or con-A stimulated lymphocytes enhanced 
tumor cell colony grow up to certain ratios (Fidler 
1973); at 1:10,000 or above (tumor cell to lym-
phocyte) growth was inhibited. Similar observations 
were made with lymphocytes from lymph nodes 
draining a B16 melanoma while splenic lymphocytes 
inhibited in vitro tumor growth. This inhibition was 
reversible, however, by serum from the mice collected 
during tumor growth (Bartholomaeus et al. 1974).

Lymphocytes collected from lymph nodes and 
spleen during the first 2–3 weeks after tumor trans-
plantation stimulated target cell proliferation in cul-
ture, despite the tumor being highly immunogenic 
(Prehn 1976).

Selective immune stimulation of suppressor T 
cells by tumor antigens, such as CD4+CD25+ reg-
ulatory cells (Treg as described before), support 
tumor growth by downregulating an efficient cellular 
immune response (Golger et al. 2002; Jones et al. 
2003; Peng et al. 2002).

Thus, again, there exists some indication for a 
dual immunologic response to a growing malignant 
tumor: immunologic growth inhibition and tumor cell 
destruction as well as growth stimulation. Which of 
the two reactions may predominate in the individual 
case appears dependent upon the “antigenic strength” 
of the tumor, the tumor cell (i.e. antigen) dose, and 
upon the number of immune effector cells available at 
the site of the growing tumor.

Prehn’s hypothesis of immunostimulation of a 
malignancy, without doubt deserves serious consid-
eration, especially since immunotherapy programs 
have already been established in many places.

Inductive activity of the immune system
in tumorigenesis

As mentioned before and shown in Table 2, there is 
an unexplained high incidence of certain tumor types, 
especially malignant lymphomas, in human allograft 
recipients.

Similarly, a high percentage of patients with genet-
ically determined or acquired immune deficiency syn-
dromes suffer from malignant tumors of the immune 
system (Gatti and Good 1970; Page et al. 1963; 
Peterson et al. 1964; Ten Bensel et al. 1966).

The lymphoma incidence in the latter patients is 
roughly 5–15% as compared to about 12/100,000
(non-Hodgkin’s and Hodgkin’s lymphomas) in the 
age-matched average population. Thus there appar-
ently exists a condition in these individuals which 
favors the preferential development of malignant 
lymphomas (besides skin cancer which so far 
widely escapes interpretations) (Penn 1978; Walder 
et al. 1971).

In very general terms, the basic condition common 
to all such syndromes is a combined immunostimula-
tion and immune deficiency, immunostimulation by 
allografts by environmental pathogens or even non-
pathogenic inhabitants of the body (Krueger 1970a,b; 
Krueger 1972c, 1979; O’Conor 1970).

A number of experimental models making use of a 
similar combined immunosuppression and immunos-
timulation resulted in significantly elevated incidences 
in malignant lymphomas (Table 6).

A number of different hypotheses have been 
offered to explain the increased incidences of cancer 
and malignant lymphomas in transplant recipients and 
in immune deficiency states:

(a) Activation of latent oncogenic viruses (Hanto 
et al. 1981; Schwartz 1972)

(b) Genetic susceptibility and disturbance of immune 
surveillance

(c) Carcinogenic action in certain cases (and dis-
turbed immune surveillance)

(d) Lymphoma induction by chronic graft-versus-host 
disease (GVHD; Schwarz and Andre-Schwarz 
1968; Schwartz and Beldotti 1965)

(e) Lymphoma induction by an unbalanced immune 
response (“dysregulative theory”) (Krueger 
1972a, c, 1974, 1979).
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According to our own investigations, there appear to 
be three basic disturbances which can lead to uncon-
trolled cell proliferation in the immune system and 
thus to malignant lymphoma: an imbalance of prolif-
eration and differentiation factors, an unresponsive-
ness of lymphoid cells to regulatory factors (see later 
in part II of this chapter) and a deficient apoptosis.

Activation of latent oncogenic viruses

Activation of persistent (latent) oncogenic viruses was 
demonstrated after irradiation, chemical immunosup-
pression, administration of anti-lymphocyte sera and 
induction of a graft-versus-host disease (GVHD). The 
two latter manipulations include immunostimulation 
as well as immunosuppression (some chemothera-
peutics can probably act as haptens and thus become 
immunostimulatory).

Certain immune reactions as such (e.g. allograft 
rejection) can be accompanied by an activation of viral 
infection (Hirsch et al. 1970, 1973), and these viruses 
can become oncogenic (Armstrong et al. 1970).

Virus infections are known to occur quite fre-
quently in immunocompromised individuals includ-
ing man such as with CMV, EBV, herpes simplex I 
and II, HHV-6, HHV-8 and human papilloma virus; 
some of which possess oncogenic potentials.

The most common types of malignancies in human 
allograft recipients, lymphoma and squamous cell 
carcinoma, are at least in part suspected to have a viral 
etiology (Melnick et al. 1974; Rapp and Reed 1977; 
Zur Hausen 1975).

Hanto et al. (1981) were actually able to show anti 
EBV-antibodies, virus replication and EBV DNA in 

tumor biopsies from 4 out of 6 renal allograft recipi-
ents with lymphoproliferative disorders. Similarly, 
EBV was successfully linked to fatal lymphoprolifera-
tion in a genetically determined immune defect, the 
x-linked lymphoproliferative disease, in other immune 
deficiency syndromes including AIDS as well as in 
transplant recipients (Krueger 1993; Purtilo 1980; 
Purtilo et al. 1982; Sakamoto et al. 1982; Fauci and 
Lane 2000).

There is thus good evidence for a viral etiology of 
a number of tumors in immunocompromised individu-
als. Susceptible cells are transformed to tumor cells 
by oncogenic viruses and a deficient immune surveil-
lance allows them unrestricted proliferation. Immune 
stimulation at the same time (e.g. by the allograft or 
by infectious organisms including the virus itself) will 
provide increased numbers of blasts in the immune 
system allowing enhanced replication of lymphotropic 
oncogenic viruses (such as EBV).

This can explain the predominance of lymphoid 
malignancies in the described conditions (Krueger 
1985) and may result from combined and coincident 
immunostimulatory and immunosuppressive activi-
ties of such persistent virus infections (Krueger 
1972a, 1975, 1989). This mechanism probably oper-
ates independently from the various etiology of viral 
oncogenesis, i.e. of insertional mutagenesis, acute 
transformation, transactivation of protooncogens or 
inactivation of tumor suppressor genes (Nathanson 
2002). Immune dysregulation as pathogenic princi-
ple for lymphomagenesis is not contradicting todays 
genetic theories of cancer, but rather supplementing 
and supporting it, as we will see later (Krueger 
et al. 2001).

Table 6 Experimental models of lymphoma induction secondary to combined immunosuppression and immunostimulation 
(Krueger 1989)

Species Immunosuppression Immunostimulation Lymphoma

Mouse Azathioprine, methotrexate,  LDH-,virus, vaccinia virus, BSA Lymphoblastic T cell lymphoma
  cyclophosphamide  Freund’s complete adjuvant
 Murine leukemia virus (MoLV, GLV) Murine leukemia virus Lymphoblastic T cell lymphoma
 Chronic graft-versus-host  Allograft “Reticulum cell lymphoma”, 
  disease (GVHD)   immunoblastic lymphoma
 Endogenous GVHD-like syndrome Immunogenic autologous cells Immunoblastic B cell lymphoma
 Endogenous “active” RNA virus Endogenous “active” RNA virus SJL-disease, “type B reticulum 
    cell sarcoma” immunoblastic 
    lymphoma and plasmacytosis
Rat Tolerance induction Tumor allograft Immunoblastic lymphoma
Hamster Tolerance induction Xenograft “Reticulum cell sarcoma”
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Genetic susceptibility and disturbance of immune 
surveillance

There are more than 240 inherited neoplastic syn-
dromes; among these are breast cancer, gastric car-
cinoma, retinoblastoma, neurofibromatosis with 
malignant complications, familial polyposis and colon 
cancer, xeroderma pigmentosum and malignancies of 
the skin, multiple endocrine adenomatosis, uterine can-
cer and certain lymphoproliferative diseases. Some of 
these are accompanied by chromosomal aberrations.

In many of such malignant diseases, however, the 
exact nature of genetic influences on tumor development 
is only partly explained and needs further elucidation. 
It is frequently not a matter of a simple Mendelian rela-
tionship. Only exceptional familial malignancies exhibit 
a simple one-locus trait, in most of the other tumors it 
appears rather a matter of genetic control of “disposition” 
with a large number of gene pairs acting additively.

The notion of a genetic susceptibility for neoplastic 
growth is supported by the increased occurrence of 
some genes controlled by the major histocompatibility 
complex in immunologic and in neoplastic diseases 
(Abramova et al. 1981; Chan et al. 1981).

Genetic determinants such as the major histo-
compatibility complex (MHC) can influence tumor 
development in a variety of ways: genetic control of 
oncogenesis itself (i.e. “malignant transformation”), 
tumor antigenicity and host response against the 
tumor (Williams 1977).

As far as the patients discussed in this chapter are 
concerned at least the ones which inherited immune 
deficiency syndromes suffer from a hereditary disorder 
of their immune system which may also influence later 
lymphoma development. It may thus be difficult to dis-
tinguish between some endogenous tendency for malig-
nant cell proliferation (such as probably exists in patients 
with Down’s syndrome and subsequent leukemia) or 
disturbed repair (such as in xeroderma pigmentosum) or 
exogenous influences (e.g. by viruses, chemicals).

No obvious correlation exists in the inhomogene-
ous group of allograft recipients and a possible genetic 
susceptibility for tumor development. However, of 
interest in this regard was the observation of Hoover 
and Fraumeni (1973) that in kidney allograft recipients 
there was an excessively high incidence of cancers 
other than lymphomas when the donor was a sibling. 
(This phenomenon could probably also be interpreted 

immunologically, but further evaluation must await the 
accumulation of more data. Law et al. (1977) published 
the interesting observation that some healthy family 
members of patients with familial cancer of the colon 
and uterus as well as with lymphoproliferative malig-
nancies may show mild chromosomal abnormalities 
and a defective lymphocyte response to mitogens and 
foreign cells (MLC test).

Carcinogenic action and disturbed immune surveillance

Some of the chemotherapeutic substances and radia-
tion used for immunosuppression also possess appar-
ent carcinogenic potentials as mentioned before. Thus 
considering the possible pathogenesis of tumors in 
human transplant patients, chemical carcinogenesis 
should not be excluded.

There exists, however, an apparently different pat-
tern of neoplasms induced by carcinogens as compared 
to those in transplant recipients (see Tables 2 and 3). 
Reflecting chemical and radiological carcinogenesis 
are patients with second malignancies occurring after 
cancer chemotherapy or after immunosuppressive 
chemotherapy of autoimmune diseases (Gruenwald 
and Rosner 1970; Kahn et al. 1971). In both situations 
an exceptionally large number of myeloproliferative 
malignancies is observed. This pertains especially to 
neoplasms following the use of alkylating agents.

In allograft recipients, non-lymphocytic leukemias 
occur only in about 1.3% (Krueger 1979) while lym-
phoproliferative neoplasms make up some 20% of the 
tumors.

Immune deficiency diseases are usually not treated 
by additional immunosuppression or cancer chemo-
therapy. In these patients the overwhelming part of the 
tumors are malignant lymphomas.

Thus, if carcinogenesis plays a part in some of the 
allograft recipients, then probably only in a certain low 
percentage, yet a defective immune response and/or 
immunostimulation may rather contribute to the selec-
tively high incidence of malignant lymphomas in this 
population.

Lymphoma induction by chronic graft-versus-host 
disease

In a series of elegant experiments, several authors 
(Armstrong et al. 1970; Gleichmann and Gleichmann 
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1976; Schwartz and Beldotti 1965; Schwarz and 
Andre-Schwarz 1968) have obtained malignant lym-
phomas by inducing chronic graft-versus-host dis-
ease (GVHD) in mice. It was theorized that chronic 
GVHD by interfering with the host’s defense will 
activate oncogenic viruses and so initiate malignant 
lymphoproliferation (Armstrong et al. 1973; Hirsch 
et al. 1970). Gleichmann and Gleichmann (1976, 
1980) have further developed this system to include 
GVHD-like reactions of host lymphocytes against 
antigenically modified syngeneic cells.

Antigenic stimulation was achieved by the anti-epi-
leptic drug diphenyl hydantoin (DPH). This substance 
was chosen because of previous reports of an increased 
incidence in lymphomas in epileptic patients treated 
with DPH and of lymphoproliferative disorders in 
the mouse after DPH administration (Chiari 1951; 
Krueger 1970c; Krueger and Bedoya 1978; Krueger 
and Heine 1972; Saltzstein and Ackerman 1959). 
The mechanisms of an autologous GVHD-like syn-
drome could probably also be induced by a number 
of exogenous influences able to change cell surface 
antigenicities such as viral infection (EBV, vaccinia 
virus), radiation and certain chemicals (haptens for 
instance). The spectrum of ensuing clinical syndromes 
is summarized in Fig. 3.

Lymphoproliferation which occurs in the B-cell 
region of the lymphatic system is apparently T-cell 
dependent since it does not occur in T-cell deficient 
nude mice (Gleichmann and Gleichmann 1976).

In essence, chronic GVHD or GVHD-like syn-
dromes cause an apparent disturbance of immuno-
logic homeostatic mechanisms which per se favor 

virologic or dysregulative lymphoma development. 
This theory sheds some light on the pathogenesis for 
lymphoma development without explaining the tumor 
etiology itself.

Lymphoma induction following an unbalanced 
immune response

The concept of a dysregulative theory of lymphoma 
development is based on the previously mentioned 
observations of increased lymphoma incidences 
in human allograft recipients and in patients with 
immune deficiency diseases. The basic mechanism 
was seen in the coincident persistent immunostimula-
tion and immunosuppression (Krueger 1970a, b).

A number of experiments to this effect apparently 
supported this assumption (Table 6). The working 
hypothesis was that antigens physiologically stimu-
late proliferation of responsive cells and that this 
cell proliferation will also occur in deficient immune 
reactivity and in tolerant individuals provided cell 
division itself is not blocked (Krueger 1972a, 1973). 
Antigen-induced physiological cell proliferation is 
controlled by the antigen itself and will come to a 
standstill when the antigen is neutralized and elimi-
nated. It is also controlled by cells and cell factors 
in the lymphoid tissues (e.g. suppressor cells and 
factors).

In the case of a persistent immune deficiency 
causing the antigen to persistently affect the prolifer-
ating control system, cell proliferation will continue 
with production of the clinically manifest malignant 
lymphoma.

Fig. 3 Endogenous GVHD-like reactions causing autoimmune disorders and lymphomas (From Gleichmann and Gleichmann 1976)
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There are three basic disturbances which actually 
can embrace all the theories of lymphoma develop-
ment discussed so far:

(a) An imbalance of proliferation and differentiation 
factors controlling the immune system

(b) Unresponsiveness of lymphoid cells to such regu-
latory factors

(c) Inherited or acquired deficiencies of apoptosis

Before discussing these three basic defects we shall 
briefly attempt to summarize the currently known 
immunoregulatory circuits. There are, so far, 3–4
cell populations identified as responsible for regu-
lating cell proliferation and maturation in the immune 
system: thymic epithelial cells (and theoretically 
similar cells in the, bursa equivalent’), T-inducer 
and suppressor cells, and macrophages. Thymic epithe-
lial cells regulate the differentiation of preT-cells to 
T-cells (thymic and peripheral) through the produc-
tion of thymic hormones (thymosin, thymopoietin, 
serum thymus factor; (Bach and Carnaud 1976; 
Goldstein 1975; Hadden and Stewart 1981; Marshall 
et al. 1978; Low et al. 1979; Krueger et al. 2003b). 
Similarly, a ‘bursa epithelial factor’ (e.g. ubiqui-
tin, bursapoietin; Goldstein 1977) may control the 
transition of pre-B-cells to B-cells. T-inducer and 
T-suppressor cells regulate T-cell proliferation and 
differentiation, T-T-cell cooperation, T-Bcell coop-
eration, T-cell-macrophage cooperation and also 
hematopoietic stem cell proliferation, fibroblast and 

osteoclast proliferation, probably through similar 
helper or suppressor factors (lymphocyte mitogenic 
factor, proliferation inhibition factor, immunoglobu-
lin-like molecule IgT, immunoregulatory α-globu-
lins IRA, macrophage migration inhibition factor 
MIF, macrophage activation factor MAF and newer 
factors) (Cantor and Boyse 1977; Greene et al. 
1977; Tada et al. 1976a, b; Krueger et al. 2002b, 
2003a).

Macrophages themselves interact with T-lym-
phocytes to enhance their immune reactivity through 
the production of interleukin I (Oppenheim et al. 
1980; Rosenstreich and Mitzel 1978). A tentative 
synopsis of these immunoregulatory circuits is shown 
in Fig. 4 (Cantor and Boyse 1975; Reinherz and 
Schlossman 1980; Reinherz et al. 1979a; see also 
Krueger et al. 2002b).

Based on clinical observations of selective regula-
tor cell defects in immune deficiency diseases and in 
malignant lymphomas (Moretta et al. 1977; Reinherz 
and Rosen 1981; Siegal et al. 1978; Waldmann et al. 
1978), as well as in a few experimental models (Heine 
et al. 1983a, b; Krueger et al. 1983), my collaborator 
A. Karpinski has mimicked in an early computer-
assisted model various cellular defects in the T-cell 
immune system and obtained a large number of dif-
ferent T-lymphocyte neoplasms and immune defects 
(Krueger 1989). This model could also be expanded 
to include similar lesions of the B-cell system. All 
were a consequence of either regulatory imbalances 
or unresponsiveness of target cells.

Fig. 4 Immunoregulatory events of T cell maturation and factorial influences from FHC (fibrohistiocytes), MPH (macrophages), CEC 
(cortical epithelial cells), MEC (medullary epithelial cells) and APC (antigen-presenting cells)
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Imbalance of proliferation and differentiation factors 
resp. the representative cell populations

In the year 1971 Fudenberg (1971) concluded from his 
clinical experience that ‘patients with generally deter-
mined T-cell defects, if they survive long enough, also 
have a high incidence of malignant diseases, at least ten 
times that of the general population. Besides malignant 
lymphomas, autoimmune diseases of various kinds are 
more frequent in T-cell deficient individuals similar to 
the findings in NZB mice (whose T-cell function also 
is defective; Leventhal and Talal 1970). These observa-
tions suggest an apparent deficient regulatory function 
of certain T-lymphocyte populations.

T-cell defects were also demonstrated in many 
malignant tumors including lymphomas (Costanzi 
et al. 1977; Kenady et al. 1977; Zembala et al. 1977), 
although it was not always clear whether this was sec-
ondary to the tumor itself or preceded it.

In angioimmunoblastic lymphadenopathy, a human 
prelymphomatous condition, and in some experimen-
tal models, T-cell decrease was also found preceding 
malignant lymphoma while B-lymphocytes may exhibit 
a polyclonal hyperplasia (Kosmidis et al. 1978; Kraus 
1981; Krueger et al. 1978, 1981). The latter effect was 
tentatively interpreted as a consequence of hyperactive 
helper cell populations (Kosmidis et al. 1978).

Graft-versus-host disease (GVHD), another dis-
turbance that conditions the diseased for lymphoma 
development, is accompanied by aberrations of sup-
pressor T-cells (Reinherz et al. 1979b). We investigated 
similar prelymphomatous conditions, lymphoepithe-
lioid cellular lymphoma (Lennert’s lymphoma) which 
later progressed to B-immunoblastic lymphoma or to 
pleomorphic T-cell lymphoma. These cases revealed a 
prelymphomatous increase in suppressor cells (helper/ 
suppressor cells = 0.3–0.8 instead of normally 1.3–
2.4; total percent T-cell in the blood 59%) (Krueger, 
unpublished data from our laboratory).

This concurs with observations in XLP by Purtilo 
et al. (1982), that an inversion of the helper/suppressor cell 
ratio usually preceded lymphoma development, as well 
as of Kaposi sarcoma in homosexuals (Editorial, Lancet 
(Editorial 1981; Krueger 1985) ) and of increased sup-
pressor cell number in patients with chronic lymphocytic 
leukemia (Mills and Cawley 1982) and myeloma (Mills 
and Cawley 1983). Finally, there exist a number of 
reports documenting similar changes of prelympho-

matous cell proliferation with CD4/CD8 cell inversion 
during persistent active infection with lymphotropic 
herpesviruses (Krueger et al. 1988, 1989, 1992). Such 
prelymphomatous cell proliferations that can progress 
to overt malignant lymphoma, were termed “atypical 
polyclonal lymphoproliferation” or “APL”. Jaffe and 
coworkers have called such changes – without referring 
to the original publications – “autoimmune lymphopro-
liferative disorder” (Lim et al. 1998).

Thus, there are apparently a certain number of 
B-cell lymphomas and prelymphomatous conditions 
associated with elevated T-suppressor cells.

In addition, T-memory cells against EBV antigens 
were deficient in XLP (Harada et al. 1984).

A similar T-suppressor cell defect is known from 
murine SJL disease, a B-cell lymphoproliferative dis-
order progressing to malignant lymphoma (Bergholz 
et al. 1983; Nakano and Cinader 1980).

Besides the B-cell prelymphomatous proliferations 
and the B-cell lymphomas with increased suppressor 
T-cell activity, there are a number of T-cell prelym-
phomas (Nichols et al. 1982; Rosenthal et al. 1982) 
described and T-cell lymphomas and leukemias with 
various functional activities (helper- and suppressor 
cell function, interleukin II production; (Friedman 
et al. 1982; Kaur et al. 1982; Moriya et al. 1981; 
Saxon et al. 1979).

There are two possible ways to interpret described 
changes in the B-cell proliferative diseases:
(a) depression of immune surveillance, or (b) dysregu-

lation of B-cell response.
In the first case (a), hyperactive T-suppressor cells 
should interfere with the T-cell and B-cell immune 
surveillance to destroy proliferating foreign cells.

Atypical cells which arise (by mutation or by 
transformation) will show continued growth under 
these conditions. These cells should exhibit signs of 
atypia such as chromosomal changes, increased cell 
membrane fluidity, etc.

In the second case (b), hyperactive T-suppressor 
cells will interact with helper T-cells and antibody 
producing B-cells keeping the immune response to 
all kinds of antigens or to specific antigens insuffi-
cient. This represents an over-activity of Treg cells as 
described before.

Persistent antigen stimulation will be followed by 
progressive immunocyte proliferation in an attempt to 
make up for the deficiency.
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Under such conditions, proliferating lymphocytes 
should not be atypical per se. The proliferation should 
be polyclonal in many cases responding to a variety 
of antigens, or monoclonal responding to only one 
specific antigen.

This second explanation (b) would follow the dys-
regulative theory of lymphomagenesis Figs. 5–7).

T-cell lymphomas consist of a variety of func-
tioning and nonfunctioning neoplasms of different 
degrees of differentiation. There are helper cell lym-
phomas (like Sezary’s Syndrome and T-cell immu-
noblastoma with hypergamma globulinemia (Broder 
et al. 1976; Friedman et al. 1982), suppressor cell 
leukemias (subacute T-cell leukemia; (Uchiyama et al. 

Fig. 5 Pre-Te cell lymphoma secondary to thymic epithelial defect and thymopoietin loss, i.e. proliferation of non-transformed 
undifferentiated cells responding to proliferation factors
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1977), and non-helper/non-suppressor T-cell or 0-cell 
lymphomas.

The theoretical basic defect in the pathogenesis of 
these tumors could be either an intrinsic disturbance 
of the proliferating cells themselves (i.e. transformed 
cells producing their own growth factor in analogy to 
the sarcoma growth factor of virus-induced murine 
sarcomas; (DeLarco et al. 1980); in this case, lym-
phoma cells again should exhibit signs of atypia. The 
defect could be in the target cell being unresponsive 
for produced helper or suppressor factors and thus 
causing continuous proliferation of T-cells. Here, 
proliferating cells should not be atypical but the 
non-proliferating target cell should be either ‘trans-
formed’ or exhausted.

This mechanism again would be consistent with 
dysregulative lymphoma development.

The third possibility, also dysregulative in nature, 
consists in the production of defective T-helper or 
T-suppressor cells secondary to insufficient differen-
tiation factors. The latter possibility probably exists 
in non-helper/non-suppressor T-or 0-cell lymphomas, 
as we were able to show in Moloney virus induced 
mouse lymphomas. In these experiments we have 
demonstrated the development of malignant pre-T-cell 
lymphomas associated with a defect of thymic epithelial 
cells to produce thymic hormones (Heine et al. 1983a, 
b; Krueger et al. 1983).

Thymic epithelial cells actively replicated the virus 
and degenerated, while non-transformed prethymic 

T-lymphocytes continued to proliferate without fur-
ther maturation.

Interestingly enough, deficiencies of thymic hor-
mones have been demonstrated in a variety of immune 
deficiency diseases, i.e. diseases prone to later lym-
phoma development (Astaldi et al. 1978; Atkinson 
et al. 1982; Iwata et al. 1981; Pardoll 2003; Turk et 
al. 1972; Uchiyama et al. 1977); systematic studies 
to this effect in prelymphomatous conditions and in 
malignant lymphomas still need to be done (especially 
with regard to the exact lymphoma cell identification 
related to the type of immune defect).

The etiology of all the different lymphopro-
liferative syndromes can be genetically inherited 
(chromosomal abnormalities, structural or func-
tional), malignant transformation (virus, carcinogen, 
radiation), as well as eradication of certain cell 
types (lytic virus infection, antigen exposure during 
embryonal life) thus imbalancing the immunoregu-
lative circuit.

Whatever the initial insult, it is of utmost impor-
tance to realize that the proliferating cell causing the 
clinical tumor need not be an atypical transformed 
cell, but just a normal cell blocked in differentiation 
by a defect elsewhere in the proliferation/differentia-
tion circuit. Chemotherapeutic intervention to block 
the proliferation of cells can not have ultimate effects 
unless the proliferating cell itself is atypical.

In this context it should be recalled that the eryth-
ropoietic cell proliferation in pernicious anemia was 

Fig. 7 Cortical T cell lymphoma secondary to malignant cell transformation
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once thought to be neoplastic, before the basic meta-
bolic defect was identified.

Unresponsiveness of the target cell for 
immunoregulative influences

This concept has its parallel in the development of 
endocrine tumors secondary to a target cell unrespon-
siveness, for instance, the appearance of parathyroid 
adenomas in chronic renal disease. It is conceivable 
that similar helper- or suppressor cell lymphomas 
occur if the target cell is unresponsive for their factors 
or missing (see before).

Target cell transformation with loss of surface recep-
tors, autoantibody reaction, and target cell elimination 
by lytic virus infection, other damage or by premature 
antigen exposure could be the causative effect.

Besides, metabolic disturbances may make this cell 
transiently unresponsive. Once reactive proliferation 
of regulatory cells has produced more than a critical 
number of cells, the imbalance in various cell types may 
support further proliferation of the regular cell independ-
ently of continuing stimulation (Metcalf 1971).

Transient metabolic disturbances can arise, 
for instance, by hormonal effects, zinc deficiency 
(Cunningham-Rundles et al. 1981; Fernandez et al. 
1979), toxic influences, etc. Zinc deficiency is followed 
by defective thymic hormone production with subse-
quent T-cell impairment (Gryboski 1975; Lombeck 
et al. 1975) and by lymphoma development in rats.

Correcting zinc deficiency during the state of 
immune deficiency will normalize immune reactivity, 
but supplementing zinc in an already existing lym-
phoma will not reverse the malignant disease.

There is a number of immune deficiency syn-
dromes in which a stem cell defect is believed to be 
the basic disturbance (Griscelli et al. 1978; Waldmann 
et al. 1980); these cells apparently do not respond to 
environmental stimuli.

It will be quite interesting to examine the develop-
ing lymphomas in such cases with respect to their cel-
lular origin: stem cell versus regulator cell?

Transplantation of cultured thymus (i.e. regulator 
cells) in 30 cases with combined immune deficiency 
disease resulted in a lethal polyclonal B-cell prolifera-
tion in 3 cases (Borzy et al. 1979).

Apparently B-cells had a selective defect that 
influenced thymic control mechanisms responding 

to proliferative influences (inducer cells) but not to 
repressive influences (repressor cells); the possibility 
can not be excluded, however, that suppressor cell dif-
ferentiation in the transplanted thymus was defective.

A similar dysregulative mechanism with unrespon-
sive B-cells may lead to thymoma with hypogamma 
globulinemia (Good 1954; Korn et al. 1967).

Antigenic differences of cells including the expres-
sion of cell membrane receptors for regulative signals 
are programmed by the genome, i.e. by gene activa-
tion (Boveri 1914).

Thus unresponsiveness of cells or restricted cellular 
polymorphism excluding certain types of responsive 
cells can be of genetic origin. Viral infections and 
mutagens certainly can affect gene function. Essentially 
all mechanisms described before and discussed in the 
pathogenesis of malignant lymphomas can also act 
through production of unresponsive cells and second-
ary regulator cell hyperplasia. There are currently only 
sporadic investigations to this effect so that only sug-
gestive evidence exists for this aspect of a dysregulative 
lymphoma theory. However, recent developments of 
a theoretical model of T cell functions and its distur-
bances may offer future insights into this phenomenon 
(Krueger et al. 2003b; Brandt et al. 2002, 2004).

Modeling of the T cell system and of 
lymphomagenesis

Theories of origins of malignant tumors including 
lymphomas and leukemias have changed according 
to scientific advancements and fashions. Genetic 
mutations were made responsible as early as 1914 
by Boveri, and are still preferred today (Gauwerky 
and Croce 1995). Chemical carcinogens, ionizing 
radiation, and oncogenic viruses further contributed 
to understanding pathways of mutagenesis (Weinstein 
et al. 1995; Howley 1995). Despite of their logic and 
beauty, these concepts, as any, have their limitations. 
As known since long, there is no simple relationship 
of chemicals and radiation between mutagenic and 
carcinogenic effects (Auerbach 1940; Demerec et al. 
1948; Burdette and Haddox 1954). Also, “oncogenic” 
viruses do not tend to be oncogenic in every in vivo
case unless some other factors such as immune defi-
ciency, integration into specific genomic sites, or 
disturbed repair mechanisms coincide with infection 
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(Klein 1989; Purtilo et al. 1985; Krueger and Ferrer 
Argote 1994; Hollander and Fornace 1995). Even the 
best known examples of cytogenetic abnormalities 
in malignant lymphomas and leukemias occur only 
in a certain percentage of cases, usually in <1–30%: 
the 95% c-myc activation through t(8:14)(q24;q32) 
translocation in Burkitt’s lymphoma or B cell acute 
lymphocytic leukemia are rather exceptions (LeBeau 
and Larson 2000). Also, it has not always been clearly 
identified which cytogenetic abnormalities are pri-
mary (and thus of etiologic significance), which are 
secondary (and may rather influence the course of an 
existing neoplasia), and which are just “noise”.

It appears thus, that although much is known about 
the potential etiologies of lymphomas and leukemias, 
their pathogenesis still needs further clarification.

Mimicking human pathology in transplant recipi-
ents, malignant lymphomas were induced in a number 
of experiments by applying the pathogenetic con-
cept of immunosuppression and coincident persistent 
immunostimulation (Krueger 1972a, 1975; Krueger 
et al. 1971b, 1979, 1983; Kraus and Krueger 1981; 
Heine et al. 1983a, b). This pathogenetic principle, 
immune deficiency and coincident immune stimula-
tion, appeared to prevail in all cases independent of 
their etiology. It lead to formulation of a dysregulative 
lymphoma theory (Krueger 1972b, 1975) and to the 
design of a computer model to simulate lymphoma 
pathogenesis (Krueger 1989). The conceptual design 
of this model was to manipulate factors which control 
either one of following functions: cell proliferation, 
cell differentiation, cell release, and cell inhibition 
(Figs. 8 and 9). Applying it to the T cell system, we 
were able to mimick the development of a rather large 
number of malignant lymphomas (Krueger 1989).

Subsequently, follow-up studies in human patients 
with persistent active infection by lymphotropic 
human herpesviruses, Epstein-Barr virus and human 
herpesvirus-6, and with HIV infection identified 
characteristic T- and B-cell changes in prelymphoma-

tous conditions progressing to malignant lymphoma. 
Prelymphomatous changes were classified as “atypi-
cal polyclonal lymphoproliferation (APL), atypical 
lymphoproliferative disorders, or – independent of 
identified viral infection – as autoimmune lympho-
proliferative syndrome (Krueger 1993; Krueger et al. 
1988, 1989, 1992; Frizzera 1992; Lim et al. 1998).

The development of such changes was reminiscent 
to what was observed earlier in experimental mouse 
lymphomagenesis (Krueger 1972a, 1993).

It appears thus justified in further studying the 
concept of dysregulative lymphoma development as 
pathogenetic principle to review data of functional 
changes in human lymphoma entities.

Exemplary cases of lymphoproliferative diseases 
with genetic defects causing immune dysregulation 
were recently summarized (Table 7). All show a 
combination of some functional defect with enhanced 
stimulation and thus support the concept of dys-
regulative lymphomagenesis. With the multitude of 
possible pathways, as shown in the table, conceptual 
theories such as the dysregulative lymphoma theory 
(Krueger 1989) become necessary in order to con-
struct computer-assisted models for further investi-
gation. Otherwise, the abundance of individual data 
available can not be put into a realistic context to 
each other. This has become dramatically apparent 
recently, when genetically engineered corrections of 
SCID (severe combined immune deficiency) cases 
developed unexpected leukemias (Marshall 2003). 
One specific genetic defect in these patients was cor-
rected without apparent consideration of side effects 

Fig. 8 Conceptional block diagram of the T cell model with 
feed-forward and feed-backward regulation

Fig. 9 Initial model equations. Notation: w,x,y,z cell pools 
(see Fig. 8: bone marrow, thymic cortex, thymic medulla, 
periphery); dot notation represents rate of change (e.g. dw/dt); 
µ average regeneratory potential of each compartment; P, D, 
I sum of proliferation, differentiation and inhibition factors at 
work within each compartment; a to δ various feedback and 
feedforward values (see Krueger et al. 2004)
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by interfering with other immunoregulatory cycles in 
the patients.

Since the presentation of a primitive computational 
model for simulation of lymphomagenesis in the 
first edition of this book (Krueger 1989), modeling 
studies of immune responses are actively performed 
over the past years. In particular, some works on T 
helper cell differentiation (into Th1/Th2 subsets) have 
been done (Fishman and Perelson 1999). Modeling 
of thymocyte differentiation was first studied by Mehr 
et al. (1995a, b, 1996). They used a set of four ordinary 
differential equations (ODEs) to describe numerical 
changes in different T cell pools. Some significant 
conclusions were drawn based on their model. Using 
similar approaches, we constructed model TCM-1 
to validate the theory of “dysregulative lymphoma 
pathogenesis” (Brandt et al. 2002, 2004; Krueger 

et al. 2003b) by studying the dynamics of stem cells, 
early and late thymocytes as well as peripheral blood 
lymphocytes with viral infection as the cause of 
immunologic dysregulation. Although this model (see 
Figs. 8, 9) enabled us to realistically simulate cellular 
events following the infection with T lymphotropic 
viruses HHV-6, HIV-1 and HTLV-1 and apoptosis 
blockage related to Canale–Smith syndrome (Krueger 
et al. 2002a, 2003b), it afforded a rather large number 
of factors and parameters with designing of a some-
what detailed search algorithm (Krueger et al. 2004). 
Several attempts to simplify the computational mod-
elling process finally led to Wang’s technique of 
using mouse models and partial differential equations 
(Wang et al. 2003, 2004). This procedure describes 
T cell maturation processes as continual motion like 
moving fluids with the dimensions of time t and 

Table 7 Functional activity of CD ligands, interleukins and genomic alterations in NHL (From Krueger et al. 2001)

Maturation
stage B Immature B Intermediate B Mature T Immature T Intermediate T Mature

Entity B-ALL B-CLL, DLCL, 
MCL

LPL, MM T-ALL LGCL T-CLL MF, PTCL

CD Markers CD19/10
(Bartlett
1972)

CD5/19/20/22/24/25 CD19/20/22/
23/43/79a

CD1/2/5/7/34/99
16/56/25
(NK)

CD2/3/5/7/25
dp8+4+

CD2/3/5/7 8 
or 4

Stimulation
CD (by 
ligands)

Assoc. CD81/21 
B cell 
activation, 
growth 
regulation 
development

IL-2, C-type lectin, 
P-selectin,
IL-2 cell-cell 
cooperation
activation

Assoc.
CD54/21
ICAM,
integrins 
cell–cell
cooperation
C’receptor 
stimul

LFA-3, BLAST-
1 protectin, 
selectins
NCAM, IL-
2 cell–cell 
cooperation

LFA-3, 
BLAST-1 
same as T 
Immat. in 
addition
TCR
stimulation
by Aantigen

LFA-3, BLAST-
1 same as T 
Immature in 
addition TCR 
stimulation
by Aantigen

In addition Ig-Receptor stimulation by antigen activation MHCII/I cell–cell cooperation

Stimulation
by IL

IL-7, IL-6, 
TNFα B cell 
growth and 
differentiation

IL-2, IL-6, IL-10, 
IL-15 B cell 
growth, activ. and 
differentiation

IL-6, IL-15 
B cell 
growth and 
angiogenesis

IL-2, TNFα T 
cell activation

IL-2, IL-7 
T cell 
proliferation
and
activation

IL-2, IL-4, IL-6, 
IL-10 T cell 
proliferation 
and activat., 
TH2 stimul 
TH1 inhibtion

Stimulation by 
cytogenetics

cyclinD1 cell 
prolifer.

cyclinD1, c-myc cell 
prolifer.

cyclinD1, ras 
cell prolifer.

tcl-1,2, rhom/
ttg-1,2 cell 
prolifer.

rhom/ttg-1,2
cell prolifer.

Signal
transduction

Inhibition by 
IL

IL-4, IL-10, IL-
8 Inhibit. of 
inflamm. inhibit. 
of apoptosis

IL-10 NK cell 
downreg.

IL-4 inhib. 
inflamm.

IL-4, IL-10 
inhib. 
inflamm. NK 
cell downreg

Inhibition by 
cytogenetics

p53, IgH 
apoptosis
specif.
response

p53, bcl-2, IgH 
apoptosis specif. 
response

PAX-5, IgH 
specif.
response

TCR specif. 
stimul.

TCR specif. 
stimul.

p53, TCR 
apoptosis
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maturity q. The total cell number spreads along q
and forms a density distribution r (q, t). The detailed 
model is described in the original publication (Wang 
et al. 2003, 2004).

Epilogue

It is difficult to comprehensively discuss all aspects 
of immune dysregulation as related to cancer. There 
are more than 100 factors in control of immune 
regulatory cycles including cytokines, chemokines, 
growth factors, neuropeptides and hormones (Krueger 
et al. 2002b, 2003a). There are more than 200 loci in 
the human genome which can be switched on or off 
and which are coding for immunoregulatory proteins 
(Venter et al. 2001). This does not include loci coding 
for general cell functions such as enzymes, modula-
tors of cell cycle and signal transduction as well as 
many others. Computational models, as we have 
briefly discussed above, are an essential tool for our 
future understanding of all available data, their func-
tional activities and their biological interactions.

Unfortunately, the limitation of knowledge and 
current scientific fashions in combination with pride 
and power of the proponents of such fashions are a 
major obstacle to freely and openly develop such new 
computational models. Biomedical data are often col-
lected in a way that is not useful for computer simula-
tion studies. Computational scientists, consequently, 
rather “play” with abstract data with limited applica-
tion to a living individual. The “famous” biomedical 
scientists, on the other hand, know it all already and 
do not need mathematical approaches.

In our present review, we have attempted to openly 
discuss the older literature together with the newer one, 
and to draw the attention to the potentials of mathemati-
cal modeling. We hope that this may stimulate openness 
and curiosity in the younger generation for resuming 
their research independent of current fashions and in the 
classical Aristotelean sense of the natural sciences.
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Abstract: We describe a coupled ordinary differential 
equation model of human T-cell proliferative disorders 
based upon documented changes in various pools such 
as the bone marrow, thymic compartments and periph-
eral blood. The conceptual design of the model is based 
upon previously collected experimental data, its testing 
and validation by comparing with normal human cell 
pool data at various ages as well as their changes in 
response to HTLV-1, HHV-6 and HIV-1 viral infec-
tions. These viruses were chosen because they all 
target the same CD4 lymphocyte, yet produce different 
response patterns such as hyperplasia, aplasia and neo-
plasia. They were also selected because respective cell 
pool data were available for comparison with detailed 
human studies. The ultimate task of this modeling 
effort is to simulate the development of T-cell lympho-
mas and other immunoproliferative or aproliferative 
(i.e. aplastic) abnormalities reported in the literature.

Keywords: Immune system, T-lymphocytes, Prolife-
rative diseases, Biocomputational modeling

Introduction

Normal and atypical cell proliferation in the T cell 
system and its differentiation entail a series of mem-
branal events and interactions of the cell membrane 

with cytokines and related substances that serve to 
communicate environmental influences into the cell. 
Such environmental signals serve to activate respec-
tive genetic codes that modulate cellular reactions. 
Disturbances in the control of this delicate network 
of cell stimulation and inhibition can easily imbal-
ance the system resulting in pathologic over- or under-
representation of certain control parameters; blocking 
of cell differentiation or of clonal expansion may 
result in clinical immune deficiency or in progres-
sive cell proliferation with ultimate tumor develop-
ment, as demonstrated in early experiments (Krueger 
et al. 1971, 1979, 1983, 1987a, Krueger 1972; Kraus 
and Krueger 1981; Heine et al. 1983a; Daefler and 
Krueger 1989a, b).

This project focuses on the concept of immuno-
logic dysregulation preceding the development of 
atypical lymphoproliferative diseases and malignant 
lymphomas. It is based on extensive experimental 
studies and further confirmed by respective observa-
tions in human patients (Krueger et al. 1971, 1987b, 
1988, 2001c; Krueger 1972, 1993; Purtilo et al. 1985; 
Krueger and Ferrer Argote 1994; Schonnebeck et 
al. 1991; Feaux de Lacroix et al. 1981; Haas et al. 
1982; Heine et al. 1983b; Krueger 1989a; Krueger). 
According to this concept, diseases such as malig-
nant lymphomas, aplasias or autoimmune disorders 
result from a disturbed balance of factors regulating 
cell proliferation, cell differentiation/function, and 
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cell inhibition or physiological cell death (apoptosis). 
Predominance of cell proliferation factors will ulti-
mately cause lymphomas, predominance of apoptosis 
factors will cause aplasia, and unbalanced differentia-
tion factors may contribute to autoimmune disorders.

On the other hand, a change in compartmental 
immune cell counts (or in the cells themselves) may 
perturb the balance between growth, differentiation 
and apoptosis factors; the network may absorb this 
perturbation and regain its original balance, or fail to 
do so, thereby exacerbating the alteration in cells and 
possibly leading to further imbalance. We may be able 
someday to better understand certain immune disor-
ders if we can learn why the network fails to absorb 
the perturbations in some cases.

This “dysregulation hypothesis” functions inde-
pendently of

1. The initial cause of the disturbance,
2. Transformation and atypia of certain cells,
3. Toxic loss of certain regulatory cells.

The designed model should accommodate, respec-
tively, all such potential etiological factors.

We have developed a computer-implemented 
biomathematical model that is based upon the 
above-described concept of dysregulative lym-
phoma development. We found that simulated data 
from this model closely resembles data observed 
in previous human experimental studies of lym-
phomagenesis. In these studies, quantitative and 
functional changes were documented in various T 
cell pools such as the stem cell pool, the thymic 
compartments and peripheral lymphoid tissues or 
blood (Krueger 1989b).

The model we describe here is a significant 
update/revision of our previous model (Brandt et 
al. 2002) and has taken into account the exponen-
tial increase of the volume of data in recent years 
concerning cellular regulation and proliferation of 
the immune system. The results of computer simu-
lations by this new comprehensive model of T cell 
proliferative changes will serve to (1) better target 
the kinds of clinical diagnostic investigations to be 
performed, and (2) decrease the number of inves-
tigations that are currently necessary to perform, 
thereby significantly reducing the amount of time 
required for obtaining additional pathogenetic data 

of lymphomagenesis. The model is not designed to 
supplement or to replace current concepts of T cell 
development as such.

The specific aims of the study are to

1. More fully specify the network regulation of cell 
proliferation, differentiation, and apoptosis and 
to design a biologically realistic computational 
model of it.

2. Understand the mechanisms of uncontrolled cell 
proliferation and thus of tumor development, 
immune deficiency and aplasia.

3. Provide additional bases for diagnostic and thera-
peutic planning of lymphoproliferative and apro-
liferative disorders.

Conceptual basis of the immune system model

The present computational model deals with quantita-
tive changes in defined cell pools of the T cell system 
including bone marrow stem cells, thymic cortical 
and medullary compartments and mature peripheral T 
lymphocytes. (Dunon et al. 1997; Liu and Auerbach 
1991; Eren et al. 1987; Correla-Neves et al. 2001; Sen 
2001; Chen et al. 1996; Zajac et al. 1998, 1999; Mollet 
et al. 2000; Spiegel et al. 2000; Appay et al. 2000; 
Champagne et al. 2001; Janossy et al. 1989; Leclercq 
and Plum 1996; Sanchez et al. 1998; Pawelec et al. 
1998, 1999; Greenberger 1991; Suzuki et al. 2000; 
Kim et al. 2001; O’Sullivan et al. 2001; Montecino-
Rogriguez et al. 2001). Within these pools, the proc-
esses of cell proliferation, differentiation, movement 
and death are under critical control of the respective 
local microenvironment including such components 
as reticular epithelial cells, macrophages and fibrob-
lasts (Stutman 1978; Atkins et al. 1987; Lobach and 
Haynes 1987; Dappen et al. 1982; Surh and Sprent 
1999; Crouse et al. 1980; Rothenberg and Lugo 1985; 
Allison 1987; Miescher et al. 1988; Kronenberg et al. 
1986; Dardenne et al. 1977; Goldstein 1977; Crouse 
et al. 1985; Thiele et al. 1995; Wognum et al. 1996; 
de la Hera et al. 1989; Sarun et al. 1998; Bodey et al. 
1999, 2000).

Such microenvironmental cells which influence 
the proliferation and maturation of T lymphocytes 
by various secretory products are unequally distributed
in the organ stroma separating it into several poorly 
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defined compartments (Bodey et al. 1999; Wognum
 et al. 1996; Marrack et al. 1988; Peled et al. 1999). 
Therefore, we designed the basic computational 
model as presented in such a manner as to be capa-
ble of accommodating influences by such defined 
factors.

In each cell pool, T lymphocytes of different 
phenotypes can be identified, although the transi-
tion from one phase to the other is rather fluent. 
In addition, T-cell antigen receptor rearrangements 
characterize various stages of cell maturation (Eren 
et al. 1987; Sen 2001; Petri et al. 1995; Davis and 
Chien 1999; Korsmeyer 1987) and enable antigens 
to participate in selective instruction of respective 
cells. Current concepts of T cell maturation as pro-
posed in major textbooks of immunology (e.g. Paul 
1999) were included in our model design (Krueger 
et al. 2003; see specifically Figs. 1–3 there for 
details).

Cytokines and chemokines in T cell development

The orderly progress of cells through the various 
stages of T cell maturation is controlled by a number 
of microenvironmental factors provided by the local 
stroma and its cellular components. Such factors 
include substances controlling lymphocyte traffic and 
homing, cell proliferation and differentiation, as well 
as cell function and death (i.e. apoptosis).

Their recognition is brought about through cellular 
receptors whose availability also varies (Krueger et al. 
1987a; Daefler and Krueger 1989a, b; Atkins 
et al. 1987; Lobach and Haynes 1987; Wognum et al. 
1996; Inghirami and Knowles 1992; Bondurant and 
Koury 1999; Paraskevas and Foerster 1999; Sasada 
and Reinherz 2001; Kong et al. 1998, 1999).

Soluble substances are secretory products of cells 
in the microenvironment including lymphoid cells 
themselves. They include thymic epithelial factors 
such as thymopoietins, T-cell growth factors such as 
interleukins, interferons and other cytokines from mac-
rophages and fibroblasts (Krueger et al. 1988; Dappen 
et al. 1982; Surh and Sprent 1999; Crouse et al. 1980; 
Rothenberg and Lugo 1985; Allison 1987; Miescher 
et al. 1988; Kronenberg et al. 1986; Dardenne et al. 
1977; Goldstein 1977; Crouse et al. 1985; Thiele 
et al. 1995; Harris et al. 1994; Singh et al. 1998; 

Weber et al. 1999; Theodor et al. 1997; Zevin-Sonkin 
et al. 1992; Szewczuk et al. 1997; Romagnani et al. 
2000; Kondo et al. 2000; Arzt et al. 2000; Azuara 
et al. 2001; Robetamanith et al. 2001; Nakauchi et al. 
2001; Fiorini et al. 2000; Dieu-Nosjean et al. 2001; 
Varas et al. 1998; Guerin et al. 1997; Appasamy 1999; 
Plum 1999; Le et al. 2001).

Chemotaxis of cells during their wandering 
through the virtual compartments, their homing and 
release from specific sites is controlled by a number 
of additional factors such as chemokines, integrins, 
and selectins a.o. (Thiele et al. 1995). Finally, 
additional pre-thymic and post-thymic regulatory 
influences result from intrathymic major histocom-
patibility complex (MHC) and antigen-restricted 
clonal development, activity of signal transduc-
tion mechanisms and NF-kB binding, lymphocyte 
hormone receptors and activity of neuroendocrine 
circuits, down-regulation by chalones, idiotypic 
network control and other lymphokine and “notch” 
mechanisms. A detailed review of all these vari-
ous influences can be found in a separate paper 
(Krueger et al. 2002c).

In order to obtain an initial and workable compu-
tational model, this large number of diverse factorial 
influences on T cell maturation was narrowed down 
to a few primary ones, which were identified as pro-
liferation factors (P), differentiation factors (D), and 
inhibition factors (I). Once validated, however, the 
model was designed in a way to permit the addition 
of specific factors if so suggested by the immunologic 
disorder under study.

Base model design

Different cell pools of the T cell lineage are identi-
fied by representative cell types in these pools, which 
are also reflected by respective changes in peripheral 
blood lymphocyte populations responding to distur-
bances and changes in said pool sizes (Krueger 1989b; 
Krueger 1985; Ogawa et al. 2000).

Such changes in the peripheral blood are a 
result of respective feedback and feed-forward 
mechanisms known since Rudolf Virchow’s 
“Zellularpathologie” (1868) and are the basis for 
such common clinical diagnoses as “shift to the 
left” when less mature cell populations occur in the 
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blood in certain infections or leukemias. Over 100 
years later, Metcalf (1971) discussed such mecha-
nisms in myeloproliferative diseases. Our model is 
a predator–prey type implemented as a coupled set 
of continuous ordinary differential equations with 
both linear and simple nonlinear interaction terms. 
It was implemented in Matlab software for PC. The 
four compartments are:

1. C1: the bone marrow (stem cells).
2. C2: the pre-thymic circulating stem cell pool set-

tling in the thymic subcortical space.
3. C3: the thymic medullary pool.
4. C4: the periphery (blood with or without lym-

phoid organs).

In order to conceptually consider “shift to the left” 
conditions of clinical medicine, each compartment 
communicates information regarding its current state 
to its forward neighbor in the T cell developmental 
chain from C1 to C4, and in turn compartments 
C2 to C4 then communicate their state information 
back to all the other compartments (C1 to C3). In 
addition, all the compartments are “aware” of their 
own state at any given time (they have memory) and 
regulate themselves to a certain degree using nega-
tive self-feedback. A simplified schematic diagram 
of the system base model is shown in Fig. 1. As can 
be seen from the figure, the model functions in a 
ring-type network configuration with feed-forward 
and feedback connections as shown and described 

above. The base model ordinary differential equa-
tions (ODE’s) are
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The dot notation represents time rate of change, e.g. 
w
.
 = dw/dt and the following variable descriptions apply:

1. w represents the number of stem cells within C1 
at time t.

2. x represents the number of stem cells within C2 at 
time t.

3. y represents the number of cells within C3 at time t.
4. z represents the number of fully developed T-cells 

within C4 at time t. It is the summation of the 
number of CD4 and CD8 cells. In simulations 
of chronic human herpes virus type 6 (HHV-6), 
human immunodeficiency virus type 1 (HIV-1) 
and human T-cell leukemia virus type 1 (HTLV-1) 

Bone Marrow
(CD34)

w

Early Thymic
(CD38)

x

Thymic Med.
(CD4+8)

y

Peripheral
(Mature T’s)

z

Fig. 1 Simplified block diagram of stepwise T cell differentiation with identified compartments and feedback controls. Identification
of virtual compartments was done according to easily definable cell populations that can be determined in the peripheral blood.
Feedback mechanisms enable changes in the individual cell compartments that are in balance with the peripheral blood
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infections we model CD4 and CD8 counts sepa-
rately (see results below).

5. m[w-z] represents the average regeneratory potential
of each compartment [w-z].

6. P[w-z] are a group of proliferating factors at work 
within each compartment [w-z]. Each factor is 
represented as a real number.

7. D[w-z] are a set of differentiation factors at work 
within each compartment [w-z].

8. I[w-z] are a set of inhibition factors (apoptosis plus 
others) within each compartment [w-z].

Note that in this model currently only the state 
variables w, x, y, and z are functions of time t in which 
{w, x, y, z ≥ 0 for t ≥ 0} (use of the time variable t is 
implied in our notation). The remaining parameters 
are currently implemented as constants.

The feedback terms in the model are implemented 
as a multiplication of the state variable of the compart-
ment itself, the inflow from a forward compartment, 
and a compartmental “cross-renewal” rate currently 
implemented as a scalar gain, e.g. gzy where g is the 
cross-renewal rate between compartments C3 and C4. 
The rate of change of cell numbers with time in each 
compartment is proportional to a summation of factors 
that decrease the rate of change, and/or factors that 
increase it. Several of these factors are in control of 
cell proliferation (P), differentiation (D), and inhibi-
tion (I) or apoptosis. For example for C1, the numbers 
of these factors are represented by H, J, and K, respec-
tively. In simulations described here we used a single 
“pre-summated” factor for each P, D, and I in each of 
the four compartments in order to simplify the simula-
tions and reduce the number of model parameters.

The model operates with textbook data for normal 
pool sizes (Krueger 1985, 1989b; Ogawa et al. 2000; 
Sing et al. 1988; Koury and Bondurant 1993; Pestano 
et al. 1999; Artavanis-Tsakonas et al. 1999; Kerre et al. 
2001; MacDonald and Radtke 2001; Jaleco et al. 2001; 
Hochberg et al. 2001; Robey 1999) and is modulated 
according to data from human patients as published 
previously (Krueger et al. 2001a, b, 2002a, b). For 
further explanation of the biological (immunological) 
underpinnings of the model with extensive background 
information, please see Chapter 12 (Krueger and Buja) 
in this volume.

A caveat here: one should avoid taking the model 
as specified in Eq. 1 too literally with respect to its 

parameters and its relationship with the biology of 
the human immune system. Simpler models are pos-
sible and may be worth further study (we have done 
some of this in fact but do not describe these here), 
yet what we are trying to do at this point is to capture 
some general features of the T cell development sys-
tem under the hypothesis of regulation/dysregulation. 
Thus the model as specified is attempting to make use 
of two important system biology principles in network 
regulatory dynamics: Excitatory and inhibitory feed-
back and feedforward. It is noted that many biological 
systems utilize these two important tools for homeo-
static self-regulation, especially in the neuroscience 
arena as well as in neuroimmunology.

On the other hand, one can imagine more com-
plex models of the T cell system in which the 
individual cytokines are incorporated in the model 
individually, and/or the P, D, I factors are either a 
function of time or of the state variables themselves 
(w, x, y, z). Suffice to say that the type of modeling 
effort we describe here is still in its infancy. If we 
realize that not all the data and/or the factors that 
influence T cell development are currently avail-
able to us or known, then it becomes important for 
these and similar models to have predictive value 
in order to provide experimental investigators with 
clues about what factors to look for and where to 
look for them in the future. The model we describe 
here has already proven successful in this manner 
by demonstrating its qualitative similarity to data 
concerning the Canale–Smith syndrome (Krueger et 
al. 2002d). We continue refining the model as new 
data becomes available.

Simulations of the model were carried out using 
Matlab software we developed. The ODE’s were 
solved using fourth-order Runge–Kutta integration. 
Each computer run was simulated continuously over 
a given time period depending upon the condition 
to be simulated (acute, chronic or late occurrence). 
Initial values at time t0 = 0 (at birth) for cell pool 
numbers for all simulations discussed in the present 
manuscript were chosen as w(t0) = 100, x(t0) = 
10,000, y(t0) = 1 × 107, and z(t0) = 1 × 106 based on 
standard textbook data.

The various parameters such as a, b, c, etc. are 
currently implemented as time static constants, but 
could be functions of time as well. Using both trial 
and error and a serial parameter search/optimization 
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procedure developed by us (see Appendix A) we 
found several sets of parameter values yielding suit-
ably stable operating regions for Eqs. 1. Following 
this, we next attempted to determine a plausible 
working set of parameter values to simulate the 
immune system across a normal healthy human’s 
lifespan (see next section). We later improved our 
search strategy – details of the current algorithm are 
provided in Appendix A.

In searching for parameters which will produce 
physiologically plausible model simulations, we took 
into account human clinical data we have collected and 
analyzed over the past ∼25 years, available textbook 
data, and results from other studies in the literature. 
In the simulation studies described here time always 
begins at birth. Due to the present lack of various kinds 
of human immune system data, the computer modeling 
approach enables us to use a priori reasoning to explore 
a large space of “what if” scenarios.

Normative data across the human life span

After determining stable parameter regimes for the 
base model, we set out to find parameters which 
would result in an acceptable fit to the activity 
of the immune system across the lifespan of a 
“typical” normal-functioning human. Following 
use of both manual and semi-automated search 
procedures (see Appendix A) we arrived at the 
parameter values listed in Table 1, which accom-
plished our goal.

Table 1 Base model parameters for simulating a normal immune 
system across the lifespan

w(t0) = 100.0 x(t0) = 1.0 × 104 y(t0) = 1.0 × 107
z(t0) = 1.0
        × 106

mw = 50.0 mx = 25.0 my = 2.5 × 106 mz = 1.0 
× 104

Pw  − Dw − Iw
= −0.531

a = 5.0 × 10−7 b = 2.0 × 10−7 c  = 5.0 
× 10−7

Px  − Dx − Ix
= −0.04

d = 5.5 × 10−8 e = 3.6 × 10−7 f  = 5.0 
× 10−7

Py  − Dy − Iy
= −0.7

g = 1.0 × 10−7 u = 0.05 d = 0.001

Pz  − Dz − Iz
= −0.023

Substituting these parameters into Eqs. 1, one obtains 
the following set of ordinary differential equations:
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We have also explored the robustness of these 
parameter values, which are reported in Appendix B. 
From Eqs. 2 we note the following salient system inter-
actions for the base-level, normative model design, (1) 
there is negative self-feedback for each compartment, 
(2) there is positive feed-forward from compartment C1 
to C4 (from w → x → y → z), (3) compartment C4 (z)
is in a positive feedback relationship with its previous 
compartments C3, C2 and C1 (y, x, w), and (4) com-
partment C3 (y) is in a negative feedback relationship 
with its previous compartments C2 and C1 (x, w).

Please note that these three characteristics of Eq. 2 
shift the biological significance of the model specifi-
cation in Eqs. 1 a bit. In practice there are three critical 
features of the model: self-feedback for each of the 
compartments, feed-forward to the next compartment 
in the chain, and cross-feedback from all forward 
compartments in the chain (e.g. a term such as gzy for 
feedback from compartment C4 back to C3). This may 
not exactly match what is currently understood of how 
the T cell development system functions biologically, 
yet it may do so in a qualitative functional sense.

Figure 2 shows a simulation run of normative 
developmental data using Eqs. 2. The main feature 
we observe is the slowly exponentially decreasing 
peripheral blood T cell count (z) across the lifespan 
which compares well with actual lymphocyte num-
bers in humans (Goldstein 1977) decreasing from 
6,320 ± 3,000 per ml blood at age 1 month to 
1,890 ± 830 per ml blood at age 80 years (T cells 
78% ± 10% per ml blood and 61% ± 13% per ml 
blood respectively). The stem cell pool (w) remains 
fairly stable during this entire period, while early 
and late thymic cells (x, y) indicate physiologic 
involution of the organ. This is most prominent in 
the rapidly proliferating pool of early thymic cells.
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Modeling and simulating a general viral challenge

We model and simulate an arbitrary viral (v) challenge 
to the base system by applying a stimulus at a time tvs

using a narrow impulse function. Virtual viral units in 
the model represent viral DNA or RNA load as deter-
mined in the peripheral blood of respective patients. 
First, we apply this stimulus to the mature T cell com-
partment (peripheral blood) only and study the behavior 
of the z-v subsystem using the following relations.
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Here, k1v represents the antigenic stimulation of the 
virus to the T cells. k1 is always simulated with a posi-
tive sign as its factor mimics the virus’ envelope glyco-
proteins stimulating T cell proliferation upon contact 
with the cell membrane. k1vz represents T cell death 
due to viral replication and secondary to the cytotoxin 
of the T cells themselves. This factor acts on T cells 
following viral endocytosis. l1v represents a virus pro-
liferation factor, while l1vz represents T cells destroy-
ing virus particles. Although we vigorously searched 
the parameter space of Eqs. 3, we were unable to find 
a reasonable fit of the model to real human data. The 
reason may relate to timing: that some processes occur 
earlier or later than others. We therefore decided to use 
“squashing” (weighting) functions with delays in Eqs. 3. 
We use the standard sigmoid function for this since 
its smooth shape can be easily controlled by changing 
its dual parameters. The modified model becomes
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are functions of time t. Figure 3 shows plots of {Y1,2,
r1,2} for {l, l′} > 0 (Fig. 3a) and for {l, l′} < 0 
(Fig. 3b).

Fig. 2 Computer simulation of normative data over a human 
lifespan (birth to 80 years). Relative cell counts vs. time for 
CD34 (w), CD38 (x), CD4 + 8 (y), and relative cell counts vs. 
time for peripheral T cells (z). Absolute cell counts were nor-
malized so as to fit the four curves onto a single plot

Fig. 3 Generalized plot of Eqs. 5 vs. time for (a) {λ, λ′} > 0, and (b) {λ, λ′} < 0
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For example, for l’ > 0, Y1 weights larger before 
time t1 than after time t1, meaning that the antigenic 
stimulation is greater prior to time t1 than afterward. 
Note that t values can be negative (as well as posi-
tive) without leading to noncausality since simulated 
running time is always non-negative and tvs > 0. We 
tested the stability of this system with success and 
were able to simulate a general viral challenge to the 
T cell system. For example, Fig. 4 shows simulated 
results for z and v as a function of number of weeks 
following viral stimulation using the following param-
eters in Eqs. 4–5:
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Next we connected the remainder of the base sys-
tem by making d nonzero. The connected system is
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In this way the virus directly affects the system at 
compartment C4 (z) and indirectly affects compartments
C1 to C3 through feedback from C4.

Data validation procedures and studies

Computer simulation runs were performed for valida-
tion purposes by initiating a simulated viral infection
(DNA or RNA load = antigenic stimulus) of cells in 
pool C4. The viral stimulus effect on C4 propagates 
back through the remaining system compartments via 
feedback and feed-forward dynamics. The quantity of 
infected cells (e.g. 100,000–200,000/106 PBL) repre-
sents intensity of stimulus for pool initial expansion 
(e.g. mitotic activity: 10–20%) and differentiation 
(i.e. production of cytotoxic T cells ultimately lysing 
infected cells). Viral infection also induces apoptosis 
of infected cells.

Antigenic stimulation in combination with cellular 
apoptosis induces cell regeneration in pools C1, C2 
and C3 via cytokine and growth factor production 
(i.e. proliferation factors from pools C3 and C4) with 
pool expansions of 10–20%. Cell differentiation fac-
tors from pools C3 and C4, targeting pools C2, C3 
and C4 cause specific differentiation of cytotoxic T 
cells (Ttox) finally lysing infected cells. Ttox amounts 
to about 10–50% of the total expanded C4 pool. The 
simulation will come to an equilibrium when all 
HHV-6 infected cells are lysed.

In a young person, this may reinstitute the original 
state of cell numbers in the pools (i.e. 100% repair). In 
an adult, an age-dependent reduction of repair, i.e. in the 
production of thymus-primed T cells, must be introduced 
(e.g. beyond the age of 40 at 10%). Checkpoints in the 
patient for controlling the system’s data are cells in pools 
C2, C3 (i.e. double positive CD4/CD8 + T cells in blood) 
and C4. Key cytokines and growth factors can also be 
measured in the blood similarly as for virus-infected, 
proliferating and apoptotic cells.

Representative data for validation studies were taken 
from human case studies. Infection with three different 
viruses were chosen, all of them targeting the same 
CD4 T helper cell population with different outcomes. 
Acute HHV-6 infection causes a reactive hyperplasia 
of T cell populations producing a clinical picture similar 
to infectious mononucleosis. All cell values return 
to normal after a given (short) time. Persistent active 

Fig. 4 Example plot of z and v vs. t (Eqs. 4–5). Data normal-
ized to fit the plot
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infection with HHV-6 is accompanied by chronic 
fatigue syndrome-like changes with undulating cell 
values for a longer period of time, yet with the potential 
of return to normal and clinical recovery.

Infection with the human immunodeficiency virus 
type 1 (HIV-1) causes depletion of infected CD4 T 
helper cells with final aplasia and death of the patient. 
Opposite to this effect, human T cell leukemia virus 
type 1 (HTLV-1) also infects CD4 T helper cells, but 
after long latent periods will block death (apoptosis) 
in these cells permitting them unlimited growth. The 
final outcome is a T cell neoplasia. We have collected 
representative data from infections with these three 
viruses in such a way to be used in validating our 
computer simulation model (Clark and Brugge 1995; 
Tedder et al. 1995; Cyster 1999; Carrol and DeSousa 
1983). Respective human clinical data for viral infec-
tions of HTLV-1, acute HHV-6, chronic HHV-6, and 
HIV-1 infection (respectively) are shown below in 
Figs. 5, 7, 9 and 11.

Computer runs were performed to simulate all 
separate conditions, i.e. normative (baseline) results 
across an individual’s lifespan (see above), HTLV-1 
infection (apoptosis blockade with concomitant viral 
stimulation), acute HHV-6 infection (Krueger et al. 
2002d), chronic HHV-6 infection, and HIV-1 infec-
tion. Apoptosis blockade was accomplished by reduc-
ing the inhibition factor (Iz) for the peripheral T cell 
pool by 50% from its simulated normative value only 
(all other factors held constant).

Simulations of the model were produced which 
resemble the time courses of the above described viral 
infections in the patient data (described below). This was 
accomplished by inducing (simulated) cell proliferation 
secondary to viral stimulation (represented by viral DNA 
or RNA copy numbers in the blood) and simulated cell 
apoptosis as determined in the human patient. Dynamic 
changes in cell pool numbers then followed inbuilt 
feedback and feed-forward mechanisms.

HTLV-1 infection

Background

HTLV-1 causes a neoplastic response with devel-
opment of adult T cell leukemia (ATCL) in about 
1–2% of infected individuals (Krueger et al. 2002b). 

It affects CD4 + T helper cells or their immature 
precursors and was the first human leukemogenic 
retrovirus discovered. ATCL was first described by 
Japanese authors (Uchiyama et al. 1977) with iden-
tification of the retrovirus as its causative agent by 
Poiesz et al. (1980).

HTLV-1 infections are endemic in restricted 
areas of southern Japan, the Caribbean islands, and 
certain parts of South America. The prevalence rate 
of HTLV-1 among volunteer blood donors in the 
USA is 0.02%, with increased prevalence in paid 
blood donors, African American health care clinics 
and Amerindians. The virus does not appear to be 
very virulent as only 1–2% of infected individuals 
develop clinical symptoms after long latent periods 
of up to 20 or 30 years (Ehrlich and Poiesz 1988). 
There are essentially two types of diseases which 
are causally related to HTLV-1 infection: ATCL/
cutaneous T cell lymphoma and, preferentially in 
the Caribbeans, tropical spastic paraparesis (TSP)/
HTLV-1 associated myelopathy (Gessain et al. 
1985; Miyai et al. 1987). We focus on modeling of 
ATCL here only.

Human Data in infected individuals, virus replica-
tion remains at low levels for approximately 10 
years following primary infection with average 
virus RNA copy loads in the peripheral blood 
of 1–10 copies per 103 peripheral blood lym-
phocytes (PBL). Thereafter, a logarithmic increase 
is observed in about 10% of infected individuals 
with between approximately 50 and 500 RNA cop-
ies per 103 PBL and a developing clinical picture of 
pre-leukemia and overt T cell leukemia. The latter 
coincides with a sudden drop in PBL apoptosis 
from initial levels of 20–30% to the almost normal 
rate of 5%, which is caused by apoptosis blockade 
in HTLV-1-transformed cells (Korsmeyer 1987; 
Inghirami and Knowles 1992).

Leukemic cell proliferation is characterized in 
the more rapidly progressing forms of ATCL by 
marked increases of immature T cells including up 
to a 160-fold increase in CD38 cells and a 119-fold 
increase in CD4+CD8+ double positive T cells. 
Figure 5 shows median values at each time point 
from measures taken from adult patients (males 
and females). Figure 5a shows normalized (by the 
maximum value) x-fold values (increases here) 
for CD38 (corresponding to x) and CD4+8 counts 
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(corresponding to y). Figure 5b shows normalized 
x-fold values for T cell counts (corresponding to z)
and normalized virus particle counts (genome cop-
ies/1,000 PBL, corresponding to v). See Krueger et 
al., (2002b) for a full description of the data sources 
used to construct Fig. 5.

Modeling and simulation

Using the model in Eqs. 6 with the set of normative 
parameter values in Table 1 we optimized the remain-
ing parameters to arrive at
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Figure 6 shows a typical simulation run with these 
parameter values and with the virus stimulation intro-
duced at tvs = 30 years of age. The slow exponential 
rise of both the viral load and total number of T cells 
observed in Fig. 6 functionally resembles that observed 
for the real data reported in Fig. 5. Note that in this 

case l2 itself is negative. Thus in this case total T-cell (z)
counts have a proliferative effect on viral load.

Acute HHV-6 infection in adulthood

Background

In an infected individual, the virus DNA copies reside 
in the blood (i.e. serum + cells), thus copy numbers 
represent all available virus at any given time, intra-
cellularly (probably three fourths), extracellularly 
(about one fourth) with and without bound antibodies. 
Only the intracellular virus multiplies with a genera-
tion time of about 48 h. HHV-6 binds easily to recep-
tors of CD4 T cells (i.e. helper T cells), which are two 
thirds of all T cells in blood. Of these, virus readily 
infects about 60%. The virus also stimulates prolif-
eration of CD8 T cells (i.e. cytotoxic T cells) with the 
CD4/CD8 ratio going down subsequently from 1.5 to 
1.0 or even 0.75. It is the latter CD8 T cells which kill 
virus infected CD4 cells and thus inhibit indirectly 
virus proliferation (by killing host cells: virus can only 
proliferate intracellularly). One CD8 T cell can kill on 
average 8–10 virus infected CD4 cells before it will 
die itself. Specifically, the sequence of the immuno-
logical events can be described as follows:

Virus attaches to CD4 cell receptor and is internal-
ized within about 6 h. Then this cell becomes antigenic 
and stimulates CD8 T cells to proliferate. Antigenic 
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Fig. 5 Human cellular responses (median values at each time sample) in the T cell system following infection in individuals with 
HTLV-1, (left) normalized (by the data maximum) CD34 (w), CD38 (x) and CD4 + 8 (y) x-fold changes over a 20-year period. (Right) 
normalized (by the data maximum) peripheral T-cell (z) x-fold changes and viral load (v) over the same timespan
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stimulation increases over the next 48 h as additional 
antigens become expressed in infected cells. As more 
CD4 cells become infected, antigenic stimulation and 
CD8 cell proliferation continue to increase. Infected 
CD4 cells die in response to virus replication itself and 
secondary to the effects of CD8 cytotoxic T cells. This 
may occur in measurable amounts as early as 4 days 
after infection, peaking after 10–14 days (depending 
on infectious dose). Thereafter, the numbers of infected 
cells decrease, i.e. intensity of antigenic stimulation 
decreases with subsequent decrease of CD8 cell prolif-
eration and CD4 cell death. CD4 cells will regenerate to 
normal numbers that may take as long as 4–6 months.

Human data

First, we describe human data collected by our group to 
guide determination of the model parameters for simu-
lation studies. Ten adult patients (males and females) 
with active HHV-6 variant A infections and clinical 
infectious mononucleosis-like disease (IM) were stud-
ied over a period of 32 weeks after onset of disease for 
their viral DNA load, changes in peripheral blood T-
lymphocytes and subpopulations and frequency of cell 
death in peripheral blood cells (see Fig. 7).

Since the exact time of primary infection of the patients 
was unknown and thus no time relation of viral effects at 
cellular level were determined, we supplemented such 
data from separate tissue culture studies using HHV-6a 
infection of HSB2 cells. Patients with IM demonstrated an 
increase in HHV-6 DNA copies from 0 to 8.2 log10/5µL
blood within 4 weeks that returned to normal by 16 

weeks. Total T-lymphocytes increased by 20x normal 
levels following infection peaking at 8–10 weeks and then 
returning back to normal levels by 24–28 weeks.

Coincidently, less mature lymphoid cells carrying 
markers for stem cells, thymic cortical and medullary 
cells increase 8- to 10-fold indicating an enhanced 
mobilization of such cells from premature cell compart-
ments. Cell death in peripheral mononuclear cells peaked 
at 30% at 8 weeks following onset of clinical disease 
and normalized by 24 weeks. HHV-6 replication in cell 
culture as determined by antigen expression, electron 
microscopy and harvesting of infectious virions indi-
cated a complete cycle of virus infection and replication 
of at least 6 days. This data also compared well with oth-
ers from the literature (Krueger et al. 2001a).

Modeling and simulation

Using the model in Eqs. 6 with the set of normative 
parameter values in Table 1 we optimized the remain-
ing parameters to arrive at
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Fig. 6 Simulation of HTLV-1 infection initiated at 30 years of age in an otherwise healthy “virtual” adult. (Left) w, x, y, counts vs. time 
(20 years), (right) z and v. Data normalized to fit the plot. Note correspondence with patient data of Fig. 5
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Figure 8 shows a typical simulation run with these 
parameter values and with a viral stimulation introduced 
at tvs = 30 years of age. From the figure it can be seen that 
immediately following viral stimulation the peripheral 
blood T cell count (z) ramps up rapidly and then returns 
to prestimulus baseline levels fairly quickly. Here, there 
is positive feedback of v to z, and negative feedback of 
vz to z at the same time. The Iz level is the same as in 
normative simulation runs (Fig. 2). The computational 
model thus simulates cellular changes that occur in the 

human patient following acute HHV-6 infection and the 
clinical picture of infectious mononucleosis (Krueger et 
al. 2001a). Interesting however, is the finding that imma-
ture CD38+ T cells remain elevated in the computational 
model for a longer period of time. We have not tested 
this in our patients with infectious mononucleosis, yet 
observed this phenomenon sporadically in other viral 
infections. We can observe a qualitative functional cor-
respondence between the patient data (Fig. 7) and the 
simulated data from the model (Fig. 8).
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Fig. 7 Human cellular responses (median values at each time sample) in the T cell system following acute HHV-6 infection in 10 indi-
viduals, (left) normalized (by the data maximum) CD34 (w), CD38 (x) and CD4+8 (y) x-fold changes over a 32-week period. (Right) 
normalized (by the data maximum) T-cell (z) x-fold changes and viral load (v) over the same timespan

Fig. 8 Simulation of acute HHV-6 infection in infectious mononucleosis-like disease. Infection initiated at age t = 30 years in an 
otherwise typical healthy “virtual” adult. (Left) relative cell counts vs. time for CD34 (w), CD38 (x), and CD4 +8 (y). (Right) relative 
counts vs. time for peripheral T cells (z) and for number of viral DNA copies (v). Data normalized to fit the plots. Note rapid return 
of z to near prestimulus baseline levels following termination of acute infection. Also note correspondence in time course of z and v
with patient data shown in Fig. 7 (right panel)
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Chronic HHV-6 infection in adults

Background

Due to increased biosystem complexity, in the case of 
modeling chronic HHV-6 infection it is necessary to 
consider the contributions of CD4 and CD8 T cells and 
model each one specifically. In this case the sequence 
of immunological events is quite different from acute 
infection given the much more prolonged combat 
among virus, CD4 T cells and CD8 T cells. The virus 
tends to curtail the ability of CD4 cells to multiply, 
which increases the former’s numbers while decreas-
ing the number of CD4 cells. The virus simultaneously 
stimulates CD8 cell production leading to increased 
destruction of virus. The prolonged combat continues 
leading to a longterm oscillatory system response.

Human data

Ten adult patients (males and females) with persistent 
active HHV-6 variant A infection and clinical chronic 
fatigue syndrome (CFS) were studied over a period of 
24 months after initial clinical diagnosis (Krueger et al. 
2001b). Results of the human data measures are shown 
in Fig. 9. CFS was diagnosed according to IIIP-revised 
CDC criteria as defined by the CFS Expert Advisory 
Group of the German Federal Ministry of Health in 
1994. Changes in HHV-6 antibody titer, viral DNA load, 
peripheral blood T lymphocytes and subpopulations, as 

well as CD4/CD8 cell ratio and cell death (apoptosis) 
were monitored. Data were collected for comparison 
with respective changes in acute HHV-6 infection, and as 
a basis for future computer simulation studies. The results 
showed variable but slightly elevated numbers of HHV-
6 DNA copies in the blood of patients with CFS, while 
PBL apoptosis rates were clearly increased. CD4/CD8 
cell ratios varied from below 1 up to values as seen in 
autoimmune disorders. Contrary to acute HHV-6 infec-
tion, T lymphocytes do not exhibit the usual response to 
HHV-6 with elevation of mature and immature popula-
tions, suggesting a certain degree of unresponsiveness. 
The data suggest that persistent low dose stimulation by 
HHV-6 may favor imbalanced immune response rather 
than overt immune deficiency, which requires further 
confirmation by additional functional studies.

Modeling and simulation

The model relations used in this case are:
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Fig. 9 Human cellular responses (median values at each time sample) in the T cell system following chronic HHV-6 infection in 10 
individuals, (left) normalized (by the data maximum) CD34 (w), CD38 (x) and CD4+8 (y) x-fold changes over a 24-month period. 
(Right) normalized (by the data maximum) T-cell (z) x-fold changes and viral load (v) over the same timespan
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where z* are the number of CD4 T cells and z@ are 
the number of CD8 T cells. d * = 0.6δ and d @ = 0.4δ 
represent two feed-forward (from bone marrow to the 
peripheral blood) gains for z* and z@, respectively, and
Eqs. 7, 8 are a direct extension of Eqs. 6, 5 respectively. 
The parameters used are then as follows (w, x, and y
subsystem parameters are same as those in Table 1):
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You will notice from the parameter signs and 
magnitudes that the net effect of HHV-6 over time 
is to reduce CD4 counts and increase CD8 counts. 
CD4 cells in turn tend to increase viral counts while 
CD8 cells tend to reduce viral counts. These cor-
respond quite well to the virus’ expected effects on 
the immune system. Figure 10 depicts the results of 
simulating a chronic HHV-6 infection using Eqs. 
(7–8). The results shown are in good agreement 
with the data from patients with chronic fatigue 
syndrome reported in Krueger et al. (2001b) (com-
pare Figs. 9 and 10). We should point out that the 
waveform shapes (but not the time courses) shown 

in Fig. 10 (right panel) are also very similar to the 
results reported in Brandt and Chen (2001) for 
modeling of HIV-1 infection.

Acute progressive HIV-1 infection

Background

While the previous cases of acute and chronic 
HHV-6 infection represent physiological and patho-
logical hyperplastic cellular reactions to viral infec-
tion, HIV-1 infection provides data for an aplastic 
response to a viral infection targeting the same cell 
population as HHV-6. In this case HIV-1 infection 
with continuously replicating virus actively destroys 

the CD4+ T helper cell population and also interferes 
with their thymic regeneration. Since the latter also 
affects CD8 + cytotoxic T cells, host defense against 
the virus ultimately becomes deficient (among other 
mechanisms). HIV-1 infection, therefore, represents 
an ideal model for testing another pathological 
response of virus infection and for further validation 
of our model.

Human data

Nineteen adult patients (males and females) with 
 persistent active HIV-1 infection and a rapidly 
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Fig. 10 Simulation of chronic HHV-6 infection in a typical, otherwise healthy “virtual” adult. Infection initiated at age t = 30 years. 
(Left) relative cell counts vs. time for CD34 (w), CD38 (x), and CD4+8 (y). (Right) relative counts vs. time for peripheral T cell counts 
(z = z* + z@) and for number of viral DNA copies (v). Data normalized to fit the plots. Note correspondence in undulating time course 
of z and v with patient data shown in Fig. 9 (right)

 progressive course without specific antiviral treat-
ment were introduced in this study. HIV-1 infection 
was proven by two independent antibody ELISA 
tests and further confirmed by infection of tissue 
culture cells and demonstration of HIV antigen 
expression using Western blots (Krueger et al. 
2002a).

Results of the human data measures are shown 
in Fig. 11. Similarly to HHV-6 infections, changes 
in RNA viral load, peripheral T cell populations 
and subpopulations, as well as CD4/CD8 cell ratio 
and cell death (apoptosis) were collected for subse-
quent computer simulation studies. The results show 
a progressive increase in PBL (peripheral blood 

 leukocyte) apoptosis paralleling the increase of viral 
RNA copies in patients’ plasma and the decrease in 
CD4 T helper cells. Toward the end of the observa-
tion period (i.e. during years 3–5 post infection) 
numbers of immature CD38+ lymphoblasts increase 
signaling an intrathymic blockage of T cell differ-
entiation. This rapidly progressive course of human 
AIDS represents the natural course of untreated 
HIV-1 infection as initially observed when HIV was 
detected. We selected these 19 patients for our study 
(out of a total of 200) in order to provide data for 
simulation studies that are representative of HIV-1 
infection itself and not altered by additional influ-
ences through treatment regimens.
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Fig. 11 Human cellular responses (median values at each time sample) in the T cell system following HIV-1 infection in 19 patients, 
(left) normalized (by the data maximum) CD34 (w), CD38 (x) and CD4+8 (y) x-fold changes over a 5-year period. (Right) normalized 
(by the data maximum) peripheral CD4 (z*) and CD8 (z@) x-fold changes and viral load (v) over the same timespan
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Modeling and simulation

The model equations used for simulation of HIV-
1 infection are the same as those used for chronic 
HHV-6 (Eqs. 7–8). Here CD4 T cells (z*) and CD8 T 
cells (z@) are modeled separately as well. Note that 
although the virus directly impacts both CD4 and 
CD8 cell compartments it also indirectly impacts 
the bone marrow and thymus compartments through 
the feedback mechanism. The initial ratio of z* to 
z@ prior to infection was fixed at 1.8 (Krueger et al. 
2002a). In accordance with this, z(t0) was partitioned 
satisfying z*(t0)/z

@(t0) = 1.8, and δ was partitioned 
satisfying d */d @ = 1.8. We then applied the search 

algorithm to help determine the parameters to fit the 
data (see Appendix A).

Results

Figure 12 shows simulation results of Eqs. 7–8 using 
the set of parameter values just below (w, x, and y sub-
system parameters are same as those in Table 1),

As in the case of chronic HHV-6 we note that 
based on the above parameter signs and magnitudes, 
the net effect of HIV-1 over time is to reduce CD4 
cell counts and increase CD8 counts. CD4’s in turn 
tend to increase viral counts while CD8 cells tend to 
reduce viral counts as we would expect. The general 

Fig. 12 Simulation of HIV-1 infection in a “virtual” adult patient. Infection initiated at age t = 30 years. (Left) relative cell counts vs. 
time for CD34 (w), CD38 (x), and CD4+8 (y). (Right) relative counts vs. time for peripheral CD4 (z*) and CD8 (z@) counts and for 
viral DNA copies (v). Data normalized to fit the plots. Note correspondence/resemblance with Fig. 11 patient data
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tendency of these simulation results is similar to our 
human data (see Fig. 11), with an additional oscilla-
tory response following the initial infection. There is 
eventual decline of z (not shown in Fig. 12) as would 
be expected in a patient with progressive infection 
leading to AIDS and decimation of the overall T-cell 
count (compare results in Figs. 11 and 12).

Discussion

We have developed a biodynamical model of human T 
cell proliferative activities for use in simulating patho-
logic conditions of cell proliferation as related to aplas-
tic diseases or lymphoma development. Previous studies 
of the immune system using other computer modeling 
approaches (Bar-Or and Segel 1998; Segel and Bar-Or 
1999; Kam et al. 2001; Forrest and Hofmeyr 2000; 
Warrender et al. 2001; Smith et al. 1998) focused on 
specific aspects of the peripheral cell pool only and its 
antigen/antibody/T cell regulation. They are therefore 
not useful for simulating quantitative and pathologi-
cal cell pool changes which may ultimately lead to 
atypical (neoplastic) cell proliferation. This however, 
is the immediate task of our modeling endeavors in 
order to further elucidate the pathogenesis of malignant 
lymphomas.

Our basic idea, based on previous experimental 
data (Purtilo et al. 1985; Krueger and Ferrer Argote 
1994; Schonnebeck et al. 1991; Feaux de Lacroix 
et al. 1981; Haas et al. 1982; Heine et al. 1983a; 
Krueger et al. 1987a, 1988, 2001; Krueger 1989a, 
1993), was to identify certain pathological pathways 
from cell components in the peripheral blood of 
patients. PBL data derive from the activities of the 
immature cell pools (i.e. w, x, and y in our model) 
according to feedback and feedforward mechanisms 
described above. Considering the large number of 
known factors involved in the functional regulation 
of cell proliferation, differentiation, and cell death 
(Krueger et al. 2002c), our model was designed in an 
extensible, adaptive manner.

Previously, we successfully applied it to a rare 
human lymphoproliferative disease, the Canale–
Smith syndrome (Krueger et al. 2002d). The rate 
of change with time in cell compartment numbers 
in the model is proportional to the summation of 
factors that decrease this rate, and/or factors which 

increase it. Network regulation is brought about by 
feedback from other compartments and by regulation 
via negative self-feedback within each compartment. 
The latter represents a memory mechanism for cell 
numbers in each compartment at a given time. The 
model was shown to account for normative data 
across the lifespan.

Testing/validation of the model was carried out by 
simulating several different virus infections which 
target the same cell populations, then comparing 
these simulations with real patient data (Krueger et 
al. 2001a, b, 2002a). These patient data were part of 
controlled clinical trials initially not intended to be 
part of a computer simulation study, thus data collec-
tion was unbiased. They were the only ones available 
however where cell pool data were longitudinally 
monitored throughout the course of the disease. Such 
data unfortunately are widely missing in the literature. 
Only the HTLV-1 data were gleaned from a search 
of the literature reviewing some 1,000 publications 
(Krueger et al. 2002b).

The basic model (Eqs. 1) without viral infection 
was extended to include simulated infections and 
by incorporating a time delay mechanism using 
standard sigmoid functions. The modified system 
(Eqs. 6) thus enabled us to simulate some effects 
of external perturbations (viral infections) on the 
T cell development system and compartmental cell 
counts.

Stability testing of the system was carried out 
by keeping all parameters the same as in acute viral 
infection, except that both z and v were corrupted with 
noise. The system was able to withstand large noise 
perturbation, thus its robustness is good (see Appendix 
B). The model is also consistent with the expected 
effects of the various viruses on the human immune 
system with regard to the signs and magnitudes of its 
various parameters. The current model should form a 
framework for evaluating the effects of therapy (e.g. 
antiviral, gene therapies) or of other disorders of the 
immune system. It therefore appears to provide a use-
ful basis for understanding regulatory disturbances of 
the T cell immune system and should assist in eluci-
dating the pathogenesis of various diseases including 
malignant lymphomas. With continued development 
(e.g. by incorporating cytokine/chemokine factors) it 
very well may serve future clinical applications for 
diagnosis and treatment design.
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Appendix A: parameter search algorithm

We describe our parameter search algorithm as applied 
(for simplicity) to Eqs. 3, the z-v subsystem (virus and 
C4 compartments only). There are 12 parameters then 
that need to be searched/optimized. We minimize the 
following objective function:

J P z P ih z P ihi i
i

N

( ) [ ( , ) ] [ ( , ) ] ,( )= − + −∑ � �2 2u u

where

P = (p1,p2,..., p12) = (k1,k2, l1,l2,l1,l2,l'1,l'2,t1,t2, t'1, t'2)

is the set of parameters to be determined, N is the total 
number of the samples, h is the numerical integration 
time interval between these samples, z(P,t) and v(P,t)
are the concentrations of T-cells and virus as func-
tions of time, which are generated by Eqs. 3 under the 
parameter set p. zi and vi (for i = 0, 1,…, N) are actual 
measured human data.

The aim is to minimize the objective J(P) by chang-
ing the 12 parameters respectively. That is, we first 
increase p1 by a value ∆p1. If this action makes the 
objective function smaller, we continue doing this until 
the objective function changes sign. We then divide ∆p1

in half and repeat the above-mentioned procedure. By 
doing this we reach a point that changing p1 no longer 
affects the objective very much. We then in turn alter 
p2, p3,…, p12. In this way, the objective function is 
minimized, at least to its local minima.

The detailed procedure is summarized as follows:

Step 1. Set j = 0.
Step 2.  Arbitrarily choose initial values for the param-

eters, P = (p1,…, p12), with which Eqs. 3 are 
solved by the fourth order Runge–Kutta algo-
rithm. J(P) is obtained by Eq. 9 above.

Step 3. j + 1 → j, if j reaches 13, stop.
Step 4.  Increase pj by a value m, i.e. Pm = (p1,…,pj + m,

…,p12). Obtain J(Pm) following the same pro-
cedure as Step 2.

Step 5.  If |J(P) − J(Pm)| < ε (a given small value), then 
Pm → P, and then go to Step 3. Otherwise go 
to Step 6.

Step 6.  If |J(P) − J(Pm)| > 0, then Pm → P and then go 
to Step 4. Otherwise make −m/2 → m (change 
sign and halve the step size), then Pm → P and 
then go to Step 4.

Steps 1–6 guarantee the algorithm to converge to a 
local minimal. If the result is still unsatisfactory, we 
re-run the optimization algorithm using another set 
of values as initial parameters. By doing so we may 
jump out of the previous local minimal and obtain a 
better result. Since the dimension of the z-v subsystem 
is 12, the optimization algorithm is time consuming. 
Furthermore, it is not easy to select the correct initial 
values. Usually it converges to the original local 
minimum after dozens of mutations.

Appendix B: studies of parameter robustness 
and sensitivity

Base normative model

We studied parameter robustness/sensitivity of the base 
normative model (Eq. 2). The open parameter range 
limits were determined in such a way that the basic 
“normative” pattern of the data shown in Fig. 2 was, for 
the most part, retained. Final decisions of “acceptabil-
ity” were made by the clinical domain expert (GRFK). 
The parameter ranges were found in this way using a 
serial jack-knifing procedure of varying one parameter 
at a time while holding the other parameter values fixed 
according to Table 1 (we recognize this is a limited 
approach). We did this to provide some idea of the 
acceptable normal variation of the parameters and their 
robustness/sensitivity to noise.

Table 2 lists the parameters and their ranges, 
relative robustness, and polarity. Relative robust-
ness was arbitrarily determined by dividing the 
range by the mid-value (similar to the measure of 
coefficient of variation): if the ratio is less than 0.5 
we label it “low”, if the ratio is between 0.5 and 1 
we call it “med”, and if greater than 1 we classify 
it as “high.” Of the 17 parameters listed in Table 
2, 11 are classified as medium to highly robust. 
The parameter polarity is determined by its domi-
nant sign as being strongly positive or negative, 
positive or negative, or both positive and negative. 
Note that the average regeneratory potential (m) of 
each compartment tends to be a (high) positive count. 
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All of the P − D − I terms are strongly negative. 
This is the compartmental self-feedback term. 
None of the remaining parameters are purely 
negative although three of them (a, c, and f) can 
be either positive or negative. Parameters b and d,
which are strongly positive, are actually negative 
feedback terms (refer back to Eq. 1).

Parameter variation and noisy measurements

We next performed studies to determine the amount of 
parameter variation that would allow for an approxi-
mately 10% variation in the relative amplitude and 
timing of peak maxima in the state variables. The 10% 
figure is a tolerance estimate of the amount of accept-
able variation in a normal adult’s immune system in 
which the system dynamics do not essentially change. 
The final decisions were made by visual inspection of 
the simulation runs by the co-author team. We explored 
this with virus compartment added in the model using 
Eqs. 4–5 with the parameter set shown in Table 2 
(above):

Simulating and plotting this, we get results very 
similar to those shown in Fig. 4. Next, keeping all 
other parameters fixed we varied one parameter at 

a time to achieve the 10% variation in the following 
features of the state variables v and z:

zmax/z(t0) ∈ [18.0, 22.0], tzmax ∈ [9.0, 11.0] weeks,
vmax/v(tvs) ∈ [6.0, 8.0], tvmax ∈ [4.5, 5.5] weeks, 

where zmax/(vmax) is the peak value of z(v) and tzmax

(tvmax) is the time of occurrence of the peak value fol-
lowing the introduction of the viral stimulus to the 
system. The parameter ranges determined to ensure 
these conditions were found to be
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It can be observed from this that there is considerable 
robustness in the parameter ranges of the system so as 
to keep the designated state characteristics within the 
10% tolerances.

We also tested the stability of the overall system 
(Eqs. 6) by corrupting state variables z and v with additive 

Table 2 Normative Base model open parameter ranges

   Relative  
Parameter Low High robustness Polarity

mw 40.0 80.0 Med Strongly +
mx −10.0 5.0 × 104 High +
my 2.3 × 106 2.7 × 106 Low Strongly +
mz 0.7 × 104 1.1 × 104 Low Strongly +
Pw − Dw − Iw −1.0 −0.3 High Strongly −
Px − Dx − Ix −0.07 −0.03 Med Strongly −
Py − Dy − Iy −0.75 −0.65 Low Strongly −
Pz − Dz − Iz −0.025 −0.022 Low Strongly −
a −2.0 × 10−6 3.0 × 10−6 High Both
b 2.0 × 10−7 4.0 × 10−7 Med Strongly +
c −6.0 × 10−7 5.0 × 10−7 High Both
d 0.55 × 10−7 0.65 × 10−7 Low Strongly +
e 3.4 × 10−7 3.8 × 10−7 Low Strongly +
f −2.0 × 10−6 2.0 × 10−6 High Both
g 0.7 × 10−7 1.8 × 10−7 Med Strongly +
u −2.0 10.0 High +
δ 0.0005 0.0012 Med +

k1 = 1159.0, k2 = 0.003937, l1 = 0.5272, l2 = 2.547 × 10−8,
λ1, = 0.5951 week−1, λ2 = −3.1056 week−1, λ1′ = 0.3845 week−1, λ2′ = −0.7825 week−1,
τ1 = 21.3815 weeks, τ2 = 12.7416 weeks, τ1′ = 2.1767 weeks, τ2′ = 2.14487 weeks,

Pz − Dz − Iz = −0.014, v(tvs) = 100.
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pseudorandom noise. The maximal values for the root-
mean-square (RMS) amplitudes of these noises were σ
(v) = 1.0 and σ (z) = 4,000.0, respectively. We used the 
parameter values for the normal immune system shown 
in Table 1 along with the following set:
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Comparing Fig. B.1 with Fig. 4 we can see that 
the system is robust to fairly large noise perturba-
tions in z and v without altering the essential system 
dynamic.
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