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Preface

Published online: 22 November 2006
� Springer Science+Business Media B.V. 2006

From our studies of some of the deepest parts of

the oceans, the highest mountains, the coldest

polar regions and the hottest and most arid

deserts, we now know that life exists in numerous

parts of the planet that, only a few years ago, were

considered incapable of supporting life. In addi-

tion, data obtained from space research have

provided tantalizing evidence of environments for

possibly supporting life elsewhere in our Solar

System.

Life in extreme environments is an appealing

and exciting subject as it sits at a convergence

point for two important questions for mankind:

‘‘How did life appear on our planet?’’ and ‘‘Is

there life beyond our planet?’’ The harshness of

Earth-based extreme environments offer the

closest approximation to the conditions that

probably existed when life first appeared on our

planet but also offer potential analogues for

conditions on other planetary bodies. Addressing

the topic of life in extreme environments is also

very relevant for one of today’s most crucial

issues: the impact of human activity on ecosys-

tems.

The investigation of life processes in extreme

environments has a broad spectrum of relevance,

including both societal and economical consider-

ations. These exciting areas of research (whether

considering microbes, plants or animals, including

humans) are at an early stage and focus on

environments that have in the past been difficult

to investigate. However they are set to benefit

tremendously from the new technological devel-

opments (e.g. robotics, information technologies,

simulation techniques) as well as from the use of

the rapidly developing tools of molecular biology

and bioinformatics and are ideal targets for the

consideration of species within their whole eco-

systems. Actions should be taken to move

research in this direction. At the European level

the scientific community currently studying ex-

treme environments is significant and well re-

garded but its structure is relatively fragmented.

The benefits resulting from improved coordina-

tion and information exchange within this com-

munity are clear and implementing greater

networking represents a significant challenge to

Europe for the future.

In 2004, the European Science Foundation

(ESF) launched a call for Expressions of Interest

for research topics. The substantial response and

high quality of ideas received as well as the broad

diversity of domains covered encouraged ESF to

set up an informal group of experts in November

2004 and to fund a large interdisciplinary

B. Andersson (&)
European Science Foundation (ESF), Strasbourg
cedex, France
e-mail: ceo@esf.org
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workshop in November 2005: the first integrated

interdisciplinary initiative at the European level.

It was aimed at identifying the points of view,

priorities and recommendations of the European

scientific community on these matters and the

resulting report is to be published in the first

quarter 2006. Alongside this initiative and

complementing the report, the European Science

Foundation is happy to have provided support to

this special issue of Reviews in Environmental

Science and Biotechnology on the topic of Life in

Extreme Environments.

Professor Bertil Andersson

Chief Executive

European Science Foundation (ESF)
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Abstract A key aspect for understanding the

biological and biochemical environment of

subglacial waters, on Earth or other planets

and moons in the Solar system, is the analysis of

material embedded in or underneath icy layers

on the surface. In particular the Antarctic lakes

(most prominently Lake Vostok) but also the icy

crust of Jupiter’s moon Europa or the polar caps

of Mars require such investigation. One

possible technique to penetrate thick ice layers

with small and reliable probes is by melting,

which does not require the heavy, complex and

expensive equipment of a drilling rig. While

melting probes have successfully been used for

terrestrial applications e.g. in Antarctic ice, their

performance in vacuum is different and theory

needs confirmation by tests. Thus, a vacuum

chamber has been used to perform a series of

melting tests in cold (liquid nitrogen cooled)

water ice samples. The feasibility of the method

was demonstrated and the energy demand for a

space mission could be estimated. Due to the

high energy demand in case of extraterrestrial

application (e.g. Europa or polar caps of Mars),

only heating with radioactive isotopes seems

feasible for reaching greater depths. The

necessary power is driven by the desired

penetration velocity (approximately linearly)

and the dimensions of the probe (proportional

to the cross section). In comparison to

traditional drilling techniques the application of

a melting probe for exploration of Antarctic

lakes offers the advantage that biological

contamination is minimized, since the Probe

can be sterilized and the melting channel

freezes immediately after the probe’s passage,

inhibiting exchange with the surface layers and

the atmosphere. In order to understand the

physical and chemical nature of the ice layers,

as well as for analysing the underlying water

body, a melting probe needs to be equipped with

a suite of scientific instruments that are capable

of e.g. determining the chemical and isotopic

composition of the embedded or dissolved

materials.

Keywords Melting Probe Æ Subglacial Æ Europa Æ
Mars Æ Antarctic Lakes Æ Ice Æ Technology Æ Life in

extreme environments
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1 Introduction

Ideas to use so-called ‘‘melting probes’’ for

getting access to the subsurface layers of

planetary ice sheets have been discussed for

several years in connection with proposed Mars

and Europa missions (Paige 1992; DiPippo et al.

1999; Carsey et al. 1999; Biele et al. 2002). More

recently, some theoretical and experimental work

has been done to understand the behaviour of

such probes under extraterrestrial (very low

temperatures, vacuum) conditions (Kömle et al.

2002, 2004; Treffer et al. 2006).

These investigations are driven by three major

insights. First, there is a high scientific interest in

exploring certain icy environments (Mars’ polar

caps, Europa and other icy satellites) motivated

by the search for traces of life in these extreme

environments as well as interest in planetary

climate history in the case of Mars. Second,

robotic space missions with a mechanical

drilling system for depths exceeding a few

meters are mechanically very demanding. Third,

contamination avoidance in respect to planetary

protection requirements can be relatively easily

fulfilled using melting probes, since the melting

channel refreezes behind the probe and cuts

off the contact to the surface. Moreover,

decontamination of the probe is relatively easy

to achieve with standard sterilization methods

(Engelhardt 2006). Missions to explore the

surface and sub-surface of icy satellites like

Europa can use a wide variety of schemes and

technologies. These differ in their cost and

scientific return, with fly-bys and orbiters being

relatively achievable, but yielding no in-situ

knowledge of the subsurface. At the other

extreme in terms of returned science and

complexity is a device that is capable of melting

its way through the satellite’s icy crust towards

the putative ocean of water. Obviously,

information about the biological activity within

or under the Europan ice crust can be efficiently

gained only with such an in-situ probe. Traces of

indigenous biological activity, such as intact bio-

molecules, are unlikely to remain unaltered for

long periods at the exposed surface of Europa

(the radiation dose is �1 Æ 108rad/month here. At

greater depths, the radiation environment

continues to decrease, reaching values

comparable to the Earth’s biosphere below

depths of 20 to 40 m (National Academy of

Sciences 2000).

Table 1 summarizes parameters of icy surfaces

of Mars, Europa and the Earth. Obviously, the

environments require different technical solutions

for melting probes. Dust content, salinity,

temperature and radiation environment vary

considerably between the three examples.

None of the existing melting probes is nearly

mature enough for planetary applications without

considerable technical development.

2 Melting probes

2.1 Past developments

The idea of a melting probe for the investigation

of ice sheets can be retraced to the beginning of

the 1960’s, when Shreve (1962) described a

method for the calculation of the melt

penetration efficiency of isothermal solid-nose

hot points boring in temperate glacier ice. Shreve

referred explicitly to Kasser’s experiments with

a light ice-drill on glaciers (Kasser 1960).

Philberth (1962) suggested a new method for

measuring temperatures inside a glacial ice sheet.

He designed a non-recoverable, instrumented

melting probe, known thereafter as the Philberth

probe, consisting of a cylindrical hull with an

attached conically shaped head. The probe was

connected to an external power supply by a cable

(tether), unwinding from a coil integrated in the

hull. For protection of the probe from damage

caused by refreezing melt water after turning off

the heating elements for ice temperature

measurements, a significant part of the hull was

filled with silicone oil of density >1 g/cm3 (Aamot

1967b).

The principal design of a cylindrical hull of small

diameter attached to a conical, convex or even

concave melting head is still characteristically

for melting probes, because it is energetically

favourable compared to other imaginable designs

like e.g. a bowl- or egg-shape. The reason for this

is that the melting probe’s penetration velocity v

is inversely proportional to the cross-sectional

72 Rev Environ Sci Biotechnol (2007) 6:71–94
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area of the probe, as described in more detail

in the following section. Sufficient space for

instrumentation can be obtained by increasing

the length of a cylindrical probe, and therefore the

length to diameter ratio of the first melting probes

(including the Philberth probe) was about 25:1. A

detailed description of the first Philberth probe can

be found in Aamot (1967a).

Aamot (1970a) also reports four U.S. field

experiments with early melting probes. In 1965,

the first probe reached 90 m in Greenland ice

before contact was lost. One-year later, the

second probe ran smoothly for four days and

reached a depth of 259 m after which it was

stopped to observe temperature and pressure

variations during the refreezing of the melt

water. During the first day, this melting probe

operated at 3380 W achieved a penetration

velocity of 0.0755 cm/s (2.72 m/h). A detailed

description of these first two field applications

of melting probes, their instrumentation and the

scientific results is given in Aamot (1967b).

During the 1968 EGIG expedition at Station

Jarl Joset (Greenland), Philbert used two

probes which reached depths of 230 and

1000 m and provided again more scientific and

engineering information (Aamot 1970a). A new

concept of a pendulum attitude stabilization for

thermal probes was first introduced by Aamot

(1967c, 1970b), with additional heating elements

in the top part of a melting probe. In the

1980’s, the Polar Ice Coring Office (PICO) of

the University of Nebraska constructed a

similar probe with a telemetry link in its

tether (Hansen and Kersten 1984). The PICO

probe allowed constant temperature/ice flow

measurements during the ice penetration phase

as well as measurements of the melt water

conductivity, and penetration depths between

100 m and 200 m were achieved. More recent

work of the University of Nebraska on a probe

for terrestrial applications is described by Kelty

(1995).

In the 1990’s, the Alfred Wegener Institute for

Polar- and Marine Research (AWI) constructed

new probes for the investigation of Antarctic shelf

ice. The AWI ‘‘SUSI II’’ probe (‘‘SUSI’’ is the

abbreviation for Sonde Under Shelf Ice) was

successfully tested on the Rettenbach glacier

(Sölden/Austria) in 1990 and achieved a depth of

60 m. The probe could be retrieved from the

glacier because the melting hole did not refreeze

within 8 h. Two-years later, during winter 1992/93,

the probe was able to penetrate 225 m thick

Antarctic shelf ice near the Neumayer station, and

accessed the open water below the ice sheet (Tüg,

H., personal communication 2002; Tüg 2003). The

specifications of SUSI II were as follows: length

2.25 m, diameter 10 cm, power 3.4 kW (head),

600 V/8 A supply power, penetration velocity in

the shelf ice: 2.93 m/h (220 m in 75 h),

stabilization regulated over wire tension.

A further development of this probe, named

SUSI III, was build for penetration of an ice

thickness of 800 m, with length 3.6 m, diameter

14 cm, power 9 kW (head), 1000 V/12 A supply

power. However, this probe failed because of a

tether overheating in the winch compartment of

the probe (AWI 1997). Another ‘‘routine’’ probe

for lesser depths has been patented (Tüg 2003).

The melting probes described above have in

common:

Table 1 Relevant parameters for melting probe application on Earth, Mars and Europa

Earth (polar) Mars (polar) Europa

Temperature [K] 220–270 205–210 ~100
Gravity [ms–2] 9.8 3.7 1.3
(atm.) pressure [mbar] 1000 6.7 0
Radiation environment [rad/day] ~ 0 ~ 102 (Simonsen 1993) 4Æ 106

Composition (of ice mantle) H2O, (some air) H2O, CO2, dust H2O, possibly others
(salt, dust, CO2, CH4)

Maximum pressure at bottom
of ice layer (bar) N.B.:
phase transition of ice
Ih occurs for p >2000 bar.

230–500 135–180 200–700

Rev Environ Sci Biotechnol (2007) 6:71–94 73
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• typical lengths from 2.2 m to 3.6 m,

• diameters of 10 cm to 14 cm,

• a total mass of hundreds kilograms,

• and a power usage of the order of 3 kW to

15 kW.

• penetration rates of the order of 2 m/h

Parallel to the technical further development

of melting probes, a more sophisticated

instrumentation of the probes took place. In

particular, the SUSI probe of the AWI was

instrumented for the investigation of

microorganisms living inside micron-sized brine

channels and pockets in sea ice and shelf ice.

Parameters measured by this instrumentation

cover oxygen and carbon dioxide content of the

ice/water mixture, the amount of inorganic

nutrients, and the pH-value (Tüg 2003). The

PICO probe was upgraded to measure melt-

water conductivity and micro-particulates.

With modern space flight and the advancing

knowledge about the environmental conditions on

e.g. Mars or on Jupiter’s icy moon Europa, the idea

arose to use melting probes also for extraterrestrial

applications. However, for the search for signs of

life on Mars and especially on Jupiter’s moon

Europa a new generation of melting probes on the

basis of gathered experiences during the four

decades of terrestrial applications is required.

Critical parameters for any space mission are,

e.g., the mass, the overall dimensions and the

power supply.

Without doubt, the most advanced melting

probe design is that of the Cryobot, initiated by

the Jet Propulsion Laboratory in 1998 as an

in-situ exploration and sample return vehicle for

a future application on Europa (Zimmerman

2001). The Cryobot is allotted with integrated

radioisotope thermoelectric generators (RTGs)

providing 1 kW thermal of direct melt energy.

The probe is 0.8 to 1 m long with a diameter of

12 cm and a mass of 20 kg to 25 kg in the flight

version. Fluid thermal modelling and testing

revealed that with 1 kW power, a melt rate of

0.3 m/h can be realized in very cold (100 K) ice;

the water jacket maintained around the probe is

1–2 mm in width and the melt plume would not

refreeze until 1.25 m behind the vehicle. An

active heater system (warm water jet in front of

the probe) allows faster penetration in dense ice.

The Cryobot is designed as a fully autonomous

robotic mole penetrator system for melting

through an ice-pack of 3 km to 10 km thickness.

Cardell et al. (2004) suggested a thermal probe

for application also on the Martian polar caps for

an investigation of Mars’ climate history,

recorded in ‘‘polar layered deposits’’.

2.2 Comparison with conventional drilling

Although this paper is summarizing technology

and applications of melting probes one should

mention the more conventional methods for ice

penetration to outline benefits and drawback of

the melting probe technology.

In particular ice-coring drilling (ICD), hot

water drilling (HWD) and coiled tube drilling

(CTD) need to be mentioned, since these

technologies are well developed and have been

successfully used in e.g. Antarctic ice. An

excellent overview of these methods is given by

Clow and Koci (2002).

When ice penetration is accomplished

mechanically using rotary cutting and coring bits

the drilling rate m for mechanical systems is given

by

m ¼ eP0=AE ð0:1Þ

with drill-to-rock transmission efficiency e, power

output to drill P0, hole cross section A and specific

energy E. According to Mauer (1968), E is of the

order of 20 MJ/m3 for conventional drilling in

‘‘soft rock’’ (compressive strength up to 500 bar;

ice has an compressive strength of 80–500 bar) and

50–170 MJ/m3 for oilfield rotary mining (roller

bits, drag type) up to 2000 m depth. Mellor (1989)

quotes values of 0.5 MJ/m3 to 5 MJ/m3 for ice,

up to 14 MJ/m3 for frozen silt and 2 MJ/m3 to

6 MJ/m3 for frozen sand.

For cutting ice by a drill in thermal vacuum

conditions resembling those expected, e.g., on

Europa’s surface: a figure as low as 1.2 kJ per kg

of cut ice has been quoted (DiPippo 1999).

These figures do, however, not include

transmission losses and the energy for

compacting of the cuttings and transportation to

and discharge at the surface.

74 Rev Environ Sci Biotechnol (2007) 6:71–94
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The specific energy for conventional drilling

can be compared with the specific energy

required for melting ice (>306 MJ/m3).

Ice core drilling (ICD) is an advanced

technology, maximizing the recovery of ice

samples and allowing geophysical logging

methods to be applied. But it is also relatively

slow and expensive to operate. Large quantities

of drilling fluid are required. Application on Mars

or Europa seems extremely challenging.

For drilling into ice in the 1 km range,

relatively small hot water drilling (HWD)-

devices can be used (Engelhardt et al. 1990). It

is also possible to obtain short ice cores with this

technology (Engelhardt et al. 2000. Since in case

of HWD also the contamination is relatively

low, a potential melting probe application

on Earth needs to be carefully compared with

HWD-technology for any advantages and

disadvantages. HWD’s are very fast (i.e., drill

rates on the order of tens of m/h are possible

with the turbulent heat transfer at the ice

interface), the energy expended for reheating is

considerable (of the order of MW). Since hot

(typically ~80–90�C) water needs to be pumped

into the borehole and due to the high power

(fuel) demand of HWD, in case of an application

on extraterrestrial bodies, a melting probe will

have very clear advantages. There is no obvious

solution for how to use HWD in vacuum.

Coil tubing technology (CTD) has first been

used in 1991 (Sas-Jaworsky and Bell 1996) and

undergone considerable development since.

CTD’s are more compact and easier to operate

than rotary drills. Since (in difference to HWD)

material is drilled mechanically rather than using

heat to melt the ice, they can be used also for deep

(>4 km) drilling. CTDs are more and more

commercially used (e.g. Gantt et al. 1998). A

CTD for drilling into ice (CTDI) could be

operated with various drilling fluids including hot

water. CTD technology can also be used for

drilling into bedrock, thus the problem of

possible mineral deposits in the ice (which is a

serious issue for melting probes) is obsolete.

However, as discussed for HWD, the technology

seems difficult for the use on Mars or Europa. A

CTDI system, as proposed by Clow and Koci,

(2002), capable of drilling a 3.5 km borehole

through ice using ice coring, would weigh about

46 tons (including drilling fluid and fuel). Though

being considerably lower in mass than a

comparable system, based on HWD or ICD

technology it is still not a trivial task to bring

such a device into space.

2.3 Theory of melting probes

In a simple energy balance approximation,

neglecting all losses, we can write the heat

needed to progress a distance l in compact ice

via melting as;

DW ¼ Alq cpðTF � TÞ þ Lm

� �
ð1Þ

If the heating power is P, then the melting speed v

is

v ¼ lP=DW

¼ P

Aq cpðTF � TÞ þ Lm

� � ð2Þ

where A is the probe’s cross-section (m2), l is the

probe length (m), cp is the specific heat capacity

of ice, q is the ice density, Lm is the melting

enthalpy of ice. More generally, it is the energy

needed to change the phase (solid–liquid or solid–

gaseous), TF is the melting temperature of ice

(K), T is the local ice temperature (K).

Precise numerical values and correlation

equations for the physical properties of ices are

given in the appendix.

Note that q and especially cp, are temperature

dependent; for low temperatures T, one has to use

averages over the temperature range [T;TF]. Also,

TF depends (weakly) on ambient pressure and on

salt content (freezing point depression).

The most important point here is that the

melting velocity scales with the inverse of the

cross-sectional area of the probe. Hence the usual

design is a cylindrical tube with a large (>10)

aspect ratio (length/diameter) to obtain a volume

sufficient for subsystem, payload and tether

integration.

Equation (2) gives only a rough estimate of the

penetration velocity, in fact, it relates the

minimum power requirement P0 to a given

melting velocity. In fact, insufficient heat causes

the probe to freeze in i.e. to stall; excessive heat
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produces an oversize hole and wastes power by

raising the meltwater’s temperature far above the

phase transition temperature. To obtain a more

accurate result loss factors need to be analysed:

most importantly, losses due to lateral conduction

in the ice and melting a slightly bigger hole than

the cross section of the probe (depending on the

melting speed itself, the applied power and the

surface of the probe); further, friction losses

between the ice wall of the melted channel and

the surface of the probe, due to the viscosity of

the thin water layer located in between or dust

mixed with the ice; radiative losses; and losses in

the tether.

The lateral conduction losses have been

estimated by Aamot (1967c) for a cylindrical

probe with the constraint that the melt water must

just stay liquid all around the probe’s hull. The

integrated lateral power requirement is given by:

Pcond ¼ 4kT

Rprobep2
2pRprobe

� � Z Lprobe

0

Z 1

0

e�ju2s=m

u J2
0ðRprobeuÞ þ Y2

0 ðRprobeuÞ
� � duds ð3Þ

where u is the integration argument for the Bessel

functions J0 and Y0, and s the spatial coordinate

along the length Lprobe of the probe. The thermal

conductivity of ice is represented by the heat

diffusion coefficient j = k/(qcp) with the thermal

conductivity of ice, k.

This (numerically difficult) integral can be

conveniently approximated by (Aamot 1967c,

and appendix A):

Pcond

R2
probem � ðTF � TÞ

¼ axb with x ¼ L=ðvR2
probeÞ

¼ t�=R2
probe in s/m2;

valid for 5 � 104\x\108½s/m2�

with the fit constants a = 932 Ws/K/m3 and

b = 0.726; t* is called ‘‘characteristic time’’. (4a,b)

P ¼ P0ðA; mÞ þ PcondðA;L; mÞ

Hence the total power required by the probe to

penetrate the ice with a velocity m is given by P.

Figure 1 shows the required heating power of a

typical melting probe (L = 1 m, R = 5 cm) as a

function of penetration velocity for ice

temperatures from 50 K to 270 K. The solid

lines show the minimum power requirement

(Eq. 1) while the broken lines depict the total

power including losses, Eq. (4).

Figure 2 visualizes the efficiency E = P/P0 as a

function of melt velocity. It can be seen very

clearly that E becomes very small for melt

velocities < 1 m/h and very cold ice. For

example, in glacier ice (250 K) the efficiency

drops below 50% for melt velocites < 0.55 m/h

while in extremely cold ice the efficiency at these

melt velocities is of the order of 5%.
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Note that a correction has been applied for the

calculation Figs. 1 and 2, since the data in Aamot

(1967c) are calculated for water ice near 273 K,

while the thermal conductivity (� 1/T) and specific

heat capacity (� T) vary considerably over an

extended temperature range. This has been

considered (compare Eq. 3) by multiplying t*

with 2TF

TFþT

� �2

and the constant a with 2TF

TFþT

� �
which

has the effect to transform the heat diffusion

coefficientjand the heat conductivity k to their

values at the mean temperature (T + TF)/2.

While, e.g., the penetration rates given in

(Zimmermann 2001) in – 10�C ice can be

reproduced within 17% (the measured value is

lower, probably owing to other losses than lateral

heat conduction), the model becomes

uncertain at very low ice temperatures due to

the approximations involved. It is an ongoing

effort (Kaufmann, E., private communication

2006) to re-calculate the lateral heat conduction

integrals (Eq. 3) with proper thermophysical

quantities over a wide temperature range and

develop numerical thermo-mathematical models

for melting probes in conjunction with

verifications in extremely cold ice.

Aamot’s theory also permits to calculate the

rate of lateral heat requirements along the length

of the probe, which is important for design and

heating regulation.

A theory describing the flow of melt water

around a hot point has been developed by

(Shreve 1962), but only for the case of

isothermal ice at or very slightly below the

melting point (‘‘temperate ice’’) under terrestrial

pressure conditions and non-turbulent flow –

lateral heat conduction into the surrounding ice is

entirely neglected. Interestingly, the efficiency (P/

P0) of the hot point then depends mainly on the

ratio PS/RW1/4 with P heating power, S shape

factor of frontal surface (e.g., 1 for a flat surface,

around 0.6 for the usual blunt paraboloids or

half-spheres), R radius, and W weight (corrected

for buoyancy) of the probe.

As Kömle et al. (2002, 2004) pointed out, in

an atmosphere-less environment (such as

Europa), when the probe is not fully immersed

in solid ice, the ice might not melt but sublimate.

The latent heat of sublimation Ls at 270 K is

~8 times higher (2836 kJ/kg/K at 0�C) than the

latent heat of fusion, so initial progress of the

probe at the surface will be accordingly slower

until it has been covered by solid ice. Then,

melting can occur once a gas pressure greater

than the triple point pressure of 611.6 Pa can be

sustained around the probe. Tests have been

performed on this issue in thermal vacuum

chambers (Treffer et al. 2006 and see Section

2.4). The result is that in solid ice, sublimation

obviously dominates only the first few cm until

the head of the probe has penetrated the ice. An

‘‘ice collar’’ forms very quickly around the rim

and obviously suffices to raise the pressure in the

tip zone over the triple point, such that very

soon melting dominates the penetration process.

The situation seems to be different, however, in

porous ice where the sublimated gas either

escapes or recondenses in the open pores of

the surrounding material (Kömle et al. 2004).

Here, sublimation dominates at least until the

melting channel is completely closed behind the

probe, i.e. at least to a depth that is equal or

greater than the probe’s length.

It is also worth mentioning that all thermal

balance considerations imply a close contact of

the melting probe’s hot nose with the ice/

meltwater. If, by obstacles or blocking, a void

develops between the hot point and the ice, heat

is transported predominantly by radiation, the hot

point’s temperature increases rapidly and the

melting speed drops until the contact is

re-established.

2.3.1 Other losses

Viscous friction. The Reynolds number applicable

for the melt water flow is

Re ¼ qwmh

l0

with water density qw, water viscosity (at ~0�C) l0,

width of melt water jacket h and melt speed m.

Typical values (m = 10–3 m/s, h = 1 mm, l0 = 1.8Æ
10–3 Pa s) yield Reynold numbers of the order of

1, while the transition to turbulent flow occurs at

Re >1160. Thus, laminar flow is assured and the

viscous friction can be estimated as
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Fvisc ¼ gA
dm
dx

; with A ’ 2pðR2 þ RLÞ;

dv

dx
¼ m

h
ð0:2Þ

giving very small numbers (for typical melting

probes on Earth, Fvisc/Fgravity� 1Æ10–6). Since the

viscous friction is so small, it can be neglected

even for low-gravity environments like on

Europa.

Tether losses. If a tether is payed out by the

probe, it will conduct heat from the warm coil

towards the melt water and cold refrozen ice

behind the vehicle. However, the temperature

gradient is not very steep as the tether is

surrounded by ~0�C meltwater for a considerable

(order of dm) length. With a typical copper cross

section (1 mm2) of a power line tether, a gradient

of (300–380) K along 1 m, the thermal conductivity

of copper, 400 W/mK and a heat transition

coefficient 350 W/mK we estimate a thermal loss

of 0.04 W, which is negligible.

Radiative losses. For a typical melting probe

advancing in very cold (80 K) ice, of the order of

10% of the heating power are radiated as mid-IR

radiation (Stefan-Boltzmann law with emissivities

of probe and ice both set to 1). However,

practically all radiation is immediately absorbed

in the melt water jacket:

• 98% of a black body’s radiation energy is

emitted between 4.8lm and 76lm

• The absorption coefficient of water in this

wavelength range is >100 cm–1, mostly around

1000 cm–1 (Irvine and Pollack 1968).

• Thus, the total absorption in a 0.1 mm layer of

water is >99.99%

We conclude that the thermal radiation

remains in the melt budget and practically no

losses occur.

Overheating losses. Although counter-intuitive,

the addition of more heat does not necessarily

increase the melt rate proportionally: since water is

a good insulator (0.56 W/K/m compared to 2 W/K/

m for ice at 273 K), raising the temperature of the

melt water significantly above freezing results in a

widening of the melt water jacket around the

probe and a subsequent decrease of the heat

transfer to the actual ice interface. At very high

power densities (>3.25 MW/m2), film boiling

further decreases the heat transfer. Thus, the

most efficient way to create the phase change is

to input just enough heat to initiate melting

(Zimmermann 2001).

Solid friction. By this we mean friction of the

probe surfaces with solid (dust) admixtures. It is

extremely difficult to estimate or model and can

obviously lead to blocking (see also Section

2.4.7.).

In the following we write the sinking speed as

follows, to include the case of porous ice, mixture

of sublimation and melting, and conductive

losses:

v ¼ P

A�qð1 �PÞE �cpðTF � TÞ þ Leff

� � ð4Þ

where we have introduced; P: the porosity of the

ice (in Greenland firn ice, typically 40% at 15 m

depth, 15% at 50 m and �0 for depths exceeding

100 m); E: the loss factor, E = 1 + Pcond/P0, Leff:

the effective heat of phase change, i.e. a value

between Lm and Ls depending on the actually

dominant process; �cp: mean heat capacity between

T and TF; �q: mean solid ice density between T

and TF

Equation (4) has been compared to the

experimental results of Kömle et al. (2002)

covering both pure melting and sublimation in

compact and porous ice (snow): the result is that

with their probe design (sphere of 4 cm diameter)

and power levels (25 or. 60W, respectively),

E = 2.0 ± 0.1 as predicted. for an ice temperature

of 80 K.

2.3.2 Ices other than water

It is interesting to compare the performance of

melting probes in water ice with its performance in

other cryogenic solids, notably the astrophysically

interesting ices CO2, CO, and CH4. Table 2 gives

an overview over the thermophysical properties

(Phase change temperature, density, specific heat

capacity, phase change enthalpy) of these ices,

compared with water ice Ih; the last row gives the

ratio of melting velocity to the one in water ice, all

78 Rev Environ Sci Biotechnol (2007) 6:71–94

123 [8]



other conditions being equal (and Tice = 1/2 TF).

As expected, the melting process in carbon

monoxide and methane is about five times more

efficient than in water ice; in carbon dioxide,

however, it reaches only 40% of the performance

in water ice because (down to a depth of about

1300 m on Mars, at least) the phase change is

normally by sublimation due to the very high triple

point pressure of carbon dioxide, ~74 bar.

2.4 Main technological issues

2.4.1 Gravity dependence

Gravity exerts a second-order effect on the

penetration of melting probes. The efficiency of

the idealized hot point is weakly dependent on the

contact pressure of the melt surface on the ice

(Shreve 1962). The force of gravity is of course

necessary to set the direction of penetration, but

does not (to first order) control the melting

velocity. Only the possibly non-negligible friction

between and sediments needs to be overcome by

the weight of the probe. Thus, melting probes

would not function under microgravity

environments. However, gravity on Europa and

Mars is 1.31 m/s2 and 3.73 m/s2, respectively, and

not considered a major issue.

2.4.2 Prevention of blocking

Great care has to be taken, particularly in cold

ice, to ensure that the re-freezing of ice laterally

and behind the probe is slow compared to the

melting velocity, in order not to jam the probe.

While this is not an issue for e.g. terrestrial

glaciers (t ‡ – 10�C), it is critical for very cold ice

as experiments at 77 K have shown (Treffer et al.

2006). Proposals for low temperature melting

probes foresee heating elements distributed along

the length of the probe and careful heating

control for that reason.

The issue of blocking due to contaminants in

the ice is discussed in Section 2.4.7.

2.4.3 Attitude control

A melting probe requires a means of attitude

control if its vertical attitude is to be maintained.

Such probes are inherently top heavy because they

stand on their tip – the hot point. The slightest

deviation from the vertical results in an increasing

tendency of the probe to ‘‘lean’’ and ‘‘topple

over’’. This is almost inevitable in inhomogeneous

ice (with voids, cracks, sediment layers etc.). This

instability must be counteracted or eliminated.

Mercury steering and ‘‘pendulum steering’’ are

described in the literature (Aamot 1967a), with

mixed results. The successful AWI ‘‘SUSI II’’

probe (Tüg, H., personal communication 2002;

Tüg 2003) used a simple mechanism based on

information of the hot nose temperature and the

tilt of the probe to control the friction clutch of the

probe’s tether/cable pay-out mechanism.

Active attitude control can also be based on

controlling the heating power (e.g., laterally in the

tip, between tip and upper annular heated ring,

etc.). In a RHU-heated probe (see Section 2.3.5

below), the required heat distribution could be

controlled by means of heat pipes with mechanical

valves.

More elaborate techniques for active steering

of the probe around obstacles, involving an

acoustic obstacle detection sonar and a steerable

probe pushing device, have been proposed by

DiPippo et al. (1999).

2.4.4 Pressure

The usual approximation of the ambient pressure

p in bulk ice (valid if the ice is in a secular

hydrostatic equilibrium) is

Table 2 Thermal properties of ices

CO2 CO CH4 H2O

Tf, melting
temperature
(~1 bar) (K)

216.6 68.1 90.7 273.1

cp, specific heat
capacity (kJ/kgK)

1.38 1.90 2.35 1.13

L, phase transition
enthalpy (kJ/kg)

573.3
(sublimation)

29.9 58.6 333.4

q, density (kg/m3) 1540 920 500 920
Penetration velocity

relative to water ice,
Tice=1/2 Tf, losses
regarded as equal

0.40 5.1 5.4 1
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p = gqh where q is the ice density and g the local

gravity, g = 9.82 m/s2 on Earth, g = 3.73 m/s2 on

Mars and g = 1.31 m/s2 on Europa.

We get p �400 bar in 30 km depth on Europa

as well as in 4000 m depth for Lake Vostok (see

also Table 2). The probe must not only survive

this pressure but, more importantly, the pressure

transient when reaching the ice/water interface.

This pressure jump should not occur if ice

and water are both in hydrostatic equilibrium,

but has been observed on Earth (Tüg, H.,

personal communication 2002). Aamot (1968)

also reported measurements of pressure jumps

during stopping or restarting the probe (freezing

or. melting of surrounding material with

associated volume and pressure changes) up to

88 bar.

Two basic system architectures with respect to

operational pressure may be considered: First, a

‘‘dry’’ system based on a pressure tight vessel,

capable of withstanding structurally the maximum

external pressures and housing all system

components with sealed windows and openings

for e.g., instrument access to the environment and

tether payout. Second, a ‘‘wet’’ architecture

where at least parts of the probe can either be

flooded with meltwater, or are immersed in e.g.

silicone oil. The latter concept has been used, for

example, in the Philberth and AWI probes (for

the tether storage canister section of the probe).

2.4.5 Power supply

The traditional power supply design is by cable,

paid out from a coil stored in the aft of the

melting probe. Delivering heating power via a

cable to great depths is challenging due to

both mechanical and electrical constraints, but

simplifies communication and steering (attitude)

issues.

Typically, high voltages (1000 V, DC) are

used for the power supply to minimize losses

in the tether and housekeeping and science

telemetry is multiplexed on the DC supply

voltage. Thus, two wires, of which only one has

to be insulated, suffice for power and telemetry.

Additionally, it is preferable to include a mylar

tether that bears the weight of the probe and is

used for steering.

Clearly the thickness of the cable, along with

the available total volume for the storage of the

coils, is the limiting factor for the maximum

possible penetration depth. For the AWI’s SUSI

probes, a maximum depth of the order of 1000–

2000 m (for an optimized design) has been

estimated (Tüg, H., personal communication

2002). However, concepts for Philberth probes

described in (Aamot 1968) claim a feasible depth

of 3000 m or more.

The use of power intensive devices such as ice-

melting probes in the outer Solar System strongly

points to radioactive units for heating and power

supply. The traditional space application RHU

(Radioactive Heater Unit) technology is based on
238Pu (specific thermal power 0.4 kW/kg, half-life

88 years). For an Antarctic application 45Ca

seems to be an attractive alternative since it is

not explicitly excluded by the Antarctic Treaty

and is a beta radiator (half life: 162 d) so no

gamma shielding is necessary. Its decay produces

about 40 kW kg–1 and its decay product is 45Sc

which is stable and non-toxic. The availability of
45Ca, bearing in mind the short half-life, needs to

be investigated or other isotopes with similar

properties need to be found.

In conclusion, a depth of 4000 m (Lake

Vostok) can apparently only be reached by

either RHU power supplies or by launching the

probe from the bottom of the already existing

borehole just a few 100 meters above the ice/

water interface. For small Mars polar cap probes,

power supply by cable from a solar generator at

the surface (during polar summer) seems to be

possible (a heating power of the order of 25–50 W

seems to be sufficient for small probes, see Kömle

et al. 2002), while for Europa only heating by

RHU’s appears feasible.

2.4.6 Communications

The impracticality of autonomously guiding the

probe back to the surface with any accuracy means

that a melting probe in a Europan setting will, at

first, be a one-way mission. (Sample return

missions have been suggested by Biele et al.

(2002). However, experimental proof of the

concept is lacking at the time being and it is not
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foreseeable how close to the surface module the

returned probe would re-appear). Also the

strategy to recoil the tether, and thus, ‘‘climbing’’

back to the surface may be considered. A problem

here might be the need to heat the probe at the top

(i.e. close to the tether/cable coil).

Information will therefore have to be

conveyed to Earth by a communication system

that uses several separate links. Terrestrial

projects can employ cables to transmit power

and communication data. Although such tethered

systems have been examined for planetary ice-

probes, they are likely to be limited to relatively

shallow exploration depths of the order of a few

kilometre.

The problems of communicating between a

Europa lander and the Earth are relatively trivial

when compared to the problem of sending data

through many kilometres of impure water ice.

However, an advantage of using radioactive

sources for heating and power-raising in a

melting-probe is that the vehicle is then

relatively ‘power-rich’ and radio communication

methods may be viable between a probe and a

lander.

Unfortunately, the presence of salts in water

ice can radically increase the attenuation

experienced by microwave signals, to the extent

that studies have considered deploying relay

transceiver pods behind the probe as it melts

through Europa’s surface. Typical propagation

figures indicate that microwave links could pass

10 kbit/s over a few hundred metres with powers

of around 200 mW. Realistically, lower rates will

be achieved when the effect of adding salts and

scattering bodies such as meteoritic debris are

considered. Other methods of avoiding the high

losses faced by high-frequency signals could

involve using much longer wavelengths, which

would yield lower bit-rates, and would require a

mass memory for telemetry buffering.

Acoustic waves can be transmitted through

layers of liquid and solid water; the achievable

data rate would be very low and strongly influenced

by the unknown characteristics of the ice (density,

porosity, layering, mechanical discontinuities,

varying attenuation, multiple paths, ambient

noise, thermal cracking, reverberation etc.).

Therefore, at the moment the use of a tether

line (including a coaxial cable and/or optical

fibers) preliminarily appear to be the most

reliable, or only, solution, in spite of the great

line length required, the need of a storage canister

and a technique to manage its safe deployment. It

could be based, however, on the mature

technologies that exist in wire guided missiles,

sub sea torpedoes and remotely operated

submersibles, with the necessary improvements

due to the particular environment and operating

conditions concerned.

2.4.7 Ice contaminants

One major problem regarding the melting into

natural ices is intrusion of components that

cannot be molten, like dust or salts.

So far, no satisfactory solution has been

demonstrated (nor do empirical data exist to our

knowledge) to melt into dusty ice, since the dust

concentrates underneath the melting tip, building

up an insolating layer and increasing the friction.

Mechanisms in addition to ‘‘pure melting’’ need to

be applied. (di Pippo, 1999). In context with

the JPL Cryobot an active water jet system is

proposed, splashing/pumping away the debris

accumulating at the melt head (Zimmermann

2001).

We would like to emphasize methods combining

penetration techniques of melting with those of a

‘‘mole’’ (Gromov 1997). Such a device which can

hammer itself e.g. into regolith (in fact, any

compressible/porous medium) has a high degree

of maturity and was part of the payload of the

Beagle 2 lander on Mars (Richter et al. 2001,

2004). A combined melting-hammering shall

allow penetration into dusty ices. However,

development of a breadboard system combining

these two concepts is still to be done.

Regarding salts in the ice one needs to

differentiate according to their solubility. For

non soluble layers similar solutions as for dust

should be applied. Soluble salts like NaCl will be

dissolved in the melt water but lead to a higher

concentration in the melt water plume lagging the

probe, compared to the re-frozen ice. This,

however, will not lead to any blocking of the
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probe, even if some salt may precipitate behind

the vehicle.

2.5 Breadboard tests for planetary

applications

A number of experiments have been performed

at DLR in a cold lab as well as in a vacuum

chamber. A modified melting probe based on a

prototype provided by the Alfred Wegener

Institut für Polar- und Meeresforschung (AWI)

was used for these experiments (Treffer et al.

2006).

The main part of the probe consists of a copper

hemisphere melting head (11.5 cm in diameter),

containing three 230 V heating elements with a

power of 200 W, each. The heating elements can

be operated independently from each other but

usually the full heating power of 600 W

(measured: 580–645 W depending on the AC

voltage) was employed.

An upright aluminium frame was used for

vertical suspension of the melting probe.

Implementation in the vacuum chamber

allowed a centred positioning of the probe

above the ice container. The probe was

attached with a wire to a strain gauge used to

determine if the probe is in contact with the ice

surface in order to control the tether mechanism

(see Figure 3).

Freeze-in could not be isolated from zero melt-

head contact pressure. Under nominal operation,

the contact pressure changed by about one order

of magnitude between ‘‘sitting on the ice’’ and

‘‘hanging in the melt hole surrounded by melt

water’’; an empirically determined force limit

(that included the interval between zero

and full immersion in melt water and,

consequently, a range in buoyancy) was used in

a control loop to feed more tether in an

automatic way.

2.5.1 Experimental results

The experiments performed in both, cold lab

(atmospheric pressure, solid ice at 243 K) and

vacuum chamber (p < 1 hPa, solid ice at ~100 K)

demonstrated very well the applicability of the

theory, as mentioned above. Melting velocities in

vacuum were consistent with the predictions

according to formulae (4, Aamot-fit etc.):

L = Lm, efficiency E � 23% for Ti = 100K, melt

velocities (2.5...3.7)Æ10–5m/s, effective length

0.2 m due to only partial penetration.

One important result is the fact that, in

compact ice, the melting channel freezes again

very rapidly, so the probe’s hot point is in an

almost closed cavity already shortly after

penetration, increasing the pressure beyond the

triple point pressure. Thus, liquid water can exist,

leading to faster progression (by melting, not

sublimation).

The drawback of this effective re-freezing is

that the probe itself got stuck at the unheated

aluminium tube in the low temperature vacuum

experiments. Clearly, the lateral heat

requirements were not fulfilled. Thus, future

Fig. 3 Setup for melting probe experiments at DLR
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experiments will need controlled heating over the

complete length of the probe.

3 Fields for future application

3.1 Terrestrial applications (Antarctica)

Deep underneath the Antarctic ice sheet there are

tremendous concealed lakes of water kept in the

liquid state by the enormous pressure of the

overlaying ice on the one hand and the

continuous heat flux from the Earth’s interior on

the other hand. These lakes have been isolated

from the atmosphere for several hundred thousand

up to one million years. Until today about 145 of

such lakes are detected (Siegert 2000; Siegert et al.

2005).

The lakes are of enormous scientific interest as

a potential and unique habitat for life, having

developed in a secluded environment. The

environment in these habitats is considered to

be similar to the conditions as they may exist also

in extraterrestrial cases, e.g. on Europa (Priscu

and Christner 2004).

The largest and one of the most interesting lakes

is Lake Vostok, named after the Russian station

located above the outer rim of the lake. The huge

ice-sealed underground Lake Vostok lies four

kilometres below the surface of the central

Antarctic ice sheet. The ice sheet ranges in

thickness from 3,800 to 4,200 meters. The lake is

200 km long by 40 km wide (at its widest point)

and is divided into two deep basins by a ridge

(Nadis 1999).

Figure 4 shows a radar image of Lake Vostok.

As a result of the special and isolated

environment of the lake it can be expected that

original life forms developed in an unprecedented

way (Siegert et al. 2001).

Because of this particularity any investigation

of the lake needs to guarantee minimum

contamination with both bacterial life from the

surface and any potentially toxic material.

Thus, conventional drilling appears

problematic. It is necessary to use methods for

investigation that satisfy the strict requirements of

planetary protection, as applied e.g. for the

exploration of Mars, and foreseen for any future

Europa mission.

An international drilling project to Lake

Vostok that started in the 1980s was suspended

after growing awareness of this problem. The

drilling was stopped at the depth of 3,623 m, or

approximately 120 m above the surface of the

lake (Giles 2004). A further 27 m of core was

drilled in 2005/6 and lake penetration is now

scheduled for 2007/2008 if the contamination

problem has been solved then.

A sterilized melting probe, penetrating through

a progressing cavity is an adequate solution to

investigate the water of the lake in situ with

minimized risk of contamination (Treffer et al.

2006).

3.2 Jovian Satellite Europa

One of the most fascinating bodies in the Solar

System from an exobiological point of view is

Europa, one of the Galilean Satellites of Jupiter.

Table 3 lists the main physical and orbital

parameters of Europa.

As the images provided by the Galileo Probe

have revealed its surface is covered by a very

young layer of water ice. The surface structures

(showing almost no craters) indicate recent

Fig. 4 Radar image of lake Vostok (Radarsat; Canadian
Space Agen cy; NASA/Goddard Space Flight Center
Scientific Visualization Studio.)
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movement of the ice crust and allow speculations

about a global sub glacial ocean (Greenberg and

Geissler 2002). An overview of the Galileo

mission is given by Harland (2000).

Indications of water ice on the surface by

infrared astronomy were already published by

Kuiper in 1957 and later confirmed by Pilcher

et al. (1972). During the Voyager 1 and 2

missions, when the two spacecraft reached the

Jovian system in March and July 1979,

respectively, images were taken that showed

various surface structures, leading to the

nomenclature of the observable features. An

exhaustive overview of the results of the

Voyager mission is given by Lucchitta and

Soderblom (1982).

First considerations of a possible liquid

ocean underneath the ice crust were given

by Cassen et al. (1979) and after Voyager

by Reynolds et al. and Squyres et al. both in

1983.

More recent papers include the Galileo results

for a more detailed analysis of the satellite’s

internal structure (Anderson et al. 1998; Khurana

et al. 1998).

The surface temperature of Europa is about

100 K. The internal heating, leading to the

(probable, but not proven) liquid ocean is

explained by tidal heating and (to a much

smaller extent) radioactive decay in the interior.

The effects of tidal heating of a satellite around

Jupiter can most impressively be seen in the

violent active volcanism of Io, the innermost of

the Galilean satellites, were enormous eruptions

were first detected by the Voyager spacecraft

(Morabito et al. 1979). This was predicted by

Peale et al. in 1979, when realizing that Io’s orbit

has a substantial eccentricity. Shortly after the

Voyager flybys the heat dissipation was re-

calculated (Cassen et al. 1980).

Figure 5 shows an eruption, imaged by the

Galileo spacecraft in 1997.

Extrapolating the tidal heating rate of Io

(1014 W) to Europa, a value of about 6Æ1012W

can be estimated (Greenberg 2005). A more

elaborate model leads to higher values of 9Æ1012W

internal heat dissipation or 0.3 W/m2 (O’Brian

et al. 2000).

There is no generally accepted model for the

thickness of the ice crust available yet. Values

vary between >50 km and only a few kilometres

(Cassen et al. 1979; Squyres et al. 1983; Ross

et al. 1987; Ojakangas and Stevenson 1989). In

addition there exists a model explaining

Europa’s surface and magnetic field features

with an underlying sheath of viscous icy material

(and no liquid water at all) (Pappalardo et al.

1998).

Fig. 5 Volcanic eruption on Io; the plume on the limb
(Pillan Patera) is 140 km high. Image taken by Galileo,
June 1997 (NASA/JPL 2005)

Table 3 Europa’s physical and orbital parameters

Equatorial radius [km] 1569
Mass [kg] 4.8 Æ1022

Surface gravity [m/s2] 1.31
Mean density [g/cm3] 3.01
Escape velocity [km/s] 2.02
Mean orbital radius [km] 671100
Orbital period [d] 3.551
eccentricity 0.009
inclination 0.47�
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Figure 6 shows two possible scenarios of the

internal structure of Europa (NASA/JPL

URL).

The most widely accepted model of the interior

of Europa assumes a liquid ocean, warmed up by

tidal forces. The idea, to find on the bottom of this

ocean an environment comparable to black

smoker environment at the bottom of the

terrestrial oceans, can be seriously considered.

Of course, this is speculative, but it is a fascinating

area to be explored!

The idea of habitable zones on Europa has

been discussed by Reynolds et al. (1983) and later

by Greenberg et al. (2001); a very comprehensive

overview of the physics of this satellite is given by

Greenberg (2005).

Figure 7 shows the trailing hemisphere of

Europa, as imaged by the Galileo camera

(September 7th, 1996) in natural (left) and

enhanced colours. The very low number of

impact craters is a clear evidence for the young

age of the surface terrain and, thus, of ongoing

restructuring of the ice crust.

Figures 8 and 9 show surface features which

are a strong indication for liquid underneath a

thin crust (NASA/JPL URL)

An intrinsic problem of the investigation of

Europa’s ice crust and its putative ocean is the

penetration of the ice with a device suitable for a

planetary exploration mission. Drill rigs appear

far too heavy and complex to be implemented

into currently considered Lander-missions to the

Jovian system.

A melting probe, powered with radioactive

heater units (RHU’s) seems to be a relatively

low-cost, low-mass option to reveal some of the

information, hidden underneath thick ice-layers.

This has been proposed e.g. by DiPippo et al.

(1999) and Ulamec et al. (2005).

Even if the average thickness of Europa’s ice

crust may be high, and thus, the liquid water

difficult to reach, there may be areas where the

ice is much thinner (only a few tens of meters),

e.g. at the ridges, where fresh water is thought to

be up-welling when the plates open or in the

chaotic terrains, where melt-through may occur

Fig. 6 Internal structure of Europa (NASA/JPL 2005)

Fig. 7 Global view of
Europa. Two views of the
trailing side of the
satellite, in approximately
natural (left) and
enhanced colours. Image
taken by Galileo and
processed by DLR
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(Greenberg et al. 1999, 2005; O’Brian et al.

2000).

In such areas, melting through the thin ice may

very well be possible, in an acceptably short time.

At the same time, rather fresh material from the

global ocean might be found at or close to the

surface at these places (Greenberg, R, personal

communication 2005). Once a melting probe is

below the destructive radiation of the surface

layers (~10–40 m), frozen ocean material might

be sampled without actually accessing open

water.

3.3 Mars polar caps

In 1666, the French astronomer and

mathematician Giovanni Domenico Cassini

observed the bright polar ice caps of Mars,

visible already through a standard telescope.

Figure 10 shows an image taken with the Hubble

Space Telescope. The question, whether or not

the Martian polar caps are consisting of water

ice remained unanswered until the dawn of the

age of modern space flight. The existence of the

famous channels observed by Schiaparelli in

1877 and some other astronomers could be

Fig. 8 View of Conamara
region. An area showing
the disruption of the ice
crust, probably caused by
an impact, forming Pwyll
crater. The image was
taken by Galileo in
February 1997. (NASA/
JPL 2005)

Fig. 9 Area on Europa
resembling ice floes seen
in Earth’s polar seas. The
image was taken by
Galileo in June 1997
(NASA/JPL 2005)

Fig. 10 A picture taken by the Hubble Space Telescope in
‘‘Spring Time’’. Clearly visible is the ice covered northern
polar cap
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definitely negated, when Mariner 4 as the first

spacecraft sent 22 pictures of the Martian surface

back to Earth during its flyby at the planet in

July 1965. On the pictures various craters similar

to that found on the moon were visible, and

some of them appeared to be covered with frost

(Godwin 2000). More pictures were obtained by

the following flybys of other spacecraft, and in

1976 first compositional data of the Martian soil

were transmitted to Earth by the Viking 1 and

Viking 2 landers. The two Viking probes were

the first to remain intact on the surface of Mars

and collected valuable data, e.g. about the

Martian weather. Although both landers were

equipped with instruments for the detection of

microbial life in the Martian soil, no evidence

for present or past life was found (Ballou et al.

1978). However, the interesting places on Mars

where microbial life forms could exist have not

been explored until today. These places should

contain water and should shelter micro

organisms from the solar UV radiation that

hits the Martian surface unfiltered.

The average temperature on the surface of

Mars is – 63�C, with a maximum temperature of

+20�C at the equator during summer, and a

minimum of – 140�C at the poles in winter. The

Martian atmosphere is rather thin with a surface

level pressure of roughly 6 mbar, and is mainly

composed of carbon dioxide (95%), nitrogen

(3%) and trace amounts of oxygen. The water

vapour content of the atmosphere is only about

3%. However, the relative humidity of the

atmosphere is very high with respect to the low

temperature and pressure conditions. This allows

indeed the formation of water clouds, but

precipitation is not possible. On the surface of

Mars no liquid water can be found for the same

reason, but nevertheless the existence of old

outflow channels and canyons point to the

existence of running water in the former

geological history of the planet.

With liquid water, a warmer weather and a

thicker atmosphere in the past, it is very exciting

to think about the possibility of past life existing

on Mars. The current environmental conditions

do not support life directly on the surface due to

the sterilizing effect of the solar UV radiation.

However, if life has ever evolved there, it is

possible that it still exists in biological niches,

sheltered from the radiation beneath rocks or

inside the Martian soil, or at the planet’s poles.

Large water ice sheets were found at both

Martian poles, being partially covered by CO2

ice during the winter and spring season (Bibring

et al. 2004), and also in a crater at high northern

latitude (Xie et al. 2006).

During winter time, the northern ice cap

extends towards lower latitudes, followed by

shrinkage during spring of about 20 km/day,

resulting in a minimum extension during the

early northern summer. For latitudes higher than

40�, most of the water on the Martian surface is

frozen in the polar caps and in permafrost

beneath the crust. The permafrost layer gets

thicker with increasing latitude, until it rises from

the crust at higher latitudes, shaping the ice cap.

Topography of the northern and southern polar

caps, respectively, was derived from data

recorded by the Mars Orbiter Laser Altimeter

(MOLA) aboard the Mars Global Surveyor

spacecraft (Fishbaugh and Head 2001). The

Martian polar caps cover an area of �106 km2

with a thickness as much as 3–4 km (Clifford

2001). With a supposed age of �105–108 years,

these layered ice deposits appear to be

surprisingly young. However, the Martian ice

caps contain therefore a record of the seasonal

and climatic cycling of atmospheric CO2, H2O,

and dust over this period. Therefore, the poles of

Mars are within the focus of interest for melting

probe applications (Treffer et al. 2006).

Another interesting discovery concerning

water ice on Mars was recently obtained from

Mars Express data, extending the knowledge of

a frozen sea deposit of water ice in the Martian

Elysium area (Murray et al. 2006).

3.4 Other places in the solar system

There are, of course, other very interesting

planetary bodies in the solar system, where in-

situ exploration, supported by melting probe

technology shall be considered. There are,

however, no mid-term missions defined, where

such investigations could be performed.

Europa is not the only Jovian satellite with an

icy surface that could be penetrated and
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investigated by means of melting. In particular

Ganymed is very interesting and many of the

arguments presented in Section 3.2 also apply for

this moon. Ganymed (as well as Callisto) might

also have a subglacial ocean (Spohn and Schubert

2003), but since it would be covered by a much

thicker ice layer, the exobiological interest is

focussed on its ‘‘inner sister’’, Europa.

Titan, Saturns large satellite with a dense

atmosphere does also have an icy surface with a

high content of hydrocarbons. The spectacular

results after the entry and landing of the Huygens

probe (Zarnecki et al. 2005; Owen 2005;

Lebreton et al. 2005), indicate that penetrating

the surface, which may be a crust on liquid

ethane/methane by melting could well be

appropriate.

Looking even further out in the solar system

one may think of applications on the Neptunian

satellite Triton, Kuiper belt objects or the

many small ice bodies like comets or small icy

satellites.

4 Planetary protection aspects

An aspect of space exploration, which has been

noticed very early is the effect of human-caused

biological cross-contamination between Earth and

other solar system bodies (Randolph et al. 1997).

A growing awareness about the possible

‘‘infection’’ of other places in the solar system by

so called ‘‘hitchhiker’’ bacteria from Earth found

its expression in many passionate discussions

among the scientific community. These hitchhiker

bacteria could colonize on a spacecraft and its

equipment leading to a contamination of an

extraterrestrial environment. Such a scenario

could cause irreversible and dramatic changes of

such an alien environment. Furthermore, these

alterations could also interfere with scientific

exploration and consequently could spoil the

measured data.

Consequently, the design of all missions to

other potentially habitable bodies of the solar

system has to consider this aspect of planetary

protection.

The measures for planetary protection are

defined by international law, based on the outer

space treaty of 1967 (Rummel 2001; Rummel

et al. 2002).

Techniques, applied for the sterilisation of

spacecraft (Engelhardt, 2006, could well be

applied for a melting probe, designed to explore

the Antarctic lakes. Sterilization is obligatory for

any lander mission to Mars or Europa.

5 Conclusions

1. The exploration of Mars’s polar caps and

fascinating environments like the putative

water ocean below the ice crust of Europa is

seen as an important goal for the fields of

comparative planetology, astro- and

exobiology. Melting probes, already

successfully tested in the Antarctic shelf ice,

demonstrate that this technology is promising

for such applications.

2. Technologies needed for a future Europa

mission shall be demonstrated on the ground,

leading to an exploration of Antarctic

subglacial lakes (like Lake Vostok), which

by itself would constitute an important

scientific advance.

3. As a first step simple probes as described

in this paper are being developed, tested

under thermal-vacuum conditions and on

Earth (e.g. deep penetration in terrestrial

glaciers)

6 Appendix: Thermophysical properties of ices

6.1 Overview
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6.2 Temperature dependence of selected

quantities

6.2.1 Density

With sufficient accuracy from 0 to 273 K:

q ¼ 933:31 þ 0:037978T � 3:6274 � 10�4T2½kgm�3�:

6.2.2 Thermal conductivity

After (Slack 1980), best estimates of k of Ih H2O

ice between 10 K and the melting point at

atmospheric pressure:

k ¼619:2=T þ 58646=T3 þ 3:237�
10�3T � 1:382 � 10�5T2in W/m/K ð0:3Þ

This equation gives about 12% higher values

than the (Klinger 1980) equation,

k ¼ 567

T
W/m/KðT[50 KÞ ð0:4Þ

6.2.3 Specific heat capacity at constant pressure

Cp ¼ x3 c1 þ c2x2 þ c3x6

1 þ c4x2 þ c5x4 þ c6x8
[J/kg/K]

x = T/Tt,Tt = 273.16 K and c1 = 1.843Æ 105,

c2 = 1.6357Æ 108, c3 = 3.5519Æ 109, c4 = 1.667Æ 102,

c5 = 6.465Æ 104, c6 = 1.6935Æ 106 after Haida et al.

(1974), Flubacher et al. (1960) and Giauque and

Stout (1936).

Note that the pressure dependence of Cp is

only about dCp/dP = – 8.5e – 10*T [J/K/kg/Pa]

for 0.273.15 K at 1 bar.

6.2.4 Latent heat of sublimation
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After Feistel (2006) for 0.273.15 K, approximated

by a quadratic polynomial,

Ls ¼ 2636:77 þ 1:65924T � 0:0034135T2[kJ/kg]

6.2.5 Viscosity

After Kestin et al. (1978), Hallet (1963) and

IAPWS (2003); correlation for temperatures

from – 24�C [supercooled] to 373 �C, at

saturation pressure, ± 5%:

gðTÞ ¼ A
T

B
� 1

� �a

A ¼ 1:4147 � 10�4½Pa s�
B ¼ 226:8½K�
a ¼ �1:5914
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Abstract Antarctic subglacial lakes have, over

the past few years, been hypothesised to house

unique forms of life and hold detailed sedimen-

tary records of past climate change. Testing this

hypothesis requires in situ examinations. The

direct measurement of subglacial lakes has been

considered ever since the largest and best-known

lake, named Lake Vostok, was identified as

having a deep water-column. The Subglacial

Antarctic Lake Environments (SALE)
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programme, set up by the Scientific Committee

on Antarctic Research (SCAR) to oversee sub-

glacial lakes research, state that prior exploration

of smaller lakes would be a ‘‘prudent way

forward’’. Over 145 subglacial lakes are known

to exist in Antarctica, but one lake in West

Antarctica, officially named Ellsworth Subglacial

Lake (referred to hereafter as Lake Ellsworth),

stands out as a candidate for early exploration. A

consortium of over 20 scientists from seven

countries and 14 institutions has been assembled

to plan the exploration of Lake Ellsworth. An

eight-year programme is envisaged: 3 years for a

geophysical survey, 2 years for equipment devel-

opment and testing, 1 year for field planning and

operation, and 2 years for sample analysis and

data interpretation. The science experiment is

simple in concept but complex in execution. Lake

Ellsworth will be accessed using hot water

drilling. Once lake access is achieved, a probe

will be lowered down the borehole and into the

lake. The probe will contain a series of instru-

ments to measure biological, chemical and phys-

ical characteristics of the lake water and

sediments, and will utilise a tether to the ice

surface through which power, communication and

data will be transmitted. The probe will pass

through the water column to the lake floor. The

probe will then be pulled up and out of the lake,

measuring its environment continually as this is

done. Once at the ice surface, any water samples

collected will be taken from the probe for

laboratory analysis (to take place over subsequent

years). The duration of the science mission, from

deployment of the probe to its retrieval, is likely

to take between 24 and 36 h. Measurements to be

taken by the probe will provide data about the

following: depth, pressure, conductivity and tem-

perature; pH levels; biomolecules (using life

marker chips); anions (using a chemical analyzer);

visualisation of the environment (using cameras

and light sources); dissolved gases (using chro-

matography); and morphology of the lake floor

and sediment structures (using sonar). After the

probe has been retrieved, a sediment corer may

be dropped into the lake to recover material from

the lake floor. Finally, if time permits, a therm-

istor string may be left in the lake water to take

time-dependent measurements of the lake’s water

column over subsequent years. Given that the

comprehensive geophysical survey of the lake will

take place in two seasons during 2007–2009, a
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two-year instrument and logistic development

phase from 2008 (after the lake’s bathymetry

has been assessed) makes it possible that the

exploration of Lake Ellsworth could take place at

the beginning of the next decade.

Keywords Subglacial lakes � Extreme

environments � Exploration � Antarctica

1 Introduction

Following the discovery that Subglacial Lake

Vostok in East Antarctica has a water column

over 500 m deep (Kapitsa et al. 1996), there has

been widespread scientific and media interest in

exploring Antarctic subglacial lake environments

(Siegert et al. 2001). Such exploration is driven by

the hypotheses that Antarctic subglacial lakes

host unique forms of life and hold detailed

sedimentary records of past climate change.

Testing these hypotheses requires in situ mea-

surement and sampling. Large lakes in central

East Antarctica, such as Lake Vostok, are

unlikely to be measured and sampled directly in

the foreseeable future due to their remote loca-

tion and lack of detailed comprehension (Siegert

2002) (although Russian Scientists plan to pene-

trate the existing Vostok borehole into Lake

Vostok during 2008/2009 and extract refrozen

lake water). Over 145 subglacial lakes known in

Antarctica (Fig. 1), but one lake in West Antarc-

tica, officially named Ellsworth Subglacial Lake

(Siegert et al. 2004), stands out as a candidate for

early exploration for the following reasons:

• Lake Ellsworth (79�S, 90.5�W), being only

~10 km long, can be characterised meaning-

fully in a short period using seismic and radar

surveying (see Fig. 2).

• The lake is logistically accessible through both

UK and US scientific field operations and

through the commercial operator Antarctic

Logistics and Expeditions.

• Lake Ellsworth is representative of other

subglacial Antarctic lakes, in terms of pressure

and temperature conditions.

• The sediments accumulated across the floor of

the lake may yield a record of West Antarctic

ice sheet history.

• Lake Ellsworth is located ~20 km from an ice

divide, which means that drilling from the ice

surface into the lake would not be complicated

by ice flow.

• The ice sheet surface over the lake is ~2,000 m

above sea level, which is more than a kilome-

tre lower than the ice surface over the vast

majority of East Antarctic subglacial lakes

(altitude related problems often encountered

by scientists at the centre of the East Antarctic

Ice Sheet will not, therefore, be as much of an

issue during the study of this lake).

• Subglacial access and sampling has precedent in

West Antarctica, but not in East Antarctica.

This paper describes the concept behind the

exploration of Lake Ellsworth. The two scientific
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Fig. 1 The location of
145 Antarctic subglacial
lakes (Siegert et al. 2005).
Lake Ellsworth is circled

Fig. 2 Radio Echo
Sounding (RES) data
from Lake Ellsworth. The
lake is located by the
bright flat reflector
between 28 and 38 km in
AB. The insets show
magnified sections of the
RES data (demonstrating
the mirror-like reflection
indicative of a subglacial
lake) and the location of
the lake. Adapted from
Siegert et al. (2004)
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goals of the project (which are also the goals of

subglacial lake exploration in general, see Priscu

et al. 2003) are (1) to measure and comprehend life

in this extreme environment, and (2) to collect and

assess any climate records that exist in the lake

floor sediments.

1.1 Background to Lake Ellsworth

Subglacial Lake Ellsworth is a 10 km long, 2–4 km

wide, lake underneath between 3,240 and 3,320 m

of ice near the Ellsworth Mountains in West

Antarctica (Fig. 2; Siegert et al. 2004). The ice

sheet over the lake is ~20 km from the ice divide

and its elevation is ~2 km above sea level, which

makes the lake surface over 1.25 km beneath sea

level. Although, prior to 2004, only one radio-echo

sounding (RES) transect had crossed the lake

(Fig. 2), several have been collected by the British

Antarctic Survey (BAS) in 2004–2005 and Chilean

glaciologists during January 2006. These RES data

show the lake to occupy a deep, distinct topo-

graphic hollow, which appears similar to an over-

deepened section of an ancient fjord.

1.2 Planning and meetings to date

An initial group of eight scientists met at BAS on

26th April 2004 to assess the feasibility of a

subglacial lake exploration programme. Follow-

ing the identification of key exploration roles, an

expanded group of 16 members met subsequently

at the University of Bristol on 1st September 2004

to develop the project further. A third meeting

took place at BAS on 8th March 2005 to organise

a concept document that detailed how the explo-

ration of Lake Ellsworth can be realised. This

paper derives from that concept document.

Agenda and minutes of these meetings are

available from the project’s website (www.geo-

s.ed.ac.uk/ellsworth). As a consequence of the

meetings held to date, a consortium of over 30

scientists from seven nations and 14 institutions

has been assembled to undertake the proposed

programme of activity detailed herein.

1.3 Purpose of this paper

This paper provides brief details of the likely

requirements of a subglacial lake exploration

programme (with specific attention paid to the

requirements of Lake Ellsworth). It is important

to note that the underlying theme of the proposed

project is to undertake ‘first access’ of a subglacial

lake environment and to explore this environ-

ment in a simple, efficient and cost-effective

manner. Despite this low cost approach no

compromise is expected when it comes to con-

tamination of the subglacial environment. More

expensive and complex experiments may follow if

this initial project is successful, but such experi-

ments are not discussed in this document.

2 International collaboration

The Scientific Committee on Antarctic Research

(SCAR) commissioned a group of specialists

(now a Scientific Research Programme, SRP)

named Subglacial Antarctic Lake Environments

(SALE) to ‘‘consider and recommend mecha-

nisms for the international coordination of a

subglacial lake exploration program’’ (Priscu

et al. 2003). Details of the SALE project can be

found on its website: http://salepo.tamu.edu/

scar_sale. It should be noted that SCAR has no

money to fund this level of research. Conse-

quently, its scientific research programmes will

not undertake research themselves. Instead, they

have been configured to facilitate research and

encourage international cooperation through

workshops and symposia. Funding for projects

within a SCAR SRP must be sought by national

funding agencies.

A proposal to undertake a comprehensive

geophysical survey of Lake Ellsworth (including

RES, seismic surveying and a variety of surface

measurements) has been funded through the

UK Natural Environment Research Council’s

Antarctic Funding Initiative (NERC-AFI). The

survey is planned in two seasons during the

years of the International Polar Year (IPY)

2007–2009 (www.ipy.org). The Lake Ellsworth

geophysical campaign is a recognised project of

the larger SALE programme, which is officially

endorsed by the IPY. Data collected during the

IPY will supplement those acquired in 1978, in

2004–2005, and in January 2006. As a conse-

quence of these geophysical results, Lake
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Ellsworth and its subglacial catchment will be

characterised at a sub-km resolution, which will

make planning purposeful direct measurement

and sampling possible. Further integration of

various international research proposals related

to subglacial lakes research into the Lake

Ellsworth programme is possible via both the

IPY and SALE, and within the project’s own

management.

SALE will assist the Lake Ellsworth project in

terms of environmental planning, data manage-

ment and dissemination of results.

3 Website and media interest

Even though the project is in its planning stages,

there has been considerable public and media

interest in plans to explore Lake Ellsworth.

Details of this interest, and the project in general,

can be found from the project website (www.geos.

ed.ac.uk/ellsworth), constructed to help schools

and colleges follow the progress of work, and to

assist the media in understanding the proposed

research.

4 Structure of the project and objectives

The exploration of Lake Ellsworth requires a

multidisciplinary approach. A considerable level

of management is required to integrate the various

project elements. Currently the project is being

managed by a steering committee, and through an

ongoing series of project meetings. The project is

arranged in four phases each with distinct objec-

tives, which are outlined below (Fig. 3).

It should be noted that a considerable group (in

terms of size and breadth of expertise) has been put

together to undertake the exploration of Lake

Ellsworth. We are collectively known as the ‘Lake

Ellsworth Consortium’. Given the long-term nature

of the project, requiring instrument development,

fieldwork and laboratory analysis, publications

arising from the direct measurement and sampling

of the lake will be authored by the ‘Lake Ellsworth

Consortium’, rather than by individuals.

4.1 Phase 1: Geophysical exploration

The first phase of the project involves the mea-

surement of the size and shape of Lake Ellsworth,

the flow of the ice sheet over the lake, and the

subglacial topography surrounding the lake. This

part of the project, which has been funded by the

UK NERC-AFI programme and must take place

before direct exploration (as it will be essential

for fieldwork planning and, later, interpretation of

data), will take place during the forthcoming IPY.

The objectives of this first phase of the project are

as follows (see also Section 5):

• To undertake a comprehensive geophysical

survey of Lake Ellsworth and its locale.

• To reveal the water depth of the lake (i.e.,

lake bathymetry).

• To measure the sediment thickness and struc-

ture across the lake’s floor.

• To comprehend the wider topography around

the lake and quantify the dimensions and

morphology of the lake’s drainage basin.

4.2 Phase 2: Instrument and logistic

development

The second phase of the project involves assem-

bling equipment and logistics necessary to under-Fig. 3 Structure of the project
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take the physical exploration of Lake Ellsworth.

In this phase the following objectives are required:

• To build, assemble and test instruments to

detect life in the lake, to measure the physical

and chemical properties of the lake’s water

and to sample the lake water and sediment

(Section 6).

• To construct and test a probe to house the

instruments and to allow communication

between the probe and the ice surface by

which data may be sent back to the ice surface

(Section 7).

• To build and test a hot-water drill and

organise field logistics (Section 8).

Phase 2 of the project will also require the

following objective, if climate records are to be

recovered:

• To acquire and test a sediment corer, capable

of extracting a 2 m core (or longer) from the

floor of Lake Ellsworth (Section 11).

Contamination of subglacial lake environments

as a consequence of the lake access experiment

must not occur. Hot water drilling has been used on

numerous occasions to reach the base of the West

Antarctic ice sheet (e.g., Englehardt et al. 1990).

The use of hot-water drilling in this project means

that all the contamination controls used previously

to study the ice sheet base, and surface lakes in

Antarctica, will be employed for experiments in

Lake Ellsworth. Further assistance on this impor-

tant issue will be sought from the SCAR-SALE

scientific research project prior to fieldwork.

4.3 Phase 3: Fieldwork

Once the necessary equipment has been built and

tested, we will be in a position to undertake

exploration fieldwork. To allow direct measure-

ment and sampling of the lake, the following

objective is required:

• To use a hot water drill to gain access to the

lake from the ice-sheet surface.

We anticipate a 30 cm wide borehole is

required (to pass equipment through), which can

be held open for 24–36 h (giving a short window of

little more than a day for the actual exploration).

Prior to lake entry, 400 m of water within the

borehole will be taken out to ensure borehole

water does not enter the lake (as the base of the

borehole will be at greater pressure than the water

within the lake).

Once lake access is achieved, the following

objective is required:

• To deploy a probe into the lake capable of

measuring the lake’s biological, chemical and

physical environment.

The probe will be lowered through the water

column to the lake floor. Recordings made on this

journey could be used to plan sampling on its

return up the water column (recordings will also

be made on its return journey). The probe will

then be retrieved.

Subsequent to the deployment and retrieval of

the lake-water probe, and if lake access is ensured

for an appropriate length of time, the following

objective is required:

• To deploy a sediment corer into the lake to

retrieve a 2 m (or longer) sediment core.

In addition, a probable third experiment

involves the installation of a permanent station

into the lake. No details of such an experiment

are provided in this document, but such work is

undertaken commonly within Antarctic surface

lakes covered by thin ice.

4.4 Phase 4: Data analysis and interpretation

Data acquired by the probe will comprise direct

measurements and, possibly, samples. The follow-

ing four objectives are required to assess these data

in order to meet the project’s goals. The first

involves direct measurements, the second and third

involve samples of water and sediment and the

fourth involves the analysis of sedimentary records.

• To assess data sent by the probe in real-time

to the ice surface, to comprehend the physical

and chemical structure of the lake, and to

ascertain the abundance, distribution and

diversity of microbial life in the water column

and water-sediment interface.

• To conduct microbiological examination of

lake water and sediment in a laboratory

(Section 9).
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• To undertake geochemical analysis of water

and sediment (Section 10).

• To conduct sedimentological laboratory analy-

sis of the lake floor sediment core (Section 11).

If a permanent station is deployed, a means by

which data can be stored, retrieved and dissem-

inated will be needed (and will probably require

returning to the field site in years subsequent to

the exploratory mission).

4.5 Project components

The following seven sections provide a ‘concept’

of the requirements of each phase of the

project. The first is the geophysical survey

(Section 5). Second is the instrument develop-

ment for the probe (Section 6). Third is the

probe development (Section 7). Fourth is the

hot-water drilling and fieldwork (Section 8).

Fifth is the biological analysis of water samples

(Section 9). Sixth is the geochemical analysis of

water samples (Section 10). Seventh is the

sedimentological analysis of lake-floor deposits

(Section 11).

5 Geophysical survey

This component of the project involves the

geophysical exploration of Lake Ellsworth.

Fieldwork will take place during the IPY 2007–

2009 and involves RES of the ice base, seismic

surveying of the lake floor, GPS monitoring of

ice flow and a series of other ice surface

glaciological measurements. Following the field-

work, numerical modelling will be used to

quantify water flow within the lake, ice flow

over the lake, and the distribution and rates of

melting and freezing at the lake-ice interface.

When the fieldwork is completed, the following

11 questions will be answered: (i). What is the

water depth of the lake? (ii). What is the

topographic setting of the lake? (iii). What is

the sediment thickness across the lake floor?

(iv). Are the sediments layered? (v). How does

the ice sheet flow over the lake? (vi). What is

the roughness of the bed around the lake? (vii).

What are the rates of subglacial melting and

freezing over the lake? (viii). Does the lake have

detectable tides? (ix). How is the lake water

circulation configured? (x). Where does the

melt-water originate? (xi). What is the geother-

mal setting of the lake?

The outcome of this element of the project will

be a detailed characterisation of the subglacial

lake and its physiography and the identification of

the most appropriate drilling site for direct

exploratory research.

6 Instrument development

6.1 Background

Developing the instrumentation for the probe

(Section 7) is focused on measuring the physical

and chemical properties of the lake water and

identifying life within the lake. Consequently, the

following key considerations guide the choice of

instrumentation.

• The experiment should be thought of, in the

first instance, as a ‘demonstration project’, and

should not aim to accomplish everything that

might be possible in subglacial lakes explora-

tion. Some selectivity is therefore required

within the instrument specification and design.

Once subglacial lake access is achieved and

this in situ experiment completed, it may well

be appropriate to develop more sophisticated

experiments and instrumentation afterwards.

• All instrument items need to be depth

(pressure)-rated to 4–5 km of water (corre-

sponding to the likely pressure of Lake Ells-

worth).

• The number of items requiring significant

development needs to be kept to a minimum,

to avoid the project becoming unreasonably

expensive, overly ambitious, and difficult to

accomplish within its timeframe.

• Instruments need to be miniaturised to fit a

casing of < 20 cm diameter (the drill hole will

be ~30 cm wide). Pressure-protected instru-

ments may need confining to a 15 cm diame-

ter. It should be noted that some instruments

(e.g., Raman spectroscopy) could be deployed

from the surface using fibre optic cable to

connect to the lake water.
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• The first measure of success will be to dem-

onstrate measurements in the lake water.

Sample return is very attractive, but will be a

bonus, and so should have a lower priority

than direct measurements.

6.2 Basic instrumentation

The following comprise essential characteristics

of the probe’s array of instruments:

• A basic off-the-shelf (OTS) camera/light sys-

tem, and a custom-built CCD (charge-coupled

device) system with photon-level resolution

and UV light source to detect fluorescence/

bioluminescence.

• A water filter system, as life detection will be

more efficient if the material within the water

is concentrated. Multiple filter devices are

required to deploy at different water depths.

• Measurement of ions within the lake water will

be made but only using equipment that is OTS.

• Two sonar devices (top and bottom of probe)

are needed to allow depth-to-probe and water-

depth measurements.

• If a sampling capability is adopted the simplest

option is a series of sampling chambers/cavi-

ties which may be switched to recover water

from the target environment. It should be

noted that sample will be limited in volume to

a few hundred ml, and that degassing of

samples on return to the surface is inevitable.

6.3 Detection of life

Defining the equipment needed to detect life

within the lake water is critical to the success of

the experiment. The following make up the

possibilities defined at present:

• An obvious generic marker of active terrestrial

life is the molecule adenosine triphosphate

(ATP) that is present in all cells. Enzyme-based

bioluminescence reagents and technology to

detect ATP levels is well established in other

applications. This will require re-packaging

into appropriate reaction chambers pre-dosed

with reagents and filled in situ with filtered

and cell-lysed water samples. The reaction

chambers will be imaged by the photon-count-

ing camera to detect the resultant emitted ATP

dependent bioluminescence. At present four

measurements (three at various water depths

and one in sediment) are envisaged.

• Endogenous fluorescence will be measured

using a UV light source, optical filters and

optical detector. If necessary we may measure

fluorescence after addition of fluorescent dyes

specific to certain cell components.

• Raman spectroscopy could be deployed (from

the ice surface) on (i) filtered particulate

organic material, and (ii) a surface-enhanced

resonance Raman spectroscopy (SERRS) sur-

face, exposed to extract organics from solu-

tion. Deployment into sediment may also be

possible using a fibre optic probe.

• Life Marker Chip (an appropriately packaged

antibody micro-array device currently under

development for life and organics detection

for planetary exploration—specifically for

Martian exploration), using readily available

antibodies, is high risk (in terms of the

timescale for development) and expensive in

terms of development resources. If it can be

developed, such equipment would be central

to the project’s life-detection goal. However,

the first three life/organics detection devices, if

used in tandem, would result in a multi-

pronged approach to the problem. The fourth

would be a bonus if it can be developed in

time. We note that deployment of this tech-

nology will require in situ sample preparation,

which may be non trivial.

• Analysis of filtered material from lake water

and sediments for recognisable biological

particles using traditional microscopy (LM,

SEM etc.).

7 Probe development

The probe development will require two ele-

ments: (a) The construction of electronics to

ensure data from the probe’s instruments are

transferred to the ice surface, and (b) the building

of the probe case and tether (capable of with-

standing appropriate pressure of the borehole and

the lake’s water column).
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7.1 Probe electronics

It is anticipated that the probe will draw power

and data through its tether, which will be neces-

sarily highly robust. This will be a potential single

point failure mode as the Dante II robot

(designed to explore active volcano craters) failed

when its winch-deployed rappelling tether

snagged and fractured on its maiden descent in

1994. The power distribution bus should be

isolated from the data distribution bus in separate

wiring harnesses.

The probe will have a small cross-section due

to the narrowness of the borehole of <30 cm

diameter—similar to sondes used in petroleum

wireline logging. The penetrometer shell should

be of semi-monocoque construction with ther-

mally isolated internal equipment spaces.

Although aluminium alloy may be suitable for

the probe structure, wireline logging sondes are

generally constructed from titanium alloy.

Indeed, the probe may potentially be constructed

from compartmentalised segments connected

together through standard interfaces at the

deployment site as in wireline logging making

transport and packaging of the probe easier.

The probe must house the service support

subsystems and the relevant scientific instru-

ments. The probe electronics should be housed

within the probe connected through each segment

by electrical interfaces and a suitable ‘bus’ archi-

tecture (e.g., CANbus). The internal circuitry

may be optimised to minimise the length of the

wiring harness. Circuit paths should be short with

electronics packaged into circuit board stacks

linked through an integrating backplane. The

electronics comprises:

1. Power microelectronics based on CMOS

ASICs (application-specific integrated cir-

cuits) for switching voltage regulation and

overcurrent protection of onboard devices

(an alternative to ASICs is a field program-

mable gate array (FPGA)).

2. Control and data handling microelectronics

(a microcontroller including internal multiple

ADC channels) for the storage of telemetry

and scientific data and mission sequencing. A

transputer (or other co-processors) may be

employed to perform image processing

(which have been deployed on Surrey Satel-

lite Technology Ltd. micro-sats). Lossless

data compression methods may be employed

to reduce data rates.

Onboard microprocessors will enable limited

data manipulation on the vehicle; will manage

data storage and transmission to the surface

command station; will control onboard systems;

and will calculate attitude from inertial and

magnetometer sensors. Attitude data can be

combined topside with the sonar images to

provide accurate positioning information vital in

the measurement of the small currents expected

in the subglacial lake.

Although it is anticipated that onboard power

will be supplied through a tether, backup primary

Li-thionyl chloride batteries designed for a sig-

nificant period of operation at low temperatures

should be included for redundancy. This depends

on the duration within the target waters (un-

known) and the time for descent and ascent

(~20 h). Conductive fins will be required to

radiate battery power dissipation. The tether link

should provide sufficient capacity to support the

telemetered data rate; e.g., 500 kilobytes per

second (kbps) depending on the scientific instru-

ment polling rate and data density (e.g., imaging).

Onboard instrumentation should employ ded-

icated on-chip signal conditioning electronics to

allow efficient interfacing to the databus. How-

ever, the requirement for minimal volume over-

head suggests that tight scientific payload

integration into a single system is required to

eliminate modular boxes with electrical connec-

tors. This architectural trade-off will require

critical examination.

Some bulky scientific instruments may be

deployed from the ice surface and exploit the

tether using fibre optic cabling (IR Raman

spectroscopy is currently being considered for

such deployment, and such an approach may also

be suitable for optrodes).

7.2 Probe casing

The probe concept consists of a negatively

buoyant cylindrical vehicle with no propulsive
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capability. It is essentially a hollow cavity which

allows the accommodation of scientific instru-

ments and supporting subsystems. The centre of

mass of the probe should be close to the nose,

forward of the centre of pressure, to ensure

stability during the descent. Thermal control may

be achieved through an inside layer of carbon

foam or silicon aerogel with a thermal capacity of

300 W/cm2 (multi-layer insulation is likely to be

too thick within the limited diameter). Thermal

isolation straps may be constructed from low

thermally conductive glass fibre reinforced epoxy.

The probe will be lowered under its own

weight into the borehole and subsequently to

the subglacial lake. The predicted borehole

diameter at retrieval limits the vehicle width to

less than 200 mm. Length is relatively uncon-

strained and will be varied to accommodate the

required instrumentation and systems. The diam-

eter limit has the most profound effect on the area

available for tip mounted instruments i.e., imag-

ing sonar, conductivity-temperature-depth (CTD)

instrument, water sampler tube, sediment corer/

sampler, video camera and light, as shown in

Fig. 4). Water sampling and pumping for analysis

can be positioned elsewhere on the vehicle.

Movable surfaces/covers are a possible consid-

eration but are currently avoided by the use of a

fixed cage at the rear of the vehicle which guides

the cable away from the sonar and encourages the

vehicle to centre itself into the borehole for

retrieval. A fixed cowl (not shown) protects the

tip mounted instrumentation. The generation and

use of hot water for both lake entrance and exit is

possible but requires further investigation.

At a maximum depth of 4 km below an esti-

mated 3.4 km thick ice sheet, the probe will

experience an ambient pressure of ~37 MPa.

Systems that are not resistant to this loading will

be placed in a pressure resistant cylinder. Pressure

tolerant devices that need to be isolated from water

will be housed in an oil filled pressure-balanced

cylinder with diaphragms to enable differential

expansion. This cylinder will have a greater useable

diameter due to its thinner sidewalls. All other

devices can be exposed to the environment directly

or in free flooded areas of the vehicle.

Standard oceanographic CTD cable with opti-

cal fibre and dual conductor link (e.g., A303950,

Rochester Cables) can be used to lower and

retrieve the probe. Four km of 11 mm diameter

cable weighs ~2,900 kg (~1,300 kg in water).

Using this cable the maximum probe weight is

~4,500 kg. This cable can be used to transmit ~
100 W (@300 V) to the probe; a similar power is

dissipated in transit.

Trade studies are required to compare power

strategies (including raising the voltage, using

different conductors or supplying onboard bat-

teries). Primary communication will be via optical

fibre, with a modem backup using the cable

conductors. The backup system will not be able to

transmit high rate video.

Substantial equipment will be required at the

surface including a suitable winch (~3 tonnes),

power generator, optical and conductor commu-

nications link processing, data storage and visu-

alisation with integrated command and control.

Testing and verification of components, systems

and the integrated vehicle can be undertaken

Fig. 4 Example of probe casing
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both in the pressure test facility at the National

Oceanography Centre Southampton (NOCS),

and on field trials in perennially ice covered lakes

such as Citadel Bastion Lake (Southern Alexan-

der Island), where solutes and life are in very low

concentrations and are, thus, likely to provide for

the development and testing of the sensory

capability of the probe.

8 Drilling, logistics and fieldwork

8.1 Background

Exploration of Lake Ellsworth will be under-

taken during the 2012/2013 or 2013/2014 season.

Hot water drilling equipment will weigh approx-

imately 36 tonnes. A total of 200 drums of fuel

will be needed to make two entries into the

subglacial lake. The lake is at a depth of

3,400 m. A minimum of 18 personnel are

needed on site during the continuous drilling

phase (six per shift) to maintain and operate the

drill, and for the deployment of probes into the

lake. Staff will need to be on site for a period of

10 weeks; 5 weeks to set-up the equipment,

3 weeks to drill two holes and 2 weeks to

decommission.

8.2 Hot water drilling equipment

The hot water drill will require a hose with a

minimum bore of 1.5’’ to carry 4.5 litres per

second of hot water. The temperature of the

water will be up to 90�C at the surface, reducing

to 55�C at a depth of 3,400 m, thus providing the

1.7 MW needed to melt and maintain the hole.

The water will be heated by commercially avail-

able heat exchanger units, and pumped using

diesel powered units at up to 2,200 psi.

Initially the drill will melt a 36 cm diameter

hole but once drilling has ceased, refreezing will

reduce the diameter to about 20 cm after 36 h.

Drilling such a hole through 3,400 m will require

approximately 50 h, and will use around 12,000 l

(60 drums) of fuel, assuming no problems. Expe-

rience suggests that further reaming of the hole, if

needed, will consume approximately 6,000 l of

fuel per day.

The pressure loss within the hose is expected to

be less than 2,000 psi from the ice surface to the

lake ceiling. As the top 300–400 m of the hole is

air filled, the hose must be supported using

additional strength members, or integral strength

member bonded to the hose. A drilling winch

capable of handling the hose and additional load

of the probe is required.

Biological filtering, using a modular cartridge

filter system to remove all bacteria and many

viruses (down to 0.045 micron) from the water

used during drilling, is required to minimise

contamination of the lake water. The filtration

plant will be designed to provide the required

flow rate and water quality. Prefilters will remove

the larger particulates. This system is expected to

fit easily in to an airfreight container. Using data

from Antarctic ice cores, we can obtain a full

analysis of the anticipated dust loading and ionic

concentrations for the entire ice column. First

estimates suggest that one filter change every 2–

3 days (assuming entirely dusty glacial ice) will

easily maintain the filtration standards. A more

comprehensive analysis of the ice core data would

confirm the frequency of the filter changes. If all

viruses must be removed then reverse osmosis is

required, removing salts and ions as well as

viruses. Either system would ideally be housed

in small shipping container together with the

prefiltering system.

8.3 Access and fieldwork

To overcome as many of the logistical problems as

possible delivery of equipment, materials and

personnel to the drill site, will use chartered

aircraft (using Antarctic Logistics and Expedi-

tions). There will be a heavy lift from Chile to the

Patriot Hills ice runway, with onward carriage by

tractor train (in collaboration with Chilean scien-

tists). All field activities and arrangements will be

organised with the assistance of BAS project

members, including transportation, tents, clothing,

field equipment, communication systems and food.

8.4 Fieldwork analysis

The probe will deliver information concerning

physical, chemical and biological properties of the
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lake’s water column. Appropriate scientific exper-

tise will be present in the field to (1) manage the

probe’s sampling strategy, and (2) interpret the

probe’s results to comprehend the environment of

Lake Ellsworth. Data collected by the probe will

be recorded on site and made available to project

members in the first instance, and the interna-

tional scientific community via SALE. If samples

are recovered, it may be possible to undertake

first analysis on site. The bulk of material recov-

ered will be packaged into sterile containers and

transferred to laboratories where detailed analy-

sis can take place.

9 Biological analysis

9.1 Background

Microorganisms have been found in some of

the most extreme environments on Earth; some

organisms thrive in ice, others flourish in

boiling water, acids, water-cores of nuclear

reactors, salt crystals and toxic waste (Roths-

child and Mancinelli 2001). Lake Ellsworth has

the potential to be one of the most extreme

environments on Earth with combined stresses

of high pressure (>400 atmospheres), low tem-

perature (near the freezing point), permanent

darkness and probably oligotrophic (low nutri-

ent) conditions. The identification of significant

subglacial bacterial activity in some subglacial

environments (e.g., Miteva et al. 2004; Foght

et al. 2004), as well as work on permafrost

communities, shows that life can survive and

grow in low temperature glacial systems. Above

Lake Vostok all of the accreted ice samples

between 3,541 and 3,611 m contained both

prokaryotic and eukaryotic microorganisms

(Priscu et al. 1999). In addition, viable micro-

organisms have been recovered from 1 million

year old Antarctic permafrost (Kochkina et al.

2001), which makes it likely that prolonged

preservation of viable microorganisms is possi-

ble in Antarctic ice-bound habitats. Thus,

existing data suggest that the Antarctic ice

sheet may at least provide a source of micro-

organisms for the lake and possibly an envi-

ronment for their growth.

9.2 Does Lake Ellsworth contain life?

Members of the microbial world encompass the

three domains of life, the Bacteria, the Archaea

and the lower Eukarya. About 4,200 prokaryotic

species have been described out of an estimated

105 to 106 prokaryotic species on Earth. The

overlying ice core at Lake Vostok is known to

contain the full diversity of microbial life: algae,

diatoms, bacteria, fungi, yeasts and actinomycetes

(Ellis-Evans and Wynn-Williams 1996). A com-

bination of microscopy, biochemical and molec-

ular biological techniques will be studied in

‘clean’ laboratory facilities to determine the

abundance, distribution, and diversity of micro-

organisms in the lake. We will use standard

microbial quantification techniques such as nu-

cleic acid staining (SYTO 9, acridine orange) to

obtain microbial numbers. Techniques such as

FISH (Fluorescent In situ Hybridisation) will be

used to determine the phylogenetic groups of the

organisms.

9.3 Where is life located within the subglacial

lake?

Such a unique environment is expected to har-

bour significant chemical gradients, including

oxygen from gas hydrates released from ice.

Microbial life in Lake Ellsworth may, therefore,

be pelagic, associated with sediment particles,

distributed along gradients, in accretion ice or in

overlying meteoric ice. The identification of

viable organisms along with a determination of

the elemental composition of the surrounding

media will provide clues to potential biogeochem-

ical activity and the sources of energy and carbon

that would be necessary to sustain metabolically

active populations.

9.4 What are the characteristics of Lake

Ellsworth communities?

While the mere presence of life in itself would be

a major scientific discovery, we might expect such

organisms to possess special or unique adapta-

tions to this hostile environment. Analysis of the

physiological potential using a metagenomic

approach and energetics through biochemical
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pathways of returned samples, will help to gain a

fuller understanding of the role of Lake Ellsworth

microbes in biogeochemical cycling and the

functioning and control of the ecosystem. FISH,

CARD-FISH (Catalyzed Reporter Deposition

FISH) and similar methods (Table 1) will be used

to determine the phylogenetic characteristics of

the communities.

9.5 Techniques

The following four laboratory techniques are

available to investigate microorganisms within

samples retrieved. (1) Microscopy; fluorescent

and electron microscopy (used with specific gene

probes). (2) Biochemistry (biogeochemical cy-

cling). In the absence of light, the microorgan-

isms within Ellsworth must be using either

organics or inorganic redox couples to gather

energy. We will use gene probes available for

different biogeochemical activities to assay the

water/samples for the presence of biogeochem-

ical activity. This will include probes for iron

cycling (reduction and oxidation), nitrate cycling,

manganese reduction and other pathways of

dissimilatory metal reduction and oxidation. (3)

Molecular biology; genomic DNA (using gene

probes coupled with FISH—Fluorescent in

situ hybridisation) will be extracted from mate-

rial obtained and used to construct a metage-

nomic library to screen for novel physiologies.

(4) Infrared Raman (used to detect biomole-

cules); could reside at a surface station with the

sensor head residing in the probe.

10 Geochemical experiments

The aims of this Section are to first detail the

expected geochemistry of the lake water, and

then assess the various measurements and anal-

yses required to quantify the lake’s physical and

chemical environments (including measurement/

sampling strategies and prioritisation of labora-

tory experiments).

10.1 Background: Expected bulk

geochemistry of Lake Ellsworth

Let us assume that the dimensions of Lake

Ellsworth are 10 km · 10 km · 250 m; then the

volume of water is 25 km3. Let us then assume

that the melting into the lake equals freezing out

of the lake, so that the lake volume is in steady

state, and that melting occurs over 50% of the

lake at a rate of 10 cm/year. The annual input of

melt to the lake is therefore 10 km · 10 km · 0.5

· 10 cm/year or 5 · 10–3 km3/year.

The residence time of water is 25/5 · 10–3 years

or 5 kyr. Assuming the age of Lake Ellsworth to

be 400 kyr, there will have been 80 renewals of

water.

Table 1 Some of the techniques that can be applied to detect life in sediments returned from Lake Ellsworth

Method Phylogenetic analysis? Comments

Microscopy (LM, SEM) Preliminary examination of filtered material
from the water column and of the sediment
for recognisable life forms

Nucleic acid staining No Determination of total cell numbers in lake sediments
FISH, CARD-FISH YES Fluorescent In situ Hybridisation and catalyzed reporter

deposition-FISH can be used to determine
phylogenetic groups of organisms an their
metabolic activity.

Lipid analysis Yes Can be used both for total cell number determinations
and phylogenetic identification of groups of organism
in sediments. Nb. the technique does not work for
Archaea and gram+ bacteria.

PCR of functional genes Gives information on
functional groups, which
may relate to phylogeny.

Determination of major biogeochemical pathways
operating in lake or potentially operating.

Genomic analysis Yes
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Assuming also that all the solute from the

melting ice stays in the lake, since ~0.1% is

incorporated into accretion ice. The chemical

composition of the lake is therefore 80 times that

of the average incoming ice melt chemistry, if no

other sources or sinks of ions occurs.

Let us assume finally that the chemistry of ice

melt is equivalent to the average chemistry

recorded in the Byrd Ice Core, which gives the

expected chemistry of lake water in Table 2.

The inferred concentrations of Ca2+, Mg2+,

Na+, K+ SO4
2– and HCO3

– are probably on the low

side, since these ions are generated from interac-

tions between glacial flour and ice melt. We guess

that concentrations may be up to a factor of 3–5

higher, putting these concentrations similar to

those estimated for Lake Vostok.

The inferred concentrations of H+, NH4
+ and

NO3
– are probably too high, since glacial flour uses

up H+ in chemical weathering actions, and

microbial activity will remove NH4
+ and NO3

–

(microbial activity may also change levels of SO4
2–

and HCO3
–). We guess that the pH of the water

will be about 6 and that NO3
– and NH4

+ concen-

trations will be around 1 leq/l, similar to those in

Lake Vostok (Siegert et al. 2003).

10.2 Experiment sampling strategy

Given the short but intensive duration of the field

experiment (24–36 h), it is essential to formulate

a measurement and sampling strategy to acquire

appropriate real-time data and quantities of the

lake water to ensure its geochemistry can be

characterised appropriately. Our three-stage plan

for exploration is as follows. (1) Once in the lake,

lower the probe continuously to the lake floor

taking measurements of lake’s physical environ-

ment. (2) At the lake floor, collect sediments,

deploy life marker sensors into sediment, scruti-

nise physical-lake data. (3) On the basis of an

analysis of data to this point, a sampling strategy

should be developed for the return journey up the

water column. In this way we can be confident of

acquiring data from the most interesting material

in the water column. It should be noted that we

also intend to sample and analyse ice above the

lake (extracted by hot water coring), as this

comprises the likely ‘input’ to the lake system.

10.3 Physical environment

Comprehension of the physical environment

(flow, temperature, conductivity, density, pH,

oxygen saturation etc.) is likely to be one of the

first results of the programme. The analysis

involves data emplacement within a 3D context

(the broad 3D physiography having been estab-

lished from earlier geophysics (Section 5)).

Questions that can be answered include: Is the

lake thermally and/or chemically stratified? What

is the rate of water flow? Is the water saline (and

does a thermohaline circulation occur)? Does

water flow through hydrothermal action? A short

period of post-fieldwork processing will be

required, in conjunction with 3D visualisation of

the lake system.

Sonar may provide fascinating imagery of the

lake floor (if side-scan is used), and would

complement seismic results of water depths

acquired in 2006–2007.

10.4 Geochemical environment from

laboratory analyses

Assuming that sufficient water is sampled, a

strategy to utilise the samples most effectively is

required. In the following tables, measurements

of various components are prioritised and the

minimum amount needed for the measurement is

indicated. The first procedure for all samples is to

separate water from particulates. Analysis of

Table 2 Expected bulk chemical composition of water in Lake Ellsworth

Units: leq/l H+ pH Ca2+ Mg2+ Na+ K+ NH4
+ Cl– SO4

2– NO3
– HCO3

–

Average Byrd Ice Core 1.8 5.7 ~1.0 0.4 1.5 0.05 0.13 2.0 1.0 0.7 ~1.2
Inferred Lake Ellsworth <140 >3.9 >80 30 120 1 <10 160 80 <50 >100
Lake Ellsworth (including

contribution from glacial flour)
~10 ~6 ~420 ~90 120 3 1 160 240 1 240
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filtered particulates will reveal the following

results: particulate concentration, size frequency,

lithology, mineralogy and provenance, and the

particulate’s contribution to solute. Having estab-

lished the particulate content of lake water,

experiments of the water itself can be conducted,

with a priority given in Table 3.

10.5 Lake-floor sediments

A strategy for analysis of small volumes of lake-

floor sediments, acquired by the probe, is

required in a similar way to the lake water. A

prioritisation of experiments, with amount of

material required for each, is given in Table 4.

11 Geological experiments

11.1 Background

Sediment in Lake Ellsworth will come from two

primary sources, namely mineral dust (plus other

particulate matter such as propogules, micro-

meteorites) from the overlying ice, and sub-

glacially-eroded sediment. The dust component

is likely to be volumetrically very small, whilst the

sub-glacially eroded component is likely to be

substantially greater but more spatially restricted

to the edges of the lake.

These sediments are likely to be easily sampled

using a gravity corer. Subsequent to successful

probe deployment, it is feasible that a sediment

corer could be dropped to the lake floor to sample

and retrieve the sediments.

Retrieval of a shallow (~3 m) sediment core has

several potential benefits to understanding the

lake’s environment, its biota and its long-term

history. In ultra-oligotrophic (extreme nutrient-

poor) lakes the sediment-water interface is one of

the most likely niches for life to exist and so a

sample of this environment is necessary to fully

test hypotheses of life in the lake. For example in

most Antarctic surface lakes the vast majority of

biodiversity resides in the sediment. Further,

sediments within a short core are likely to contain

a potentially long (e.g., tens of thousands of years)

history of environmental conditions within the

lake, including any records of life such as pre-

served organic remains (biomolecules etc). If no

life is found in the water column then the

sediments may show if life ever existed in the lake.

Table 3 Some of the
geochemical analyses that
can be applied to the
water collected from Lake
Ellsworth

Species Min volume for
analysis (ml)

Cumulative min
volume (ml)

Major cations and anions Ca2+, Mg2+, Na+, K+,
SO4

2– and Cl–
2 2

DIC/DOC 5 7
Nutrients (NO3

–, NH4
+ and PO4

3–, DON and
DOP)

10 17

d13C-DIC, d18O-H2O, 8 25
If anoxic, Fe, Mn, HS– 5 30
CTD and DOX Water column

profile
Should attempt to measure O2, CO2 , CH4 and

N2 in the gases in the head space above the
water samples

Table 4 Some of the sedimentological analyses that can
be applied to small sediment samples collected from Lake
Ellsworth by the probe

Species Min weight of
sediment (g)

Cumulative
min weight (g)

Grain size distribution 0.1 0.1
CHNOS 0.1 0.2
SEM/EDAX 0.1 0.3
Mineralogy/

provenance
1 1.3

Sequential extraction
for nutrients and Fe

10 11.3

Sulphides 5 16.3
X-ray laminationa Whole core

scanner
Magneto-stratigraphyb U-channel or

whole core
scanner

a X-ray analysis required use of all material in the sediment
core, but will destroy none
b Magneto-stratigraphy, see Section 11.2
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The sediments provide the potential for

answering the question of how life got to, and

evolved within, the lake. In particular if a sedi-

ment core can sample the transition between pre-

glacial sediments and those deposited in the lake

then the development of the lake and its life may

be tracked through time.

Depending on its length, a sediment core from

Lake Ellsworth could address three issues con-

cerning the glacial history of West Antarctica: (1)

the record of West Antarctic Ice Sheet (WAIS)

evolution, particularly the transition to full ice

sheet conditions; (2) the timing and duration of

periods of WAIS collapse, and (3) the variations

in lake ‘climate’ introduced by glacial-interglacial

variations in the ice sheet above.

11.2 Sediment core

A cable-operated gravity corer suitable for

deployment through a hot water drilled hole has

already been developed. A version of the corer

could be built for retrieving sediment from Lake

Ellsworth and could also be fitted with a percus-

sion head to enable deeper penetration of the

sediments. Of particular importance to the con-

struction of the corer will be knowledge of the

sediment thickness and water depth: both of

which are scientific objectives of the proposed

geophysical exploration of the lake (Section 5).

Table 5 lists the various sedimentological mea-

surements that could be made on a sediment core

from the floor of Lake Ellsworth, and the scien-

tific results that may follow. In particular, mag-

neto-stratigraphy of the core may be essential to

understanding the age of sedimentary material

recovered from the floor of Lake Ellsworth.

A ‘U-channel’ cut from the split core half

(2.5 · 2.5 cm · length of core), is required for

magneto-stratigraphy analysis, but this will be

non-destructive and will not modify the sample.

All the material will be available for further study

post magnetic measurements. It is probably best if

the U-channel is cut before the core has the

chance to come into any unknown magnetic

fields. The coring barrel will be magnetic but this

can be compensated for. Exposure to stray

magnetic fields from engines, ships, steel objects,

etc can modify or overprint the magnetic signal

and this can prevent the success of magnetic

studies. Shields for U-channels are available to

prevent this during transport. If the core is quite

condensed (i.e., the sediments are old), the first

experiment will be to test whether the Brunhes/

Matuyama Boundary (780,000 years ago) can be

detected. Assuming the record is complete, it may

also be possible to pick up younger field excur-

sions but it would be difficult to work with these

unless there is some independent chronology to

integrate with. However, the bonus of being

proximal to the South Pole is that we can easily

detect polarity from inclination records alone.

It should also be possible to recover a secular

variation and field intensity record. It is not

known whether the secular variation will help

with dating as the location is so close to the pole

and azimuthal orientation is likely to be absent.

However, such a record has never been taken so

close to the South Pole, which makes its acqui-

sition important scientifically. Several other

geochronological techniques available in sedi-

mentology may be used to establish a time control

on the lake-floor core.

12 Summary and timetable of activities

The exploration of Lake Ellsworth requires a

multidisciplinary effort of considerable size. The

scientific justification is based on two important

goals: (1) to measure and comprehend life in this

extreme environment, and (2) to collect and

assess the historical record contained in the lake

floor sediments. A multi-staged approach is

required to achieve these goals. First, a detailed

characterisation of the lake’s physiography is

required from geophysical measurements. A

comprehensive survey of the lake will take place

between 2007 and 2009. Subsequently, the specific

details of the lake exploration mission will be

determined. The project also requires the assem-

bly of scientific equipment to detect life in the

lake’s water and sediment, and to measure the

chemical and physical environment of the lake.

The necessary instruments will be held within a

probe, fed into the lake via a borehole melted by

a hot-water drill. The borehole, ~ 30 cm wide and

3,400 m deep, will be kept open for around 24 h,
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in which time the probe must be deployed and

retrieved. After the probe is taken out of the lake

(possibly with samples) a gravity core will be sent

down to recover a short (~3 m) sedimentary core.

Finally, if time permits, a permanent thermistor

string may be put into the lake, and the borehole

sealed. Analysis of data and samples will take

place in laboratories during the months following

Table 5 Some of the analyses that can be applied to a 2 m (or longer) sediment core from Lake Ellsworth

Measurement technique Result Comments

Magneto-stratigraphy (see
section 11.2)

Age of sediment, e.g., by using magnetic
polarity timescale

May be crucial as the most likely way to date
the sediment

10Be, 3He etc Could estimate timing of isolation of lake by
ice using cosmogenic isotopes

Dependent on sample size available

Other radioactive isotopes Presence of isotopes with variety of
half-lives helps constrain flux of
ice/sediment from surface and/or timing of
isolation of site
(e.g., presence of
14C (t1/2 = 5,600 years) would be v. difficult
to explain without
fairly recent exposure or contamination.

Could test ice flow models.

U-Th dating Age of sediment Requires presence of carbonate precipitate in
closed system (may not be. present because
of high pressure and low T (high pCO2

therefore high acidity). Upper age limit of c.
0.5 Ma.

Grain size Sediment flux/source origin Possibly info
on age if grain size follows glacial cycles

SEM Source of sediment Distinguish aeolian (dust) vs. subglacial
transport of grains

XRD, XRF Mineralogy of sediment Itrax high-resolution XRF and X-radiography
core scanning (sampled at 200 micron
intervals)

Nd–Sr Provenance of sediment
Extraterrestrial material

(imaging?)
Long-term averages of meteorites etc, testing

of hypotheses of links between
extraterrestrial flux and climate change

Carbonate isotopes Environmental conditions in lake Requires presence of carbonate precipitate in
closed system (difficult), but might find
ikaite (cf calcite or aragonite)

Oxygen isotope analysis of
penecontemporaneous
minerals

Comparison to marine oxygen isotope
stratigraphy—ice flow model could give
the age offset

Organic geochemistry Biomolecule recognition Molecular constituents or fossils of organisms
reveal their presence and mode of living

Sedimentology (pre-glacial
marine sediment vs.
subglacial lake sediment)

Determination of whether the West
Antarctic Ice Sheet has ever collapsed

If multiple West Antarctic ice sheet collapses
are found in sediments, this raises interesting
question of how life in basin adjusts from
marine environment to re-glaciation on each
occasion

Question of sediment scouring becomes
important if Lake Ellsworth is shallow

Assessment of how (and when) the
West Antarctic Ice Sheet developed

Analysis of gas hydrates Gas composition If gas hydrates are present a gas-tight system
will be deployed in order to facilitate gas
capture and later analysis

Bedrock sample Local geology Highly dependent on sediment thickness
(possible, but unlikely that a bedrock sample
could be retrieved with a gravity corer)
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the fieldwork. It is possible to plan the physical

exploration of Lake Ellsworth to take place

during the Austral summer of 2012/13, providing:

(1) geophysical exploration of Lake Ellsworth is

successfully completed in 2007/2008 and 2008/

2009, and results are interpreted immediately

after fieldwork; (2) funds to develop the instru-

ments, probe and drill are available following the

first geophysical results of water depth, at the

beginning of 2008, giving four years to build and

test equipment; and (3) logistic support for deep

hot water drilling at Lake Ellsworth is in place

four years after the initial IPY period. In this case,

the 8-year timetable of activity for exploration is

outlined in Table 6.
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Project 2007/8 2008/9 2009/10 2010/11 2011/12 2012/13 2013/14

Phase 1: 
Geophysical survey Fieldwork I Fieldwork II Modelling

Phase 2: Instrument
development
Phase 2: 
Probe development
Phase 2 and 3:
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fieldwork

Fieldwork

Phase 4: 
Biological analysis Fieldwork Laboratory

Phase 4: 
Geochemical
analysis
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Phase 4: 
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Abstract In this review we explore the advan-

tages deriving from the use of either enzymes or

sugar binding proteins isolated from thermophilic

organisms to develop stable fluorescence biosen-

sors. We report on a novel approach to address

the consumption of the analyte by enzyme-based

biosensors, namely the utilization of apo-enzymes

as non-active forms of proteins which are still able

to bind the ligand but cannot transform it into

product. We also report recent studies in which

the fluorescence labeling of a naturally thermo-

stable binding protein allows a quantitative

determination of glucose.

Keywords Glucose Æ Proteins Æ Thermophilic

Organisms Æ Fluorescence Æ Biosensors

Abbreviations
IAANS 2-(4¢-(iodoacetamido)anilino)

naphthalene- 6-sulfonic acid (IAANS)

ANS 1-(anilino)-naphtalene-8-sulfonate

FRET fluorescence resonance energy transfer

LED light emitting diode

GD glucose dehydrogenase

BSGK glucokinase from Bacillus

stearothermophilus

Ph-SBP sugar-binding protein from Pyrococcus

horikoshii

Introduction

In recent years, a growing number of articles has

been published indicating the use of stable bio-

molecules as probe for the development of ad-

vanced fluorescence biosensors. Fluorescence

detection is the dominant analytical approach in

medical testing, biotechnology and drug discov-

ery. Starting in the 1980s the first chemically

synthesized fluorescence probes for specific ana-

lytes became available (Wolfbeis 2000; Lakowicz

1995; Spichiger-Keller 1998). These early probes

were designed so as to include in the same mol-

ecule both the specific affinity for the ligand and

the capacity to change some intrinsic fluorescent

property upon binding of the ligand. However,
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often these chemical probes resulted not soluble

in aqueous solution making difficult the realiza-

tion of the sensing devices.

Modern biotechnology has approached this

problem by using proteins and enzymes as analyte

recognition element for sensors for biochemical

targets (Gilardi et al. 1997; Romoser et al. 1997;

Miyawaki et al. 1997). The idea is to exploit the

extremely wide range of selective affinities sculp-

ted into the various proteins by biological evolu-

tion. The number of potential ligands specifically

recognized by different proteins is very large and

ranges from small molecules to macromolecules

(including protein themselves). The advantages of

using proteins as components of biosensors are

many and include relatively low costs in design and

synthesis, the fact that proteins are, at least in

general, soluble in water, and finally, with the

progresses of molecular genetics, the possibility of

improving/changing some of the properties of the

proteins by genetic manipulation. Many of the li-

gands that are important in clinical medicine and

in the food control industry are relatively small. In

these cases the enzymes appear to be the class of

proteins endowed with the highest specificity and

affinity. Other classes of proteins, such as recep-

tors, transporters, antibodies, etc., often present

lower specificity although they offer other advan-

tage such as the fact that they can specifically

recognize a wide range of much larger ligands.

However, a broad use of proteins as probes for the

development of sensors requires that some prob-

lems be addressed. A crucial concern on the utili-

zation of biomolecules for the design of biosensors

is related to the stability of the biomolecules.

Protein stability has been improved using a

variety of protocols in the preparation of the

sensor (Colacino and Crichton 1997) (immobili-

zation and/or cross linking of the proteins, addi-

tion of stabilizing agents) or by utilizing

biomolecules isolated from thermophilic organ-

isms (D’Auria et al. 1997, 1998, 1999a, b, 2000;

Sun et al. 1999).

In this article we review the recent advanced

applications of fluorescence protein-based bio-

sensors showing a few examples of the use of

biomolecules isolated from thermophilic organ-

isms as specific probes for the design of advanced

sensing systems.

Thermostable glucose dehydrogenase

from Thermoplasma acidophilum

The widespread use of proteins as probes for

biosensors depends on protocols to enhance the

protein stability, such as introduction of changes

in the amino acid composition leading to en-

hanced protein structural stability (Colacino et al.

1997). An alternative method is to use naturally

thermostable proteins isolated from thermophilic

microorganisms: these macromolecules have

intrinsically stable structural features (D’Auria

et al. 1999a, b, 2000; Sun et al. 1999), and they can

be considered as ideal probes for the realization

of stable fluorescence biosensors (D’Auria et al.

2001).

Glucose dehydrogenase (GD) from the ther-

moacidophilic archaeon Thermoplasma acido-

philum is a tetramer of about 160 kDa composed

of four similar subunits of about 40 kDa each.

The enzyme shows a Km value of 10 mM for

glucose, and it is resistant to high temperatures

and organic solvents. At 55�C, full activity is re-

tained after 9 h, and at 75�C the half-life is

approximately 3 h (Smith et al. 1989). Moreover,

incubation of the enzyme for up to 6 h at room

temperature with 50% (v/v) methanol, acetone or

ethanol resulted in no appreciable loss of activity

(Smith et al. 1989). We examined the potential of

this thermostable GD as a glucose sensor. The

enzyme catalyzes the following reaction:

Glucose þ NAD(P)þ $ 6 gluconate

þ NAD(P)þ þ Hþ

To prevent the glucose oxidation we used the

apo-form of GD that is the enzyme without the

cofactor which is required for the reaction. We

found that the apo-GD still binds glucose with an

affinity comparable to the holo-enzyme. GD from

Thermoplasma acidophilum is a thermophilic

protein and can be expected to be rigid under

mesophilic conditions. We knew that thermo-

philic proteins often display increased activity at

higher temperatures or in the presence of organic

solvents (e.g. methanol, ethanol, 1-propanol) or

detergents (e.g. sodium dodecyl sulfate) (D’Auria

et al. 1997, 1999a, b), which are conditions
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expected to increase the protein dynamics.

Addition of acetone to the solution containing

ANS and GD resulted in a dramatic increase in

the ANS intensity as well as in a blue-shift of the

emission maximum (Fig. 1). Addition of similar

amounts of acetone to ANS in the absence of the

protein produced modest fluorescence increase.

Hence the increase in the ANS intensity reflects a

change in the local protein environment which is

due to acetone. To be useful as a glucose sensor

the ANS labeled GD must display usefully large

spectral changes in the presence of glucose.

Addition of glucose to ANS-GD in the presence

of 3% acetone resulted in about 25% decrease in

intensity.

This seemed to be the optimal acetone con-

centration because smaller spectral changes were

seen at lower and higher acetone concentrations.

Apparently at higher acetone concentrations the

ANS is already in an environment which results in

highest possible increase in quantum yield. At

lower acetone concentrations the environment

surrounding the ANS changes in response to

glucose in a manner which increases the ANS

intensity.

In previous reports we described the use of

polarization sensing for systems which display

changes in intensity, but not lifetime, in response

to analytes (Lakowicz and Szmacinski 1993;

Szmacinski and Lakowicz 1994; Lakowicz et al.

1999; Gryczynski et al. 1999). Because the inten-

sity changes of ANS-GD in response to glucose

are modest, it is important to carefully select the

best conditions. Figure 2a shows the emission

polarized spectra of ANS-GD at various concen-

trations of glucose. The polarization decreases at

higher glucose concentrations because the emis-

sion from this solution is observed through the

horizontal polarizer. Moreover, the change in

polarization is larger at shorter wavelengths, and

this is due to the differences in the emission

spectra of reference (ANS in buffer) and sample

(ANS+GD) The wavelength dependent changes

in polarization were used to create a calibration

curve for glucose (Fig. 2b). This curve shows that

Fig. 1 ANS-labeled GD fluorescence intensity in the
presence of different concentrations of acetone.
[GD] = 3 lM. [ANS] = 4 lM. The excitation was at
370 nm, and the emission was monitored at 510 nm

Fig. 2 (a) Fluorescence polarization spectra of ANS-
labeled GD in the presence of 3% acetone, and at
different concentrations of glucose. Excitation was at
370 nm. [GD] = 3 lM. [ANS] = 4 lM. (b) Effect of
glucose on the fluorescence polarization of GD in the
presence of 3% acetone. The excitation was at 370 nm,
and the emission was recorded at 470 nm. [GD] = 3 lM.
[ANS] = 4 lM
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the present ANS-GD system can yield glucose

concentrations accurate to about 2.5 mM, at a

glucose concentration near 20 mM.

A fluorescence competitive assay by using

a stable glucokinase

The structure of the hexokinase A from yeast has

been determined by X-ray diffraction (Ureta

et al. 1987; Bennet and Steitz 1980; Aleshin et al.

1998; Honzatko et al. 1998) (Fig. 3). The poly-

peptide chain of 485 amino acid residues in the

yeast protein is folded into two distinct domains, a

smaller N-terminal domain and a larger C-ter-

minal domain. From the high-resolution crystal

structures of the enzyme it is evident that in the

absence of ligand, the two domains are separated

by a deep cleft. This cleft represents the enzyme

active site. The binding of glucose causes the

small lobe of the molecule to rotate by 12� rela-

tive to the large lobe, moving the polypeptide

backbone as much as 8�, closing the gap between

the two domains. The domain rotation has two

effects: the glucose molecule is buried into the

interior of the protein and the side chains in the

active site are rearranged.

Fluorescence spectral data in the literature

suggest that hexokinase can be used as an optical

glucose sensor. For instance, glucose binding to

the native monomer hexokinase fromSaccharo-

myces cerevisiae (this form of protein is found in

the protein concentration range 1–10 mg/ml) and

dimer hexokinase fromSaccharomyces cerevisiae

(this form of protein is found at protein concen-

tration higher than range 10 mg/ml) was moni-

tored by following the concomitant quenching of

the protein fluorescence (Woolfitt et al. 1998;

Feldman 1984; McDonald et al. 1979). This en-

zyme possesses four tryptophan residues: two trp

residues are localized on the protein surface, one

trp residue is in the cleft (the glucose-quenchable

Fig. 3 Structure of the
hexokinase from
Saccharomyces cerevisiae
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residue) and one trp residue is buried in the

protein matrix. The maximal quenching induced

by glucose was about 25% and the concentration

of glucose at half-maximal quenching was 0.4 mM

for the monomeric form and 3.4 mM for the di-

meric one (Feldman and Norton 1980; Kramp and

Feldman 1978).

For use as a sensor a protein should have long

term stability. Unfortunately, yeast hexokinase

and human hexokinase are unstable and quickly

loose activity at room temperature. Thermophilic

organisms produce enzymes with unique charac-

teristics such as high temperature-, chemical-, and

pH-stability. These enzymes are already in use as

biocatalysts in industrial processes (Jaenicke

et al. 1996; Sthal 1993). A glucokinase from the

thermophilic organism Bacillus stearothermophi-

lus has been characterized and is known to dis-

play long term stability (Goward et al. 1987;

Ishikawa et al. 1987; Tomita et al. 1990). Hence

we evaluated the use of this glucokinase (BSGK)

in the absence of ATP as a non-consuming

glucose sensor.

For use as a sensor the protein must display

good long term stability. In order to check the

stability properties of BSGK, we incubated a

solution of the enzyme (enzyme concentration

1.0 mg/ml) at room temperature. Enzyme ali-

quots were withdrawn and the enzyme activities

as well as the fluorescence intensities were mon-

itored. Figure 4 shows the enzyme activity and

intrinsic fluorescence of BSGK and yeast hexokinase

over a period of incubation time at room tem-

perature. Yeast hexokinase loses activity over

several days and the fluorescence intensity

simultaneously decreases. In contrast BSGK loses

no activity over two weeks at room temperature

and the fluorescence intensity remains constant.

Hence BSGK is a good candidate for a glucose

sensing probe.

BSGK has a single cysteine residue located

near the active site (Gryczynski et al. 2000). We

labeled the residue with a sulphidryl-reactive

fluorophore IAANS. The emission of the labeled

protein was near 460 nm. The intensity of the

IAANS-labeled protein decreased upon addition

of glucose. The decreased intensity is consistent

with displacement of the water-sensitive IAANS

into the aqueous phase upon binding glucose. The

change in intensity occurs near 3 mM, which is

comparable to the concentration of glucose in

blood. The important conclusion from these

observations is that BSGK binds glucose in the

absence of ATP and can thus serve as a probe for

non-consuming glucose sensor.

For highly accurate glucose measurements we

were not satisfied with the magnitude of the

intensity change. We examined the fluorescence

lifetimes to determine if a change occurred upon

glucose binding. Unfortunately, IAANS-labeled

BSGK displayed no change in lifetime upon glu-

cose binding. Hence we considered alternative

methods to use BSGK as probe for a glucose

sensor.

Fluorescence resonance energy transfer

(FRET) reliably occurs whenever fluorescent

donors and acceptors are in close proximity. We

developed a FRET-based method to design a new

competitive glucose assay. To demonstrate the

feasibility of a competitive glucose assay we used

the unmodified protein and its intrinsic trypto-

phan emission as the donor. As the acceptor we

used glucose containing the absorbing nitro-

phenyl group, ONPG (Fig. 5). Addition of ONPG

resulted in an approximate 80% decrease in the

tryptophan intensity. Addition of glucose resulted

in recovery of the fluorescence intensity. At about

6 mM glucose concentration fluorescence inten-

sity returns to its initial value before addition of

ONPG (Fig. 6). Further addition of glucose does

Fig. 4 Stability of BSGK and YHX at room temperature.
Fluorescence measurements (close circle for BSGK and
open triangle for yeast hexokinase) and activity measure-
ments (reverse open triangle for BSGK and close square
for yeast hexokinase) were performed at room tempera-
ture. For fluorescence experiments: Ex = 290 nm;
Em = 340 nm. A NATA solution was used as reference
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not change the fluorescence signal. The fact that

the intensity was sensitive to glucose demon-

strates that the intensity changes are due to a

binding event and not due to trivial inner filter

effects from ONPG.

In recent publications it was showed how to

obtain reliable intensity measurements for sens-

ing purposes which could be used in the absence

of useful changes in lifetimes. In particular, it was

showed that polarization sensing can be accom-

plished by constructing a sensor such that a stable

intensity reference is observed through one

polarizer and the sample is observed through a

second orthogonal polarizer (Gryczynski et al.

1999; Lakowicz et al. 1999). In this case as a ref-

erence we used a BSGK solution, which can be

expected to display similar temperature, time or

illumination dependent changes as the sample. To

optimize the sensor response the reference

intensity was about 65% of the sample response,

as calculated for expected a two- to three-fold

intensity change. This reference is observed

through a horizontally oriented polarizer. The

sample contains BSGK, ONPG and various con-

centrations of glucose, and is observed through a

vertically oriented polarizer. The emission from

both sides of the sensor is then observed through

a vertically and horizontally oriented polarizer in

order to measure polarization of the system.

Figure 7 shows the observed polarization of the

system for BSGK+ONPG and different glucose

concentrations. An advantage of polarization

measurements for sensing is that they are self-

normalized and thus independent of the overall

intensity of the sensor. The results shown above

demonstrate that a thermostable glucokinase can

serve as a glucose sensor. Additional studies are

needed to obtain a BSGK-based sensor which

displays larger spectral changes. For example, we

are hopeful that BSGK labeled with fluorophores

other than IAANS will display larger intensity

changes, spectral shifts or changes in lifetime. The

results in the competitive FRET assay are espe-

cially interesting because FRET is a through-

space interaction which occurs whenever the do-

nor and acceptor are within the Forster distance

(R0), and does not require a conformational

change and/or a change in the probe environ-

ment. For these reasons we are confident that

BSGK can be used with longer wavelength do-

nors and acceptors to develop practical glucose

sensors for use in diabetes health care. Since the

Fig. 6 Effect of glucose on the intensity emission of
BSGK in the presence of 30 lM ONPG. The excitation
was at 290 nm, and the emission was recorded at 340 nm.
[BSGK] = 3 lM. The reference spectrum was obtained by
using a solution [BSGK] = 3 lM, which can be expected to
display similar temperature, time or illumination depen-
dent changes as the sample

Fig. 7 Effect of glucose on the polarization spectra of
BSGK in the presence of 30 lM ONPG. Excitation was at
290 nm. [BSGK] = 3 lM

Fig. 5 Structure of o-nitrophenyl-b-D-glucopyranoside
(ONPG)
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measurements through the skin can be easily

performed by using a red laser diode or a light

emitting diode (LED) as an excitation source, one

may envision a polarization based device with an

external calibrated standard that will allow non-

invasive glucose determinations. The main

advantage of using this method is the obtainment

of ratiometric polarization measurements that are

not influenced by light instability and sample

perturbation.

Thermostable glucose-binding protein as probe

for long term stability non-consuming glucose
biosensor

The periplasm of Gram-negative bacteria con-

tains a large family of specific binding proteins

that are essential primary receptors in transport

and, in a few cases, chemotaxis (Boos and Lucht

1995). These proteins usually have a monomeric

structure that folds in two main domains linked

by three strands commonly referred to as the

hinge region. Conformational changes involving

the hinge are thought to be necessary for sugars

to get in and out of the protein binding site

(Quiocho and Ledvina 1996). Differences in the

structures of the ligand-bound and ligand-free

proteins are essential for their proper recognition

by the membrane components (Flocco and

Mowbray 1994). This property of binding proteins

makes them good candidates as biological recog-

nition elements in the development of biosensors

(Tolosa et al. 1999). In fact, in the presence of a

specific ligand, these proteins undergo a large

conformational change in their global structure to

accommodate the ligand inside the binding site

(Luck and Falke 1991). Based on this conforma-

tional change, sensing systems for maltose and

glucose were developed using their respective

binding protein (Gilardi et al. 1994; Marvin and

Hellinga 1998).

Recently a sugar-binding protein isolated from

the archaeon Pyrococcus horikoshii (Ph-SBP) has

been cloned, expressed and purified (Staiano

et al. 2004). The protein is a monomer of 55 kDa

that binds glucose molecules (Fig. 8). In this

protein, only two Cys residues are present. One of

them is localized in the segment defined as ‘‘signal

sequence’’ and it is not present in the mature

protein (Marabotti et al. 2004). The other Cys

residue is located in the C-terminal domain, near

(about 10 Å) the sugar binding groove. This is a

strategic position, since every variation in the

binding site can be detected by a fluorescent

probe linked to this Cys residue. Therefore, this

amino acid was considered as a good candidate

for covalent modifications with fluorescent probes

able to detect the binding of the sugar for the

development of a stable fluorescence biosensor.

The protein was covalently labeled by IAANS to

the Cys residue located in the C-terminal domain

of Ph-SBP and it was observed that the intensity

of the IAANS-protein emission was sensitive to

the additions of glucose.

From a practical point of view, to detect

biomolecular interactions, one of the partners,

the sensor molecule, should be immobilized on a

sensor surface. The counterpart molecule, the

analyte, is usually dissolved in the liquid phase

and interacts with the immobilized sensing mol-

ecule. The IAANS–Ph-SBP complex was

immobilized on a reactive aldehyde silylated

slide. The aldehyde on the silylated slides re-

acted readily with primary amines on the protein

forming a Schiff’s base linkage. The immobilized

IAANS–Ph-SBP was tested for its capacity to

bind glucose. The addition of glucose to the

immobilized IAANS–Ph-SBP resulted in the

quenching of the emission intensity by about

20% and in a small blue-shift of the emission

maximum (Fig. 9a, b) suggesting that the ther-

mostable Ph-SBP can serve as a probe for the

development of a stable and non-consuming

glucose biosensor.

Conclusions

There is a wealth of knowledge on enzymes which

transform numerous substances of biochemical

interest. Hence the possibility that, using non-

active apo-enzymes as probes for reversible bio-

sensors will greatly expand the range of bio-

chemically relevant analytes which can be

measured using proteins as sensors.

The results described in this article represent

a first attempt to use not-active forms of en-
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zymes as probes for glucose sensor. Larger

glucose-dependent spectral change would in-

crease the accuracy of the glucose measure-

ments. In spite of these difficulties we feel that

our system demonstrates a useful approach to

sensing. The results suggest that the enzymes

which use glucose as their substrate can be used

as probes for reversible and non-consuming

glucose sensors in the absence of required co-

factors. The possibility of using not-active apo-

enzymes for a reversible sensor greatly expands

the range of proteins which can be used as

probes for sensors, not only for glucose, but for

a wide variety of biochemically relevant ana-

lytes. Hence one is no longer limited to using

signaling proteins which bind the analyte with-

out chemical reaction. The enzymes can be

engineered for covalent labeling by insertion of

cysteine residues at appropriate locations in the

sequence. The glucose induced spectral changes

may be larger with other polarity sensitive

probes or by the use of FRET between two

fluorophores on the protein. In summary, apo-

enzymes appear to be a valuable source of pro-

tein probes for the development of advanced

biosensors.

Fig. 8 Structure of Ph-SBP
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Abstract Despite the large amount of geomor-

phological, geodynamic and geophysical data

obtained from Mars missions, much is still un-

known about Martian mineralogy and parage-

netic assemblages, which is fundamental to an

understanding of its entire geological history.

Minerals are not only indicators of the physical–

chemical settings of the different environments

and their later changes, but also they could (and

do) play a crucial astrobiological role related with

the possibility of existence of extinct or extant

Martian life. This paper aims: (1) to present a

synoptic review of the main water-related Mar-

tian minerals (mainly jarosite and other sulfates)

discovered up to the present time; (2) to empha-

size their significance as environmental geomar-

kers, on the basis of their geological settings and

mineral parageneses on earth (in particular in the

context of some selected terrestrial analogues),

and (3) to show that their differential UV

shielding properties, against the hostile environ-

mental conditions of the Martian surface, are of a

great importance for the search for extraterres-

trial life.

Keywords Mars minerals Æ Extreme

environment Æ Astrobiology Æ UV radiation Æ
Jarosite Æ Gypsum Æ Sulfates

Introduction

Over the last half century, Mars has been ex-

plored with telescopes, spacecrafts and robotic

rovers. All the information obtained from these

different sources, along with the results obtained

by the study of SNC meteorites and terrestrial

analogs, is starting to reveal the geological

diversity of the planet and provides data for the-

orizing about how the different Martian envi-

ronments evolved. Although it is well known that

liquid water is not stable at the surface under

today’s atmospheric conditions (e.g., Ingersoll

1970; Hecht 2002), there is significant evidence

that Mars once had a thicker atmosphere, that

liquid water may have been much more abundant

on the surface and in the subsurface earlier in

Martian history, that it has at least sporadically
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flowed on the Martian surface, and that it may

even still be present in the subsurface today (e.g.,

Sagan and Mullen 1972; Carr et al. 1977; Cess

et al. 1980; Squyres et al. 1992; Mckay and Stoker

1989; Malin and Edgett 2000; Feldman et al. 2002;

Boynton et al. 2002; Mitrofanov et al. 2002; Cos-

tard et al. 2002; Noe Dobrea et al. 2003; Squyres

et al. 2004; Klingelhöfer et al. 2004; Madden

et al. 2004; Christensen et al. 2004; Orofino et al.

2005; Glotch and Christensen 2005, among oth-

ers). However, despite the huge amount of geo-

morphological, geodynamic and geophysical data

obtained: (a) there is a clear ambiguity in inter-

preting certain geological features of the Martian

surface, and (b) much is still unknown about Mars

mineralogy and paragenetic assemblages, which is

fundamental to an understanding of its whole

geological history. Minerals are not only indicators

of the physical–chemical settings of the different

environments and their later changes, but also they

could (and do) play a crucial astrobiological role

related with the possibility of existence of extinct

or extant Martian life. If thirty years ago Viking

landers provided the first elemental analyses of

Martian surface materials, the detection of an iron

mineral (gray crystalline hematite) by the Mars

Global Surveyor Thermal Emission Spectrometer

(MGS-TES) (Christensen et al. 2000, 2001; Pear-

son et al. 2000) led to the selection of Meridiani

Planum as one of the landing sites of the two

NASA’s Mars Exploration Rovers (MERs). In

2004, the Mars Exploration Rover Opportunity’s

Moessbauer spectrometer obtained new straight-

forward evidence that, at least in Meridiani

Planum, the formation of hematite involved an

aqueous mechanism. Hematite at Meridiani

Planum consists essentially of spherules inter-

preted as concretions that have weathered out of a

sulfate-rich outcrop. In addition, hematite is also a

component of the outcrop matrix material. It also

indicated the presence of an iron-bearing mineral

called jarosite in the set of rocks dubbed ‘‘El

Capitan’’ (Squyres et al. 2004; Klingelhöfer et al.

2004; Madden et al. 2004; Christensen et al. 2004;

Glotch and Christensen 2005). ‘‘El Capitan’’ is

located within the rock outcrop that lines the inner

edge of the small crater where Opportunity

landed. The exciting discovery of jarosite indicates

the existence of an ancient extreme (acidic)

Martian environment and its possible association

with other liquid water-related minerals (e.g.

gypsum) indubitably stresses its astrobiological

interest.

This paper aims: (1) to present a synoptic

review of the main water-related Martian minerals

discovered till the present; (2) to emphasize their

significance as environmental geomarkers, on the

basis of their geological settings and mineral par-

ageneses on earth (in particular in the context of

some selected terrestrial analogues), and (3) to

show that their differential UV shielding proper-

ties, against the hostile environmental conditions

of the Mars surface, are of a great importance for

the search for extraterrestrial life.

Mineralogy and UV radiation on the surface

of Mars

The Martian regolith is made up of an apparently

homogenized dust having (broadly) basaltic

composition, with admixed local rock compo-

nents, oxides (e.g. hematite), water-bearing

phyllosilicates and salts (mainly sulfates). Quar-

tzofeldspathic materials also have been identified

(Bandfield et al. 2004). Information from scien-

tific literature about past Mars missions, together

with recent reviews and new findings (see for in-

stance Souza et al. 2004; McSween 2004; Vani-

man et al. 2004; Lane et al. 2004; Squyres and

Knoll 2005; Clark et al. 2005; Poulet et al. 2005;

Yen et al. 2005; Hutchinson et al. 2005) indicate a

mineralogical composition of the Martian surface,

which displays, in broad terms, the following

general distribution: silicates and oxides (mainly

olivine (Mg2SiO4 to Fe2SiO4), pyroxenes (Ca

(Mg, Fe, Al)(Al, Si)2O6) and plagioclases (Na,

Ca)(Si, Al)4O8 (87–79%)); hematite, Fe2O3,

goethite, FeO(OH), sulfate salts (jarosite,

KFe3(SO4)2(OH)6, kieserite, MgSO4 Æ H2O, and

very possibly also some polyhydrated sulfates:

epsomite, MgSO4 Æ 7H2O, hexahydrite,

MgSO4 Æ 6H2O, pentahydryte, MgSO4 Æ 5H2O,

starkyite, MgSO4 Æ 4H2O, (12%) [Zhu et al.

(2006), Bibring et al. (2006), as well as, possibly,

szomolnokite and ferricopiapite] (Lane et al.

(2004); and carbonates (Banfield et al. 2003)

(0–4%), chloride salts (1%), nitrates (0–1%),
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water (>1%, may be much higher). Poulet (2005)

detected the presence of phyllosilicates in the

ancient Martian highlands. These authors suggest

that Earth-like conditions existed well before

3.5–4 billion years ago. During later martian his-

tory, it seems that the surface became more

acidic, suppressing the formation of phyllosili-

cates and carbonates, and leading to the haema-

tite and sulfates spectacularly observed at

Meridiani by Opportunity. Very recently, Zhu

et al. (2006) suggest the existence of other min-

eral phases, such as calcopyrite, covellite, garnet

(uvarovite, almandine) and thenardite. Marion

et al. (2006) developed a model, parameterized

for the Na–K–Mg–Ca–Fe–H–Cl–SO4–NO3–OH–

HCO3–CO3–CO2–CH4–H2O system, which

includes 81 solid phases. Their simulation sug-

gests the possible existence, among others, of

melanterite, rozenite, mirabilite, szomolnokite

and schwertmanite.

Infrared observations display evidence for

igneous diversity and magmatic evolution on

Mars (Christensen et al. 2005).

The very recent MEX-OMEGA results have

shed light on the discussion about the mineral-

ogical and petrological characteristics of Mars

surface. However, in accordance with Wyatt and

McSween (2002) we agree that controversy still

remains (and probably it will be necessary to

improve ‘‘in situ’’ analysis’’) about the existence

of andesite versus chemically weathered basalts,

as the basalts of the northern plains on Mars are

more andesitic and weathered than the basalt of

the southern highlands. They appear to be well

represented by the Bounce Rock at the Meridiani

Site, which is dominated by pyroxene (clinopy-

roxene ~55%, orthpyroxene ~5%) and plagio-

clase (~20%), and is poor in olivine (~5%).

Oxides are accounting for ~10%. The chemical

composition of Bounce Rock is more evolved

than the basalts in the Gusev crater. It has a high

P2O5 content of 0.95 wt%, a Fe/Mg ratio of 36, a

low Mg number (molar MgO/MgO + FeO) of

0.42 and a high Ca/Al ratio of 1.7, a lower FeO

(15.6%), and a higher CaO (12.5%) content

(Squyres et al. 2004; Klingelhöfer et al. 2004;

Squyres and Knoll 2005; Christensen et al. 2005;

Clark et al. 2005). Broadly, the basalts in the

northern plains are in general rich in sulfur and

variably enriched in bromine relative to chlorine,

indicating a past interaction with water (Fan and

Schulze-Makuch 2005). Generally, Martian bas-

alts are composed of plagioclase, feldspar, clino-

pyroxene, olivine, plus/minus sheet silicates and

occur primarily in the equatorial to mid-latitude

southern highlands regions (Banfield 2002). Ma-

jor surface geological units of the ancient crust

consist of pyroxenes and plagioclase, with varying

proportions of olivine and alteration minerals.

Moreover, Martian (SNC) meteorites display

small amounts of secondary minerals (clays,

carbonates, halides, sulfates) probably formed by

reaction with subsurface fluids.

In accordance with Patel et al. (2004) the study

of solar ultraviolet (UV) radiation is of extreme

importance in a wide range of scientific disci-

plines, with UV radiation playing an important

role in organic and chemical evolution and also as

a major constraint in biological evolution. Unlike

Earth, there is a significant amount of UV flux on

Mars, mainly due to the influence of the shorter

wavelengths UVC (100–280 nm) and UVB

(280–315 nm). On the surface of Mars solar

radiation which penetrates the thin atmosphere at

wavelengths between 200 and 400 nm is capable

of interacting directly with biological structures

and causing severe damage. Various works on the

biological effects of UV radiation (Cockell 1998;

Cockell et al. 2000; Rontó et al. 2003; Patel et al.

2003, 2004) have documented that even the cur-

rent Martian UV flux would not in itself prevent

life. Nevertheless, it is a fact that this UV flux

contributes, together with the absence of liquid

water and extreme low temperatures, to both

possible mineralogical alterations (e.g. possible

dehydration) and to the biologically harsh nature

of the Martian surface. In this sense, UV radia-

tion induced dehydration was already suggested

around 30 years ago (Huguenin 1976; Huguenin

et al. 1977). According to these works, photons

with wavelengths shorter than 280 nm release

H2O (g) from FeO(OH) (goethite) by ejecting

OH-ligands which subsequently combine with H+

from nearby sites. Morris and Lauer (1981),

however, repeated the experiments and found no

UV dehydration effects on goethite (a-FeOOH)

or lepidocrocite (g-FeOOH) in exposures equiv-

alent to 10–100 years on the Martian surface.
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More recently, Yen et al. (1997) indicated that

exposure to the Martian environment over geo-

logic time scales could have removed the initial

water content of the hydrated minerals modeled

to be present. These authors placed iron oxide

samples into an ultra high vacuum (UHV)

chamber evacuated to 10–8 torr using an ion

pump. One sample was exposed to 254 nm radi-

ation from a mercury vapor lamp through a sap-

phire window while the other sample was held as

a control. The samples were then heated to

500�C, and the evolved water was measured as a

function of temperature. The results obtained

(Yen et al. 1997) indicated that, although more

confirmation is required, ultraviolet radiation was

capable of enhancing the rate of dehydration of

goethite in high vacuum conditions.

From the astrobiological point of view, it is

extremely important to note that the present-day

DNA-weighted irradiance on the surface of Mars

is similar to the weighted irradiance on the sur-

face of Archean Earth (Cockell 1998). The

amount of dust in the atmosphere has a non-

trivial effect and its UV shielding role must not be

underestimated. Patel et al. (2004) indicate that

high wind speeds, dust devils and local/global

storms can raise particulate matter from the Mars

surface and inject it into the atmosphere, where

the dust can remain for long periods of time

playing a major role in global circulation and

atmospheric dynamics. As indicated by Cockell

and Knowland (1999), for 3.8 billion years evo-

lution, the development of strategies to attenuate

UV radiation has been an omnipresent issue for

life, mainly for photosynthetic organisms that

require solar radiation for their energy needs. The

authors illustrate a selection of UV shielding

methods found on present-day earth which may

have been relevant on early earth: iron com-

pounds, sulfur, solid NaCl, water column,

sediments, different types of rocks and minerals.

Even microbial communities themselves can

protect other communities from UV radiation.

The surface of microbial mats has been shown to

provide protection against UVC radiation for the

microbiota beneath (Margulis et al. 1976).

There is a general agreement regarding the

exploration and detection of life on Mars: any

living organism, as we know it, should have

preferentially developed in a particular sub-

surface microenvironment able to protect it from

the harsh conditions on the surface. Thus, the

study of the mineralogical and petrologic features

of the Martian surface is crucial. Terrestrial

endolithic communities that live in the subsurface

layers of rock that provide appropriate microen-

vironments against extreme external conditions

have been proposed (Friedmann 1982; McKay

1993; Wynn-Williams and Edwards 2000; Villar

et al. 2005) as possible analogs to life on Mars. In

this context, Cockell et al. (2003) point out that in

natural terrestrial environments, there are a

variety of specific substrates (rocks, snow and ice,

soils, dust), that can cover microbial communities.

Some microbial species inhabit the underside of

rocks as ‘‘hypolithic’’ organisms (Broady 1981a,

b) or they live in cracks in rocks as ‘‘chasmoen-

doliths’’ (Broady 1981b). The petrologic and

mineralogical composition of the substrate is also

important. In fact, where the geological features

of the substrate allow, they can inhabit the inside

of rocks as ‘‘cryptoendolithic’’ micro-organisms

(Friedmann and Ocampo 1976). Therefore, ex-

tant Martian life would require strong UV

shielding, which, in accordance with some min-

eralogical studies presented here, could be per-

fectly accomplished, at the surface, by certain

minerals (e.g. sulfate minerals) already discov-

ered on Mars. But if it is important to identify and

understand the mineralogical assemblages of the

surface, it is also critical to determine the set of

geochemical reactions which can modify them,

altering the original settings.

With regards to the geochemical processes of

Mars’ surface, Burns (1987) suggested the possi-

bility of formation of the ferric oxyhydroxysulfate

mineral schwertmannite in equatorial regions of

Mars, where acidic permafrost melts and is oxi-

dized by the Martian atmosphere and, more re-

cently, Lammer et al. (2003) evaluated the

formation of ferric oxy-hydroxides and sulfates.

They indicated that the oxidation of iron may

schematically be described in terms of the change

of the ferrous component of iron-bearing pre-

cursor phases into a ferric oxide. Gomez et al.

(2003) studied the growth of prokaryotic and

eukariotic microorganisms after UV irradiation

with and without ferric iron as a protection agent,
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concluding that ferric iron is an effective protec-

tive agent for both cell systems. It is proposed that

the ferric oxide on Mars may be hematite and/or

maghemite, which are chemically identical and

that the oxidation process itself is independent of

the transformation of ferric oxides into oxyhy-

droxides. A significant aspect that they stress is

that the formation of sulfates may be as important

as rusting, and for the oxidation process itself, the

type of sulfate is unimportant. Under the oxidiz-

ing conditions on the Martian surface, any sulfur

in the soil should be bound in sulfatic weathering

phases (Lammer et al. 2003).

Minerals as environmental geomarkers:

astrobiological significance of water-

related sulfates

In accordance with Farmer (2004), in defining a

site-selection strategy to explore for a Martian

fossil record, a key concept is contemporaneous

chemical precipitation, or mineralization. On

Earth, geological environments where microor-

ganisms are often preserved in this way include,

among others: (1) mineralizing systems (subaer-

ial, subaqueous, and shallow subsurface hydro-

thermal systems, and cold springs of alkaline

lakes), (2) ephemeral lacustrine environments

(sabkhas), or terminal (evaporative) lake basins,

(3) duricrusts and subsoil hard-pan environments

formed by the selective leaching and re-precipi-

tation of minerals within soil profiles, and (4)

periglacial environments ground ice or perma-

frost (frozen soils) have captured and cryopre-

served microorganisms and associated organic

materials. Thus, if we want to identify potential

biomarkers regarding the type of microbes which

lived (or still live) at the surface of Mars, we will

previously need to use the minerals as geomar-

kers to understand the geological and environ-

mental context.

Sulfates are indeed to be present in the Mar-

tian soil as indicated by the sulfur measured and

other mineralogical determinations at the Viking,

Mars Pathfinder (MPF), and Mars Exploration

Rover (MER) (Lane et al. 2005). Sulfates are

widespread minerals in nature, mostly linked with

different formation mechanisms (O’Connor

2005): (a) alteration of sulfides; (b) genetically

related with volcanic or postvolcanic activity

(alteration of volcanic rocks in acid fumaroles, or

hydrothermal activity with or without implication

of bacterial activity, and (c) evaporitic processes.

Some common chemical reactions leading the

formation of iron sulfates, which are widespread

in the gossan areas of many hydrothermal mineral

deposits, involve the oxidization of pyrite, mar-

casite, or other sulfides by the atmosphere and

water (Jerz 2002):

FeS2ðsÞðpyrite, marcasiteÞ þ 7=2O2ðaqÞ þ H2OðaqÞ

¼ FeSO4ðsÞ þ H2SO4ðaqÞ

Fe1�xSðsÞðpyrrhotiteÞ þ 8 � 2x=4O2ðaqÞ þ xH2OðaqÞ

¼ ð1 � xÞFeSO4ðsÞ þ xH2SO4ðaqÞ

A third reaction occurs when sulfur is burned

and the gas is released, which slowly reacts with

free oxygen in humid air to form:

SðsÞ þ O2ðgÞ þ heat ¼ SO2ðgÞ

2SO2ðgÞ þ O2ðgÞ þ 2H2OðgÞ ¼ 2H2SO4ðgÞ

A well known and very interesting example is

represented by the acidic waters of the Rio Tinto,

and the associated deposits of hematite, goethite,

jarosite and other sulfates, which have been rec-

ognized as an important chemical analog to the

‘‘Sinus Meridiani’’ site on Mars (Fernandez-

Remolar et al. 2004, 2005; Fairen et al. 2004). The

Mars Analog Rio Tinto Experiment (MARTE)

(Stoker et al. 2003, 2005, 2006) has been investi-

gating the hypothesis of a subsurface microbial

ecosystem based on the metabolism of iron and

sulfur minerals. Reduced iron and sulfur might

provide electron donors for microbial metabolism

while in situ oxidized iron or oxidants entrained

in recharge water might provide electron accep-

tors. The results obtained indicated that geo-

chemical resources are available in the Rio Tinto

subsurface to support several kinds of anaerobic

chemolithotrophic metabolism (Stoker et al.

2005, 2006).

Likewise, sulfate deposits related with evapo-

ritic processes are also important indicators of

their depositional environments, including cli-

mate and the hydrochemistry of the water from
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which the minerals precipitated (Spencer 2000).

Spencer and Hardie (1990) calculated the pre-

cipitation sequence for the evaporation of mod-

ern seawater, and discovered that precipitate

minerals would form in the following order: cal-

cite, gypsum, anhydrite (CaSO4), halite, glaube-

rite (Na2Ca(SO4)2), halite, polyhalite

(K2Ca2Mg(SO4)4 Æ 2H2O), epsomite (MgSO4 Æ 7-

H2O), hexahydrite (MgSO4 Æ 6H2O), kieserite

(MgSO4 Æ H2O), carnalite (KMgCl3 Æ 6H2O), and

bischofite (MgCl2 Æ 6H2O) (Spencer 2000). How-

ever, caution is needed in the extrapolation of

these ‘‘precipitation patterns’’ to possible evapo-

ritic Martian systems as very big differences be-

tween modern locations of evaporite mineral

deposition and those in the rock record can exist.

Quinn et al. (2005) examined the dry acid

deposition and accumulation on the surface of

Mars and in the Atacama desert and proposed

that the recent discovery of the Martian jarosite,

which forms in strongly acidic-sulfate rich envi-

ronments, increases the importance of under-

standing the chemical state of the Martian

surface material and its behavior in aqueous

systems. These authors concluded that the ex-

tremely low pH resulting from acid accumula-

tion, combined with limited water availability

and high oxidation potential, will result in acid-

mediated reactions at the soil surface during

low-moisture transient wetting events (i.e. thin

films of water) (Quinn et al. 2005). These soil

acids are expected to play a significant role in

the oxidizing nature of the soils, the formation

of mineral surface coatings, and the chemical

modification of organics in the surface material.

In this context, it is important to stress that

Murad and Rojı́k (2003) found that some sulfate

precipitates showed color and mineralogy vari-

ations depending on the pH. In initial acidic

conditions, which have a pH of about 2.3, the

dominant mineral is jarosite. A pH between 3

and 4 yields precipitates that are orange in

color, and the most predominant mineral is

usually schwertmannite. Ferrihydrite and goe-

thite, brownish-red in color, formed at a more

neutral pH between 5 and 7. Jarosite, schwert-

mannite, ferrihydrite and goethite are all ferric

(hydr)oxysulfates, meaning that the minerals all

contain Fe3+ and OH- in their chemical struc-

tures. Murad and Rojı́k (2003) believe that

these changes in mineralogy and the associated

color variations are direct indicators of the

environments in which the minerals were

formed.

As previously defined, some water-related

minerals (e.g. gypsum, jarosite) were recently

discovered (Squyres et al. 2004; Klingelhöfer

et al. 2004; Langevin et al. 2005) on Mars’ sur-

face. Both sulfates can be used as idoneous

examples which represent very well their envi-

ronmental and astrobiological applications as

potential geomarkers.

Gypsum, CaSO4 Æ 2H2O, is a very common

terrestrial evaporitic sulfate. It has essentially a

layered structure bound by hydrogen bonds.

Zig-zag chains of CaO8 polyhedra, running par-

allel to c, are bound together by similar chains of

isolated (SO4)2– tetrahedra, forming a double

sheet perpendicular to (010). Each Ca2+ ion is

surrounded by six oxygen atoms belonging to the

sulfate groups and two oxygen atoms belonging to

the H2O molecules. These H2O molecules form a

layer binding the polyhedral sheets together with

weak hydrogen bonds. The H2O molecules are

significantly distorted and are oriented such that

the hydrogen bond H2 � � �O1 acts almost entirely

along b (Schofield et al. 1996). It has been sug-

gested (Moore and Bullock 1999) that evaporite

deposits may represent significant sinks of mobile

cations (e.g., those of Ca, N, Mg, and Fe) and

anions (e.g., those of C, N, S, and Cl) among the

materials composing the Martian surface and

upper crust.

Some well known gypsum-rich evaporitic areas

(e.g. Sorbas area, SE Spain) have been proposed

(Martinez-Frias et al. 2001a) as possible Mars

analogs to study paleogeographic, paleoclimatic

and mineralogical problems associated with

catastrophic evaporitic processes. The Sorbas

basin contains one of the most complete sedi-

mentary successions of the Mediterranean (gyp-

sum karst) reflecting the increasing salinity during

the Messinian salinity crisis (desiccation of the

Mediterranean Sea) (Fig. 1) (Martin and Braga

1994; Riding et al. 1998; Krijgsman et al. 1999)

and showing a complex paleogeographical evo-

lution, being a signature of its progressive

restriction and isolation.
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Fishbaugh et al. (2006) propose that north

polar gypsum deposit of Mars was formed as an

evaporite deposit in the unique conditions pro-

vided at the north pole. Water from the Chasma

Boreale melting event (and possibly a nearby

impact into ice) pooled beneath the ice and

evaporated, precipitating gypsum. The ice has

since retreated, exposing the gypsum source re-

gion, allowing gypsum to be eroded from this

source by the wind. Sand sized gypsum particles

are now saltating and are intimately mixed with

the dark, mafic sands.

Recent studies (Parnell et al. 2004) of micro-

bial colonization in impact generated hydrother-

mal crystalline gypsum deposits in the Haughton

Crater, Devon Island, Canadian High Arctic,

have demonstrated the presence of cyanobacteria

in endolithic habitats up to 50 mm from the

crystal margins. The crystalline gypsum was found

to exist in the clear selenite form. These authors

indicate that the propensity for sulfates to form

clear crystals makes them an advantageous habi-

tat for photosynthesisers. In accordance with

Parnell et al. (2004) and Edwards et al. (2005),

the gypsum colonisation in the Haughton Crater

has a particular astrobiological relevance with the

recent discoveries of sulfate minerals on Mars.

The authors consider interesting to speculate that

the colonisation of gypsum deposits on Mars

could be a geological niche of microbial activity

from periods when there was significant moisture

at the Martian surface.

Jarosite is a mineral of the alunite-jarosite

family. In accordance with Scott (2000), the alu-

nite–jarosite minerals are defined as having the

general formula AB3(XO4)2(OH)6, where A is a

large ion in 12-fold coordination (e.g., K, Na, Ca,

Pb, and REE), B is usually Fe or Al, and the XO4

anions are usually SO4, PO4 or AsO4. Jarosite was

first characterized on Earth, in 1852, in the ‘‘Jar-

oso Ravine’’ at Sierra Almagrera (Fig. 2), in the

Cuevas del Almanzora natural area (Jaroso

Hydrothermal System, Almeria province, Spain),

which is the world type locality of jarosite (Amar

de la Torre 1852; Martinez-Frias 1999). The Jar-

oso Hydrothermal System (Martinez-Frias et al.

2004) is a volcanism-related multistage hydro-

thermal episode of Upper Miocene age, which

includes oxides and oxy-hydroxides (e.g. hema-

tite, goethite), base- and precious-metal sulfides

and different types of sulfosalts. Hydrothermal

fluids and sulfuric acid weathering of the ores

have generated huge amounts of oxide and sulfate

minerals of which jarosite is the most abundant

(Martinez-Frias et al. 1992; Martinez-Frias 1998;

Rull et al. 2004). Very recently, hallotrichite

(FeSO4Æ Al2(SO4)3 Æ 22H2O) also has been found

and characterized at the Jaroso area (Frost et al.

2005). It is important to note that this area of SE

Spain had already been proposed as a relevant

geodynamic and mineralogical model (Martinez-

Frias et al. 2001a, b; Martinez-Frias et al. 2004;

Rull et al. 2005; Rull and Martinez-Frias 2006) to

follow for the astrobiological exploration of Mars.

Fig. 1 Gypsum crystals from the Sorbas evaporitic basin,
Almerı́a province, SE Spain. Sulfate-rich layers reflect the
increase of salinity during the Messinian crisis (desiccation
of the Mediterranean Sea)

Fig. 2 Typical alteration crust rich in jarosite at EI Jaroso
ravine, Sierra Almagrera, Jaroso Hydrothermal System,
Cuevas del Almanzora Natural Area, Almerı́a province,
SE Spain

Rev Environ Sci Biotechnol (2006) 5:219–231 225

123[61]



Microorganisms typically are involved in the

oxidation of sulfides to sulfates in terrestrial acid

mine drainage sites. Hence, outcrops on Mars

which are rich in acid sulfate minerals (e.g.

jarosite) may be a good location to search for

evidence of life on that planet (Colmer and Hinkle

1947; Bishop et al. 2005). An astrobiologically

significant aspect linked with sulfates was recently

described by Aubrey et al. (2005). These authors

studied concentrations of organic matter along

with amino acids in natural terrestrial sulfate

mineral samples. They found that sulfate minerals

contain between 0.03 and 0.69% organic carbon

as well as high ppb to low ppm abundances of

amino acids and their degradation products in

samples ranging from 30 million years old to

contemporary. Thus amino acids and their amine

decarboxylation products are well preserved over

long geological time in the sulfate mineral

matrices on Earth, and, as suggested by the au-

thors, sulfates should be principal targets in the

search for organic compounds, including those of

biological origin, on Mars (Aubrey et al. 2005,

2006). Jarosite (Fig. 2) has proven to have a great

astrobiological importance, not only for its rela-

tion with liquid water, but also because it can act

as a sink and source of Fe ions for Fe-related

chemolithoautotrophic microorganisms, such as

those encountered in numerous extremophilic

ecosystems (e.g. Tinto river) (López-Archilla

et al. 2001; Gonzalez-Toril et al. 2003; Amaral

Zettler et al. 2003; Fernandez-Remolar et al.

2004, 2005).

Considering all previous aspects and the as-

trobiological relevance of both Martian Ca and

Fe sulfates, Amaral et al. (2005) performed UV

radiation experiments on jarosite and gypsum

samples (Figs. 1 and 2) from Jaroso and Sorbas

area, SE Spain (Martinez-Frias et al. 2001b) using

a Xe Lamp with an integrated output from 220 to

500 nm of 1.2 Wm–2. Samples were flattened to

different thicknesses (between 0.1 and 1.6 mm)

before being exposed to UV light. The results

obtained demonstrated a large difference in the

UV protection capabilities of both minerals and

also confirmed that the mineralogical composition

of the Martian regolith is a crucial shielding

factor. In a previous work, Parnell et al. 2004

had determined that a 1 mm thickness of the

Haughton selenite gypsum exposed to the

environmentally relevant range 290–400 nm,

exhibited a mean absorbance of 0.12 (transmis-

sion of 0.88). Recent results obtained by Amaral

et al. (2005) showed that whereas gypsum showed

a much higher transmission percentage, jarosite

samples, with a thickness of only 500 lm, pre-

vented transmission. It is well known that, iron

and iron-bearing compounds can provide an UV

screen for life (Sagan and Pollack 1974; Olsen and

Pierson 1986; Pierson et al. 1993; Kumar et al.

1996; Allen et al. 1998; Phoenix et al. 2001; Go-

mez et al. 2003; among others). The results ob-

tained by Amaral et al. (2005) fit this working

hypothesis well and are extremely important for

the search for life on Mars as: (a) jarosite typically

occurs on Earth as alteration crusts and patinas,

and (b) a very thin crust of jarosite on the surface

of Mars would be sufficient to shield microor-

ganisms from UV radiation.

Final remarks

As demonstrated by the MER mission, mineral-

ogy provides the most robust means for discov-

ering ancient aqueous environments and

comprises an essential step in selecting the sites

that have the best chance for having captured and

preserved a record of ancient life or pre-biotic

chemistry. A sophisticated spectrometer can

accurately identify a specific water-related min-

eral (e.g. jarosite, gypsum, kieserite, etc.) on

Mars; but, what does it mean? We know that the

same mineral can be formed in different terres-

trial environments; the same sulfate that we can

find in a dessert can also be the product of a

hydrothermal system. Thus, as previously defined,

a previous step to detect possible Martian

biomarkers is the utilization of minerals as geo-

markers to understand the geological and envi-

ronmetal context. This implies that if it is

essential to determine what minerals and rocks

are significant for the search of life on Mars, the

appropriate selection and detailed study of the

different geological and mineralogenetic terres-

trial settings (Mars analogs) in which such min-

erals occur and evolve, are also of a great interest.

Unfortunately the number of minerals unambig-

uously identified on Mars’ surface is still
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extremely scarce and their textural relationships

are not well understood. The interdisciplinary

study of potential Mars analogues en Earth

(hydrothermal systems, evaporitic areas, acidic

rivers, impact craters, (mineralizing) submarine

and hydrocarbon vents, etc.) are helping us to

recognize the great variety of geological and

mineralogical frameworks and the richness of

environmental settings useful in astrobiological

exploration.
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Morris RV, Schröder C, Rodionov D, Rieder R,

Christensen P, Herkenhoff K, Gorevan S, McSween
H, Cabrol N, Bernhard B, Gellert R, Calvin W, Renz
F, the Athena Science Team (2004) Mars mineralogy:
preliminary results from Mars exploration Rovers
Spirit and opportunity applied mineralogy. Pecchio
et al. (eds) 2004, ICAM-BR, São Paulo, ISBN 85-
98656-01-1

Spencer RJ (2000) Sulfate minerals in evaporite deposits.
Reviews in mineralogy and geochemistry: sulfate
minerals, crystallography, geochemistry, and envi-
ronmental significance. C. N. Alpers, Jambor, J.L.,
and Nordstrom, D.K., 40:173–192

Spencer RJ, Hardie LA (1990) Control of seawater com-
position by mixing of river waters and mid-ocean
ridge hydrothermal brines. In: Spencer RJ, I-Ming
Chou (eds) Fluid–mineral interactions: a tribute to
H.P. Eugster. Geochem Soc Spec Pub 2:409–419

Squyres SW, Clifford SM, Kuzmin RO, Zimbelman JR,
Costard FM (1992) Ice in the martian regolith. In: Ki-
effer HH, Jakosky BM, Snyder CW, Matthews MS (eds)
Mars. Univ. of Arizona Press, Tucson, pp 523–554

Squyres SW, Grotzinger JP, Arvidson RE, Bell JF III,
Calvin W, Christensen PR, Clark BC, Crisp JA,
Farrand WH, Herkenhoff KE, Johnson JR, Kling-
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Abstract Industrial barrens are bleak open

landscapes evolved due to deposition of airborne

pollutants, with only small patches of vegetation

surrounded by bare land. These extreme envi-

ronments appeared as a by-product of human

activities about a century ago. The comparative

analysis of information available from 36 indus-

trial barrens worldwide allowed to identify factors

and conditions that are necessary and sufficient

for the appearance of these specific habitats. Vast

majority of industrial barrens is associated with

non-ferrous smelters, located predominantly in

mountainous or hilly landscapes. Development of

industrial barrens starts from gradual decline of

vegetation due to severe pollution impact accom-

panied by other human-induced disturbances

(primarily clearcutting) and is usually concluded

by a fire, facilitated by accumulation of woody

debris. Since vegetation recovery is hampered by

soil toxicity caused by extreme contamination by

heavy metals, soils remain bare and suffer from

erosion enhanced by altered microclimate. In

spite of general reduction in biodiversity, indus-

trial barrens still support a variety of life, includ-

ing regionally rare and endangered species, as

well as populations that evolved specific adapta-

tions to the harsh and toxic environment. Re-

cently, most industrial barrens show some signs of

natural recovery due to emission decline or

closure of responsible polluters; some of barren

sites have been or are being successfully revege-

tated. The remaining industrial barrens offer

unique opportunities for conducting ‘basic’ eco-

logical research, in particular for testing some

general theories in an evolutionary novel stressful

environment; some of barren habitats deserve

conservation for scientific and educational

purposes.

Keywords Biodiversity � Clearcutting �
Conservation � Contamination � Disturbance �
Fire � Heavy metals � Microclimate � Pollution �
Recovery � Soil erosion

1 Introduction

Naturalists have always been intrigued by the

ability of life to sustain conditions inhospitable to

humans. Both scientific and popular literature

contains numerous descriptions of biota living ‘on

the edge’—in deserts, on barren soil of polar

islands, under Antarctic ice, in deep waters, and

in many other more or less unusual conditions.

However, all these habitats exist for millennia,

and living beings had sufficient time to evolve
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biochemical, morphological and behavioural

adaptations allowing to live and even flourish in

these ‘extreme environments’. More astonishing

is the diversity of life persisting in industrial

barrens—extreme habitats that appeared as a by-

product of human activities only about a century

ago.

The creation of metal-contaminated, phyto-

toxic land by atmospheric smelter effluents1

has occurred in many parts of the world

(Vangronsveld et al. 1995; Winterhalder 2000)

and attracted agitated public attention: ‘‘Bushes

shrank and vanished. Grasses died away. Blighted

land replaced the forest. All around us dead hills,

red, raw, ribbed by erosion, stood stark in the

sunshine. Hardly two miles from dense woodland

we were in the midst of a moonscape on earth. ...

We were in the southeast corner of Tennessee, in

the Ducktown Desert of the Copper Basin’’

(Teale 1951).

Unfortunately, industrial barrens are studied

much less than other ‘extreme habitats’: the

scientists were only called to evaluate the damage

(e.g. Haywood 1910; Euler 1939; Dean and Swain

1944) or develop rehabilitation measures (e.g.

Carter et al. 1977; Pommerening 1977; Winterh-

alder 2000). Importantly, information on several

industrial barrens is reported only in publications

describing reclamation measures (e.g. Pancholy

et al. 1975; Sopper 1989; Vangronsveld et al.

1995, 1996; Kelley and Tate 1998; Winterhalder

2000). Even the researchers exploring pollution

effects on plant communities tend to select the

most polluted sites outside industrial barrens,

because these habitats seem not comparable with

less disturbed sites (e.g. Banásová et al. 1987).

Therefore the first goal of our review is to

introduce industrial barrens to a wide range of

scientists, showing that these easy-to-reach hab-

itats offer an excellent opportunity for a variety of

‘basic’ ecological and evolutionary studies. From

a scientific perspective, unusual anthropogenic

ecosystems of denuded barrenland with lifeless

lakes can be considered opportunistic macro-

cosms (unique laboratories) for integrated

research on the effects of harsh environmental

conditions on ecosystem structure and functions

(Nriagu et al. 1998).

Not every strong polluter is surrounded by

industrial barrens. Their development seems only

possible under specific combination of landscape

characteristics, human activities, and co-occurring

stressors; however, to our knowledge, no attempt

was made to explore this problem by means of

comparative analysis. The second goal of our

review is therefore to find out both similarities

and dissimilarities among the industrial barrens

that exist (or did exist) across the Globe and on

this basis identify the factors and conditions that

are necessary and sufficient for environmental

deterioration to reach its nearly final point (not

the final point, because some life is always present

in industrial barrens).

The barren landscape presents itself not only

to ecologists interested in the complex effects of

manmade disturbance on ecosystems, but also to

those involved with the determination of public

policy related to environmental pollution

(Anand et al. 2003). It is only rarely appreciated

that severely contaminated sites and other post-

industrial landscapes may support regionally rare

and endangered species (Johnson et al. 1978;

Eyre and Luff 1995). Furthermore, industrial

barrens clearly show the results of ‘gross negli-

gence’ typical for early stages of industrial

development, and their exploration can serve

to ecological education of people. Therefore our

third goal is to briefly describe the diversity of

life in industrial barrens and call for conserva-

tion measures.

Last but not least, we aimed at identification of

knowledge gaps that require immediate attention

of international scientific community, because

most of existing industrial barrens may disappear

rather soon due to strict emission control and

rehabilitation measures. On the other hand, the

serious concern is the potential for developing

nations to repeat the environmental mistakes

made by the developed world (Padgett and Kee

2004). The knowledge on mechanisms behind the

development of industrial barrens may help to

prevent habitat deterioration in developing coun-

tries, especially in South-Eastern Asia where

1 Dumps of solid waste, as well as areas that became
barren due to mechanical removal of soil (e.g. in the
course of open-pit mining) are not considered here.

232 Rev Environ Sci Biotechnol (2007) 6:231–259

123 [70]



industrial emissions are predicted to increase

drastically (Fowler et al. 1999).

2 Terminology

To our knowledge, no attempt was made to unify

the terminology associated with description of the

habitats severely disturbed by aerial emissions;

terminology used by different researchers is

summarised in Table 1. McCall et al. (1995, p.

847) defined ‘barrens’ adjacent to Sudbury smelt-

ers as landscapes ‘‘characterised by bare and

sparsely vegetated land, severely eroded and

blackened hilltops and acidic (pH < 4.0) and

metal contaminated soils’’. Later on, McCall

et al. (1995, p. 849) introduced a 5% vegetation

cover to delineate barrens by using aerial photo-

graphs; Eränen and Kozlov (2006) used 10%

cover to define industrial barrens. However, these

absolute values may appear misleading in land-

scapes with naturally low vegetation cover, like

deserts.

In this paper we classify as industrial barrens

the bleak open landscapes evolved around the

point sources of industrial pollution due to

deposition of airborne pollutants, with small

patches of vegetation (cover usually reduced to

10% or less relative to control) surrounded by

bare land with illuvial horizon or even the rock

exposed due to intensive soil erosion (relict soil

cover usually less than 20%) (Figs. 1–3).

Industrial barrens are usually surrounded

by strongly modified ecosystems (Figs. 4–6)

that have a potential to turn into industrial

barrens under some circumstances (see below).

In Sudbury, these habitats where ‘‘conifers are

generally absent and the forest consists of a near

monoculture of stunted and coppiced white

birch (Betula papyrifera)’’ were defined as ‘semi-

barren’ area (McCall et al. 1995, p. 847) or

described as ‘savannah woodland’ (Courtin 1994).

Similar habitats existing around Monchegorsk and

Nikel were termed ‘birch transitional community’

(Kozlov 2001, 2002) or ‘birch woodlands’ (Kozlov

et al. 2001); some Russian authors (e.g. Stepanov

and Chernenkova 1989) used an expression

‘forests with dead field layer vegetation’ for

secondary birch regrowth near the Karabash

smelter (Fig. 6).

3 Documented occurrence of industrial barrens

3.1 Responsible industries

We were able to obtain some information on 36

industrial barrens worldwide (Table 1). Nearly all

of them (33 of 36) have developed in the impact

zones of non-ferrous smelters and refineries,

primarily those of copper-, nickel-, zinc- and

lead-producing factories. The notable exceptions

are the iron sintering plant in Wawa, Canada and

the magnesite plants in Satka (Russia) and

Lubenik (Slovakia). Industrial barrens are fre-

quently associated with the historical smelting

sites: 12 of them occur around industries that

started operations in 18–19th centuries (Table 1).

The most recent installation that caused develop-

ment of industrial barrens is Ventanas smelter in

Quinteros, Chile (operated since 1964).

Intriguingly, industrial barrens have not been

observed around aluminium factories, which emit

(or have emitted in the past) large amounts of

phytotoxic compounds, primarily fluorine. Only

Gilbert (1975, p. 120) mentioned that ‘‘very small

areas of exposed rocky ground were at the

denuding stage with eroding soils sparsely colon-

ised by annuals’’ around two of three aluminium

smelters in Norway. Recently, even the most

exposed sites near the Bratsk aluminium factory

in Siberia are covered by damaged and dwarfed

forest with dense field layer vegetation (pers.

obs.). Similarly, environmental impact of power

plants, even the largest ones that emit more

sulphur dioxide than some of smelters surrounded

by barren lands (Pearce 1994), is not strong

enough to cause development of industrial

barrens.

In general, industrial barrens represent a

relatively rare phenomenon: they were recorded

around approximately 10% of point polluters

which impact on biota was scientifically docu-

mented (by 2003, we retrieved the published

information on biotic effects of 233 polluters:

Kozlov and Zvereva 2003).
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3.2 Geographical distribution and vegetation

zones

Nearly a half of identified 36 industrial barrens,

including those at incipient stages of development

(Table 1), occur in North America, with nine

localities in USA and five in Canada. Russia

houses 10 industrial barrens, three of which are

located in the Kola Peninsula and six in Southern

Ural region. The only industrial barrens in the

Southern hemisphere are reported from Chile

Fig. 1 Sudbury, non-reclaimed industrial barren (2001)

Fig. 2 Nikel, industrial barren developed from Scots pine
forest (2000)

Fig. 3 Zapolyarnyy, industrial barren developed from
birch woodland on a bog (2000)

Fig. 5 Krompachy, secondary forest on bare ground
behind the smelter (2001)

Fig. 4 Revda, erosion of bare soils (2002)

Fig. 6 Karabash, secondary birch forest on bare ground
(2002)
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ä
is

ä
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and Tasmania. Industrial barrens have not been

described from the tropics, and it can only be

guessed whether this reflects geographical distri-

bution of smelting activities, shortage of informa-

tion or higher resistance of tropical ecosystems to

extreme deposition of aerial pollutants.

Most of industrial barrens (27 of 36) occur in

forested areas, where they generally replace

coniferous or mixed forests. Barrens around

Legnica, Poland, and Maatheide, Belgium,

evolved from arable lands that were earlier

covered by broadleaved forests. Similarly, smelter

in Banská Štiavnica was earlier surrounded by

oak-hornbeam forest. Industrial barrens near

Zapolyarnyy, Norilsk and Yellowknife developed

at the northern tree limit from sparse sub-tundra

forests, birch woodlands and shrubby tundras.

Barrens near Quinteros, Superior and in the

Miami-Globe area are surrounded by shrubby

grasslands and desert, while barrens at Mednogorsk

developed from steppes.

3.3 Landscapes

Majority (27 of 36) of industrial barrens occur in

the mountainous or hilly areas. However, since

ore deposits are often associated with mountains,

additional data are necessary to test the hypoth-

esis that mountain landscapes are especially

prone to severe disturbance caused by smelter

fumes. Industrial barrens in relatively flat

regions, like at Legnica in Poland, Harjavalta

and Ykspihlaja in Finland, and at Maatheide in

Belgium, seems less extensive, possibly due to less

intensive soil erosion on planes.

Development of industrial barrens in mountain

landscape can be enhanced by local meteorology.

Fumes emitted by the lead and zinc smelter at Trail

drifted north and south along the relatively narrow,

mountain-bordered valley that constitutes a natu-

ral channel for the smelter gases (Archibold 1978;

Quinn 1989). The prevailing north-westerly winds

carry emissions of Palmerton smelter directly

toward Blue Mountain, resulting in higher concen-

trations of pollutants than would be the case in

level terrain (Jordan 1975). Similarly, predomi-

nance of meridional winds in surroundings of

Monchegorsk caused development of extensive

industrial barrens to both North and South of the

nickel–copper smelter (Doncheva 1978; Kryuch-

kov 1993); at the same time, nearly undamaged

Scots pine (Pinus sylvestris L.) forest still occurs

some 5 km East of the smelter (pers. obs.).

Mountains can not only channel aerial emissions

but also ‘trap’ the smoke, greatly enhancing veg-

etation exposure and the resulting damage. For

example, the Copper Basin, comprising 3,300 ha, is

surrounded by a rim of mountains (Wolt and

Lietzke 1982). The Summer Valley near the

Anaconda smelter ‘‘resembled a bowl, rimmed

on three sides by the main range of the Rocky

Mountains... During the winter months, and occa-

sionally in the summer, an inversion often placed a

lid over the valley and trapped the city’s smoke...’’

(MacMillan 2000, p. 25). Inversion conditions

occur frequently near the Kellogg smelter in the

fall (Ragaini et al. 1977); similarly, local contam-

ination by nickel–copper smelters at Nikel and

Monchegorsk is exacerbated by frequent temper-

ature inversions (Kryuchkov and Makarova 1989).

3.4 Topography

Topography has an important effect on spatial

pattern of both vegetation decline and recovery

(Easmond 1971; Usui and Suzuki 1973; Gilbert

1975). In Sudbury, the line of vegetation discon-

tinuity usually followed elevation contour lines

(McCall et al. 1995). Exposed hilltops were par-

ticularly prone to fumigation damage in the past

(James and Courtin 1985), and are now very slow

to recover (McCall et al. 1995). Hilltops in

Sudbury remain bare for decades after emission

decline, and their sparse soils are still subject to

erosion (Dudka et al. 1995). In industrial barrens

near Monchegorsk vegetation damage was lower,

and vegetation cover and species richness were

higher in the bottom of the valley, near the small

stream, compared with slopes that were only

some 50–80 m above (Kozlov 1997).

4 Development of industrial barrens

4.1 Effects of pollutants

The largest air pollution problems in indus-

trial barrens are episodic, with high ambient
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concentrations lasting a few hours to two days

(Sivertsen et al. 1994). Near the smelters in the

Kola Peninsula these episodes in 1980s occurred

during 3–5% of days in winter and 1–2% in

summer (Baklanov and Sivertsen 1994). During

episodes, hourly concentrations of SO2 reached

1200 lg m–3 near Monchegorsk (Baklanov

and Rodyushkina 1993), 2500 lg m–3 near Nikel

(Sivertsen et al. 1994), and 14,800 lg m–3 near

Norilsk (Savchenko 1998). During the summer of

1994, monthly average concentrations of SO2

in industrial barrens near Monchegorsk were

150–270 lg m–3 (Zvereva and Kozlov 2005, and

unpublished). These values should be regarded

intolerable for local forests, because the proposed

SO2 critical levels estimated by different methods

range 5–15 lg m–3 as a growing season mean

(Manninen and Huttunen 1997).

Although acute damage by sulphur dioxide, the

main phytotoxic component of smelter fumes,

definitely contributed to vegetation decline (e.g.

Haywood 1910; Euler 1939; Makhnev et al. 1990),

the importance of this damage for the develop-

ment of industrial barrens remains unclear.

Extreme levels of sulphur dioxide, especially near

the roastbeds, killed adjacent forests during

relatively short time (Hedgcock 1912; Dean and

Swain 1944; Gordon and Gorham 1963; Kryuch-

kov 1993; Hutchinson and Symington 1997).

However, absence of industrial barrens around

power plants and aluminium smelters hints that

development of this kind of landscape is impos-

sible without severe soil contamination by

heavy metals (see Sect. 5.1). In particular, near

Anaconda smelter, percent bare ground posi-

tively correlated with both concentrations of

hazardous substances in soil and soil phytotoxicity

revealed by laboratory experiments, thus suggest-

ing the leading role of soil contamination in loss

of vegetation in the field (Galbraith et al. 1995).

4.2 Accompanying disturbances

Smelting industry was usually preceded by or

accompanied with other human-induced distur-

bances, which share the responsibility for the

development of industrial barrens. In many his-

torical smelter sites (e.g. Kellogg, Sudbury, Copper

Basin, Queenstown, Ashio) deforestation was

primarily due to harvesting for mine timber and

fuel (Usui and Suzuki 1973; Hansen and Mitchell

1978; Winterhalder 2000). Shortage of fuel for

smelters in the Copper Basin was noticed as early

as in 1861; by 1878, about 130 km2 had been

stripped of vegetation (Anonymous 2005b). Some

3,262,000 m3 of wood were consumed for roasting

in Sudbury between 1890 and 1930 (Allum and

Dreisinger 1987). Similarly, over 3 million tonnes

of timber were cut down around Queenstown

between 1896 and 1923 (Anonymous 2005a).

When commercial forests started to die due to

pollution impact, the very first reaction of the

foresters was to cut down the damaged stands in

order to prevent losses of timber. This practice

was widely applied in Central and Northern

Europe (e.g. Gilbert 1975) until at least the mid-

1970s, when it became obvious that the cost of

harvested timber is minor in relation to the costs

of rehabilitation measures required after clear-

cutting. In spite of this knowledge, some local

regulations (existing, for example, in Russia) still

require immediate felling of pollution-damaged

forest in order to make use of the timber (Kozlov

2004). Alternatively, dead trees can be removed

to make the landscape more ‘attractive’ visually;

in spite of advice of the local scientists, this

selective logging was conducted in spring of 2006

near the Monchegorsk smelter (pers. obs.). How-

ever, the polluted forest never become com-

pletely dead, and even the dead trees maintain

some climatic and biotic stability in the contam-

inated habitats, in particular by ameliorating

microclimate (Wołk 1977) and preventing soil

erosion. The old clearcuts under severe pollution

impact near both Monchegorsk and Nikel have

been rapidly transformed to industrial barrens,

while some vegetation in the adjacent uncut areas

is still alive (Kozlov 2004).

Industries build in 1920–1940s did not require

so much of timber as a fuel. Still forests were cut

for building purposes, e.g. around Monchegorsk.

Initial deforestation around Norilsk, Siberia, was

caused by quite peculiar reasons: since prisoners

were used extensively for the construction of the

Norilsk industry, a buffer of 3–4 km in width was

cut around each of prison camps (Kharuk 2000).

Importantly, logging causes soil disturbance that

may facilitate erosion.
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Forests with unusually open canopies, like one

observed near Palmerton smelter in 1970s (Jordan

1975), or forest with stunted trees and dead or

nearly dead ground layer vegetation, recently

existing e.g. near Krompachy, Harjavalta,

Ykspihlaja, Revda and Karabash smelters (pers.

obs.), seem to represent a transitional stage

between forests and industrial barrens. For exam-

ple, field layer vegetation cover near Harjavalta is

ca. 5%, while cover of Scots pine remains as high

as 44% (Salemaa et al. 2001). This kind of forest

may gradually turn to industrial barrens; however,

it is likely that most, if not all, industrial barrens

evolved following a fire that destroyed remnants

of forest or shrubby vegetation. In semi-barren

and barren sites near both Monchegorsk and

Nikel we have observed several highly localised

fires that consumed woody debris and destroyed

most of remaining vegetation, leading to the

extension of the barren area. We suppose that

dying forests around the smelters listed above will

immediately turn into industrial barrens following

a fire, because a natural post-fire regeneration is

hampered by soil toxicity and altered microcli-

mate (Jordan 1975; Hansen and Mitchell 1978;

Vajda and Venäläinen 2005). The detrimental role

of occasional forest fires was considered the

primary reason of forest deterioration around

Bell Bay aluminium smelter in Australia, mostly

due to disruption of nutrient cycles and alteration

of soil moisture regime (Mitchell 1982).

Both logging and forest damage by fumes

from smelting and roasting increased the amount

of woody debris in the impacted areas, making

them especially vulnerable to occasional fires.

Unusually large amount of woody debris is

clearly seen on photographs taken in the vicinity

of several smelters (Figs. 1–3). In Sudbury, not

only sparks from wood-burning locomotives of

the Canadian Pacific Railway started the fires,

but also prospectors often burned the remaining

vegetation and duff to reveal the bedrock below

(Winterhalder et al. 2001). In Palmerton, hillside

vegetation behind zinc plant was originally

destroyed by fire (Pommerening 1977). In the

Copper Basin, in times of dry weather, almost

daily fires swept the earth bare of vegetation

(Teale 1951). The degradation of the Copper

Basin landscape may have been further exacer-

bated by lowland farmers, who trucked cattle

into the Basin for free grazing, and regularly

burned the land to encourage growth of a sparse

pasture (Clay 1983).

4.3 Hampering of natural recovery

All catastrophic events that destroy vegetation,

like fires or avalanches, are always followed by

natural recovery that, sooner or later, results in

restoration of about the same vegetation commu-

nity. The extant plants growing in industrial

barrens may sustain extreme pollution loads and

produce viable seeds, sometimes even in larger

amounts than in unpolluted sites (Zvereva and

Kozlov 2001, 2005; Kozlov and Zvereva 2004).

These seeds preserved in the soil seedbank remain

viable for decades (Komulainen et al. 1994); still

natural regeneration is absent or nearly absent in

industrial barrens (Jordan 1975; Kozlov and

Haukioja 1999; Rigina and Kozlov 2000). This is

most likely due to high concentrations of heavy

metals in uppermost soil layers (Table 2) that

stunted radicle growth of many plant species

(Stavrova 1990; Zeid 2001). Although seeds of

several native plant species were capable of

germinating in soils of industrial barrens at both

Sudbury and Monchegorsk, root growth was so

inhibited that seedlings quickly dried off and died

completely (Winterhalder et al. 2001; Kozlov

2005). Persistence of some plants in industrial

barrens may be transient, being explained not only

by higher resistance of the survivors, but also by

past phenotypic acclimatisation of mature plants

to gradual increase in pollution (Kozlov 2005), and

the extent of industrial barrens increases as plants

age and die (Zverev and Kozlov, unpublished).

Additional problems for vegetation recovery

may be imposed by slow decomposition of litter.

This was in particular noticed around the

Palmerton smelter, where a considerable portion

of the area is covered with a layer of undecom-

posed tree bark (Sopper 1989) or by thick

(6–16 cm) litter (Jordan 1975). Similarly, leaf

litter is the major problem of semi-barren

communities in Sudbury, because it hinders the

establishment of understorey species by seeds

(Winterhalder 2000).
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á

a
n

d
L

a
ck

o
v

ič
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4.4 Soil erosion

The soil of developing industrial barrens, having

lost its protective vegetation cover, suffers from

extensive erosion (Figs. 4, 5). Sparsely vegetated

sites near Anaconda smelter are mostly devoid of

topsoil (Marty 2000); soil erosion is especially

severe on steep slopes (Redente and Richards

1997). The topsoil, and sometimes even the subsoil,

have been lost in Ducktown (Seigworth 1943),

Queenstown (Anonymous 2005a), Monchegorsk

(Kryuchkov 1993), Nikel (Fig. 2), Zapolyarnyy

(Fig. 3), Palmerton (Jordan 1975), Karabash

(Stepanov and Chernenkova 1989), Ashio (Usui

and Suzuki 1973) and several other sites. Even

after emission decline, soil is still exposed to water

erosion by runoff, summer desiccation, wind erosion

and frost heaving (Hazlett et al. 1983; Dudka et al.

1995; McCall et al. 1995; Vangronsveld et al. 1995).

In contrast to dying forests with large amount

of litter, erosion of bare ground is exacerbated by

the intense frost-heaving and needle ice forma-

tion that resulted once the insulating leaf litter

was gone (Winterhalder et al. 2001). As the

result, soils of industrial barrens around Sudbury

(Fig. 1), Monchegorsk, Nikel (Fig. 2), Palmerton,

Karabash, and some other polluters have a stony

covering (Sopper 1989; Winterhalder 2000; pers.

obs.). These eroded lands are unlikely to reveg-

etate naturally (Jordan 1975), and transformation

of forests into industrial barrens has sometimes

been claimed to be irreversible (Tsvetkov 1991),

at least on the time scale of the human life span.

In particular, the natural revegetation had not

occurred in industrial barrens adjacent to Palm-

erton smelter for at least 50 years (Sopper 1989).

Heavily contaminated sites at Maatheide in

Belgium remained bare some 20 years following

the closure of zinc smelter (Vangronsveld et al.

1995). Similarly, no regrowth appeared until

2006 in industrial barrens surrounding the

Monchegorsk smelter (pers. obs.), although emis-

sions of both sulphur dioxide and heavy metals

drastically declined in early 1990s.

4.5 Positive feedbacks

In many cases initial (partly pollution-induced)

forest disturbance causes secondary effects (like

increased snow evaporation, followed by soil

freezing and plant damage) that may enhance

further disturbance in a positive feedback fashion

(Kozlov 2001, 2002). Forest decline results in

higher wind speed (see Sect. 5.3) that may

enhance environmental stress via changes in

snowpack structure. A thin and compact snow

layer explains the lower soil temperatures

recorded in industrial barrens during the winter-

time (Kozlov and Haukioja 1997) that in combi-

nation with a pollution-induced decrease in cold-

hardiness of conifers (Sutinen et al. 1996)

increases the probability of death of extant trees

from freezing injury. Importantly, climatic effects

of deforestation may hamper recovery of vegeta-

tion even in absence of pollution (Arsenault and

Payette 1997; Vajda and Venäläinen 2005).

Extant plants in industrial barrens facilitate

deterioration of soil quality in their own root-

inhabited areas: plant foliage traps contaminants,

which then enter the soil (with either rainfall or

plant litter) immediately under a plant. As the

result, copper concentration in organic soil under

Empetrum nigrum L. patches near Harjavalta

smelter (49,000 lg g–1) was much higher than in

surrounding barren soils (Uhlig et al. 2001).

Similarly, in industrial barrens near Monchegorsk

mean concentrations of plant-available nickel and

copper in topsoil were higher under dwarf shrub

patches than in bare areas (Zvereva and Kozlov

2005, and unpublished), and concentrations of

several pollutants were higher under extant trees

than in between-tree gaps (Lukina and Nikonov

1996).

Loss of biodiversity and creation of monocul-

ture on semi-barren areas, such as birch wood-

lands near Sudbury and Monchegorsk, can

increase population densities of pests and patho-

gens (see Sects. 6.1–6.3) which damage or even

kill the remaining vegetation, thus contributing to

the expansion of industrial barrens. In particular,

bronze birch borer (Agrilus anxius Gory) killed

60–90% of birch stems near Sudbury by 1990s

(Courtin 1994). Death of chestnut from diseases

was reported in the impact zone of the Palmerton

smelter (Jordan 1975), although it remains

unclear whether this disease was facilitated by

forest damage by smelter fumes. Forest pests

were reported to accelerate dieback of the
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remaining trees near the polluters at Satka

(Kulagin 1964) and Murgul (Acatay 1968).

Due to these positive feedbacks, industrial

barrens may be to a certain extent resilient to

external impacts, including both emission decline

and restoration efforts. By using Monchegorsk

smelter as an example, Tarko et al. (1995)

predicted extension of the zone of biotic damage

during several years following complete ceasing

of emissions. In agreement with this prediction,

gradual decline of mountain birch populations in

industrial barrens surrounding the Monchegorsk

smelter continued at least until 2006, some

10–15 year after drastic emission decline (pers.

obs.). This kind of resilience is best described by

the ‘alternative state’ models of ecosystems that

consider abrupt shifts between two or more

ecosystem states and incorporate system thresh-

olds and feedbacks (Suding et al. 2004).

4.6 Time frame

Development of industrial barrens may proceed

rather fast: although the copper smelter in

Queenstown was built in 1895 only, the combina-

tion of timber felling, the sulphur fumes and the

heavy rainfall in the area (which washed away the

top soil) ensured that already by 1900 the whole

valley around Queenstown looked like a desert

(Anonymous 2005a). Appearance of industrial

barrens near Quinteros was first observed some

10 years after the Ventanas smelter started its

operations (R. Ginocchio, pers. comm.) But in

most of the documented situations, development

of industrial barrens takes 20–35 years; this time

span was reported for Sudbury, Trail, Monche-

gorsk, Ducktown, Anaconda and Palmerton

smelters (Table 1).

5 Environmental conditions in industrial barrens

5.1 Soil toxicity

Soils of industrial barrens contain huge amounts

of toxic pollutants deposited from aerial emis-

sions. In all documented cases (Table 2), the

concentration of at least one pollutant in decom-

posed litter or in uppermost soil layer exceeded

1,000 lg g–1 (i.e. 1 g of pollutant per 1 kg of soil),

or at least approached this value (Wawa). The

highest concentrations of pollutants exceeded

10,000 lg g–1, with an absolute maximum of

135,000 lg g–1 of zinc near the Palmerton smelter

(Buchauer 1973). These concentrations are much

higher than the toxicity limits; however, the large

(but highly variable—Table 2) fraction of metals

is deposited in insoluble forms, such as oxides,

and is therefore not readily available for plants

and animals (Kozlov et al. 2000a). In spite of that,

total rather than bio-available levels of pollutants

are reported in most of studies (Table 2),

although soil toxicity can not be judged from

these total levels which therefore are only of

limited value for ecotoxicology.

Since majority of heavy metals accumulated in

soils are in non-soluble forms, their complete

leaching from upper soil horizons will take centu-

ries, e.g. 160–270 years for nickel and

100–200 years for copper accumulated in indus-

trial barrens around Monchegorsk (Barcan 2002).

It is estimated that mobilisation of metals stored in

soils can sustain the high concentrations of copper

and nickel in many lakes of the Sudbury basin for

well over 1000 years (Nriagu et al. 1998).

Although soil acidification is often mentioned

among principal reasons of vegetation damage or

even decline, soils of industrial barrens are not

always more acidic than soils of surrounding

landscapes (Table 2). In some situations, the

pattern may be even opposite: soils near Palmer-

ton smelter are less acidic than in the background

region, perhaps because of zinc oxide deposition

(Jordan 1975). Similarly, soil pH near Vantanas

smelter was 6.2 compared with 4.8 in background

sites (Ginocchio 2000). Finally, soils around the

magnesite plant at Satka are extremely alkaline

(pH = 9), and development of industrial barrens

was due to formation of thick (up to 10 cm!)

cement crust preventing most of plants to grow

(Kulagin 1964).

5.2 Soil nutritional quality

Although it is widely accepted that soil acidifi-

cation promotes nutrient leaching from upper soil

horizons, the data on soil nutritional quality are

available only for some industrial barrens
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(Table 2). In particular, exchangeable Ca, Mg and

K near Harjavalta smelter are reduced by a factor

of 3–5 compared to more distant sites (Mälkönen

et al. 1999). Nitrogen near Monchegorsk is

reduced by a factor of 10 or more (Lukina and

Nikonov 1999). The loss of base cations from the

organic layer close to the smelter is primarily due

to displacement by copper and nickel (Derome

and Lindroos 1998). Since fertilisation generally

improved plant performance in industrial barrens

(Winterhalder 2000), it is believed that nutritional

deficiency is one of the factors adversely affecting

plant life in these habitats. Recently, soil nutri-

tional quality was demonstrated to be the leading

factor influencing abundance and diversity of

microorganism populations in Sudbury pollution

gradient (Anand et al. 2003).

5.3 Microclimate

Disappearance of vegetation, especially of trees,

strongly modifies the climate of industrial barrens.

Although this problem is investigated insuffi-

ciently, it seems that the most important changes

are imposed by altered temperature and wind

regime. Even at early stages of pollution-induced

forest deterioration air and soil temperatures

during the growth season may substantially

increase, leading to an increased water loss from

upper soil layers (Wołk 1977). Air temperatures in

industrial barrens near Ducktown in summer were

1–2� C higher and in winter 0.3–1�C lower than in

surrounding undisturbed (forested) sites (Hepting

1971). Similarly, air temperatures in barren sites at

Monchegorsk were 1–2� C lower in cool periods

(under +7� C) and 1–2� C higher in warm periods

compared to undisturbed forests some 20–30 km

apart (Kozlov and Haukioja 1997). Daily fluctu-

ations in temperatures of barren soils are much

higher than in undisturbed sites where the heat

exchange is buffered by vegetation (Hursch 1948;

Wołk 1977; Kozlov and Haukioja 1997; Winterh-

alder 2000). The lack of leaf litter results in

enhanced frost action, imposing additional stress

on plants (Sahi 1983). Barren soils are overheated

in summer (e.g. average soil temperature in barren

sites at Ducktown were increased by 11�C;

Hepting 1971), and this overheating is accompa-

nied by fast loss of soil moisture (Hursch 1948;

Teale 1951; Freedman and Hutchinson 1980;

Courtin 1994; Kozlov and Haukioja 1997; Marty

2000; Winterhalder 2000); all these factors obvi-

ously influence plant performance. Lower amount

of precipitation was reported from Ducktown

(Hepting 1971) but not found at Monchegorsk

(pers. obs.). Importantly, drought may enhance

toxicity of some contaminants, e.g. zinc (Jordan

1975).

Wind speed, measured in industrial barrens

adjacent to the copper smelter at Ducktown, was

increased by a factor 5–15 (Hepting 1971), while

around the nickel–copper smelter at Monchegorsk

it was two to three times as high as in nearly

unpolluted forests (Kozlov 2002). High winds and

subsequent particle movement that can sand blast,

bury, and defoliate plants, were reported to

impose additional stress on heavily contaminated

sites near both Anaconda and Monchegorsk

smelters (Marty 2000; Kozlov 2001).

Along with the direct impact of wind on plant

performance, higher wind speed is responsible for

thin snow layer (about one-third of that in

unpolluted forests) in industrial barrens around

the Monchegorsk smelter (Kozlov 2001) which, in

turn, results in lower soil temperatures during the

winter time (Kozlov and Haukioja 1997). Both

these factors increase exposure of plants to frost

damage. Soil freezing (in autumn) occurred in

industrial barrens near Monchegorsk 10–11 weeks

earlier and soil thawing (in spring) 3–4 weeks

earlier than in unpolluted forests (Kozlov and

Haukioja 1997). Furthermore, a lower accumula-

tion of snow in industrial barrens, in combination

with higher wind speed, may expose plants to

additional drought stress. However, snow cover in

industrial barrens near Nikel has about the same

depth as in unpolluted forests (Ratkin 1999), and

therefore the generality of the effects discovered

near Monchegorsk remains unknown.

6 Life in industrial barrens

6.1 Biodiversity

General loss of biodiversity with the replacement

of undisturbed habitats by industrial barrens

seems indisputable (e.g. Jordan 1975; Kleinert

1988; Courtin 1994; Koponen and Niemelä 1995;
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Cicák et al. 1999); however, the magnitude of this

effect had only rarely been documented. In the

‘total kill’ area around Wawa the ground flora

declined to 0 to 1 species per 40 m2 from about

20–40 species in unpolluted sites (Gordon and

Gorham 1963). Similarly, grass communities at

Garfield contained 1–5 species per 50 m2 plot,

compared to 7–22 species at most distant sites

(Eastmond 1971). Near the Anaconda smelter,

plant species richness in 1992–1994 was about

one-third of control (Marty 2000). The number of

plant species (observed in five 1-m2 plots) on

10–50 m from the edge of the O’Donnell roast

bed (Sudbury, Canada) 66 years after its closure

ranged 5–7, compared to 25–31 species at the

distances 150–300 m of it (Hutchinson and

Symington 1997). In Miami, Arizona, grasses,

forbs, and small shrubs were entirely absent at the

site proximate, to the coppee smelter, whereas

the cover of large shrubs had not been affected

(Dawson and Nash 1980). The total floristic

diversity near the Quinteros smelter was 17

species compared to 42 species in control sites

(Ginocchio 2000).

In industrial barrens near Monchegorsk the

number of vascular plant species ranged 0–25%

of the number recorded in unpolluted (control)

sites if censuses were made by using small plots

(1–25 m2). However, if larger plots (100–10,000 m2)

were surveyed, the decrease in species richness

was around one-third, suggesting that pollution

effects were expressed in decline of population

densities rather than in selective removal of

certain species (Kozlov et al. 1998, and unpub-

lished).

Samples of moths and butterflies, as well as

human-biting flies, collected in industrial barrens

near Monchegorsk showed nearly the same diver-

sity as samples from primary forests, although

abundance of most species was drastically declined

(Kozlov 1997; Kozlov et al. 2005a). Maximum

species richness of ants in the Monchegorsk

pollution gradient in 1993 was discovered in

industrial barrens, whereas in 1994 it peaked in

birch transitional communities surrounding the

barren area (Kozlov 1997). This result is in line

with findings by Koponen and Niemelä (1995) who

reported higher species richness of ants in a barren

site near the Harjavalta smelter than at more

distant and less disturbed sites. Species richness of

ground beetles (Carabidae) near the Lubenik

magnesite plant was reduced to approximately

one-third of observed in an unpolluted site

(Kleinert 1988); however, rarefaction analysis

shows that this difference was mostly due to

differences in abundance, and actual species loss

was much smaller, about 30% (Kozlov, unpubl.).

Some of insect species clearly prefer barrens

to undisturbed habitats. In course of bait-trap-

ping along the Monchegorsk pollution gradient,

all the specimens of Polia conspicua (B.-H.), a

mountain tundra noctuid moth, were collected

between the external border of the industrial

barrens and the smelter (Kozlov et al. 1996).

Moreover, viable population of an extremely

rare moth, Sesia bembeciformis (Hb.), the spe-

cies considered extinct in Finland (Rassi et al.

1985), was discovered in an industrial barren

south of Monchegorsk (Kozlov 1997). The

buprestid beetle Melanopila formaneki (Jakob-

son) was for the first time discovered in Finland

when studying Scots pines in a semi-barren site

near the Harjavalta smelter (Heliövaara et al.

1990); the same site is also inhabited by several

spiders which are missed from unpolluted forests

(Koponen and Niemelä 1993). Industrial barrens

may favour some life forms at the expense of

others: for example, barrens near Lubenik mag-

nesite plant were dominated by smaller ground

beetles (Carabidae) with diurnal activity,

whereas larger species with nocturnal activity

were mostly associated with unpolluted habitats

(Kleinert 1988).

In industrial barrens near Monchegorsk species

richness of birds was reduced to approximately

one third relative to unpolluted sites (Gilyazov

1993; Kozlov et al. 2005b). Near the magnesite

factory in Lubenik the reduction in both species

richness and abundance of breeding species seem

even more pronounced (Cicák et al. 1999),

although direct comparison is difficult due to

different size of study plots. Among small mam-

mals, only large-toothed redback vole (Clethrion-

omus rufocanus Sund.) and root vole (Microtus

oeconomus Pall.) were captured near Monche-

gorsk whereas six species were recorded in

undisturbed forests (Kozlov et al. 2005b). Winter

censusing of large mammals in industrial barrens
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revealed tracks of two species, mountain hare

(Lepus timidus L.) and red fox (Vulpes vulpes L.),

compared with eight species in unpolluted areas

(Kozlov et al. 2005b).

To conclude, species richness of plants and

animals in industrial barrens in an average com-

prises one-third to one-half of the observed in

surrounding undisturbed habitats. However,

diversity of some groups is not affected, and

some species occurring in industrial barrens are

not found in undisturbed habitats.

6.2 Population density and structure

Microbiota of degraded soils had been shown to

lose its resilience to disturbance and become no

longer able to perform normal processes of

cycling nutrients, assimilating organic residues

and maintaining soil structure. As the result, in

industrial barrens near Harjavalta accumulated

mass loss of Scots pine needle and fine roots was

ca. 80% of observed in unpolluted site (McEnroe

and Helmisaari 2001), whereas near Sudbury

decomposition of birch leaves was reduced to

ca. 40% of the control level (Johnson and Hale

2004). This retarded decomposition results in

particular in formation of thick matt of litter

under extant plants (pers. obs.); this litter seems

to mitigate adverse climatic effects on field layer

vegetation (Zvereva and Kozlov 2007), but it can

also hamper seedling establishment (Jordan

1975).

Although abundance of most species in indus-

trial barrens is extremely low (e.g. Gilyazov 1993;

Kozlov 1997; Salemaa et al. 2001; Vorobeichik

2003, 2004; Kozlov et al. 2005a, b), some plants

and animals flourish in these habitats. In partic-

ular this concern some willow species that are

much more abundant in barren sites than in

unpolluted forests. Increase in willow density,

along with decline of pressure from natural

enemies, favours several insect herbivores. Wil-

low-feeding leaf beetle, Chrysomela lapponica L.,

generally not abundant through its distribution

range, in some years reached extremely high

densities in industrial barrens near both Monche-

gorsk and Nikel (Zvereva et al. 2002). Also its

specialised parasites, scuttle fly Megaselia opaci-

cornis Schmitz and tachinid fly Cleonice nitidius-

cula (Zett.), earlier known from a few specimens

only, are abundant in industrial barrens near both

Monchegorsk and Nickel (Richter and Zvereva

1996; Zvereva and Kozlov 2000a; Disney et al.

2001). Similarly, densities of birch- and willow-

feeding leafrollers, along with some Eriocrania

leaf-miners, in industrial barrens near both Mon-

chegorsk and Nikel are on an average much

higher than in unpolluted forests (Kozlov 1997,

Zvereva and Kozlov 2006). The higher mean and

peak densities of Eriocrania observed in indus-

trial barrens are explained by disturbance of

density-dependent feedback with parasitoids

(Zvereva and Kozlov 2006).

Population structure of both plants and animals

is considerably changed in industrial barrens.

Populations of some woody species (mountain

birch and willows in Monchegorsk, white birch in

Sudbury) become more continuos due to elimina-

tion of pollution-sensitive competitors, while

ground layer vegetation is highly fragmented

(Zvereva and Kozlov 2004, 2007). In Sudbury,

the dimension of patches of ‘micro-deserts’ and

‘micro-oases’ varies typically between 5 m and

15 m (Courtin 1994). In Monchegorsk, patches

of ground layer vegetation are usually smaller,

ranging 0.2–2 m in dimension, with barren gaps

reaching as much as 20–50 m (pers. obs.). Absence

of natural regeneration causes strong shift in

age structure of plant populations. The average

site-specific age of randomly collected individuals

of Empetrum nigrum ssp. hermaphroditum (Lange

ex Hagerup) Böcher in industrial barrens near

Monchegorsk and Nikel was 34–38 years, com-

pared with 17–28 years in undisturbed forests

(V. Zverev and M. Kozlov, unpublished).

Populations of some insects, like leafmining

Eriocrania, in industrial barrens became more

aggregated than in unpolluted forests, possibly

because strong winds force ovipositing females of

these tiny moths to walk along a birch twig rather

than take a risk of flying to another birch tree

(Kozlov 2003; Zvereva and Kozlov 2006).

6.3 Growth form of woody plants

The trees which managed to survive in industrial

barrens generally demonstrate bush-like or even

creeping growth forms (Kryuchkov 1993; Kozlov
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and Haukioja 1995; Rigina and Kozlov 2000). In

the most polluted barren sites near Monchegorsk

height of mountain birches was in an average

nearly 10 times lower than in healthy forests

(Kozlov 2001). Similarly, proportion of the low-

stature spruces with abnormalities in crown

architecture (dead upper canopies but extensive

growth of creeping lowest twigs) increased when

approaching the smelter (Kozlov 2001, and un-

publ.). The bush-like growth forms were also

observed in Scots pine and aspen (Populus

tremula L.) surviving in industrial barrens near

both Monchegorsk and Nikel (Kozlov et al. 1999,

unpubl.). Two willow species (Salix borealis

(Fries.) Nasar. and S. caprea L.) in industrial

barrens have more epiciormic shoots than in

unpolluted forests (Zvereva and Kozlov 2001).

The most plausible explanation of all these

changes in growth form is the damage of apical

(supranival) twigs by wind-driven snow abrasion

(Arsenault and Payette 1997), which may be

enhanced by pollutants (Alexeyev 1990). There-

fore the negative correlations between snow

depth and vertical growth of mountain birch, as

well as between snow depth and proportion of

spruces with abnormal crown architecture, may

reflect causal link between these phenomena

(Kozlov 2001). An increased light availability

(due to forest decline) may also have contributed

to higher branching and formation of bush-like

crowns in woody plants surviving in barren sites

(Zvereva and Kozlov 2001).

6.4 Changes in interactions between

organisms

In industrial barrens interactions between organ-

isms may differ from those in unpolluted forests.

For example, development of delayed inducible

resistance (decrease in plant quality next year

after intensive damage), one of the important

negative feedbacks regulating population dynam-

ics of herbivores, in boreal willow, Salix borealis is

disturbed in barren sites (Zvereva and Kozlov

2000b). At the same time, winter and spring bud

damage, caused by harsh environmental condi-

tions in barrens, may improve willow quality for

herbivores (Zvereva and Kozlov 2000c). These

changes in host plant–herbivore interactions

favour herbivore outbreaks (see Sect. 4.5). Impor-

tantly, compensatory responses of boreal willow

to herbivore damage are reduced in industrial

barrens (Zvereva and Kozlov 2001), thus damaged

plants recover slower than in undisturbed habitats.

Plant–plant interactions, which are mostly

competitive in favourable habitats, tend to

become positive in stressful environments

(Brooker and Callaghan 1998). In industrial

barrens, where competition among plants is low

due to decreased density, the role of facilitation

increases. Near Ventanas smelter in Chile shrubs

imposed nursery effect on ground layer vegeta-

tion, which lead to better plant recruitment under

shrub canopies (Ginocchio et al. 2004). Dwarf

shrubs grew and reproduced better under birch

canopies compared to between tree gaps in

barrens near Monchegosk, whereas in undis-

turbed habitats the effects of trees were negative

(Zvereva and Kozlov 2004). These effects may be

explained by alleviation of harsh environmental

conditions by trees (Zvereva and Kozlov 2007).

6.5 Adaptation to life in industrial barrens

Heavy metal tolerance of plants has been studied

extensively and provides a well-documented exam-

ple of rapid evolutionary adaptation (Bradshaw

and McNeilly 1981; Macnair 1997). Several grass

species, including Agrostis scabra Willd., Des-

champsia caespitosa (L.) Beauv., Agrostis gigantea

Roth. and Poa compressa L., colonising Sudbury’s

metal-contaminated soils, may have developed

local metal-tolerant populations (Winterhalder

2000, and references therein). Although pollution

tolerance in populations of long-lived trees has

been detected less frequently than in populations

of grasses and herbs, recently it had been demon-

strated that long-lasting pollution impact increased

pollution resistance of mountain birch in industrial

barrens near both Monchegorsk and Nikel (Kozlov

2005; Eränen 2006), possibly by elimination of

sensitive genotypes (survival selection) from the

affected populations. Similarly, we discovered that

resistance of non-specific esterases (enzymes

degrading various xenobiotics) to heavy metals

was higher in populations of leaf beetle, C. lappo-

nica, from heavily contaminated barren sites

(Zvereva et al. 2003). It should be stressed that
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metal-tolerant populations of plants and animals

developed near point polluters represent unique

genetic resource that will be lost (overcompeted)

with restoration of natural communities following

pollution decline.

Some changes in feeding behaviour of herbiv-

orous insects may also be regarded as adaptations

to life in the barren landscape. In particular, feeding

niche breadth of the leaf beetle, C. lapponica,

decreased with increase in pollution: in industrial

barrens this species concentrated on the boreal

willow that assures the best survival of larvae,

whereas in surrounding forests it feeds on other

willow species as well (Zvereva et al. 1995). Indi-

rect data suggest that in industrial barrens some

other herbivores may also prefer other host plants

than in undisturbed forests. In particular, larval

density of autumnal moth, Epirrita autumnata Bkh.,

measured on birches (most preferred host plant),

strongly declined in industrial barrens near Mon-

chegorsk (Ruohomäki et al. 1996). At the same

time, the number of moths attracted by pheromone

traps did not decline; the moths collected in

industrial barrens were metal-contaminated and

thus presumably of local origin (pers. obs.). These

data suggest that larvae of autumnal moth near

Monchegorsk have been feeding on plants other

than mountain birch.

7 Significance of industrial barrens

7.1 Industrial barrens as refugia of rare

and endangered species and populations

The sites of biological significance within severely

degraded environments may not be as rare as is

commonly thought, and assumption that physi-

cally or chemically hostile environments are

incapable of attaining biological diversity is far

from being true (Johnson et al. 1978). Industrial

barrens are rather heterogeneous (Kozlov 1997;

Uhlig et al. 2001; Ginocchio et al. 2004), with a

range of different substrate types that favour

different species. Therefore, in spite of the gen-

eral loss of biodiversity, these habitats can

develop a great richness of unusual and interest-

ing plants and animals, including regionally rare

and endangered species (Johnson et al. 1978;

Heliövaara et al. 1990; Eyre and Luff 1995;

Spalding and Haes 1995; also see above), and

the overall site diversity can be high even when

each patch is relatively poor. Furthermore, sev-

eral plant species of low competitive ability

benefit from fragmentation of the continuous

‘carpet’ of vegetation. Invertebrates in industrial

barrens may escape from strong enemy pressure,

and this ‘enemy-free space’ phenomenon may

explain high abundance of some species that are

usually depressed in less disturbed habitats

(Zvereva and Kozlov 2000a, 2006).

7.2 Conservation of industrial barrens

for science, education, and tourism

Although industrial barrens are usually seen as a

by-product of human activities that deserves

rehabilitation only, and the suggestion to conserve

these severely modified landscapes is frequently

perceived as a joke, their importance for science,

education, and even sightseeing had been some-

times appreciated (Winterhalder 2000). However,

conservation of industrial barrens is in line with

conservation of historical industrial landscapes

which form a part of the World Heritage (UNESCO

2006). Detailed investigation should be con-

ducted prior ‘re-greening’ or rehabilitation of

these unusual habitats. Non-selective reclamation

works could be destructive to conservation inter-

ests, and losses associated with habitat reclamation

may easily overcome the benefits gained. In

particular, local metal-tolerant populations of

plants and animals will definitely be lost.

Prospect of reforestation, that started a more

than half of century ago (Seigworth 1943), has

created some interest in preserving part of the

Copper Basin landscape in its denuded and

eroded state for historical purposes (Quinn

1988). Recently, a 200 ha exemplary plot of

‘desert’ remains as part of the display at the

Ducktown Museum (Anonymous 2005c). Also a

part of Sudbury industrial barrens (about 600 ha

surrounding Alice and Baby lakes just behind the

abandoned Coniston smelter) is identified in the

city reclamation plan as an ‘industrial reserve’.

Fortunately or unfortunately, the intention to

preserve the extreme level of landscape damage

nearly failed: due to natural recovery following
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pollution decline some 35 years ago the non-

reclaimed area is now difficult to distinguish from

reclaimed territories (K. Winterhalder and

J. Gunn, pers. comm.). Still natural succession on

derelict lands may produce unexpected communi-

ties of considerable scientific interest (Box 1993).

Students and faculty of Laurentian University and

other high schools often come to Sudbury to see

the ‘past and present’ of the barren landscape.

Industrial barrens at Monchegorsk are frequently

visited for ‘scientific sightseeing’, especially by

the researchers from the neighbouring Finland

(Ruotsalainen and Markkola 2004); at least once

they served a target of an international environ-

mental field course.

As far as we know, only Queenstown had

advertised the barren landscapes as tourist attrac-

tions. ‘‘By any measure Queenstown is one of the

wonders of the world. It is a profound reminder of

humanity’s capacity to destroy and pollute and, in

that sense, it deserves to be seen by everyone’’

(Anonymous 2005a). This attitude, supported by

local government, prevented reforestation of the

hills around Queenstown, although some locals

believe that the rainforest, which characterises

the area, should be encouraged to regrow. Indus-

trial barrens around Monchegorsk, although

neither advertised nor conserved, still attract

attention of foreign tourists: quite frequently,

buses travelling to/from Murmansk, stop in the

barren site for photographing the landscape.

8 Conclusion

8.1 Past and future of industrial barrens

Comparative analysis of the existing data

demonstrated that industrial barrens have

developed due to combined impact of different

stressors, among which soil contamination by

heavy metals, clearcutting and fires played the

leading role. The combined effects are critical, as

either stress alone would have caused much less

damage (Jordan 1975). Pollution, accompanied by

other human-induced disturbances (primarily

clearcutting), damages and gradually kills the

vegetation; this process is usually concluded by

a fire, facilitated by unusually large amount of

woody debris accumulated in severely dam-

aged communities. Since vegetation recovery is

hampered by soil toxicity due to extreme

contamination by heavy metals, soils remain bare

for a long time and suffer from extensive wind and

water erosion exacerbated by the intense frost-

heaving. The destructive processes are enhanced

by both disturbance of negative feedbacks regu-

lating e.g. relationships between plants, herbi-

vores, and their natural enemies, and development

of positive feedbacks, e.g. increase in climatic

severity due to initial vegetation damage enhances

decline of the remaining vegetation.

The most extensive industrial barrens appeared

before 1970s; some of them have already been

(partially) reclaimed or are recovering following

closure of polluters (14 of 36 documented situa-

tions; Table 1) or rapid emission decline. Natural

recovery of the existing barren sites may take

long time; the example of Sudbury suggests that

some 20 years after pollution decline may be

sufficient to initiate this process. On the other

hand, human-assisted recovery may proceed

much faster (Vangronsveld et al. 1995, 1996;

Winterhalder 2000). However, non-selective rec-

lamation works could be destructive to conserva-

tion interests, and the care should be taken to

preserve at least some of the unusual

post-industrial habitats.

8.2 Industrial barrens as unintentional

experiments

Links between pollution-oriented environmental

studies (‘applied ecology’) and development of

ecological theories (‘basic ecology’) are surpris-

ingly weak (Ormerod et al. 1999). Researchers

addressing basic ecological problems only rarely

use the results of ‘unintentional pollution exper-

iments’ (Lee 1998). However, industrial barrens

offer unique opportunities for conducting ‘basic’

ecological research, in particular for testing some

theories (assumed to be general) in an evolution-

ary novel stressful environment (Kozlov and

Zvereva 2003; Vorobeichik 2004).

Studies in industrial barrens contributed to the

development of the theories on plant growth,

compensatory ability and reproductive strategies

in stressful environment (Zvereva and Kozlov
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2001, 2005), as well as to understanding of the

role of host plant quality in regulating population

dynamics of herbivores in ‘enemy free space’

(Zvereva et al. 1997). Exploration of plant–plant

interactions in industrial barrens demonstrated

that shift from competition to facilitation occurs

not only in natural stress gradients, that were used

to construct the predictive model (Brooker and

Callaghan 1998), but also in human-induced stress

gradients (Zvereva and Kozlov 2004, 2007).

Importantly, results of ‘basic’ research on plant–

plant facilitation are now suggested for practical

application in phytostabilisation of heavily

contaminated areas (Frérot et al. 2006).

Although net primary production had not been

measured in any of industrial barrens, drastic

decline in vegetation cover, along with reported

retardation in plant growth (e.g. Kryuchkov 1993;

Nöjd et al. 1996), suggest that productivity of plant

communities declined by a factor of 10–100. Thus,

industrial barrens are unique ecosystems capable

to maintain relatively high diversity at very low

productivity level, and their exploration is likely to

contribute to the long-lasting debate (Hector and

Schmid 1999; Tilman 1999) on the relationship

between diversity, stability and productivity.

8.3 Management of polluted habitats

Recently, most industrial barrens show some

signs of natural recovery due to emission decline

or closure of responsible polluters; some of them

have been or are being successfully revegetated.

The latter strategy is in particular justified by the

urgent need to prevent dispersion of metals to

surrounding areas (e.g. Vandronsveld et al. 1995);

it has a strong priority in densely populated sites,

like Central Europe, in spite of high scientific and

sometimes public interest to unusual post-indus-

trial habitats.

Reclamation strategies used in industrial

barrens vary from natural attenuation to extensive

(and expensive) revegetation programs. Litera-

ture on this problem is rather extensive and had

been repeatedly reviewed during the past years

(Kozlov et al. 2000b; Winterhalder 2000; Adriano

et al. 2004; Kozlov 2004); therefore we provide

only a short summary of most relevant findings.

The reduction of emissions is a critical require-

ment for any reclamation programs. However,

until measures to reduce air pollution are fully

realised, efforts should be devoted to improving

the vitality and maintaining the stability of

affected ecosystems. The experience gathered to

date suggests that the pollution-induced decline

of forests can be slowed down and perhaps even

reversed at most stages of degradation. In the

case of continuing pollution, its effects can be

mitigated to prevent further damage.

Restoration of terrestrial ecosystems after the

reduction of emissions is based on the suggestion

that some successional stages are not essential and

can be bypassed by proper intervention. Thus, in

practical terms, the rehabilitation of forests dam-

aged by pollution is an attempt to partially

substitute time with money. However, small-scale,

short-term experiments still dominate over prac-

tical applications. Thus it is reasonably well known

how to initiate the early stages of rehabilitation,

but there are substantial uncertainties over the

longer-term effects (e.g. Eränen and Kozlov 2006).

The latter especially concern possible side-effects

and ecological risks which may result from human

intervention, such as increased leaching of toxic

substances and/or nutrients. To reduce these risks,

a careful analysis of the need for chemical treat-

ments such as liming or fertilising should be carried

out for each specified area. We suggest that

whenever possible a ‘minimal intervention’

approach aimed at promoting natural succession

should be used instead of ‘re-greening’ or an

artificial re-creation of the desired ecosystem.
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Niemelä, H. Tømmervik, J. Vangronsveld, E. Vorobeichik,
P. Zach, V. Zverev and late K. Winterhalder for providing
us with both published and unpublished information. The
study was financially supported by the Academy of Finland
(project 211734), Maj and Tor Nessling Foundation, and
by EC through the BALANCE project carried out under
contract EVK2–2002–00169.

References

Acatay A (1968) Damage from injurious gases of Murgul
copper plant. Dergisi Istanbul Universitesi Orman
Fakultesi 18a(1):1–17

252 Rev Environ Sci Biotechnol (2007) 6:231–259

123 [90]



Adriano DC, Wenzel WW, Vangronsveld J, Bolan NS
(2004) Role of assisted natural remediation in envi-
ronmental cleanup. Geoderma 122:121–142

Alexeyev VA (1990) Changes in the growth form of the
Scots pine under aerial pollution. In: Tarabrin VP
(ed) Industrial botany: the state and perspectives of
development. Abstracts of regional scientific confer-
ence devoted to the 25th anniversary of Donetsk
Botanical Garden, Sept. 1990, Donetsk. Kiev, Uk-
raine, pp 99–100 (in Russian)

Allum JAE, Dreisinger BR (1987) Remote sensing of
vegetation change near Inco’s Sudbury mining com-
plexes. Int J Remote Sens 8:399–416

Anand M, Ma KM, Okonski A, Levin S, McCreath D
(2003) Characterising biocomplexity and soil micro-
bial dynamics along a smelter-damaged landscape
gradient. Sci Tot Environ 311:247–259

Anonymous (1999) Studies of the terrestrial environment
in the Wawa Area 1998–1999. http://www.ene.gov.on.-
ca/envision/techdocs/3918.pdf

Anonymous (2003) Yellowknife EMAN-North Site: Biotic
Monitoring & Studies. http://www.emannorth.ca/ic/
ds013/settlement.cfm

Anonymous (2005a) Queenstown. http://www.walk-
about.com.au/fairfax/locations/TASQueens-
town.shtml

Anonymous (2005b) The environmental impact of past
mining in the Copper Basin. http://www.gaminer-
al.org/copperbasin.htm

Anononymous (2005c) Ducktown Desert Site. http://
ludb.clui.org/ex/i/TN3139

Archibold OW (1978) Vegetation recovery following
pollution control at Trail, British Columbia. Can J
Bot 56:1625–1637

Arseneault D, Payette S (1997) Landscape change follow-
ing deforestation at the Arctic tree line in Québec,
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teriö, Helsinki (in Finnish)

Ratkin NE (1999) Application of the calculation method
for estimating the pollutants accumulation in snow
cover. In: Kalabin GV (ed) Ecological and geograph-
ical problems of the Kola North. Institute of North
Industrial Ecology Problems, Apatity, pp 42–54 (in
Russian)

Rebele F, Surma A, Kuznik C, Bornkamm R, Brej T
(1993) Heavymetal contamination of spontaneous
vegetation and soil around the copper smelter Leg-
nica. Acta Soc Bot Pol 62:53–57

Redente EF, Zadeh H, Paschke MW (2002) Phytoxicity of
smelter-impacted soils in southwest Montana, USA.
Environ Toxicol Chem 21:269–274

Redente EF, Richards JL (1997) Effects of lime and
fertilizer amendments on plant growth in smelter
impacted sols in Montana. Arid Soil Res Rehabil
11:353–366

Reimann C, de Caritat P, Niskavaara H, Finne TE,
Kashulina G, Pavlov VA (1998) Comparison of
elemental contents in O- and C-horizon soils from
the surroundings of Nikel, Kola Peninsula, using
different grain size fractions and extractions. Geoder-
ma 84:65–87

Rigina O, Kozlov MV (2000) Pollution impact on sub-
Arctic northern taiga forests in the Kola peninsula
Russia. In: Innes JL, Oleksyn J (eds) Forest dynamics
in heavily polluted regions (IUFRO task force on
environmental change. Report no. 1). CAB Interna-
tional, Wallingford, pp 37–65

Richter VA, Zvereva EL (1996) The tachinid species
Cleonice nitidiuscula Zetterstedt new for fauna of
Murmansk Province (Diptera: Tachinidae). Zoosyst
Ross 6:202
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Abstract The tolerance limits of extremophiles

in term of temperature, pH, salinity, desiccation,

hydrostatic pressure, radiation, anaerobiosis far

exceed what can support non-extremophilic

organisms. Like all other organisms, extremo-

philes serve as hosts for viral replication. Many

lines of evidence suggest that viruses could no

more be regarded as simple infectious ‘‘fragments

of life’’ but on the contrary as one of the major

components of the biosphere. The exploration of

niches with seemingly harsh life conditions as

hypersaline and soda lakes, Sahara desert, polar

environments or hot acid springs and deep sea

hydrothermal vents, permitted to track success-

fully the presence of viruses. Substantial popula-

tions of double-stranded DNA virus that can

reach 109 particles per milliliter were recorded.

All these viral communities, with genome size

ranging from 14 kb to 80 kb, seem to be geneti-

cally distinct, suggesting specific niche adaptation.

Nevertheless, at this stage of the knowledge, very

little is known of their origin, activity, or impor-

tance to the in situ microbial dynamics. The

continuous attempts to isolate and to study viru-

ses that thrive in extreme environments will be

needed to address such questions. However, this

topic appears to open a new window on an

unexplored part of the viral world.

Keywords Bacteriophages Æ Viral diversity Æ
Viral abundance Æ Extreme environments Æ Deep

sea subsurface environment Æ Deserts Æ Hot

springs Æ Hydrothermal vents Æ Hypersaline

habitats Æ Polar ecosystems

Introduction

Extremophiles include organisms from the three

domains of life, Archaea, Bacteria and Eukarya,

which thrive in extreme environments that are

characterized by physico-chemical conditions

close to the limit values in which an organism can

live. As bacteria and archaea are almost omni-

present on the planet and have evolved for over

3.5 billion years, ‘‘extremophile’’ conjures up

images of prokaryotes, especially from the

domain Archaea. Although archaea are present

in many moderate environments, they are still

primarily considered extremists, flourishing in

habitats that brave the physical limits for life,

such as sulfur-rich hot acid springs and geysers,

Marc Le Romancer and Mélusine Gaillard
contributed equally to this work.

M. Le Romancer (&) Æ M. Gaillard Æ C. Geslin Æ
D. Prieur
Laboratoire de Microbiologie des Environnements
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deep-sea environment and deep-sea hydrother-

mal vents, hypersaline and soda lakes or strictly

anoxic ecosystems (see review in Rothschild and

Mancinelli 2001).

The specific feature of Extremophiles is their

remarkable capabilities to adapt to extreme con-

ditions in term of pH, salinity, desiccation,

hydrostatic pressure, radiation, anaerobiosis that

would be inevitably lethal for non-extremophilic

organisms. Extremophiles thrive at temperatures

exceeding 80�C and even more than 100�C at

hyperbaric pressure (extreme thermophiles in

hydrothermal vents) while others live at subzero

temperatures (psychrophiles in sea ice). Extreme

piezophiles, which can withstand the enormous

hydrostatic pressure associated with great depths,

grow well in the deep-sea and even in deep sub-

surface sediments as deep as 1,000 m below the

seafloor (mbsf) under anaerobic conditions.

Extremophiles are also able to cope with envi-

ronments of very low water activity and develop

well in desert or saturated brines (extreme halo-

philes) while acidophiles and alkalophiles live in

extremely acid and alkaline waters at pH values

below 2 and exceeding 10, respectively. In pro-

portion to the multiplicity of physical and

geochemical constraints in an extreme ecosystem,

organisms that thrive under the seemingly harsh

conditions are most of the times polyextremo-

philes.

Like all other organisms, extremophiles serve

as hosts for viral replication. Viruses and

virus-like elements (i.e., satellite virus, satellite

RNA and viroids) are the smallest infectious

biological entities (see http://www.ncbi.nlm.nih.-

gov/ICTVdb/origin2.htm). Since they are not

autonomous—they depend on a cellular host for

replication—viruses have been considered as not

really alive for a long time. Many lines of

evidence have definitely suggested that they could

no more be regarded as simple infectious ‘‘frag-

ments of life’’ but on the contrary as one of the

major components of the biosphere, who have

probably played a key role in the early cellular

evolution and that have a profound influence on

cellular life (e.g., genome plasticity, biochemical

adaptations required to life in extreme environ-

ments).

Viruses exist wherever cellular life is found and

span the three domains of life. But the extent of

viral ubiquity and diversity still remains largely

unknown. The recently accumulated knowledge on

the number of viruses, from marine environments

at least, shows that they probably encompassed all

other forms of life in abundance on the earth and

represent a vast reservoir of biodiversity (Fuhrman

1999; Wommack and Colwell 2000; Weinbauer

2004; Rohwer 2003; Suttle 2005; Edwards and

Rohwer 2005; Breibart and Rohwer 2005). The

universal tree of life can thus be considered as

immersed into a virtual viral ocean (Bamford

2003). As new niches are explored for life, espe-

cially in extreme environments, presence of viruses

is readily detected and an amazing number of

(new) viruses is discovered.

The aim of this present mini-review, that was

inspired following discussions at the workshop

entitled ‘‘Investigating Life in Extreme Environ-

ments,’’ organized by the European Science

Foundation (Sant Feliu de Guixols, Spain, 5–8

November 2005), is to give a brief overview of the

recent findings about viruses thriving in extreme

conditions.

Extreme halophilic viruses

Liquid water is an absolute requirement for met-

abolic activity and growth. The high concentration

of ions in hypersaline environments is one of the

major factors affecting microbial activity because

the dissolved substances make the water partly

unavailable to microorganisms. Hypersaline habi-

tats, which can vary considerably in ionic compo-

sition, are rather common in hot, dry areas

throughout the world. Despite seemingly harsh

conditions, these environments can be productive

ecosystems where halophiles that include a range

of organisms (archaea, green algae, cyanobacteria,

bacteria) easily cope with osmotic stress and even

can withstand in saturated NaCl (Madigan et al.

2003). If the first extremophilic and halophilic virus

was discovered fortuitously in 1974, consistent

reports on the occurrence of viruses in such

extreme habitats raised in the early 1980s from

halobacteria (Dyall-Smith et al. 2003).
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Viruses in hypersaline environments

Assessing the viral abundance in the hypersaline

Dead Sea where magnesium concentration

exceeds 50%, quantities of virus-like particles that

reach easily 107 particles ml–1 were reported

(Oren et al. 1997). In their study of solar salterns,

Guixa-Boixareu and co-workers (Guixa-Boixareu

et al. 1996) showed that both virus-like particles

abundance and diversity increased with salinity

and reached about 109 virus particles ml–1 at

salinities higher than 25%. Hypersaline environ-

ments are also important reservoirs of viruses that

exhibit a large genomic diversity with genome

sizes varying from 10 kb to 533 kb (Sandaa et al.

2003). Pulsed-field electrophoresis analysis

showed that the viral population structure vary

along a salinity gradient from near seawater

(40&) to saturated sodium chloride brine ð370&Þ.
Populations of virus-like genome ranging in size

from 32 kb to 340 kb were preponderant within

40& to 220& salinity gradients, whereas ponds

with salinity higher than 220& contained virus-

like genomes with size ranging from 10 kb to

189 kb. As changes in the total prokaryotic com-

munity structure depending on salinity were also

recorded, this suggests that viral populations have

a dynamic, which probably depends on their hosts’

ecology (Sandaa et al. 2003).

Considering the morphological diversity of

viruses in hypersaline environments, direct

observations with electronic microscope revealed

a majority of lemon-shaped particles resembling

the archaeal Fuselloviruses, while only some

virus-like particles were of head–tail morphology

(Oren et al. 1997). In other hand all halophilic

viruses isolated from this type of habitat until now

infect archaea, most of them (12/15) have a head

and tail morphology (Fig. 1, Table 1) reminiscent

of bacteriophages belonging to the three main

families Myoviridae, Siphoviridae and Podoviri-

dae, highlighting the remarkable morphological

similarity between archaeal and bacterial tailed

phages. Only three viruses exhibiting different

morphotypes more closely related to those of

hyperthermophilic archaeoviruses were also

characterized. These haloviruses were the spindle-

shaped His1 (Fig. 2), His2 which is pleomorphic

and the spherical SH1 (Fig. 3). Such differences

between direct observations and laboratory spec-

imens suggested that characterized viruses prob-

ably did not reflect the real in situ morphological

diversity. The bias resides perhaps in the fact that

hosts cells easily isolated and cultivated in labo-

ratory are not the dominant species of the natural

haloarchaeal flora in hypersaline environments

(Dyall-Smith et al. 2003).

All halophilic viruses described until now have

genomes which consist of linear double-stranded

DNA. Looking at the genome sequences, only

little sequence similarity (less than 10%) with

bacteria, bacteriophages and eukaryotic viruses

were observed. This phenomenon could be partly

due to isolation caused by such particular eco-

system (Dyall-Smith et al. 2003). However, there

are also strong genetical relationships between

different haloviruses, as shown by the haloviruses

/Ch1 and /H which share up to 97% nucleotide

identity, while their hosts, isolated from distinct

and geographically distant sites, are phylogeneti-

cally different (Klein et al. 2002; Tang et al.

2002). The haloviruses HF1 and HF2 also have

genomes that share up to 99% nucleotide identity

in the first 60% of their sequence. However, the

remainder part shows a significant divergence

(87% identity) due to numerous base changes and

insertion/deletion events. This significant shift in

sequence similarity suggests a recent recombina-

tion event between either the two halovirus or

with another HF-like halovirus. This recombina-

tion occurrence seems to be rather common

among viruses from hypersaline waters (Tang

et al. 2004; Bath et al. 2006).

Viruses in alkaline lakes

Even if the water chemistry of soda lakes is

similar to hypersaline lakes, solar salt evaporation

ponds and deep-sea hypersaline basins, alkaline

lakes differ by the high levels of carbonate min-

erals in the surroundings rocks that maintain pH

ranging between 10 and 12. In addition, Ca2+ and

Mg2+ are virtually absent because they precipitate

out at high pH and carbonate concentrations

(Madigan et al. 2003).

Bacterial abundances and seasonal changes in

community composition were recorded in the

past decades, but no previous reports on the
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occurrence of viruses merged before 2004 from

such extreme habitat until Jiang and co-workers

tackled the virus populations in Mono Lake,

which is a large alkaline (pH ~10), moderate hy-

persaline lake lying at the western edge of Great

Basin in California (Jiang et al. 2004).

In this peculiar environment, viral abundance

(from 1.108 to 1.109 ml–1) is among the highest

observed in any natural aquatic system examined

so far. Pulse-field gel electrophoresis revealed

length of dsDNA viral genomes ranges from

14 kbp upto 400 kbp, with a majority between

30 kbp and 60 kbp and the analysis of band

patterns highlighted at least three dominant

clusters of populations defined on the similarities

in the viral genome size distribution. Thus, deep-

water viral community represents a distinct group

from surface and mid-water viral communities

suggesting a strong stratification of viral distri-

bution between oxic and anoxic waters.

To date, only one lytic phage, named /Mono1,

has been isolated and partly characterized from

this viral population (Table 1). Surprisingly, this

virus strain infects a bacterial host, which is

closely related to Idiomarina baltica previously

isolated from surface water of the central Baltic

Sea. Using /Mono1 dsDNA genome as probe in

hybridization experiments also revealed seasonal

fluctuations in viral communities.

Viruses in deserts

In deserts, that are extremely dry and exposed to

extremes of UV light irradiation and temperature

variation, water is always a very limiting factor for

life. Nonetheless, eukaryotic and prokaryotic

microorganisms have adapted to these extreme

conditions and have been found in hot desert such

as the Atacama Desert of Chile (Evans and

Johansen 1999).

A recent study, carried out on surface sands

collected from 13 different locations in the Sahara

Desert in Morocco and Tunisia, reported for the

first time the presence of virus-like particles.

These particles exhibit a great diversity of

morphotypes representative of the three major

bacteriophage families: Myoviridae, Siphoviridae

and Podoviridae (Table 1). In addition, pulsed-

field gel electrophoresis of double-stranded

DNA, extracted from the enriched bacterio-

phages preparations, suggests also a genetic

diversity with the presence of at least four

potential intact viral genomes ranging in size from

45 kbp to 270 kbp (Prigent et al. 2005).

Viruses in polar environments

Extreme cold environments such as high-altitude

glaciers, polar permafrost, the Dry Valleys of

Antarctica, which are the coldest and driest desert

on the earth, as well as sea ice, also provide

habitats from microbial life (Staley and Gosink

1999). Annual sea ice in the Arctic develops

important and dynamic microbial communities

(Grossi et al. 1984; Kottmeier et al. 1987; Smith

et al. 1989). In Antarctica, microorganisms,

including prokaryotes and microeukaryotes thrive

in sea ice and cold water (Thomas and Dieck-

mann 2002). Several well-documented studies

reported the presence of viruses and the rela-

tionship between viral and bacterial production in

Arctic and Antarctic sea ice and in perennially

ice-covered lakes located in Taylor Valley,

Antarctica.

In Artic sea ice, viral abundance was recorded

to be very high as showed by direct counts (9.106–

3.108 ml–1). This value, which was 10- to 100-fold

greater than the concentration of viruses in the

Fig. 1 Negative stain electron microscopy of head and tail
halovirus HF2. Scale bar represents 100 nm. Reprinted
from Research in Microbiology, vol. 154, Dyall-Smith M,
Tang SL, Bath C, ‘‘Haloarchaeal viruses: how diverse are
they?’’, 309–313, Copyright (2003), with permission from
Elsevier
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underlying sea water (1.1.106 ml–1), corresponded

with the bacterial abundance in sea ice compared

to the water column. Viral proliferation appeared

to be enhanced in sea ice relative to open water.

Moreover, the virus-to-bacteria ratios were

among the highest reported in natural samples,

providing the first account of viruses as a dynamic

component of sea ice microbial communities

(Maranger et al. 1994).

Three distinct phage–host systems (Table 1),

which are highly dependent of low temperature

conditions, were also isolated and characterized

from samples of Artic sea ice collected in north-

west of Svalbard. The hosts are psychrophilic

bacteria whose closest relatives are Shewanella

frigidimarina, Flavobacterium hibernum and

Colwellia psycherythrae, respectively. The three

phages, which are lytic and host-specific, showed

an even more pronounced adaptation to cold

temperatures than their hosts did. In fact, phage

development was clearly restricted to a lower

temperature maximum in comparison to the

maximal growth temperature of the host bacte-

rium. Transmission electron microscopy (TEM)

observations revealed that these polar phages

having a dsDNA genome are morphologically

similar to the double-stranded DNA phage

families Siphoviridae and Myoviridae and

(Borriss et al. 2003).

Interestingly, samples of Ross Sea pack ice in

Antarctic revealed that the range of total viral

abundance was similar with the concentration

found in Artic sea ice (between 5.2 · 106 ml–1

and 3.5 · 108 ml–1). TEM observations showed

that the viruses, which compose the population,

are large, with 40% icosahedral, 37% spherical

and 23% lumpy forms, and all of them likely

infect microeukaryotes (Gowing 2003).

In Antarctic perennially ice-covered lakes,

which are microbially dominated ecosystems,

virus densities seemed to be less important than

in sea ice with a maximum value that reached

3.4 · 107 ml–1. Nevertheless, this virus abundance

was higher than in other freshwater or marine

systems and the viral population appeared to be

highly active in the water column. Many of

viruses were found to be large icosahedral speci-

mens, morphologically similar to double-stranded

DNA viruses isolated from temperate environ-

ments that infect photosynthetic and non-photo-

synthetic flagellates (Kepner et al. 1998).

Fig. 2 Negative stain electron microscopy of spindle-
shaped halovirus His1. Scale bar represents 100 nm.
Reprinted from Research in Microbiology, vol. 154,
Dyall-Smith M, Tang SL, Bath C, ‘‘Haloarchaeal viruses:
how diverse are they?’’, 309–313, Copyright (2003), with
permission from Elsevier

Fig. 3 Negative stain electron microscopy of spherical
halovirus SH1. Scale bar represents 100 nm. Reprinted
from Research in Microbiology, vol. 154, Dyall-Smith M,
Tang SL, Bath C, ‘‘Haloarchaeal viruses: how diverse are
they?’’, 309–313, Copyright (2003), with permission from
Elsevier
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Viruses in deep subsurface sediments

The deep subsurface biosphere is one of the least-

understood habitats on Earth, even though the

huge microbial biomass therein likely plays an

important role on global biogeochemical cycles.

Recently, the Ocean Drilling Program (ODP)

revealed that chemolithotroph microbes thrive in

anoxic reducing environments under oceans

and continents to depths of >1,000 m despite

harsh conditions (i.e., high hydrostatic pressure,

anaerobiosis and low concentration in organic

nutrients). Prokaryotic biomass in deep marine

sediments exceeds 105 microbial cells cm–3 even

at depths close to 1,000 mbsf (Parkes et al. 1994,

2000).

Presence of viruses in buried marine sediments

was investigated recently after drilling a hole

at 228.7 m below sea seafloor to a depth

at 105.1 mbsf and 118.2 mbsf, near the west

Canadian coast (Bird et al. 2001). Analyses re-

vealed the existence of large amounts of viruses.

Viral abundances appeared to follow bacterial

numbers very closely with an average up to

109 g–1 of dry sediment at 105.1 mbsf. Even if

microbial communities seemed to be stratified in

subseafloor sediments, nothing is known about

the viral diversity and the interactions between

viral and prokaryotic communities. Nonetheless,

given the scarcity of eukaryotic bacterivores in

deep marine sediments, the only source of

mortality by external agents for the bacterial

Fig. 4 Transmission
electron microscopy of
virus and virus-like
particles isolated from
Yellowstone National
Park. (A) SSV1
Fusellovirus, (B) SIRV
Rudivirus and (C) SIFV
Lipothrixvirus previously
isolated from thermal
area of Japan or Iceland.
(D) SSV-like, (E) SIRV-
like and (F) SIFV-like
particle morphologies
isolated from
Yellowstone National
Park thermal features.
(G–I) Virus-like particles
isolated from
Yellowstone National
Park thermal features.
Bars indicate 100 nm.
Reprinted from PNAS,
vol. 98, Rice G, Stedman
K, Snyder J, Wiedenheft
B, Willits D, Brumfield S,
McDermott T, Young MJ,
‘‘Viruses from extreme
thermal environments.’’,
13341–13345, Copyright
(2001), with permission
from National Academy
of Sciences, USA
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community lies in phage attack. Thus, considering

bacterial and viral abundances being highly cor-

related, viruses appear to be potential actors of

subsurface sediments biogeochemistry.

Viruses in extreme thermal environments

Live has also adapted to hot temperatures. Given

that early branching organisms could have been

hyperthermophiles among Archaea and thermo-

philes among Bacteria, looking for viruses in such

extreme environment may provide interesting

information about virus evolution in the early

cellular life. The recent observations indicated

that terrestrial and oceanic hydrothermal envi-

ronments represent a bottomless reservoir of a

truly remarkable morphological and genomic

viral diversity.

Viruses from terrestrial hot springs

Early studies on viruses of hyperthermophiles

were pioneered in the laboratory of Wolfram

Zillig in the 1980s. A systematic screening of

surface hot springs located in Japan, Iceland, New

Zealand, Italy, Russia and the United States led

to the isolation of an unprecedented diversity of

new viruses (Fig. 4) (Rice et al. 2001; Rachel

et al. 2002; Prangishvili and Garrett 2005).

The vast majority of the hyperthermophilic

viruses isolated from acidic or neutral hot springs

(>80�C) were found to infect a broad spectrum of

members of the extremely thermophilic

Crenarchaeaota, including representatives of the

genera Sulfolobus, Thermoproteus, Acidianus,

Pyrobaculum (Table 1). Based on their excep-

tional morphology and genomic properties

the crenarchaeal viruses were classified in 7

new families which include: lemon-shaped

Fuselloviridae, filamentous Lipothrixvidae, stiff

rod-shaped Rudiviridae, droplet-shaped Guttavir-

idae, spherical Globuloviridae, two tailed spindle-

shaped Bicaudaviridae and bottle-shaped Ampu-

llaviridae. The International Committee of Tax-

onomy of Viruses has already approved the first

four families. The crenarchaeal viruses showed no

clear similarities in their morphologies or at the

genomic level to either bacterial or eukaryal

viruses, except perhaps members of three viral

families. The rod-shaped virions of the Rudiviridae

and Liphotrixviridae resemble tobamoviruses and

closteroviruses of vascular plants, respectively,

while those of the Globuloviridae resemble that of

viruses of the Paramyxoviridae, which infect ver-

tebrates. The 25 hyperthermophilic viruses iso-

lated so far exhibited double-stranded DNA

genomes, linear or circular of 15–75 kb, most of

them being sequenced and revealing an amazing

diversity at the genomic level (Prangishvili et al.

2006). Few significant sequence matches were ob-

tained with either bacterial or eukaryal genes and

very few genes have been assigned functions.

However, there is some evidence that a 37-kDa

coat protein of the Sulfolobus turreted icosahedral

virus (STIV) can generate a tertiary and quater-

nary structure similar to that of capsid proteins of

bacterial and animal viruses, despite the lack of

significance gene similarity. This suggests that

some viruses may have a common ancestor that

precedes the division into three domains of life

(Rice et al. 2004; Khayat et al. 2005). The fact that

for most of these viruses, analysis of their genomes

showed little or no similarity to genes in the public

databases suggests that all these newly discovered

viruses employ novel biochemical mechanisms for

viral functions.

All viruses of acidophilic hyperthermophiles

(except TTV1 and ATV) are non-lytic and persist

in host cells in a stable state (pseudolysogeny or

‘‘carrier state’’). It was hypothesized that such a

survival strategy was beneficial for viruses, help-

ing them to avoid direct exposure to the harsh

conditions of the host habitat (Prangishvili and

Garrett 2004, 2005).

However, hyperthermophilic viral populations,

which can reach concentrations of a million

viruses per milliliter, were also reported to be

resistant to shifts to lower temperature in their

natural ecosystem (Breitbart et al. 2004). Breit-

bart and co-workers showed that more than 75%

of phage particles collected from Californian hot

springs remained physically intact when incu-

bated on ice. Moreover, they are dynamic and

actively produced in situ with a population turn-

over time of 1 or 2 days. As viruses are the only

known microbial predators in this extreme envi-

ronment, they exert likely an important influence
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on the microbial community via a high virus-

mediated microbial mortality.

Viruses from deep-sea hydrothermal vents

Deep-sea-vent areas are one of the most extreme

habitats on Earth. They are characterized by high

hydrostatic pressures, hot (400�C) to warm (10–

30�C) temperatures and the hydrothermal fluids

are acidic, reduced and enriched with chemicals

including heavy metals, methane and hydrogen

sulphide (Prieur 1997).

Recently, systematic searches carried out on

samples collected in various geographically

distant hydrothermal sites revealed high and

unexpected abundance and diversity of viruses in

deep-sea hydrothermal vents. Viral abundance

was recorded to be high as showed by direct

counts (1.45 · 105–9.9 · 107 ml–1). High viral

abundance at active vents, relative to those in

surrounding waters, indicated viral production

and hence, virus-mediated microbial mortality

(Ortmann and Suttle 2005).

Considering the morphological diversity, direct

observations with electronic microscope revealed

a great morphological diversity. With the excep-

tion of the filamentous and rod-shaped morpho-

types which are also known for the Bacteria, the

morphologies seemed to be characteristic of

archaeal viruses. Indeed, the lemon-shaped type

prevailed and novel pleomorphic morphologies

such as ‘‘spoon-shaped’’ and spindle particles with

bipolar expansions were also discovered. The

exotic morphological similarities exhibited by

viruses from both deep-sea and terrestrial hot

environments are very astonishing. For example,

the presence of lemon-shaped viruses in diverse

extreme environments (salterns, subsurface

anaerobic sediments, acidic thermophilic conti-

nental solfatara and deep-sea vents) in addition to

the fact that this morphotype has never been

found among the Bacteria or Eucarya strengthens

the idea of their specificity to the archaeal domain

and probably reflects a deep evolutionary history

within this domain (Geslin et al. 2003a).

One of these deep-sea hyperthermophilic

viruses was successfully purified and was further

characterized (Table 1). This virus, named PAV1,

is lemon-shaped (120 nm · 80 nm) with a short

tail terminated by fibers and infects the hyper-

thermophilic euryarchaeota Pyrococcus abyssi.

PAV1 persists in the host strain in a stable car-

rier state. PAV1 genome consists of a double-

stranded circular DNA of 18 kb, which is also

present in high copy number in a free form in the

host cytoplasm. Viral genome comparisons with

all other archaeal, bacterial or eukaryal viruses do

not reveal any significant similarity (Geslin et al.

2003b).

Concluding remarks

Despite the ubiquity of viruses, until recently

relatively little was known about viruses in

extreme environments because in many instances

the extreme growth conditions required by

extremophiles have precluded a search for viru-

ses. However, over the past few years our

knowledge of viruses in extreme environments

considerably increased. Tracking viruses in eco-

logical niches with seemingly harsh conditions has

been successful and the presence of virus popu-

lations has been consistently detected in all the

explored environments. All viral communities

appeared to be substantially abundant to the

populations rate that are often greater than in

standard environments (e.g., 109 ml–1 in solar

salterns, 3.5 · 108 ml–1 in Antarctic sea ice). All

viruses isolated so far from extreme environments

are double-stranded DNA viruses with moderate

genomic complexity (the genome size range from

14 kb to 80 kb). It is conceivable that this very

stable form of genome may be necessary to face

harsh constraints of extreme habitats. It could

also explain why no RNA virus has been isolated

yet, especially from hot environments. However,

PFGE analysis used to depict the viral community

structure (e.g., in desert and hypersaline habitats

environments) produces evidence of a more

complex diversity with the recovering of unchar-

acterized large dsDNA viruses.

The viral communities seem also to be geneti-

cally distinct, suggesting specific niche adaptation

and great diversity. Nevertheless, at this stage of

the knowledge, little is known of their origin,

activity, or importance to the in situ microbial

dynamics and continuous attempts to isolate and
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to study viruses that thrive in extreme environ-

ments will be needed to address such questions.

Moreover, several terrestrial extreme environ-

ments are still unexplored, e.g., evaporites, sub-

glacial Antarctic lakes like Lake Vostok, where

the DNA signature of a thermophilic bacteria

(Hydrogenophilus sp.) has been detected (Bulat

et al. 2004) or the stratosphere and its airborne

biota.

Exploring the virus diversity in extreme envi-

ronments, the description of an amazing number

of new and extraordinary archaeal viruses iso-

lated from terrestrial hot springs especially ap-

pears as a benchmark discovery that open a new

window on an unexplored and very intriguing part

of the viral world (Prangishvili et al. 2006).

More than 85% of the viral genomic se-

quences lack similarity to previously reported

sequences. Thus, the genome of hyperthermo-

philic viruses and that of any other virus that

thrives with extreme conditions probably con-

tains an astronomical number of still unknown

proteins. Although some of these proteins could

be functional analogues of already known pro-

teins, it would be not surprising to discover

proteins encoding novel functions. This exceeds

previous results from viral metagenomic analyses

(68%) and reinforces the view that viruses rep-

resent by far the largest unexplored reservoir of

genomic diversity on Earth (Edwards and Roh-

wer 2005). This constitutes an important issue

for further research aimed at understanding the

origin of viruses and early life evolution but also

for practical purposes such as identification of

new enzymatic tools useful for the manipulation

of DNA à façon.

Extremophiles are probably among the earliest

forms of cellular life on Earth that still thrive in a

wide range of extreme environments. Therefore,

understanding their biology would allow devel-

oping hypotheses regarding the conditions

required for the origination and early diversifi-

cation of cellular life on Earth. Even if our per-

ception of the existing viral diversity in extreme

ecosystems is still scarce, the recent findings

contribute to raise challenging questions about

the role of viruses in the early cellular life.

Considering the last updated Forterre’s sce-

nario (Forterre 2006) which hypothesized that

viruses have played a key role in both RNA-

to-DNA transition and in emergence of the three

cellular domains presently known, the research

on viruses is entering a new exciting stage. The

study of the biology and ecology of new viruses

isolated from extremophile environments may

shed light on the early biological processes as well

as on viral evolution.
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Abstract Submarine caves, cavities and niches

characterised by hydrogen sulphide (H2S) ele-

vated concentrations are particularly interesting

for their inhabiting microflora as well as for the

overall chemical, geological and biological

parameters. These ecosystems are usually popu-

lated by well-adapted living forms, physically

distributed following the in situ concentration

and gradient of micronutrients, O2 and H2S, and

also according to the values of temperature and

pH. The biota is primarily characterised by

prokaryotes (both autotrophic and heterotrophic)

adapted to anoxic and/or microaerophilic condi-

tion and capable to form extensive biofilms on the

rocky surfaces and even on the bottom sediment.

These habitats can be defined as extreme, because

the scarcity or absence of solar irradiation, the

chemo-physical traits and the fact that specialised

prokaryotes are often the only inhabitants. This

review is focused on the microbial ecology of

marine caves and holes characterised by high

levels of H2S. Ecological and geological data are

already available but very few insights as far as

regard microbiology were achieved in order to

describe these fascinating habitats. The autoch-

thonous mesophilic and thermotolerant microor-

ganisms living in these caves may have interesting

physiological traits and eventually may lead to

potential application in biotechnological pro-

cesses.

Keywords Marine anoxic and microaerophilic

ecosystems � Microbial ecology � Microorganisms

� Submarine caves � Black and blue holes �
Molecular diversity

1 Introduction

1.1 Blue holes and black holes

Submerged marine holes are geological structures

which developed within carbonate platforms

leading to complex cave systems below sea level.

The so-called ‘‘blue holes’’ are underwater karst
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systems which can develop horizontally in a very

extensive way and appear blue due to a combi-

nation of blue sky reflection with the white

carbonate sand deposited in the cave (Smart

et al. 1988; Mylroie et al. 1995; Schwabe et al.

1997; Marano-Briggs 2000; Colantoni et al. 2003;

Canganella et al. 2004). Most of these sites were

found and described at Bahamas and Hawai.

Other cavern systems are known as ‘‘black

holes’’ which are cave systems without known

lateral passages and located in the interior regions

of the larger Bahamian islands. They are found

where the land is transitional between submerged

and dry land, not dissimilar to saltmarsh environ-

ments. Most Black Holes are located in the

central to western side of the island of South

Andros in the Bahamas (Fig. 1), although one has

been found on the northern transitional shore of

Grand Bahama Island. They are vertical cave

systems which develop from the surface down-

wards and appear to have no direct link to the sea

except through rock fissures and local porosity

(Schwabe 1998; Schwabe and Herbert 2004).

In both cave systems as water exchange is

severely restricted, physico-chemical gradients

are highly stable and even strict anaerobic con-

ditions can develop with remarkable hydrogen

sulphide (H2S) concentrations (from 5 lM to

6 mM).

1.2 Submarine caves with sulphidic water

springs

An unique marine ecosystem is represented by the

submarine caves of Capo Palinuro (Salerno, Italy).

In this limestone massif open 32 caves, completely

or partially inundated by the sea, of which 13 have

inside sulphidic springs exhibiting temperatures up

to 25�C that are responsible for important biolog-

ical and geochemical phenomena.

Preliminary investigations concerning the sub-

marine speleology of the site have been carried

out since the mid eighties, but only after 1990 an

extensive biological knowledge was achieved.

Several ecological and geological studies were

performed (Alvisi et al. 1994a, b; Mattison et al.

1998) particularly on the ‘‘Grotta Azzurra’’

(Fig. 2). The cave may be separated into two

topographically distinct regions: a weakly illumi-

nated outer region and an inmost dark region

(Snow Hall). The latter is characterised by the

presence of sulphidic springs that arise from

fissures in the cave floor.

Currently no other submarine caves with sul-

phidic springs are ever been reported.

1.3 Other marine environments with stratified

water/redox sulphur gradients

As far as regard the presence of stratified sulphur

gradients in marine environments, several basins

have been described and investigated during the

last decades, showing very interesting geological

aspects but also the significant role played by the

autochthonous microflora.

The Santa Barbara Basin, one of the Southern

California borderland basins, has been exten-

sively investigated and dissolved sulphide distri-

butions have been described (Kuwabara et al.

1999). Moreover, its marine sediments were

Fig. 1 Bathymetry of the
South Andros Black
Hole. UWL, upper water
layer; LWL, lower water
layer; ___, floor area not
surveyed (Reprinted from
Schwabe and Herbert
2004, with permission
from Elsevier)
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analysed to show the molecular evidence of

anaerobic methane-oxidizing communities grow-

ing syntrophically with sulphate-reducing bacteria

(Hinrichs et al. 2000). The lipids of both popula-

tions accounted for 50% of the fatty acids

detected in the sediments.

Another peculiar site is the Cariaco Basin that

is the largest anoxic basin of oceanic character.

Geochemical and biological investigations were

carried out in this site, particularly on biochem-

ical fluctuations in the water column, sulphur

cycle, and autochthonous communities (Wake-

ham et al. 2004; Werne et al. 2003; Diaz-Ramos

et al. 2000; Fry et al. 1991). In this habitat the

high primary productivity in the surface waters

provides a large supply of organic matter that is

available for sulphurisation at the highest depths.

Free sulphide was detected in the water column

below 300 m depth, suggesting an active micro-

bial sulphate reduction in the Cariaco Basin

sediments and likely the water column. Hypoth-

eses on the formation of sulphur intermediates

such as elemental sulphur and polysulphides were

discussed, including the role of anaerobic sul-

phide-oxidizing bacteria and that of anaerobic

methane oxidisers.

One more peculiar anoxic marine site with

important sulphur cycling is the Makirina Bay. It

has been investigated for nutrient fluxes and

sulphur cycling taking into account both benthic

and diffusive fluxes, despite the high heterogene-

ity of the sediment (Lojen et al. 2004).

Terrestrial and sulphide-rich caves have been,

on the other hand, extensively investigated in

terms of microbiology, particularly the cave Cu-

eva de Villa Luz in Mexico, the Movile cave in

Romania, the Lower Kane Cave in Wyoming

(USA), and the Anadarko Basin in Oklahoma

Fig. 2 A drawing map of
the ‘‘Grotta Azzurra’’
showing both entrances,
halls, and freshwater
circulation
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(USA). In these karst habitats chemotrophic

microbial interaction occur and the caves are

significantly rich in H2S. Molecular analyses of the

microbial diversity inside the cave showed the

presence of bacteria closely related to Thiobacilli

spp., Beggiatoa, Thiothrix, and Acidimicrobium

spp. (Vlasceanu et al. 1997, 2000; Engel et al.

2003, 2004; Hose et al. 2000). These bacteria are

probably involved in H2S oxidation inside the cave

leading to limestone dissolution; moreover, in the

Anadarko Basin, characterised by abundant bar-

ium and sulphide, data showed that phototrophic

sulphide oxidation and concomitant sulphur cy-

cling were important processes regulating the

cycling of barium (Senko et al. 2004).

2 Recent microbiological studies

2.1 The blue holes

Abundant microbial development has been ob-

served in these cave systems, usually linked to

temperature anomalies in the range of 36–41�C

recorded by investigators. Marano-Briggs (2000)

reported temperatures up to 41�C in the Tarpon

Blue Hole, supporting the theory that the mass

population of anoxygenic phototrophic bacteria

present at a specific water layer may be dissipat-

ing excess light energy by heat. A dense layer of

purple sulphur bacteria was indeed found at 4.5–

5.5 m depth in the estuarine Tarpon Blue Hole

and the dominant population was represented by

Chromatiaceae species. These bacteria are capa-

ble either of photolithoautotrophic growth with

sulphide or elemental sulphur under anoxic con-

ditions in the light or of chemo-organotrophic

growth under micro-oxygenic conditions in the

dark. Their abundance in the site was consistent

with their physiological traits and among them a

phototrophic bacterium in particular was identi-

fied as a novel strain of Marichromatium purpu-

ratum that contained okenone instead of

spirilloxanthin as its major carotenoid.

Recently, microbiological studies on a Blue

Hole discovered in the Indian Ocean (Canganella

et al. 2004) were preliminarily performed in order

to investigate the distribution of microbial

populations along the water column and in the

bottom sediment of the cave. In Fig. 3 the DGGE

analysis carried out shows how bacterial popula-

tions are distributed among surface layers, mid-

and deep-layers, indicating in particular a similar

biodiversity between 30 m and 50 m depth. The

same was investigated by the Biolog system,

particularly for anaerobic populations (Fig. 4).

The molecular investigation showed that at

surface there was a complex microbial community

showing several peculiarities with respect to stan-

dard pelagic seawater. Characteristic species were

Thioalkalivibrio and Thioploca within the Gam-

ma-Proteobacteria and Desulfosarcina and other

Fig. 3 DGGE analysis of the water column and bottom
sediment of the Blue Hole in the Indian Ocean
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Delta-Proteobacteria; sequences within the Delta-

Proteobacteria related to sponge symbionts were

also found. Subsurface bacteria present in the

water column appeared dominated by Alpha-

Proteobacteria represented by sequences related

to photoorganotrophs (Rhodovibrio-related),

methanotrophs, and coral surface-related bacteria.

Near the bottom, although the Alpha-Proteo-

bacteria were still well represented, the propor-

tion of Delta-Proteobacteria increased. These

Delta-Proteobacteria represent sulphate-reducing

bacteria mainly belonging to the Desulfobacteri-

aceae, or related to Desulfonanticus, Synteophus,

and others related to marine and salt-marsh

uncultured bacteria.

2.2 The black holes of the Bahamas

The water in these holes appears black in colour

due to the presence of a 1-m thick white microbial

veil located within the upper third of the water

column (18–19 m depth), at the boundary be-

tween the oxygenic low salinity upper water mass

and the denser anoxic saline water layer. The

boundary between the two water masses is

characterised by sharp discontinuities in physico-

chemical gradients: salinity increased from 12 to

35 psu and temperature from 29�C to 36�C; pH

decreased from 8.6 to 6.45 as well as dissolved O2

from 6 mg/l to <1 mg/l. Morphological micro-

scopic observations of collected samples showed

mainly non-motile spherical and motile rod-

shaped purple sulphur bacteria. The dominant

members of this warm (36�C), saline, and sul-

phide-rich layer have been identified as anoxy-

genic phototrophic bacteria belonging to the

genera Allochromatium and Thiocapsa and

showed population densities >107 viable cells/ml.

These bacteria grow well in the presence of

sulphide and carbon dioxide in the light. During

photoautotrophic growth sulphur globules are

stored intracellularily as intermediate oxidation

products. Moreover, the intracellular photosyn-

thetic membranes are of the vesicular type and

bacteriochlorophyll a and carotenoids of the

normal spirilloxanthin series are present (Herbert

et al. 2005). Calculations made by these authors

revealed that the layer of anoxygenic phototroph-

ic bacteria in the South Andros Black Hole may

have a biomass content of approximately

5.06 tonne dry weight.

2.3 The marine caves of Capo Palinuro

The emergence of sulphidic water in some of the

caves (particularly in the ‘‘Grotta Azzurra’’,

‘‘Grotta Sulfurea’’, and ‘‘Grotta di Cala Fe-

tente’’) gives rise to an unusual situation, charac-

terised by abiotic as well as biotic fluctuations,

represented by emissions from sulphidic springs

Fig. 4 A graph showing
the analysis performed by
the Biolog system on
samples collected from
the water column and
sediments of the Blue
Hole in the Indian Ocean
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and higher concentration of sulphur-utilising

bacteria following each outflowing event, respec-

tively. Warm sulphidic water of reduced salinity

enters the Snow Hall (Grotta Azzurra), from

fissures in the bottom rocks, and rises above the

more dense seawater to form a thermocline and

chemocline as a visible boundary at a depth of

about 9.5 m. The geochemistry of water samples

from the Grotta Azzurra was extensively reported

by Mattison et al. (1998): above and below the

chemocline temperatures were 24.0 ± 0.2 and

22.8 ± 0.3, respectively; NaCl concentrations

(%) were 2.6 ± 0.1 and 3.0 ± 0.1, respectively;

pH values were 7.22 ± 0.02 and 8.15 ± 0.25,

respectively.

The present ecosystem is biologically unique

particularly because the following points: (a) the

peculiar emissions represent the only available

model in shallow waters resembling the deep-sea

hydrothermal vents (Canganella 2001); (b) alike

what happens in usual submarine caves, the

development of micro- and macro-fauna increases

with the decrease of irradiation; (c) the freshwa-

ter flow is placed above the seawater and, inside

the cave, an interface between the warm/anaer-

obic upper zone (H2S-enriched) and the cold,

sulphur-less lower zone can be observed; (d) giant

forms, particularly among Cnidaria and Porifera,

occur mainly along the aerobic/anaerobic inter-

face (Alvisi et al. 1994a, b).

During the last decade both ‘‘Grotta Azzurra’’

and ‘‘Grotta Sulfurea’’ have been investigated as

far as regard their microbiota. Some preliminary

data on the lithotrophic microflora were pub-

lished (Mattison et al. 1998), and other studies

were performed in order to: (a) investigate the

microscopic structure of bacterial mat and (b) to

understand both taxonomy and physiology of

heterotrophic bacteria inside the ‘‘Grotta Az-

zurra’’ (Canganella and Bianconi 1999, 2003;

Canganella et al. 2003). The 16S rRNA genes

analysis (Fig. 5) showed that heterotrophic iso-

lates were closely related to the genera Escher-

ichia, Citrobacter, Vibrio, and Bacillus. Based on

the phylogenetic tree, strains P1 and P4 may

represent new species of Bacillus and strain P3 a

new species of Vibrio. PAL-1 and PAL-2 isolates

were closely related to Escherichia coli and

Citrobacter freundii, respectively. Another strain

(SED XX) was also fully characterised by the

examination of its morphological and physiolog-

ical traits (growth at 10�C, tolerance to 6%–7%

NaCl and to 0.04% NaN3), as well as of its

resistance to vancomycin. According to the data,

the strain was classified as Enterococcus spp. and

the 16S rRNA genes analysis showed that it was

closely related to Enterococcus azikeevi, an

organism not yet described.

In addition to the analysis of the heterotrophic

microflora, recently a preliminary molecular

investigation was performed to evaluate the

biodiversity of both eubacterial and archaeal

populations (unpubl. res.).

Some bacterial sequences were closely related

to the sulphur-oxidizing bacterial group, involving

the genus Beggiatoa and Thiothrix. Showing that

these microorganisms may well represent a major

microbial community in the bacterial mat of the

cave. Other bacterial sequences were phyloge-

Fig. 5 A phylogenetic tree based on 16S rRNA gene
sequence comparison, including representative heterotro-
phic isolates from the ‘‘Grotta Azzurra’’
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netically linked to the Delta-proteobacterial

group, particularly to sulphate-reducing bacteria.

Archaeal sequences were partially related to

methanogen archaeal group, but the phylogenetic

distance was still remarkable; so the involvement

of a novel archaeal group can be considered.

Other archaeal sequences were related to MG-1,

which is a common uncultivable archaeal group in

marine environment.

As far as regard the microscopic structure of

bacterial mat inside the cave and sediments

collected nearby a sulphidic spring along the

main entrance of the ‘‘Grotta Azzurra, the

distribution of various morphological forms is

shown in Fig. 6a–c. Filamentous microbial forms

were very abundant and morphologically similar

to Beggiatoa, Desulfonema, Leucothrix, or Thio-

thrix species; morphology was however not

enough to identify such organisms. Several cells

showing either coccoid or rod morphologies were

also observed in samples collected inside as well

as outside the mat.

3 Discussion

Submarine caves and holes are common niches

among shallow water ecosystems, but they can be

also described as extreme environments, due to

limited photosynthetic processes, oligotrophic

conditions, and possibly elevated sulphide con-

centrations.

As far as regard blue and black holes, it has

been shown that the dominant anoxigenic photo-

trophic bacteria in the microbial layers are mem-

ber of the Chromatiaceae (Imhoff et al. 1998). The

presence of dense phototrophic populations of

purple sulphur bacteria particularly explains why

the South Andros Black Hole appears black and

not blue. Moreover, the sulphide profile data

obtained in this site showed that sulphide concen-

tration were low (30 lM) suggesting that biomass

production by the purple sulphur bacteria were

sulphide rather than light limited.

Another important point to consider is that the

dense microbial phototrophic population proba-

bly plays a significant role in enhancing carbonate

CO2-mediated dissolution operated by heterotro-

phic bacteria. The effects of microbiological

activity on degradation of limestone deposits

have been described by several authors (Ehrlich

1996; Golubic and Schneider 1979; Paine et al.

1993) and similar observations were reported for

the Bahamian cave systems from Smart et al.

(1988).

Fig. 6 (a) A SEM picture of a sample collected in the
bacterial mat on the vault of the ‘‘Grotta Azzurra’’. (b) A
SEM picture of a sample collected in the bacterial mat on
the vault of the ‘‘Grotta Azzurra’’. (c) A SEM picture of a
sediment sample collected nearby a sulfataric spring along
the main entrance of the ‘‘Grotta Azzurra’’
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Recent studies have shown that biotic oxida-

tion of sulphide into sulphuric acid can occur in

anoxic marine ecosystems due to chemoautotro-

phic sulphur-oxidizing bacteria such as Beggiatoa,

Thiothrix, Thiobacillus, and Thiomicrospira (Mat-

tison et al. 1998); moreover, other microorgan-

isms as Pseudoalteromonas and Halanaerobium

seem to be dominants in such ecosystems, even in

anoxic brines (Vetriani et al. 2003; Daffonchio

et al. 2006).

This biological process may also be involved in

carbonate dissolution for the South Andros Black

Hole but the role of sulphur-oxidizing bacteria

needs to be evaluated by further investigations.

The same consideration may be valid for the Blue

Hole in the Indian Ocean. In this site the

occurrence of highly toxic sulphide and low

oxygen content caused the death of the macro-

benthos, whereas a chemolithoautotrophic micro-

bial community settled on the cave walls as

mucilaginous and hardened short filaments of

bacterial origin whose study is still on progress.

In the ‘‘Grotta Azzurra’’ cave of Capo Palinuro

fluids emitted from active springs with maximum

temperatures of 25�C and enriched in dissolved

sulphur species (H2S, S2O3
–2) allowed the devel-

opment of a significant micro- and macro-fauna,

resembling in some way what occurs around

hydrothermal vent sites (Jeanthon 2000; Canga-

nella 2001).

Morphological/physiological observations were

previously carried out by Mattison et al. (1998)

on microbial mats in the ‘‘Grotta Azzurra’’ of

Capo Palinuro. In recent studies both sampling

and isolation were carried out regardless of the

chemocline. Future investigations on the distri-

bution of microbial populations will eventually

lead to discriminate between more thermotoler-

ant and more mesophilic species living above or

below the chemocline; the same can be true for

non-cultivable species.

The characterised heterotrophic isolates par-

tially represent the microbial ecology of the site,

showing its biological complexity at a phyloge-

netic level. Moreover, the wide resistance of

isolates to temperature, salinity and pH may be

associated with the specific ecological system, an

hypothesis that certainly deserves further investi-

gations.

According to the literature, strain P1 might be

placed in the B. subtilis cluster I with B. subtilis

and B. licheniformis (Slepecky and Hemphill

1992). Strain P4 was physiologically similar to B.

marinus, but the phylogenetic divergence was not

negligible. Moreover, the phenotypic characteris-

tics of B. marinus, as well as its distribution and

origin, were recently revised after the isolation of

novel strains from tropical and polar sediments

(Ruger et al. 2000). Strain P3 was closely related

to Vibrio mimicus, a pathogenic species that has

been also isolated from shallow waters, shellfish,

and sea-turtle eggs (Davis et al. 1981). However,

alike strain P3, this species was not able to grow

in the presence of 5% NaCl.

Strain PAL-2 resulted phylogenetically related

to C. freundii; it is well known that the latter

usually occurs as an intestinal commensally

inhabitant of humans and animals (Frederiksen

and Sogaard 1992). For this reason it can be found

in water, sewage and soil, but very little informa-

tion exists on its possible role in the environment.

According to the phylogenetic analysis, strain

SED XX was closely related to E. azikeevi, but

within this genus no marine isolates were ever

described (Devriese et al. 1992).

These data confirmed that enterococci and

enteric bacteria are present even in aquatic

habitats regardless the occurrence of polluting

events, as shown by several authors in recent

papers (Brown and Bowman 2001; Stoner et al.

2001; Cottrell et al. 2005; del Mar et al. 2005). On

this regard, a different taxonomical approach,

based on numerical taxonomic study has been

used by Ortigosa et al. (1997) to describe Gram-

positive bacteria of marine origin. The work was

performed on 65 Gram-positive wild strains of

heterotrophic, aerobic, marine bacteria that were

characterised by 96 morphological, biochemical,

physiological and nutritional tests.

In general terms, similar environmental traits

can be described for the Blue Hole in the Indian

Ocean and the submarine caves of Palinuro Cape.

First of all, the presence of elevated concentra-

tions of H2S, ranging from 5 lM to 200 mM. A

chemocline in the water column may be clearly

observed in the Blue Hole of the Indian Ocean or

in the Black Hole of the Bahamas, whereas in the

submarine caves of Palinuro Cape the environ-
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mental borderline inside the habitat is repre-

sented by the threshold between upper anoxic,

sulphide-rich freshwater and lower seawater.

As far as regard the autochthonous microflora,

the Blue Hole of the Indian Ocean showed the

presence of filamentous forms as described in the

Palinuro caves but mucilaginous forms on the

rocky side walls were not found in the latter;

moreover, sulphate-reducers and sulphide-oxidis-

ers were also detected in both systems.

Some microbiological features of both systems

are also shared with other sulphide-rich envi-

ronments, such as the presence of anaerobic

methane oxidisers, filamentous bacteria, anaero-

bic phototrophs, and archaeal strains. However,

the incomplete data set on the inhabitant

microflora, the geological diversity of the

above-described systems, and their different

geographical locations makes difficult a microbi-

ological comparative study. With no doubts the

combination of different approaches and tech-

niques may be a powerful tool to investigate in

the next future such astonishing ecosystems by a

multiphasic approach.

As a matter of fact, further investigations on

the microbial diversity in sulphide-rich either

marine or freshwater, caves will be based on

traditional techniques of isolation coupled to

simultaneous molecular investigations.
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Abstract Halophilic archaebacteria (haloar-

chaea) thrive in environments with salt concen-

trations approaching saturation, such as natural

brines, the Dead Sea, alkaline salt lakes and

marine solar salterns; they have also been iso-

lated from rock salt of great geological age

(195–250 million years). An overview of their

taxonomy, including novel isolates from rock

salt, is presented here; in addition, some of their

unique characteristics and physiological adapta-

tions to environments of low water activity are

reviewed. The issue of extreme long-term

microbial survival is considered and its implica-

tions for the search for extraterrestrial life. The

development of detection methods for subter-

ranean haloarchaea, which might also be appli-

cable to samples from future missions to space,

is presented.

Keywords Extreme halophiles Æ Haloarchaea Æ
Life detection Æ Microbial longevity Æ Salt mines Æ
Salt sediments Æ Space missions Æ Subterranean Æ
Taxonomy of halobacteriaceae

Introduction

The halobacteria are a group of microorganisms

with so many unusual features—growth at salt

concentrations higher than those used in any food

pickling processes, striking pigmentation in red,

orange or purple, obligately salt-dependent

enzymes, possessors of the first known proton

pump, bacteriorhodopsin, which is driven just by

sunlight—that early researchers became almost

desperate about ‘‘the halobacteria’s confusion to

biology’’, which was the title of a lecture given by

Larsen (1973) and which described what was

known at the time about that ‘‘life in the bor-

derland of physiological possibilities’’. While

some halobacterial features have turned out to be

not completely singular and while the molecular

basis for halophilism is being unraveled, there are

still many characteristics which are unique, and

new ones have been added since—e.g. a square

and flat morphology, potential longevity of halo-

philic microorganisms in salt sediments for

millions of years, implications of the discovery of

extraterrestrial halite.

Many excellent monographs and books with

extensive reviews on halophilic microorganisms

exist (Rodriguez-Valera 1988; Javor 1989;

Vreeland and Hochstein 1993; Oren 1999, 2002;

Ventosa 2004; Gunde-Cimerman et al. 2005).

The subjects of this chapter are a brief survey of

haloarchaeal taxonomy, a presentation of some
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of the special properties of extreme halophiles,

which are not—or only rarely—present in other

microorganisms, and a consideration of the

questions about their geological age and the

possiblity of halophilic life on other planets or

moons.

Taxonomy and phylogeny

The extremely halophilic archaea (also called

haloarchaea or, traditionally, ‘‘halobacteria’’)

belong to the order Halobacteriales, which con-

tains one family, the Halobacteriaceae (Grant

et al. 2001); since the publication of Bergey’s

Manual of Systematic Bacteriology (2001), which

listed 14 recognized haloarchaeal genera, the

number has increased to 19 genera, according to

the International Committee on Systematics of

Prokaryotes (http://www.the-icsp.org). The num-

ber of validated species at this time is 57. One

taxonomic criterion for the identification and

recognition of haloarchaea is the sequence of the

16S rRNA genes; specific signature sequences and

signature bases have been described in detail by

Kamekura et al. (2004). These authors recom-

mend also the determination of 23S rRNA gene

sequences for refined assignment of novel isolates

to haloarchaeal genera. The currently recognized

genera and species of the family Halobacteriaceae

are listed in Table 1; shown are also the data

bank accession numbers for the 16S rRNA gene

sequences, which lead in most cases to the liter-

ature for strain isolation and description.

Historically, the composition of membrane

polar lipids has long been used as one of the key

chemotaxonomic criteria for the differentiation of

haloarchaeal genera (Ross et al. 1985; Kamekura

and Kates 1999). All haloarchaea examined to

date possess ether-linked phosphoglycerides;

phosphatidyl glycerol and phosphatidyl glycerol

phosphate methyl ester are always present; many

strains contain phosphatidyl glycerol sulfate and

one or more glycolipids or sulfated glycolipids

(Grant et al. 2001); most glycerol ether core

lipids contain C20C20 (diphytanyl) isoprenoids,

although some strains, especially haloalkaliphiles,

possesss also C20C25 (phytanyl-sesterterpanyl) or

C25C25 (di-sesterterpanyl) isoprenoid chains. The

halobacterial taxonomy based on the polar lipid

composition proved remarkably consistent with

phylogenetic data deduced from 16S rRNA gene

sequence comparisons (Grant et al. 2001). Halo-

bacteria (haloarchaea) are a monophyletic group,

with the most distantly related species showing a

16S rRNA gene sequence similarity of 83.2%

(Grant et al. 2001). The methanogens, another

archaeal group, are their closest relatives, with

less than 80% 16S rRNA gene sequence similarity

(Olsen et al. 1994). The complete list of required

and recommended criteria for the determination

and recognition of haloarchaeal species was

proposed by Oren et al. (1997). Three genomes of

haloarchaea have been sequenced, that of

Halobacterium salinarum NRC-1 (Ng et al. 2000),

Haloarcula marismortui (Baliga et al. 2004) and

Natronomonas pharaonis (Falb et al. 2005).

Morphology, envelopes and inner structures

The principal morphological types of haloarchaea

are rods, cocci and irregular pleomorphic forms,

which are mostly rather flat cells. A very unusual

shape is exhibited by the well known ‘‘square

bacterium’’, which was detected by Walsby (1980,

2005) and belongs to the haloarchaea (Antón

et al. 1999): almost perfectly quadratic cells are

attached to each other like stamps and can form

large thin sheets (Kessel and Cohen 1982);

sometimes cell division has occurred, but indi-

vidual cells have not separated and have grown to

sizes of 40 · 40 lm or even larger (Bolhuis 2005).

The reason for the occurrence of such sheets is

unknown; a proposition is that oxygen diffusion

might be facilitated by large surface areas in the

notoriously oxygen-depleted brines (Grant et al.

2001); another suggestion is that square cells,

which are probably also phototrophic due to the

presence of bacteriorhodopsin (see below), would

reach the water surface passively, without the

expense of energy as required by flagellar move-

ment (Walsby 2005).

The morphology of non-coccoid haloarchaea

can change, dependent on the salt concentration

of the environment. With increasing dilution of

salt, club-shaped, swollen and bent rods or

spheres appear (Mohr and Larsen 1963; Kushner
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Table 1 The family Halobacteriaceae. Genera, species and accession numbers (Source: http://www.the-icsp.org and Epub
Int J Syst Evol Microbiol)

Genus Species Accession number

Genus I. Halobacterium Halobacterium salinarum (type species) AJ496185
Halobacterium noricense AJ548827

Genus II. Haloarcula Haloarcula vallismortis (type species) D50851
Haloarcula marismortui X61688 (rrnA), X61689 (rrnB)
Haloarcula hispanica U68541
Haloarcula japonica D28872
Haloarcula argentinensis D50849
Haloarcula quadrata AB10964

Genus III. Halobaculum Halobaculum gomorrense (type species) L37444
Genus IV. Halococcus Halococcus morrhuae (type species) D11106

Halococcus saccharolyticus AB004876
Halococcus salifodinae AB004877
Halococcus dombrowskii AJ420376

Genus V. Haloferax Haloferax volcanii (type species) K00421
Haloferax gibbonsii D13378
Haloferax denitrificans D14128
Haloferax mediterranei D11107
Haloferax alexandrinus AB037474
Haloferax lucentensis AB081732
Haloferax sulfurifontis AY458601

Genus VI. Halogeometricum Halogeometricum borinquense (type species) AF002984
Genus VII. Halorhabdus Halorhabdus utahensis (type species) AF071880
Genus VIII. Halorubrum Halorubrum saccharovorum (type species) U17364

Halorubrum sodomense D13379
Halorubrum lacusprofundi X82170
Halorubrum coriense S70839
Halorubrum distributum D63572
Halorubrum vacuolatum D87972
Halorubrum trapanicum X82168
Halorubrum tebenquichense AJ276887
Halorubrum terrestre AB090169
Halorubrum xinjiangense AY510707
Halorubrum alkaliphilum AY510708

Genus IX. Haloterrigena Haloterrigena turkmenica (type species) AB004878
Haloterrigena thermotolerans AF115478

Genus X. Natrialba Natrialba asiatica (type species) D14123
Natrialba magadii X72495
Natrialba taiwanensis D14124
Natrialba aegyptiaca AF251941
Natrialba hulunbeirensis AF262026
Natrialba chachannaoensis AJ003193

Genus XI. Natrinema Natrinema pellirubrum (type species) AJ002947.
Natrinema pallidum AJ002949
Natrinema versiforme AB023426
Natrinema altunense AY277583

Genus XII. Natronobacterium Natronobacterium gregoryi (type species) D87970
Genus XIII. Natronococcus Natronococcus occultus (type species) Z28378

Natronococcus amylolyticus D43628
Genus XIV. Natronomonas Natronomonas pharaonis (type species) D87971
Genus XV. Natronorubrum Natronorubrum bangense (type species) Y14028

Natronorubrum tibetense AB005656
Genus Halomicrobium Halomicrobium mukohataei (type species) D50850
Genus Halobiforma Halobiforma haloterrestris (type species) AF333760

Halobiforma nitratireducens AB045012
Halobiforma lacisalsi AY277582
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and Bayley 1963). One reason for this behaviour

is their cell envelope layer which needs the pres-

ence of high concentrations of cations for stabil-

ity. Rod-shaped and pleomorphic haloarchaeal

species possess a surface layer (S-layer), which is

composed of a tightly packed hexagonal lattice

consisting of one type of glycoprotein (Lechner

and Sumper 1987) and is firmly anchored to the

plasma membrane by a transmembrane domain;

O- and N-glycosylation sites differ from species to

species (see Eichler 2003 for a review). The

S-layer is thought to have a shape-maintaining

function; on lowering the cation concentration,

progressively fewer negative charges will be

shielded by the positively charge cations, which

results in disruption of the envelope layer due to

electrostatic repulsion between negative charges

on the constituents of the envelope and also of

the membranes, with ensuing lysis of cells (Boring

et al. 1963). However, other factors play also a

role in the process of disintegration, since inter-

ference with the biosynthesis of the glycoprotein

or its glycosylation produces similarly irregular or

spherical cells from rod shaped haloarchaea

(Mescher and Strominger 1976). In contrast, a

rigid cell wall composed of heteropolysaccharides

is present in the coccoid species Halococcus and

Natronococcus (Schleifer et al. 1982; Niemetz

et al. 1997). Placing these cells in hypotonic

solutions will not cause lysis; cells maintain their

viability as was detected by staining with the

LIVE/DEAD kit (Leuko et al. 2004, 2005); see

also below.

Internal gas vesicles are only produced by pro-

karyotes; several bacteria and also some halophilic

archaea are capable of synthesizing these flotation

devices (Walsby 1994). Gas vesicles are filled by

diffusion with gases dissolved in the environment;

their function is apparently to provide buoyancy

and enabling cells to regulate their position in the

water. The identification of gas vesicle genes and

their regulation is carried out in the laboratories of

Pfeifer (Pfeifer et al. 1997; Pfeifer 2004) and

DasSarma (Shukla and DasSarma 2004). Walsby

(2005) pointed out that without the presence of gas

vesicles, which can be detected easily by phase

contrast microscopy due to their refractivity, the

square haloarchaeal sheets described above would

hardly have been recognized as living entities.

Inside the cytoplasm of Halobacterium salina-

rum, fibrillary structures were identified, which

apparently consist of a bundle of hollow tubes and

were termed ‘‘fibrocrystalline bodies’’ (Cho et al.

1967). Recently, the isolation of these structures

was reported and their sensitivity to the drug

vincristine (Alba et al. 2001). This feature,

together with the appearance of the fibrils, could

indicate the presence of a cytoskeleton-like

organelle in haloarchaea.

Biochemistry and bioenergetics

Most enzymes from haloarchaea, with only few

exceptions, are optimally active and stable in the

presence of 3–4 M KCl or NaCl (for reviews see

Lanyi 1974; Eisenberg and Wachtel 1987; Oren

2002). The often observed preference of K+ instead

of Na+ is consistent with the unusual intracellular

concentration of potassium ions in haloarchaea,

which can be as high as 5 M (Christian and Waltho

1962). The stability and solubility of halophilic

proteins under conditions, where non-halophilic

proteins would precipitate, was puzzling for early

researchers; Reistad (1970) was the first to quan-

titatively analyse the bulk amino acid composition.

She found a high excess—more than 10 mole-

%—of acidic amino acids (aspartic and glutamic

Table 1 continued

Genus Species Accession number

Genus Halosimplex Halosimplex carlsbadense (type species)
(three 16S rDNA sequences were reported)

AF320478
AF320479
AF320480

Genus Halalkalicoccus Halalkalicoccus tibetensis (type species) AF435112
Genus, ‘‘Halovivax’’ Halovivax asiaticus (type species) AM039978

Castillo et al. (2006)
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acid) in proteins from Halobacterium. The major-

ity of haloarchaeal proteins have isoelectric points

around 4.2 and nearly lack basic proteins; the un-

ique acidity of the proteome from Halobacterium

salinarum NRC-1 was confirmed by analysis of

sequencing data and compared with other micro-

bial proteomes in a clear graphic depiction

(Kennedy et al. 2001). Another characteristic

feature of halophilic proteins is their low content of

hydrophobic amino acids and accordingly, low

extent of hydrophobic interactions within proteins

(Lanyi 1974); thus, high salt is needed to maintain

those interactions.

Some haloarchaeal proteins were analysed in

detail, notably ferredoxin, malate dehydrogenase,

dihydrofolate reductase, and showed in X-ray

diffraction studies a tight network of acidic resi-

dues on the protein surfaces, where water and

hydrated K+ ions are sequestered and form a

large number of internal salt bridges (Dym et al.

1995; Frolow et al. 1996; Mevarech et al. 2000;

Pieper et al. 1998).

The polar lipids of haloarchaea are used as

suitable taxonomic markers (see above); as in

polar lipids from all archaea, the core structure is

derived from sn 2, 3 substituted glycerol, which is

a different structure than the polar lipids of most

other organisms, where the hydrocarbon chains

are connected in a sn 1, 2 configuration. Phytanyl

(C20) and sesterterpanyl (C25) chains are present,

which represent fixed lengths of isoprenoids

(Kates 1993; Kamekura 1993; Kates and

Kushwaha 1995). An equivalent to the adaptation

to temperature changes by varying chains lengths

of fatty acids, as is possible for many bacteria, is

therefore precluded for haloarchaea. The hydro-

carbon chains are generally fully saturated; in one

case, Halorubrum lacusprofundi from a lake in

Antarctica, which grows at the low temperature

of 4�C, unsaturated phytenyl chains were found,

which might contribute to the regulation of

membrane fluidity (Franzmann et al. 1988).

The intense red, pink or purple pigmentation

of haloarchaea is due to carotenoids in their

membranes and to the C50 compound bacterio-

ruberin or its derivates (Kamekura 1993). These

non-polar lipids provide a protection against the

strong sunlight which is usually characteristic for

the natural environments of haloarchaea, and

they may act as membrane reinforcers (Kamek-

ura 1993). The retinal containing protein bacte-

riorhodopsin is present in some species of

haloarchaea (Javor 1989) and has been thor-

oughly studied, because it is a comparatively

simple light driven proton pump, capable of

producing a pH gradient across the membrane,

which is used for the production of ATP; this was

first demonstrated in a famous reconstitution

experiment by Racker and Stockenius (1974) and

opened the way for modern bioenergetics and

Peter Mitchell’s chemiosmotic theory. For recent

reviews on bacteriorhodopsin and related

proteins see Lanyi and Varo (1995), Varo (2000),

Essen (2002) and Lanyi (2005). Bacteriorhodop-

sin is not an obligately halophilic protein, but

functions well in the absence of salt. The mem-

brane ATP-synthase of several haloarchaea was

isolated and showed structural similarities to the

V-type ATPases of plants, animals and some

bacteria (Ihara et al. 1991; Stan-Lotter et al. 1991;

Steinert et al. 1995), but enzyme activity was also

affected by compounds which are inhibitors of the

F-type ATPase/ATP-synthase (Hochstein 1992;

Hochstein and Lawson 1993). Only the haloar-

chaeal ATPase moiety has been isolated so far, as

well as the membrane-embedded proteolipid, but

not the whole ATP synthesizing complex (Ihara

et al. 1997). Haloarchaea use protons as coupling

ions between their respiratory chains and ATP

synthases; this applies also to Natronomonas

pharaonis, which was rather unexpected, since

alkaliphiles had generally been thought to use

sodium ions instead (Falb et al. 2005).

Genetics

The genome of Halobacterium salinarum strain

NRC-1 was the first halobacterial genome to be

completely sequenced (Ng et al. 2000); in 2004

and 2005, the genome sequences of Haloarcula

marismortui and Natronomonas pharaonis,

respectively, were published (Baliga et al. 2004;

Falb et al. 2005). The genome of Halobacterium

salinarum NRC-1 consists of a total of 2,571,010

base pairs, which are organised in one large

chromosome and two plasmids called pNRC100

(191,346 bp) and pNRC200 (365,425 bp); several
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smaller minor plasmids may be present, which are

deletion derivatives of pNRC100. The plasmids

have been called minichromosomes or mega-

plasmids in earlier work, since it was recognized

that halobacterial DNA consists of several frac-

tions; they account for 11–36% of the total DNA

(Joshi et al. 1963; Pfeifer 1988) and are found

in many members of the Halobacteriaceae

(Gutierrez et al. 1986). The genome of Halobac-

terium salinarum strain NRC-1 contains a total of

91 insertion sequences, which had been identified

and classified previously (Charlebois and DasS-

arma 1995). The insertion sequences are highly

mobile elements and are responsible for the high

frequency of spontaneous mutations (Charlebois

1999; Pfeifer et al. 1997). The genomes of Halo-

ferax volcanii and Haloferax mediterranei contain

much less insertion sequences and are therefore

more stable (Lopez-Garcia et al. 1995).

The genome of Haloarcula marismortui is

almost twice the size of that of Halobacterium

salinarum NRC-1—a total of 4,274,642 bp were

reported, which are organised into nine replicons

(Baliga et al. 2004). The largest replicon was

called chromosome I and consists of 3,131,724 bp.

Comparisons of the genome sequences of the two

haloarchaea revealed interesting additional capa-

bilities for survival in Haloarcula marismortui,

such as extra signal transducers, numerous envi-

ronmental response regulators and extra path-

ways for amino acid synthesis; the number of

identified insertion elements was about 40 (Baliga

et al. 2004). The genome of Natronomonas

pharaonis shows certain similarities to that of

Halobacterium salinarum NRC-1, including

nearly identical transposases, but much less

insertion elements, which are often present in

multiple copies (a total of about 40). Its size is

2,595,221 bp and it contains one plasmid of

130,989 bp and a second multicopy plasmid of

23,486 bp. High similarities to components of the

signal transduction systems for chemo- and pho-

totaxis of Halobacterium salinarum were de-

tected, albeit with extensive shuffling of domains;

coping with the extreme high pH of its environ-

ment appears to be supported by different types of

glycoproteins in Natronomonas pharaonis, which

make up a more complex envelope that the usual

S-layer of many haloarchaea (Falb et al. 2005).

Extremely halophilic archaea possess, like

other archaea, a range of eukaryote-like features

such as multisubunit RNA polymerases, homo-

logues to eukaryotic transcription factors, TATA-

box promoters; these features make them distinct

from eubacteria at the molecular level (Ng et al.

2000; Kennedy et al. 2001). The transcription of

proteins in dependence of medium salinity has

begun to be investigated with Haloferax volcanii;

different salt concentrations triggered a differen-

tial transcription (Ferrer et al. 1996); differences

in gene expression were identified with restriction

patterns from genomic DNA, which originated

from cells grown at 12% or 20% NaCl (Juez et al.

1990).

Viable haloarchaea in rock salt

During several periods in the Earth’s history,

extensive sedimentation of halite and some other

minerals from hypersaline seas took place. An

estimated 1.3 million cubic kilometers of salt were

deposited in the late Permian and early Triassic

periods alone (ca. 240–280 million years ago;

Zharkov 1981). The continental land masses were

concentrated and formed the supercontinent

Pangaea. Salt sediments developed in large basins,

which were connected to the open oceans by

narrow channels. The paleoclimate was warm and

arid in a wide belt around the equator, causing

large scale evaporation. About 100 million years

ago, Pangaea started to break up; the continents

were displaced to the North, and folding of new

mountain ranges such as the Alps and Carpathians

was underway (Einsele 1992). As a result of these

movements driven by plate tectonics, huge salt

deposits are found today mainly in the Northern

regions of the continents (Fig. 1), e.g. in Siberia,

Northern and Central Europe (Zechstein series),

South-Eastern Europe (Alps and Carpathian

mountains), and the Midcontinent basin in North

America (Zharkov 1981).

The formation of most of the Alpine salt

sediments and the Zechstein deposits is dated to

the Late Permian period, while some Alpine

deposits are dated to the Early Triassic period

(see also Radax et al. 2001 for a detailed

description). No significant salt sedimentation
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had occurred after that period in the pre-Alpidic

regions. This is different from some other salt

evaporites in Europe; for instance, waters from

the receding Tethys sea in the Eastern parts of

Eurasia caused salt sedimentation well into the

Miocene (about 20 million years ago). The

stratigraphic positions of the evaporites, together

with the determinations of sulfur isotope ratios,

are indicators for the geological age (Holser and

Kaplan 1966). In addition, pollen grains or spores

from extinct plants in the sediments, which are

often well preserved and exhibit distinct mor-

phological features, have been examined (Klaus

1974). Both methods confirmed the Permo-Tri-

assic origin of the Alpine and also of the Zech-

stein salt sediments. The Alpine salt deposits are

located today at altitudes between 500 and

1200 m; their thickness is between 200 and 500 m,

although some deeply buried layers were esti-

mated to be up to 1000 m. The layers of clay and

limestone prevented the washing-out of the salt

during the heavy precipitation during the ice ages.

Many of the salt deposits in Europe have been

mined for centuries, and newly opened mine

tunnels and shafts, as well as deep drilling oper-

ations provide opportunities for obtaining rock

salt samples. Figure 2 shows freshly drilled bore

cores, which were used for our investigations.

Dombrowski (1963) and Reiser and Tasch

(1960) were the first to describe viable microor-

ganisms, which were isolated from ancient rock

salt, in the 1960s (reviewed by McGenity et al.

Fig. 1 Distribution of known and presumed Permian salt sediments (modified from Javor, 1989). Black diamonds indicate
locations of rock salt samples (Zechstein deposit in England; alpine deposits in Germany and Austria)

Fig. 2 Drilled bore cores from the salt mine in Altaussee,
Austria, obtained from about 500 m below surface. Pink
portions represent halite; greyish portions contain mostly
anhydrite and some clay
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2000). More recently, Norton et al. (1993) classi-

fied isolates from British salt mines of Permian

and Triassic age as species of Haloarcula,

Halorubrum, Halobacterium and a variety of new

types on the basis of polar lipid composition, and

Gemmell et al. (1998) investigated the evolution

of the Haloarcula representatives by comparing

16S rRNA gene sequences with those of surface

isolates. Vreeland et al. (1998) isolated halophilic

bacteria, some of them probably haloarchaea,

from the Permian Salado formation in the mid-

continent basin in the USA, and from brines close

to that formation.

Our group isolated from Permian rock salt,

which was collected from the salt mine in Bad

Ischl, Austria, numerous colonies with intense

pigmentation (Fig. 3), which indicated the pres-

ence of carotenoids and bacterioruberin. One

isolate was a coccus, growing in clusters, which

was designated strain BIp (Stan-Lotter et al.

1993). Based upon polyphasic taxonomic data, the

strain was recognized as a novel species and

named Halococcus salifodinae (Denner et al.

1994). This was the first isolate from ancient rock

salt, which was formally classified and deposited

in several international culture collections. Two

independently isolated strains, Br3 (from solu-

tion-mined brine in Cheshire, England) and

BG2/2 (from a bore core from the mine of

Berchtesgaden, Germany) resembled Halococcus

salifodinae BIp in many properties; in addition,

rock salt samples were obtained eight years later

from the same site and several halococci were

recovered from these samples, which proved to be

identical to strain BIp (Stan-Lotter et al. 1999).

The data suggested that viable haloarchaea,

which belong to the same species, occur in

geographically separated evaporites of similar

geological age. Another halococcal isolate from

the Bad Ischl salt formation, which differed from

the previously described strains, was subsequently

identified as a novel species and named Halo-

coccus dombrowskii (Stan-Lotter et al. 2002).

Halococcus salifodinae and Halococcus dom-

browskii have so far not been found in any

hypersaline surface waters, or any location other

than salt mines. Several non-coccoid strains were

later obtained from a freshly drilled bore core at

the salt mine in Altaussee, Austria (about 40 km

distance from Bad Ischl), which were similar in

their 16S rRNA sequence to Halobacterium

salinarum NRC-1; however, other properties

were different and consequently, a novel species

was created, Halobacterium noricense (Gruber

et al. 2004). Table 2 contains a list of the formally

classified isolates from alpine rock salt and a

Fig. 3 Colonies of haloarchaeal cells isolated from alpine
rock salt, following growth for 3–4 months on agar with
20% NaCl. Diamenter of individual colonies is about 1 cm

Table 2 Haloarchaeal isolates from Permo-Triassic rock salt and salt mine brine

Organism, strain Type strain (T),
catalogue
numbers

Origin Reference

Halococcus salifodinae Bip DSM8989T Rock salt (lumps), Bad Ischl, Austria Denner et al. (1994)
ATCC51437T

JCM9578T

Halococcus salifodinae BG2/2 DSM13045 Salt drill core, Berchtesgaden,
Germany

Stan-Lotter et al. (1999)

Halococcus salifodinae Br3 DSM13046 Brine in salt mine, Cheshire, England Stan-Lotter et al. (1999)
Halococcus salifodinae N1 DSM13070 Rock salt (lumps), Bad Ischl, Austria Stan-Lotter et al. (1999)
Halococcus salifodinae H2 DSM13071 Rock salt (lumps), Bad Ischl, Austria Stan-Lotter et al. (1999)
Halococcus dombrowskii H4 DSM14522T Rock salt (lumps), Bad Ischl, Austria Stan-Lotter et al. (2002)

ATCC BAA-364T

NCIMB13803T

Halobacterium noricense A1 DSM15987T Salt drill core, Altaussee, Austria Gruber et al. (2004)
ATCC BAA-852T

NCIMB13967T
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strain from a British salt mine. Figure 4 shows the

relationships of the haloarchaeal isolates from

Permo-Triassic rock salt to several haloarchaeal

type species in the form of a phylogenetic tree,

based on 16S rRNA gene sequence data.

Another example of an isolate from ancient

sediments is a single rod-shaped Halobacterium

strain from a 97,000-year-old salt formation in the

USA (Mormile et al. 2003); the isolate was

deemed to resemble Halobacterium salinarum

NRC-1. The microbial content of ancient rock

salt is generally low - estimates range from 1–2

cells/kg of salt from a British mine (Norton et al.

1993) to 1.3 · 105 colony forming units (CFUs)

per kg of alpine rock salt (Stan-Lotter et al.

2000); nevertheless, the reports showed that

viable haloarchaeal isolates were obtained

reproducibly by several groups around the world.

Fig. 4 Phylogenetic tree based on 16S rRNA gene
sequence data indicating the relationship of haloarchaeal
species isolated from Permo-Triassic rock salt with
established haloarchaeal type species. Catalogue numbers
are indicated following type species names. Sequences
were aligned with Clustal X (Thompson et al. 1997) and
subjected to phylogenetic analysis with distance matrix
(Jukes and Cantor 1969), maximum likelihood and

maximum parsimony methods, using programs of the
PHYLIP package, version 3.5.1.c (Felsenstein 1993). The
tree was constructed using the neighbor-joining method
(Saitou and Nei 1987). Bootstrap values greater than 70%
are indicated at nodes. Scale bar represents 10% sequence
difference. Methanocaldococcus jannaschii was used as an
outgroup
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The data support the hypothesis that the

halophilic isolates from subterranean salt deposits

may be the remnants of populations which once

inhabited ancient hypersaline seas; in addition,

they provide strong evidence against the notion

that the recovered strains could be the result of

laboratory contamination, since the isolates were

obtained independently from different locations.

Analysis of dissolved alpine rock salt with

molecular methods was also performed by

extracting DNA and subsequent amplification

and sequencing of 16S rRNA genes. The results

provided evidence for the occurrence of numer-

ous haloarchaea, which have not yet been cul-

tured (Radax et al. 2001; Fish et al. 2002).

Similarities of these 16S rDNA gene sequences

were less than 90–95% to known sequences in

about 37% of approximately 170 analysed clones

(Radax et al. 2001; Stan-Lotter et al. 2004); the

remaining clone sequences were 98–99% similar

to isolates from rock salts of various ages

(McGenity et al. 2000) and to known haloarcha-

eal genera. These data suggested the presence of

a very diverse microbial community in ancient

rock salt.

How old are the cells from rock salt?

The salt sediments are thought to have been

deposited about 280–240 million years ago; while

there is no direct proof that viable haloarchaea

have been entrapped in rock salt since its depo-

sition, it would also be difficult to prove the

opposite, namely that masses of diverse micro-

organisms entered the evaporites in recent times

(see also McGenity et al. 2000). Especially for the

Alpine deposits, an influx of meteoric waters

containing microorganisms seems rather improb-

able, because these sediments have been folded

up and located at altitudes of 1,000 m or higher

for at least the last 100 million years (Einsele

1992), covered by impermeable layers of clay and

carbonates (see Radax et al. 2001). In addition, a

special property of most haloarchaea (except

halococci) is their quick lysis when they are sus-

pended in pure water; therefore, they would not

survive for very long in salt-free aquatic envi-

ronments. If a Permo-Triassic age is postulated

for the haloarchaeal isolates, then it becomes

necessary to explain the biological mechanisms

for such extreme longevity. Grant et al. (1998)

discussed several possibilities, such as the forma-

tion of resting stages other than spores—since

haloarchaea are not known to form spores—or

the maintenance of cellular functions with traces

of carbon and energy sources within the salt,

which would imply an almost infinitely slow

metabolism.

What seemed rather inconceivable just a few

years ago, is now being considered more seri-

ously: vast numbers of microbes were detected

repeatedly in subterranean locations; they may

have stayed there for centuries or even millenia,

since they were literally found almost everywhere

in great depths (the current record is 5,278 m for

thermophilic anaerobes; see Pedersen, 2000).

Their occurrence is apparently only limited, apart

from nutritional support, by the increase in tem-

perature with depth. However, at this time there

are no methods available to prove directly a great

prokaryotic age, whether it be a bacterium or a

haloarchaeon. The mass of an average prokary-

otic cell is only about 10–12 g (picograms); it is

composed of about 3,000 different biomolecules,

which are present at femtogram levels or less;

therefore, no current dating procedures can be

applied. Perhaps suitable methods for application

to single prokaryotic cells will be available in the

future. After all, single atoms can be visualized in

the laboratory by element-selective electron

spectroscopy (Suenaga et al. 2000), and it is con-

ceivable that certain isotopes may be identifed in

a similar way from ancient material.

Astrobiology

Mars is a planet where the presence of salts has

been demonstrated. Evidence for halite was

found in the SNC meteorites (Gooding 1992);

their Martian origin has been confirmed inde-

pendently by several groups (Treiman et al. 2000;

Rieder et al. 2004). Elements from Martian soil

and rocks, which were recently determined with

the alpha-particle X-ray spectrometer, include

Na, Mg, Cl, Br (Rieder et al. 2004). Therefore,

saturated salt solutions, which would possess
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greatly depressed freezing points, could be

envisaged on Mars. They may not be present as

standing pools, but rather could occur in small

pore spaces between mineral grains, as suggested

by Landis (2001). The apparent longevity of

haloarchaeal strains in dry salty environments is

of interest for astrobiological studies and the

search for life on Mars. On Earth, microorgan-

isms were the first life forms to emerge and were

present perhaps as early as 3.8 billion years ago

(Schidlowski 1988, 2001). If Mars and Earth had a

similar geological past (Schidlowski 2001; Nisbet

and Sleep 2001), then microbial life, or the rem-

nants of it, could still be present on Mars. Since

halophilic microorganisms appear to survive in

dry salt over geological time scales, as our and

other studies suggested (Norton et al. 1993; Grant

et al. 1998; McGenity et al. 2000), it appears

plausible to include specific searches for halo-

philes in the exploration of extraterrestrial sam-

ples or environments. If such searches are

planned, several issues should be considered, e.g.

– where are microorganisms located in salt

sediments—in fluid inclusions, between grains?

– how can their presence be recognized with

some certainty?

– what is the survival potential of microorgan-

isms from salt, under terrestrial and under

Martian conditions?

Some answers to these issues can be obtained

with the investigation of natural salt samples, e.g.

with drill cores and salt lumps from subsurface

sediments; some issues would best be approached

with laboratory studies, e.g. by embedding halo-

philic microorganisms in salt crystals, under var-

ious settings, in a simulation of extraterrestrial

and/or Martian conditions.

Towards life detection methods

We considered the location and survival of

haloarchaea in artificially produced halite and the

potential effects of dissolution of salt crystals on

embedded haloarchaea. We used analysis of sin-

gle cells, which was mainly based on the labeling

with fluorescent dyes (Leuko et al. 2004;

Stan-Lotter et al. 2006) contained in the LIVE/

DEAD� BacLight bacterial viability kit (referred

to as LIVE/DEAD kit) from Molecular Probes.

The kit consists of two nucleic acid stains: SYTO

9, which penetrates most membranes freely, and

propidium iodide, which is highly charged and

normally cell-impermeant; it will, however, pen-

etrate damaged membranes. Simultaneous

application of both dyes can be used for enu-

meration of active cells: green fluorescence indi-

cates viable cells with an intact membrane,

whereas dead cells, due to a compromised

membrane, show red fluorescence (Haugland

2002).

It is not known if the microorganisms in sedi-

ments survive while embedded in dry salt crys-

tals, or in highly saline fluid inclusions, which

occur in halite (Roedder 1984). So far, only one

example of a single viable haloarchaeon in a fluid

inclusion of a natural salt sample exists: a Halo-

bacterium species was isolated by using a micro-

drill device and subsequently cultured (Mormile

et al. 2003). Norton and Grant (1988) noted the

preferential enclosure of halobacteria in fluid

inclusions upon formation of crystals. We stained

haloarchaeal cells with the LIVE/DEAD kit

prior to embedding in salt and prepared salt

crystals by drying the cellular suspensions (Fen-

drihan and Stan-Lotter 2004). Figure 5 shows an

example of stained Halobacterium cells which

were examined 2–3 days, following their embed-

ding in artificial halite. At low magnification, the

bright green fluorescence of stained haloarchaea

was outlining well the morphology of the char-

acteristic rectangular fluid inclusions of halite

(Fig. 5, left panel). At higher magnifications,

individual cells became visible (Fig. 5, right pa-

nel). The data suggested that the localization of

halobacterial cells in the salt was probably

exclusively in fluid inclusions of artificial halite,

which formed during desiccation, and which are

present also in natural halite (Roedder 1984;

Mormile et al. 2003).

The recovery of viable cells, which were

embedded in artificial halite for various times and

under different environmental conditions, is

being investigated. Figure 6 shows Halobacterium

salinarum NRC-1 cells, which were carefully

resuspended, following storage in halite for

2 weeks at 37�C, and subsequently stained with
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the LIVE/DEAD dyes. The majority of cells had

intact membranes, as indicated by the green

fluorescence; viability was confirmed by plating

cell suspensions on solidified medium and deter-

mination of CFUs.

Conclusions and outlook

1. Viable haloarchaea were isolated from ancient

rock salt; since extraterrestrial halite was de-

tected, a search for halophiles on Mars or in

extraterrestrial samples might be plausible. For

this purpose, in situ tests, which reveal the pres-

ence of cellular entities and provide intense sig-

nals, should be considered.

2. Detection of single, preferably viable cells in

environmental samples should be improved and

developed further. Background signals should be

avoided, or their source be clearly identified;

studies with different minerals, which are to be

expected on Mars, should be done.

3. Embedding studies of haloarchaea in halite

should be carried out under Martian or space

conditions and the response of haloarchaea to low

pressure and a carbon dioxide atmosphere should

be examined.

4. The dormancy status of microorganism

should be better clarified, preferably on a genetic

basis. For this goal, proteomic studies of haloar-

chaea should be done, which are expected to

show differences between protein patterns of ac-

tively growing cells and dormant cells, e.g. starved

cells, embedded in halite.
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Abstract Antarctica is the continent with the

harshest climate on the Earth. Antarctic lakes,

however, usually presents liquid water, at least

during part of the year or below the ice cover,

especially those from the sub-Antarctic islands

and the maritime Antarctic region where climatic

conditions are less extreme. Planktonic commu-

nities in these lakes are mostly dominated by

microorganisms, including bacteria and photo-

trophic and heterotrophic protists, and by meta-

zooplankton, usually represented by rotifers and

calanoid copepods, the latter mainly from the

genus Boeckella. Here I report and discuss on

studies performed during the last decade that

show that there is a potential for top–down con-

trol of the structure of the planktonic microbial

food web in sub-Antarctic and maritime Antarc-

tic lakes. In some of the studied lakes, the effect

of copepod grazing on protozoa, either ciliates or

flagellates, depending on size of both the predator

and the prey, could promote cascade effects that

would be transmitted to the bacterioplankton

assemblage.

Keywords Biotic interactions Æ Copepods Æ
Sub-Antarctic and maritime Antarctic lakes Æ
Microbial food web Æ Protozoa

Introduction

For Biological scientists, Antarctica represents a

natural laboratory in which life can be observed

at the extreme of a gradient of one of the most

important ecological factors, temperature, where

this factor acts directly on the organisms and have

additional effects on the physical structure of the

ecosystems (Simmons et al. 1993). Its geographi-

cal isolation and the extreme environmental

conditions for human life allowed the mainte-

nance of pristine conditions in many Antarctic

ecosystems, which can nowadays be studied as

unaltered by anthropogenic impacts. With respect

to climate conditions, Antarctica shows the more

extreme conditions in the Earth, which restrict

chances of most living beings to occupy Antarctic

ecosystems (Fountain et al. 1999).

The existence of liquid water is one the most

important ecological factors determining the

possibility of colonisation of Antarctic ecosystems

by aquatic organisms (Kennedy 1993, 1995). This

is the reason why most of the known diversity of

life in Antarctica is associated to marine envi-

ronments, which have been extensively studied.

Terrestrial aquatic ecosystems, such as streams
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Campus de Burjassot, Universitat de València,
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and lakes, have also been studied in Antarctica,

where liquid water can be present at least for a

period of time if melting occurs during the austral

summer, or even below a layer of ice cover in

many lakes during most of the year (Vincent

1988). Antarctic lakes are harsh environments,

undergoing large annual variations in levels of

photosynthetically available radiation caused by

their latitude and by winter ice and snow cover

(Vincent 1988), while water temperatures are

permanently low and sources of potential colo-

nizing organisms are remote (Butler et al. 2000).

The maritime Antarctic region includes the

west coast of the Antarctic Peninsula and the

associated islands of the Scotia Arc (Lewis Smith,

1984), and extends from the South Sandwich Is-

lands and Bouvetøya, through the South Orkney

and South Shetland Islands and down the western

side of the Antarctic Peninsula to approximately

72�S Although Antarctic freshwater lakes are

characterized by short food webs dominated by

microbes, those from the maritime Antarctica and

from sub-Antarctic islands (Frenot et al. 2005)

have slightly more complex food webs than con-

tinental Antarctic lakes and often include crus-

tacean zooplankton (Ellis-Evans 1996).

Freshwater lenitic water bodies in these geo-

graphical locations include, among others, both

deep and shallow inland lakes and ponds lying on

rock substrate (e. g. Toro et al. submitted), epi-

shelf lakes as those described on Alexander

Island (e.g. Smith et al. 2006), and coastal lagoons

and pools mostly influenced by sea sprays and

marine animals (e.g. Hansson et al. 1996; Butler

1999a).

In most lakes from the maritime Antarctic

region and from sub-Antarctic islands environ-

mental conditions are less extreme than in conti-

nental Antarctica and rapid changes in

community composition at certain times of the

year can occur despite constant low temperatures

(Heywood 1978; Heywood et al. 1980; Ellis-

Evans 1996). There, when the snow cover melts

and the lake’s ice cap thaws in summer (Ellis-

Evans et al. 1998), water flows increase nutrient

circulation into lakes, which in turn favour the

development of planktonic and benthic microbial

populations. Among these lakes, special attention

have been paid by several researchers to those

from South Georgia, South Shetland Islands,

South Orkney Islands and the northern part of

the Antarctic Peninsula, and there is a disperse

bibliography that I have reviewed with special

focus on the potential effects of metazooplankton

predation on the microbial food web. In this

manuscript, I report for several studies that

demonstrate the potential for top–down control

of the planktonic community structure in lakes

from the maritime Antarctica and sub-Antarctic

islands, contrasting with the physical control

exerted by abiotic ecological factors such as

temperature, freezing or light availability, which

are usually saw as being the only responsible for

structuring these communities. Because fast eco-

logical responses to the quick environmental

changes in these regions are occurring (Convey

et al. 2002; Quayle et al. 2002), longer productive

periods with less restricting abiotic conditions are

likely to increase the relevance of such biotic

interactions for structuring food webs in these

Antarctic and sub-Antarctic lakes. Warming

would also probably favour the success of invasive

alien species mainly brought by human activity

(Frenot et al. 2005), and bigger changes would

then be produced in the structure of biotic

communities of sub-Antarctic islands and even,

perhaps, in those of the maritime Antarctic

region.

Main limnological features of sub-Antarctic

and maritime Antarctic lakes

Physical and chemical features

In Antarctic lakes, during most of the year, the ice

cover impedes turbulent mixing and gas exchange

between water and the atmosphere, creates a

thermal isolation of the lake, and reduces light

penetration (Hawes 1983a; Hawes and Schwarz

2001), decreasing the energy input for photosyn-

thesis. When melting occurs these restrictions

become less severe, and lake exchanges with its

environment increase. Contrastingly to continen-

tal Antarctica, most lakes of the sub-Antarctic

islands and the maritime Antarctic region loss the

ice cover during a certain period in summer,

which coincides with the period of higher light
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supply due to the large seasonal differences in the

day length at high latitudes.

A relevant feature to the microbial ecology of

lakes, as those from sub-Antarctic islands and

maritime Antarctica, is the chemical characteris-

tics of water, especially its salinity and nutrient

loads. Salinity is generally determined by sea

influence (e.g. Pizarro et al. 2004), with those

lakes located close to the sea, although being

commonly freshwater lakes (Hansson and

Håkansson 1992), presenting higher salt contents

than those located further away. Direct flooding

by sea intrusion or sublacustrine penetration of

sea water can cause salinization of coastal lakes,

but sea spray brought by the strong Antarctic

winds can also transport salts to inland lakes in

zones close to the coast (Gasparon and Burgess

2000), thus influencing their salt content other-

wise just depending on the geology of the catch-

ments. When salt accumulation in deep lake

waters results in higher water density a creno-

genic meromixis would originate, otherwise the

lakes would follow an stratification pattern

depending on their morphometric features and

determined by climatic conditions (Wetzel 2001).

The occurrence of meromictic lakes have been

mainly reported in zones from Antarctica other

than the area of the Antarctic Peninsula, such as

those from the Dry Valleys at Southern Victoria

Land (Simmons et al. 1993). In the maritime

Antarctica, meromictic saline lakes also appear as

for instance at the volcanic Deception Island

(Drago 1989). For freshwater lakes a cold

monomictic regime (Wetzel 2001), with stratifi-

cation under the ice and summer mixing when ice

cover melts, usually occurs.

Trophic status

A wide range of trophic status can be seen in

lakes from the sub-Antarctic islands and the

maritime Antarctica (Ellis-Evans 1996). Inor-

ganic nutrient supply, mainly nitrogen and phos-

phorus compounds, is strongly determined by the

influence of seabirds and marine mammals (e.g.

Hawes 1983b; Hansson et al. 1996; Mataloni et al.

1998; Izaguirre et al. 2001, Laybourn-Parry et al.

2002). Thus, lakes lacking this influence are gen-

erally ultraoligotrophic (Vincent 1988), whereas

those influenced by marine animals increase their

trophic status even reaching eutrophic conditions

that can drive to winter anoxia under the ice (e.g.

Butler 1999a). The nutrient impact of animals,

either marine mammals or seabirds, affects

mainly coastal lakes, whereas the main source of

nutrients to inland lakes is runoff from the

catchment, although sea sprays can also increase

salts and nutrient supply to inland maritime lakes.

Biological fixation of nutrients in the catchment

by benthic organisms, such as carbon fixation by

primary producers (mosses, microalgae and cya-

nobacteria forming microbial mats and photo-

trophic biofilms) and nitrogen fixation (mainly by

nitrogen-fixing cyanobacteria and other mat-

forming bacteria), either by in lake production

(Ellis-Evans et al. 1998) or via runoff from the

catchment, may considerably increase the nutri-

ent supply to the lakes compared to that becom-

ing from leaching of catchment’s mineral

substrate, since in the sub-Antarctic islands and

the maritime Antarctica these organisms can

cover part of the lake catchment area and lake

sediments (Moorhead et al. 1997; Vinocur and

Pizarro 2000; Toro et al. submitted).

Composition of the planktonic microbial food
web in Antarctic lakes and related ecological

factors

Because of the strong environmental conditions

derived from the extreme climate, most life forms

widely spread through the Earth are not found in

Antarctic lakes, where most diversity can be

attributed to microorganisms (Ellis-Evans et al.

1998). Bacteria, algae, heterotrophic protists and

sometimes metazoan zooplankton can be found

both in the planktonic and in the benthic envi-

ronment of Antarctic lakes, with cyanobacterial

mats, which have been studied with detail, being

the most important benthic communities (Vincent

et al. 1993; Quesada and Vincent 1997; Tang

et al. 1997; Fritsen and Priscu 1998; Nadeau and

Castenholz 2000; Fernandez-Valiente et al. 2001;

Taton et al. 2003).

In lakes from the maritime Antarctica and

from some sub-Antarctic islands, planktonic

communities usually have a reduced diversity of
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metazoans, in contrast with a richer microbial

assemblage (Tranvik and Hansson 1997; Butler

et al. 2005). Although molecular taxonomical

studies on these are yet scarce (Peck et al. 2005),

this methodological tool is starting to offer some

additional results on the biodiversity of the

planktonic assemblages from sub-Antarctic and

maritime Antarctic lakes (ej. Pearce et al. 2003;

Unrein et al. 2005).

Some key physical factors

As in lakes from lower latitudes, the stratification

of the water column, when occurring, becomes

relevant as structuring factor of the planktonic

community, by creating physical and chemical

gradients in which environmental conditions can

strongly change, thus influencing the distribution

of microorganisms. During winter, ice cover

avoids water turbulence allowing an inverse

temperature gradient, although summer stratifi-

cation in lakes of the sub-Antarctic islands and

the maritime Antarctica is not likely to occur by

thermal stratification because the effect of strong

winds would mix the water column when the ice

cover disappear, and surface warming is com-

monly not enough to create a temperature gra-

dient from surface to the bottom. On the other

hand, light extinction is higher when the lake is

covered by ice (Hawes and Schwarz 2001),

whereas light penetration increases after ice

melting and favour primary production, together

with the increase in the number of light hours per

day during the Antarctic summer.

Phytoplankton and primary production

Among phytoplankton, most studies performed

so far have identified the main species using

microscopical techniques (e.g. Hansson and

Tranvik 1996; Laybourn-Parry et al. 1996; Unrein

and Vinocur 1999; Mataloni et al. 2000; Vinocur

and Unrein 2000; Allende and Izaguirre 2003;

Izaguirre et al. 2003). These studies showed that

Chrysophytes (e.g. Ochromonas spp., Chromulina

spp.), Cryptophytes (e.g. Chroomonas spp.),

Chlorophytes (e.g. Chlamydomonas spp., Mono-

raphidium spp., Elakatothrix sp.), picocyanobac-

teria, and diatoms (e.g. Navicula spp, Nitzschia

spp., Achnantes spp.), the latter mostly from

benthic origin, are usually found dominating the

plankton of lakes from sub-Antarctic islands and

the maritime Antarctica. However, the domi-

nance of certain algal groups can usually change

when the lake shows eutrophic conditions

(Izaguirre et al. 2001). Even within each algal

group, salinity and/or nutrient levels determined

the algal assemblages (Hansson and Håkansson

1992; Jones et al. 1993). Contrastingly with ben-

thic microbial mats, which are usually dominated

by filamentous cyanobacteria, among others

(Moorhead et al. 1997; Vinocur and Pizarro 2000),

filamentous cyanobacteria are rarely important

among the phytoplankton of Antarctic lakes. In

contrast, high numbers of unicellular picocyano-

bacteria have been found in some maritime Ant-

arctic lakes, such as Lake Boeckella from the

Antarctic Peninsula (Izaguirre et al. 2003), and in

other of these lakes their abundance increases in

bottom waters (Toro et al. submitted).

Pioneer studies using molecular tools to iden-

tify the main nanophytoplankters of lakes from

the maritime Antarctica, performed for ten lakes

from the Antarctic Peninsula and King George

Island, have been recently published by Unrein

et al. (2005). These studies confirmed the previ-

ously described dominance of Chrysophytes

offering up to 5 different DGGE bands corre-

sponding to this taxon, although sequences cor-

responding to other algal taxa such as

Chlorophytes and diatoms were also identified.

One of the most remarkable conclusions of this

study is the co-occurrence of several common

sequences shared by most lakes, corresponding to

Chrysophytes, which suggests the existence of

well-adapted nanophytoplankton species dis-

persed throughout the maritime Antarctic lakes.

Some sequences, however, appeared exclusively

in specific lakes, which was explained by differ-

ences in the trophic status and other local

conditions of the lakes (Unrein et al. 2005).

Although for benthic species, biogeographical

studies on Antarctic diatoms performed using

classical microscopical identification techniques

have found a high proportion of cosmopolitan

species, whereas diversity apparently decreased

when moving southwards by comparing

sub-Antarctica, maritime Antarctica and the
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continent (Van de Vijver and Beyens 1999). The

supposed diversity decrease at increased latitudes

for these algae would follow a pattern similar to

that found for organisms of some other groups for

large distances along a latitudinal gradient (e.g.

Petz 2003) and could probably reflect, if existing,

the negative effect of more unfavourable climatic

conditions when increasing latitude, as found

among many taxa (Begon et al. 2005). However,

for most of the taxa, and especially for microbes,

there is still a lack of a robust source dataset to

test the hypothesis of decreased diversity within

the latitudinal gradient, and even some of the

pioneer studies using molecular techniques as that

of Lawley et al. (2004) failed to support this

hypothesis for the maritime Antarctica (60 to

72�S) when studying soil eukaryotic microbial

diversity (protists and fungi). Contrarily, these

authors even found the higher diversity in the

maritime Antarctica at the southernmost site

studied in Alexander Island (ca. 72�S), although

diversity in maritime Antarctic sites was three to

four times higher than in continental Antarctic

sites. Thus, the question of the existence of a

latitudinal gradient of diversity within concrete

Antarctic regions remains unsolved and would be

a challenge for further research.

Concerning the studied maritime Antarctic

lakes, it has also been reported that their phyto-

plankton assemblages typically show low diversity

with a few species accounting for most of the phy-

toplankton standing crop (Allende and Izaguirre

2003), although eutrophic conditions sometimes

promoted higher species richness (Izaguirre et al.

2001). Hansson and Tranvik (1996), according to

their results in manipulative experiments per-

formed in the sub-Antarctic South Georgia

suggested that, in addition to the low temperature

and short growing season (Priddle et al. 1986), the

presence of an unregulated grazer assemblage,

such as those communities where metazooplank-

ton are the top consumers, suppress the phyto-

plankton species richness, and algae adapted to a

high grazing pressure would then dominate.

In addition to the availability of inorganic

nutrients, which determines primary production

rates in any lake, latitude is an important factor

for primary production, since in polar ecosystems,

the lower is the latitude, the longer the growing

season, and less extreme physical conditions are

found. Although phytoplankton of lakes of high

latitudes is usually considered as well adapted to

low temperatures and light availability, (Henshaw

and Laybourn-Parry 2002), comparisons should

be made by considering lakes of similar latitudes,

such as those from the maritime Antarctic zone or

those from sub-Antarctic islands. Small geo-

graphic areas, such as Byers Peninsula (Living-

ston Island, South Shetland Islands), present

waterbodies with strong differences in phyto-

plankton abundance, which in terms of chloro-

phyll means that some ultraoligotrophic lakes

show chlorophyll concentrations lower than

0.1 mg Chl-a m–3, whereas coastal lakes influ-

enced by marine animals easily reach chlorophyll

concentrations as high as 40 mg Chl-a m–3 (Toro

et al. submitted). The high chlorophyll-a concen-

trations often found in these eutrophic water-

bodies in the maritime Antarctica suggest that, at

least during the austral summer, factors other

than temperature can be much more important in

regulating planktonic communities, since differ-

ences in temperature between these compared

lakes were not significant. Among these possible

factors, the potential role of predation as possible

structuring force for the microbial assemblage of

these lakes will be further addressed in this

manuscript.

Bacteria and heterotrophic protists

In addition to autotrophic protists and picocyano-

bacteria, heterotrophic protozoa are another

important component of the planktonic commu-

nity of sub-Antarctic and maritime Antarctic lakes.

Petz (2003) studied the diversity of ciliates in polar

habitats, and reported the low diversity of ciliated

protozoa in planktonic habitats of Antarctica

compared to other Antarctic aquatic habitats such

as benthic environments, although their abun-

dance in the planktonic habitat was not necessarily

low. From a total of 159 different species repre-

senting at least 73 genera of ciliated protozoa found

in lakes from Livingston Island and Deception Is-

land (South Shetland Islands), only nine species

were found in the plankton of an intensively stud-

ied lake (Lake Limnopolar) from a total of 29

species found in the lake, and from these, only one
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was actually an euplanktonic species, with the rest

being less abundant benthic species suspended by

wind-induced wave action (Petz et al. 2005). Het-

erotrophic nanoflagellates (HNAN) can also be

present at relatively high abundance in the plank-

tonic community of sub-Antarctic and maritime

Antarctic lakes (Laybourn-Parry et al. 1996;

Tranvik and Hansson 1997; Butler et al. 2000;

Unrein et al. 2005), although, as for ciliates, their

diversity is commonly higher in the benthic envi-

ronment (Vincent 1988). In addition to HNAN,

mixotrophic phytoflagellates could use phagotro-

phy as complementary feeding strategy, as already

demonstrated for continental Antarctic lakes

(Roberts and Laybourn-Parry 1999; Laybourn-

Parry 2002; Marshall and Laybourn-Parry 2002;

Laybourn-Parry et al. 2005), and its possible im-

pact on bacterial abundance should then be con-

sidered when evaluating the role of protozoa in

food webs of Antarctic lakes.

The abundance of heterotrophic bacterio-

plankton in Antarctic lakes show densities usually

comprised between 104–106 cell ml–1, even in

ultraoligotrophic lakes (Laybourn-Parry et al.

1995, 2001). It has been estimated that bacterial

biomass can account for an important part of the

planktonic biomass in lakes from continental

Antarctica such as in those from Dry Valleys near

McMurdo, where they can account for 30–60% of

it (Takacs and Priscu 1998). In lakes from the

maritime Antarctica, such as those from Byers

Peninsula (Livingston Island, South Shetland Is-

lands), bacterial abundance is also relatively high,

ranging from 0.59 · 106 to 6.59 · 106 cell ml–1,

with higher bacterial abundance in lakes with

higher trophic status (Toro et al. submitted). The

relatively high abundance of heterotrophic bac-

teria could be supported by several carbon sour-

ces, additional to phytoplankton, such as, in

oligotrophic lakes, microbial mats (Pizarro et al.

2004) and mosses (Light and Heywood 1973;

Imura et al. 2003a, 2003b) growing inside the

lakes or in the catchment. Mosses and microbial

mats covering part of the catchment area can

provide organic carbon and other nutrients via

runoff in summer. In lakes influenced by marine

animals, however, the main origin of organic

carbon (Laybourn-Parry et al. 2004) fueling

bacterial production could be these animals.

Concerning the community structure of the

bacterial assemblage in sub-Antarctic and mari-

time Antarctic lakes, the first studies using

molecular techniques (see review by Pernthaler

and Amann 2005 to get a general overview of

these techniques) to describe bacterial commu-

nities on several lakes from Signy Island have

been published in recent years (Pearce 2000,

2003, 2005; Pearce et al. 2003). For instance, in

one of the most studied lakes among the sub-

Antarctic islands and the maritime Antarctica,

the oligotrophic Moss Lake, Pearce (2003), using

FISH techniques found a variable dominance of

b-proteobacteria (26.4 to 71.5%), a-Proteobacte-

ria (2.3 to 10.6%), c-Proteobacteria (0–29.6%)

and the Cytophaga-Flavobacterium group

(1.8–23.5%). In this study PCR amplification of

16S rRNA gene fragments followed by DGGE,

cloning and sequencing, found just a couple of

sequences corresponding to previously identified

species, whereas most sequences corresponded to

uncultured groups. Further studies, in which a

mesotrophic (Sombre Lake) and a eutrophic

(Heywood Lake) waterbodies were included,

showed that both the increased levels of nutrient

inputs and the timing and duration of the ice

cover leaded to marked changes in the structure

and stability of the bacterioplancton community

(Pearce 2005).

Metazoan zooplankton

Contrastingly with most lakes from continental

Antarctica, where the presence of crustacean

zooplankton, if any, is much less common and

with much lower abundance (Bayliss et al. 1997;

Ellis-Evans et al. 1998), sub-Antarctic and mari-

time Antarctic lakes usually present crustacean

zooplankton, mainly calanoid copepods (Hansson

et al. 1996; Pugh et al. 2002; Dartnall 2005; Toro

et al. submitted). In these lakes, the presence of

metazooplankton from several groups has

been reported, such as planktonic rotifers as

Cephalodella spp., Lepadella patella, Keratella

spp., Notholca walterkostei and other bdelloids

(Paggi 1987; Hansson et al. 1996; Izaguirre et al.

2003; Dartnall et al. 2005), fairy shrimps as

Branchinecta gainii (Paggi 1987, 1996; Toro et al.

submitted), and calanoid copepods, mainly
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Boeckella species, such as B. michaelseni and

especially B. poppei. These copepods are com-

monly present in freshwater lakes of some sub-

Antarctic islands and the maritime Antarctica, as

well as in lakes of the Andean region of South

America (Paggi 1987; Bayly 1992; Menu-Marque

et al. 2000; Bayly et al. 2003), with B. poppei

being a major species in high latitude lakes of the

Southern Hemisphere (Butler et al. 2005). Other

fauna, mainly from benthic environments, such as

tardigrades, nematodes, and benthic rotifers and

crustaceans, can sometimes be linked to the pe-

lagic food-web by benthic-planktonic interac-

tions.

Predation (grazing) as a potential structuring
force of the microbial community

Potential structuring factors of the planktonic

community in Antarctic lakes

Planktonic food webs in Antarctic lakes are of low

complexity and essentially composed by microor-

ganisms, lacking vertebrate predators (Ellis-Evans

1996; Hansson et al. 1996; Wynn-Williams 1996;

Laybourn-Parry et al. 2001). Consequently, most

energy transfer between organisms would there

circulate through the so-called microbial loop

(Azam et al. 1983; Laybourn-Parry 1997; Roberts

et al. 2000). The microbial food web (Pomeroy 1974)

implies trophic levels composed by bacteria and

protozoa between phytoplankton and crustacean

zooplankton (Sommer and Sommer 2006).

Predation (sensu lato) and resource availability

(Hairston et al. 1960, Currie et al. 1999) are rec-

ognized as relevant structuring forces of food

webs in biological communities from temperate

zones (Matson and Hunter 1992), including

aquatic ecosystems (Pace and Funke 1991).

Trophic cascades (Paine 1980; Carpenter et al.

1985) can amplify the effect of consumers down in

the food web in several types of ecosystems (Pace

et al. 1999), impacting entire trophic levels

(‘‘community level cascades’’) or just single spe-

cies or groups of species (‘‘species level cas-

cades’’) (Polis et al. 2000). The strength of trophic

cascades is usually recognized to be higher in

aquatic environments (Strong 1992; Persson 1999;

Shurin et al. 2002), depending mainly on meta-

bolic and taxonomic factors (Borer et al. 2005).

The extreme weather conditions experienced by

the communities living in Antarctica, however,

supposes that physical control has been usually

considered as the main structuring force of Ant-

arctic communities (Fountain et al. 1999), result-

ing in very flexible life histories of Antarctic biota

favoured by adversity or stress selection (Convey

1996), whereas biotic interactions are usually

considered as much less important than in tem-

perate zones. Theoretical considerations assume

that biological communities in systems with

strong physical control would be far from condi-

tions of biotic equilibrium (Krebs 2001), and

consequently the relative importance of biotic

interactions as structuring forces would be low.

Freezing and ice thaw cycles, rock weathering, sea

influence, the physical effect of the ice cover and,

when occurring, vertical water stratification, are

among others, prominent determinant factors for

life in Antarctic lakes (Simmons et al. 1993).

However, although these factors could dominate

during most of the year, recently published work

demonstrates that the role of biotic interactions

such as predation (sometimes referred by as

grazing because of the organisms involved) could,

at least during some periods, have chance to

influence the structure of the planktonic micro-

bial community in lakes from sub-Antarctic is-

lands and the maritime Antarctic region, where

climatic constrains are less extreme.

Experimental evidences for potential

top–down control

Biological communities of lakes from continental

Antarctica are though to be controlled by bot-

tom-up forces, resource availability or physical

climate-dependent control by temperature or

light availability (Laybourn-Parry and Bayliss

1996; Bell and Laybourn-Parry 1999; Laybourn-

Parry et al. 2000, Roberts et al. 2004), although

some studies on planktonic copepods in conti-

nental Antarctic lakes (e. g. Swadling and Gibson

2000) hypothesize that they could have a consid-

erable impact on lake’s carbon cycle. Anyway,

the less extreme climatic restrictions in the sub-

Antarctic islands and the maritime Antarctica
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(Ellis-Evans 1996) would allow, at least during

summer periods, higher relevance of biotic

interactions. Manipulative microcosms experi-

ments, in spite of their methodological constraints

and interpretation limitations (Carpenter, 1996,

1999; Schindler 1998; Drenner and Mazumder

1999; Huston 1999), might reveal possible trends

in the functioning of aquatic food webs. These

kind of experiments, although less conclusive

than ecosystem experiments (Carpenter et al.

1995, 2001; Pace et al. 1998), are useful in pristine

habitats such as Antarctic lakes that must be

conserved without alteration according to the

Antarctic Treaty, which would not allow manip-

ulative whole-ecosystem experiments.

Several researchers (e.g. Hansson 1992;

Hansson et al. 1993; Laybourn-Parry et al. 1996;

Laybourn-Parry 1997; Mataloni et al. 2000) have

argued during recent years that biotic interactions

could play a more relevant role as structuring

forces of the planktonic food web of sub-Ant-

arctic and maritime Antarctic lakes that what was

generally expected. Hansson’s experiments at the

earliest 90’s pointed out this possibility, and fur-

ther work performed since then, mostly using

experimental manipulations in micro or meso-

cosms, have evidenced that top–down processes

could potentially contribute to structure plank-

tonic food webs in sub-Antarctic (Hansson and

Tranvik 1996; Tranvik and Hansson 1997) and

maritime Antarctic lakes (Almada et al. 2004;

Butler et al. 2005; Camacho et al. submitted).

Tables 1 and 2 show the main limnological char-

acteristics and the main components of the

planktonic community of the lakes in which these

experiments have been performed.

Although usually though to be herbivorous, the

copepod Boeckella poppei can in fact consume

heterotrophic protists such as flagellated and cil-

iated protozoa. This is a general feature of most

previously saw as ‘‘herbivorous crustaceans’’,

which now are recognized as omnivores (e.g.

Stoecker and Capuzzo 1990; Kleppel 1993;

Ohman and Runge 1994; Atkinson 1995; Balseiro

et al. 2001), with selectivity depending more on

individual feeding modes and food size spectra

(e.g. Bertilsson et al. 2003) than on the auto- or

heterotrophic nature of their prey. Copepods can

actively select their prey (DeMott 1988; DeMott

and Watson 1991), with prey size, motility and

chemical quality being the most important criteria

for prey selection (Sommer and Sommer 2006).

When size of food items is adequate, they even

can select among them (Mitra and Flynn 2005)

and mechanoreceptors are then the main way for

this selection (Kiørboe et al. 1996). Concerning

predation, the role of zooplankton, and especially

of copepods, in controlling the abundance of

protozoa has been recognized from time ago (e.g.

Carrick et al. 1991). In the studied cases with

Boeckella species in sub-Antarctic and maritime

Antarctic lakes, predation of these copepods on

protozoa is also size dependent, being determined

by both the size of the predator (e.g. life stage or

species) and that of the prey (Tranvik and

Hansson 1997; Butler et al. 2005; Camacho et al.

submitted). The size structure in populations has

been recognized as a main factor introducing

heterogeneity in food webs (Persson, 1999), which

could determine the extent of trophic cascades

depending on, for instance, the life stage of the

predator. Predation on protozoa, whose main

food source are bacteria (Pernthaler and Amann

2005), can make weaker the grazing impact of

these protozoa on bacteria, and consequently

reduce its possible regulatory effect on the bac-

terial abundance (Fenchel 1982; Pace 1988;

Berninger et al. 1991; Jürgens et al. 1994; Hahn

and Höfle 2001; Gasol et al. 2002), as well as

modify the effects of grazing selectivity, depend-

ing, among others, on bacterial cell morphology

(Pernthaler et al. 1996; Pernthaler and Amann

2005). Hence, trophic cascades would also appear

through the components of the microbial loop, in

which bacteria can transform in particulate bio-

mass the nutritional supply by primary producers,

both from benthic (littoral,-Karlsson and Byström

2005-, bottom, or even allochthonous inputs from

the catchment) and planktonic (phytoplankton)

origin. Bacteria can consequently provide partic-

ulate organic matter that can be used by protozoa,

but they can be released from the grazing impact

of certain protozoa by predation of copepods on

these protozoa. Takacs and Priscu (1998), in a

study on the productive dynamics and losses by

the bacterial assemblage of Antarctic lakes

demonstrated that grazing impact can be

responsible for most of the losses within bacterial
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communities, which highlights the possible rele-

vance of top–down effects, when occurring, in

structuring microbial food webs in these lakes.

Interestingly, a review by Hansen et al. (1997)

showed how, among protists, ciliates display

maximum ingestion and clearance rates, whereas

among metazooplankton, calanoid copepods have

usually higher clearance rates. That would mean

that ciliates and copepods, which are among the

main components of the planktonic food web in

maritime Antarctic lakes, could have there a

great potential to control food web structure. This

coincides with the findings of Camacho et al.

(submitted), who in manipulative experiments

using microcosms performed in the maritime

Antarctic Lake Limnopolar found a significant

potential grazing impact of copepods on ciliates,

which in turn favoured bacterial abundance

(Fig. 1).

Probably the best documented studies on food

web interactions among lakes from the maritime

Antarctica and sub-Antarctic islands are those

performed by Hansson and Tranvik in the sub-

Antarctic South Georgia. They performed a ser-

ies of experiments to study the effect of predation

on different trophic levels in two sub-Antarctic

lakes, Lakes 9 and 11 (Tables 1 and 2) from South

Georgia (Hansson et al. 1996), where two cope-

pods, Boeckella michaelseni and Pseudoboeckella

(Boeckella) poppei, exerted a substantial pressure

on algae. In two of the manuscripts (Hansson and

Tranvik 1996; Tranvik and Hansson 1997) they

reported that in these lakes the dominant algal

species exhibited properties that enabled them to

avoid or compensate grazing, such as large size,

extruding spines, protective mucilagous, or

mechanisms for recruitment from the sediment.

This was interpreted as a consequence of the high

grazing pressure that can potentially drive to the

dominance of inedible or grazing-compensating

species (Steiner 2003). On the other hand, the

effect of predators, the juvenile stages of the

diving beetle Lancetes angusticollis (Arnold and

Convey 1998) and the copepod Parabroteas sarsi,

on Boeckella spp. populations was low (about

0.4% of removal). Among both Boeckella species,

B. michaelseni (mean length 0.7 mm) grazed

mainly on nanoflagellates and favoured bacteria

by partly releasing them from grazing pressure byT
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nanoflagellates, whereas the larger (mean length

2.4 mm) Pseudoboeckella (Boeckella) poppei

grazed on larger food particles and had no

significant impact on any studied microbial group

(Tranvik and Hansson 1997). Later on, using a

stable isotope approach, they investigated the

trophic relationships between the different com-

ponents of the planktonic food web (Hansson and

Tranvik 2003), and found that both B. michaelseni

and B. poppei fed on pelagic particulate organic

matter, although the latter also fed on benthic

algae, whereas both copepods, especially the

former, were a prey of the predatory copepod

Parabroteas sarsi. In the same study they cor-

roborated that B. poppei is also a prey of

Lancetes, but both predators, the copepod and the

diving beetle, feed also on the benthic cladoceran

Alona weineckii.

Zooplankton may affect phytoplankton not

only directly by grazing, but may also have effects

by regenerating nutrients to the ungrazed part of

the algal community (Sterner 1986). In studies

performed in a mesotrophic and a eutrophic sub-

Antarctic lake, Tranvik and Hansson (1997)

found that available phosphorus (orthophos-

phate) concentrations were lower at high copepod

abundances, which was interpreted as inefficient

nutrient regeneration by these copepods. Cama-

cho et al (submitted), however, in short-term

experiments in a more oligotrophic maritime

Antarctic lake (Lake Limnopolar, Tables 1 and 2

and Fig. 1), found that higher abundances of B.

poppei yielded higher algal abundances and re-

sulted in increased concentrations of available

nitrogen, showing that apparently these copepods

where providing nitrogen to the algal assemblage

within the experimental enclosures in such an

oligotrophic environment.

Almada et al. (2004) also performed an study

on the trophic interactions among the different

components of the planktonic assemblages in

Lake Boeckella (Tables 1 and 2), a freshwater

lake influenced by nutrient input from a nearby

penguin rookery located in Hope Bay (Antarctic

Peninsula), near Esperanza Station (Allende and

Izaguirre 2003). In this lake dominant phyto-

plankton were nanoplanktonic volvocales, flagel-

lated crysophyceae and picocyanobacteria, and

Boeckella poppei was the dominant zooplankter

(Izaguirre et al. 2003). In this study, the impact of

grazing by different life-stages of this copepod on

the dominant fractions of pico-and nanophyto-

plankton, as well as on benthic algae and on

bacterioplankton, was determined. From these

experiments they concluded that copepods fed

mainly on nanophytoplankton, and used benthic

algae as an alternative food source, whereas the

smallest picoplancton fraction (both picophyto-

plankton and heterotrophic bacterioplankton)

was not significantly affected.

Fig. 1 Trophic
interactions among
different compartments of
Lake Limnopolar (Byers
Peninsula, Livingston
Island, South Shetland
Islands) according to
Camacho et al.
(submitted). Arrows go
from the donor to the user
compartment
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Butler et al. (2005) evaluated clearance rates

by adults of B. poppei from Sombre Lake

(Tables 1 and 2), a previously oligotrophic lake

with little phytoplankton (Clarke et al. 1989)

from South Orkney Islands, which nowadays

suffers some animal-induced eutrophication

(Jones and Juggins 1995; Butler, 1999b). In this

study, Butler et al. (2005) also showed that B.

poppei was omnivorous, although its diet was

based on small phototrophic flagellates that were

dominant in the incubation water. Clearance rates

were equivalent to those found for freshwater and

marine copepods of similar size and at similar

temperatures. Grazing impact of this copepod

increased with prey size, with stronger impact on

planktonic ciliates of about 18 lm (equivalent

spherical diameter), with a clearance of 24% of

ciliates per day, which shows their potential con-

trol on this part of the microbial assemblage.

These results can be complemented by those of

Laybourn-Parry et al. (1996), who offer some

data on the abundance of the different compo-

nents of this planktonic microbial assemblage and

grazing rates on protozoa that show a much

stronger impact on bacteria by ciliates

(119.3 bact ind–1 h–1) compared to that of het-

erotrophic nanoflagellates (HNAN). This shows

that there can be a potential influence of ciliates

on the abundance of bacteria, usually its main

food source (Berninger et al. 1991), but grazing

by copepods on ciliates, as described by Butler

et al. (2005), would release bacteria for most cil-

iate grazing, thus allowing high bacterial abun-

dance (up to 3.18 · 106 cell ml–1) and promoting

relatively low ciliate abundance compared to

neighbour lakes. Interestingly, the study by Lay-

bourn-Parry et al. (1996) showed than in another

lake from the same zone, Heywood Lake, ciliate

abundance was higher than in Sombre Lake. In

comparison specific rates per individual of ciliate

grazing on bacteria were, however, lower in

Heywood Lake, whereas HNAN were also more

abundant, but HNAN grazing on bacteria in

Heywood lake was nevertheless curtailed as a

result of predation by microcrustacean larvae,

another signal of apparent temporal top–down

control in the dynamics of the microbial assem-

blage of these lakes. Since HNAN, as well as

PNAN (phototrophic nanoflagellates) as a winter

survival strategy (Roberts and Laybourn-Parry

1999; Laybourn-Parry 2002; Marshall and Lay-

bourn-Parry 2002; Laybourn-Parry et al. 2005),

can have an impact on bacterial populations,

possible effects of grazing either by ciliated pro-

tozoa or by metazooplankton grazing on HNAN

such as those described by Tranvik and Hansson

(1997) would also have chance to cause top down

effects through the microbial assemblage.

Experimental evidence on the effect of zoo-

plankton predation on the protists assemblage in

pelagic habitats, which in turn could be transmit-

ted to the bacterial community, has been accu-

mulated during the last decade (e.g. Adrian and

Schneider-Olt 1999; Zöllner et al. 2003). Al-

though not in Antarctic lakes, the first experi-

ments made with Boeckella species by Burns and

Schallenberg (1996, 1998) also found a strong

negative impact of these copepods on ciliates and

in some cases heterotrophic bacteria profiting

from the removal of ciliates. The same impact on

ciliates was found in other studies with Boeckella,

such as those of Balseiro et al. (2001) in an ultra-

oligotrophic Andean lake, where B. gracilipes was

sustained by an omnivorous diet based on ciliates

and phytoflagellates. Studies with copepods sug-

gest that they can present different prey encounter

strategies (Kiørboe et al. 1996) that optimize

nutritional gain (Kleppel, 1993), whose selection

depended on the prey. In Kiørboe’s experimental

study, ciliates were captured by the generation of

a feeding current that they cannot escape.

Recently, Sommer and Sommer (2006)

reviewed the contrasting top–down controls of

cladocerans and copepods in planktonic

communities and the induced trophic cascades.

Concerning copepods, they concluded than they

usually had higher impact on large

(phyto)plankton, but additionally they released

small plankton from grazing pressure by inter-

mediate consumers, such as protozoa, and leave

more nutrients than cladocerans for compensa-

tory growth of ungrazed phytoplankton. These

authors also reported for a large variety of studies

that show the preference of copepod assemblages

for protozoans, which was attributed to a better

biochemical food quality compared to phyto-

plankton (Klein-Breteler et al. 1999; Ptacnik

et al. 2004). Additionally, they predicted that
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copepods would favour small phytoplankton by

recycling part of the nutrients trapped in bigger

plankton. Although nutrient recycling and trans-

location by zooplankton in sub-Antarctic and

maritime Antarctic lakes is not the subject of this

review, animals are know to be important in

nutrient cycling in freshwater ecosystems, where

they can supply nutrients that can support a

substantial proportion of the nutrient demands of

primary producers (Elser et al. 1988; Atkinson

and Whitehouse 2001; Vanni 2002). This is clearly

the case of coastal sub-Antarctic and maritime

Antarctic lakes influenced by marine animals, but

probably also of inland lakes in some polar areas,

where copepods can play a role in the transport of

nutrients from the richer benthic environment

(Bonilla et al. 2005) to the poorer pelagic habitat

(Camacho et al. submitted). Interestingly, Som-

mer and Stibor (2002) and Sommer et al. (2002)

have proposed a hypothesis linking the trophic

level of marine copepods to nutrient supply and

phytoplankton size. A part of this hypothesis

predicts that oligotrophic conditions, with the

dominance of small phytoplankton, should force

copepods to rely on protozoan feeding, thus

leading to a trophic level of 3. In some of the

reported cases of sub-Antarctic and maritime

Antarctic lakes where impact of Boeckella on

ciliates was strong, these copepods were acting in

fact as a trophic level of 3, with less impact on

small phytoplankton and bacterioplankton, the

latter even been favoured by the release of pro-

tozoan grazing.

Relevance of energy recovery within

the microbial loop for planktonic

communities of Antarctic lakes

In oligotrophic systems, such as many Antarctic

lakes, the amount of energy and materials circu-

lating through the living component of the

ecosystem is low compared with nutritionally ri-

cher systems. Any energy transfer pathway

increasing the transference to upper trophic levels

would hypothetically be relevant in these systems,

and consequently recovery of energy and mate-

rials by bacteria through transformation of allo-

chthonous dissolved compounds in particulate

material would increase nutrient availability for

phagotrophic organisms, such as heterotrophic

protists and metazoan zooplankton (Fig. 1), as a

way of energy recovery that could be added to

autochthonous primary production as food source

for the heterotrophic planktonic organisms.

Implications of climate change for the functioning
of Antarctic lacustrine communities

High latitude lakes are likely to be sensitive

indicators of climate change (Vincent et al. 1998).

Relatively simple microbial communities, such as

those from Antarctic lakes, can be used as indi-

cators of microbial processes and responses to

environmental change (Wynn-Williams 1996).

Climate warming, which is especially strong in the

area of the Antarctic Peninsula (Hansen and Sato

2001; Sun and Hansen 2003), have promoted a

rapid retreat of the ice cap and glaciers in

sub-Antarctic islands and maritime Antarctica

observed during the last recent years (Quayle

et al. 2002; Sancho and Pintado 2004, Frenot

et al. 2005), as well as fast physical ecosystem

changes combined to ecological responses to that

change (Quayle et al. 2002). These include longer

productive periods favoured by earlier ice and

snow melting, and increased nutrient supply to

these lakes during the last decades, which in turn

could support primary production of these polar

systems (Markager et al. 1999; Geider et al. 2001)

and affect ecological interactions within the bio-

logical community. Therefore, increased knowl-

edge of the functioning of sub-Antarctic and

maritime Antarctic lakes seems essential to

evaluate future changes in these ecosystems that

can act as sentinels of climate change.

Conclusions

Undoubtfully, climate conditions strongly deter-

mine the biological communities in Antarctic

lakes. Low temperatures and reduced light avail-

ability due to the ice cover are, even during the

Antarctic summer, physical constraints that are

not easy to cope with by planktonic organisms.

However, these climatic constraints are less severe

in maritime Antarctica and sub-Antarctic islands,
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especially in summer when ice melting would oc-

cur in most of these lakes and physical constraints

become weaker. Under these situations, life goes

on, and factors other than temperature or light

availability acquire importance to structure bio-

logical communities. Even in simple food webs,

such as those of Antarctic lakes, trophic interac-

tions are established linking the different compo-

nents of the community. The referred studies cited

in this manuscript show how the effect of top

consumers can be somewhat transferred to lower

trophic levels in lakes of sub-Antarctic Islands and

the maritime Antarctica, at least under some cir-

cumstances, and alert us on the potential rele-

vance of predation (sensu lato) as structuring force

for these communities, contrasting with the gen-

eral thought looking to physical constraints as the

only relevant factors. Quick environmental chan-

ges associated to climate change, which are likely

to reduce the strength of physical constraints for

life in these Antarctic regions, would potentially

increase the role of biotic interactions in struc-

turing Antarctic communities, and consequently

more attention should be paid to the study of these

interactions under the current environmental

scenario of planet Earth.
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Abstract Fungi are generally easily dispersed

and are able to colonize a very wide variety of

different substrata and to withstand many differ-

ent environmental conditions. Because of these

characteristics they spread all over the world. The

Antarctic mycoflora is quite diversified within the

different climatic regions of the continent. Most

Antarctic microfungi are cosmopolitan; some of

them are propagules transported to Antarctica

but unable to grow under the Antarctic condi-

tions, while others, termed indigenous, are well

adapted and able to grow and reproduce even at

low temperatures, mostly as psychrotolerant, or

fast sporulating forms, able to conclude their life-

cycles in very short time. In the most extreme and

isolated areas of the continent, such as the

Antarctic Dry Valleys, endemic species showing

physiological and morphological adaptations

have locally evolved. Most Antarctic fungi, as

well as fungi from other dry and cold habitats, are

adapted to low temperatures, repeated freeze and

thawing cycles, low water availability, osmotic

stress, desiccation, low nutrients availability and

high UV radiation. Sometimes single strategies

are not specific for single stress factors and allow

these microorganisms to cope with more than one

unfavourable condition.

Keywords Adaptation Æ Antarctica Æ Fungi Æ Low

temperature Æ Osmotic stress Æ UV radiation Æ
Water availability

1 Introduction

Antarctica is a remote and inhospitable continent.

The climate is the coldest and driest known on

Earth; nevertheless it is not uniform across the

continent, and different climatic regions can be

distinguished (Holdgate 1977; Onofri 1999;

Øvstedal and Lewis Smith 2001). The prevailing

Antarctic conditions of low temperature, low

water availability, frequent freeze–thaw cycles,

low annual precipitation, strong winds, high

sublimation and evaporation, high incidence of

solar and especially ultraviolet radiation together

constitute significant limiting factors for plant and

animal life. Therefore, the biology of Antarctica,

more than other continents, is dominated by

microorganisms (Friedmann 1993), with a high

level of adaptation and able to withstand extreme

conditions.

Abundance and diversity of organisms de-

crease, along broad latitudinal gradients, from

the maritime to the continental Antarctic zone
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and within the latter with increasing altitude and

latitude from the coast to the Ice Slope Region

(Pickard and Seppelt 1984; Kappen 1993; Broady

1996), due to increasingly severe environmental

conditions and isolation from rich propagules

sources such as South America and Australasia.

The harsh climate of the inland Antarctic

continent strongly affects microbial settlement on

the rock surfaces and microbial life withdraws into

microscopic niches inside the rocks, where micro-

organisms find more stable environmental condi-

tions. In particular, the cold desert of the McMurdo

Dry Valleys, or Ross Desert, in Southern Victoria

Land, the most extreme ice-free environment

known on Earth, was thought to be almost sterile

after microbiological analysis of soils by cultural

methods (Horowitz et al. 1972). There, the abso-

lute limit for life is reached (Nienow and Fried-

mann 1993) and microbial communities form a

particular cryptoendolithic ecotype (Golubic et al.

1981), consisting of organisms colonizing the

interstitial spaces of porous rocks, as a rule under

a rock crust, while life on bare rock surfaces is

represented by rare epilithic lichens growing

in protected niches; thus endolithic microorgan-

isms, living close to the limit of their physiologi-

cal adaptability, are the dominant life form

(Friedmann and Ocampo 1976; Friedmann 1982;

Friedmann et al. 1988; Friedmann and Koriem

1989; Kappen 1993; Nienow and Friedmann 1993;

Wierzchos and Ascaso 2001, 2002).

Over the last decades the Antarctic regions

have been investigated mainly for the presence of

psychrophilic bacteria and archea, occasionally

for algae and more rarely for fungi (Gunde-

Cimerman et al. 2003). Terrestrial microfungal

communities in the Antarctic are scarcely inves-

tigated (Vincent 1988; Del Frate and Caretta

1990; Wynn-Williams 1990; Vishniac 1993), and

there has been little of the physiological informa-

tion necessary to explain the ecological roles of

microfungi in these habitats. Investigations on

microorganisms that survive and even thrive in

extreme Antarctic environments (extremotoler-

ant) are now providing new insights into the

biological mechanisms of tolerance and adapta-

tion (Vincent 2000).

The present paper will examine Antarctic fungi

and their adaptive strategies. Papers dealing with

morphological and physiological adaptations of

Antarctic fungal strains, suggest the lack of

specific adaptations, in agreement with those

already observed in Antarctic lichens and mosses

(Green et al. 1999). In fact, responses of Antarc-

tic fungi to different stresses appear similar to

those found even in temperate regions.

Those fungi able to tolerate Antarctic condi-

tions therefore possibly possess pre-existing adap-

tive capabilities and have been positively

selected. Amongst these, those fungi able to grow

actively and reproduce in Antarctica could be

considered truly indigenous. This situation is

exacerbated in black fungi from the Antarctic

ice-free desert, which are unable to compete with

faster growing cosmopolitan fungi but due to their

extremo-tolerance have access to a low competi-

tion niche.

Most Antarctic environments continuously

receive a rain of microbial propagules from

outside the region, as indicated by the high

frequency of apparently cosmopolitan species in

most habitats but particularly in relative proxim-

ity to rich sources such as South America (Kap-

pen 1993). This long-distance dispersal depends

on vectors such as winds and animals and it is not

easy to discriminate between ‘‘indigenous’’ and

‘‘non indigenous’’ species. For instance, with

respect to Antarctic mycoflora, some fungi are

represented by mesophilic species, present as

viable propagules but unable to reproduce except

in rarely favourable climatic conditions. Other

species, able to grow actively, at least under

Antarctic summer conditions, comprise particular

ecotypes of cosmopolitan species showing meso-

philic-psychrotolerant behaviour as an adaptation

to the cold Antarctic climate (Zucconi et al.

1996). Finally, few of them are true psychrophilic

strains; they include some strains of Thelebolus

microsporus (Berk and Broome) Kimbr. and

Mucor flavus Bainier, and some cryptoendolithic

black fungi strains. Antarctica has been relatively

isolated from the rest of the world since the

separation from Gondwanaland and later forma-

tion of the Southern Ocean polar front. Geo-

graphic isolation, combined with environmental

stress, makes the Antarctica the first place to look

for endemic organisms, in order to shed light on

evolutionary processes generating microbial
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speciation (Vincent 2000; de Hoog et al. 2005;

Selbmann et al. 2005). The paradigm of ‘every-

thing is everywhere’ is widely recognized in

microbial ecology as a consequence of large

numbers of minute viable cells and the ability to

form dormant stages, which together allow dis-

persal by air and animals. Small organisms tend to

have broader geographic distribution than larger

ones, but recent molecular data suggest a rather

restricted distribution of some Antarctic fungal

genera and species (de Hoog et al. 2005; Selb-

mann et al. 2005).

Despite the few mycological studies and the

low number of habitats available for microbial life

in the Antarctic continent, a significant number of

new taxa of fungi, bacteria, micro-algae and

protozoa, have been described. Amongst these,

there are some filamentous fungi and yeasts

originally described from the Antarctic continent,

which have been later isolated elsewhere, as

Penicillium antarcticum A.D. Hocking & C.F.

McRae, also recorded in Denmark and Atlantic

Ocean, and Cryptococcus adeliensis Scorsetti

et al., Cryptococcus albidosimilis Vishniac &

Kurtzman, Cryptococcus antarcticus Vishniac &

Kurtzman, and Mrakia frigida (Fell et al.)

Y. Yamada & Komag. (CBS, website). For at

least about 20 of the new taxa described from

continental Antarctica, representing 8% of the

whole mycoflora of this area (consisting of 251

specific and infraspecific taxa, Onofri et al. 2006),

no further records have been reported from

elsewhere at present, but given the scant knowl-

edge of microbial diversity and occurrence when

compared to higher plants and animals (Foissner

2006) one can’t exclude their possible wider

distribution. With the advent of molecular tech-

niques, however, our understanding of Antarctic

microbial phylogeny, biodiversity and evolution is

improving.

2 Antarctic fungi

The Antarctic fungal biodiversity has been

investigated from floristic (Del Frate and

Caretta 1990; Montemartini Corte 1991; Onofri

et al. 1991, 1994; Onofri and Tosi 1992;

Mercantini et al. 1993; Montemartini Corte

et al. 1993) ecophysiological (Caretta et al.

1994; Zucconi et al. 1996; Fenice et al. 1997;

Onofri et al. 2000; Tosi et al. 2002), molecular

(Vishniac and Onofri 2002) and, most recently,

phylogenetic points of view (Selbmann et al.

2005), by isolating and identifying fungal strains

from samples collected in different areas of the

Antarctic continent (Onofri et al. 2005a). The

distribution of fungi in Antarctica is related to

the distribution of different substrata such as

soils, rocks, bird feathers and dung, vegetation,

which consists of plants (largely limited to

maritime Antarctica), bryophytes, and lichens

(Bridge and Worland 2004; Jumpponen et al.

2003; Leotta et al. 2002; Tosi et al. 2002),

and to the distribution of scientific research

stations, mainly scattered along the coast of the

continent, whose environs have been most

extensively investigated. There is a long list of

fungal species, including yeasts, colonizing

nearly all terrestrial environments occurring in

Antarctica (Onofri 1999; Onofri et al. 2006).

Most of the filamentous fungi and yeasts are

cosmopolitan species; some fungi are psychro-

philic, even more are psychrotolerant; whilst the

arid conditions on the Antarctic rock surface,

usually lead to the dominance of xerotolerant

organisms.

Regarding continental Antarctica, Onofri et al.

(2005b, 2006) report that a small percentage

(0.6%) of known ‘‘fungi’’ species is represented

by water moulds (kingdom Chromista), while the

major proportion (99.4%) is composed of true

fungi, including yeasts and filamentous

fungi, which together comprise species belonging

to phyla of Chytridiomycota, Zygomycota,

Ascomycota and Basidiomycota. Among these,

some species are possibly endemic and some

others are indigenous, being able to show active

growth and to reproduce in Antarctica; these

include psychrophilic or, more commonly, cold-

tolerant mesophilic strains, or strains adopting

other forms of adaptations. For some species,

indigenicity is indicated by the high number of

isolations over the years, as in Cryptococcus

vishniacii, Geomyces pannorum and Thelebolus

microsporus, frequently recorded in Antarctica

from different sites and substrata (Onofri

et al. 2006). Many microfungal strains, having
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meristematic growth, mainly found associated

with rocks, have also been recorded. Some of

them, isolated from the ice-free areas of the

Victoria Land, have been described as endemic

genera and species (Onofri et al. 1999; Selbmann

et al. 2005).

Most of the fungi recorded in the Antarctic

continent are anamorphic forms. It seems that

fungi gaveup sexual reproduction as this simpli-

fication means that life cycles can be concluded in

a shorter time and without high metabolic costs.

A few exceptions have been reported, such as

Thelebolus spp. (Ascomycota) frequently col-

lected in continental Antarctica. Thelebolus spe-

cies have been reported to reproduce sexually,

but the endemic species T. globosus Brumm. & de

Hoog and T. ellipsoideus Brumm. & de Hoog,

living in the microbial mat of some Antarctic

lakes, show a strong reduction of the ascomata

compared with the species living in more permis-

sive conditions and produce anamorphs as adap-

tations to the extreme conditions of sealed

Antarctic lakes (de Hoog et al. 2005).

Cryptoendolithic black fungi living in the

prohibitive conditions of the ice-free zones in

Victoria Land show an even more extreme

simplification of their life-cycles: most of them

are unable even to produce anamorphic repro-

ductive structures but propagules are generated

directly from disarticulation of toruloid pre-exist-

ing hyphae, as observed in Friedmanniomyces

endolithicus Onofri. Some strains of Cryomyces

are mostly yeast-like organized and can formally

conclude their life-cycles with the production of a

single cell being itself a resistant propagule. These

high levels of simplification match very well with

the prohibitive environment they colonize where

the climatic conditions for active life occur just

few days a year. Similar situations, recently

reported by Kis-Papo et al. (2003) for fungi living

in hypersaline environments, support this hypoth-

esis. In fact they found a positive association

among ecological stress, genomic diversity and

sexual reproduction, and assumed that even if

higher levels of genomic diversity provide a

higher potential for genetic adaptation, when

environmental conditions become closer to the

limits for life, and the niche becomes narrower,

homogeneous, and extremely stressful, then

genomic diversity declines. Thus the harsh con-

ditions experienced by cryptoendolithic black

fungi promote a natural selection, which turns

from diversification to a selective regime leading

to a few highly adapted homozygous clones.

A completely different behaviour has however

been discussed by Seymour et al. (2005) for

lichens (lichen-forming fungi), which produce

abundant sexual structures even in the hostile

environments of Antarctica ensuring genetic

recombination within populations. In these cases

reproductive ascomata require just an initial high

metabolic cost, because they persist for several

years during which time large numbers of ascosp-

ores can be released. But even these organisms, in

the very extreme environments of the McMurdo

Dry Valleys, give up their typical thallus

morphology, epilithic sexual structures disappear

and they shift to the cryptoendolithic growth

form.

2.1 Cryptoendolithic communities

Antarctic cryptoendolithic microorganisms con-

stitute very simple communities comprising only a

few species (Nienow and Friedmann 1993). The

most common and extensively studied is the

‘‘lichen dominated community’’ found in sand-

stone (Friedmann 1982). This community colo-

nizes porous sandstones and appears under the

rock crust as a conspicuous zone up to 10 mm

deep, formed by parallel and differently coloured

bands. Typically it consists of a black zone under

the crust followed by a white, a green, and

sometimes a blue-green zone (Fig. 1). The black

and the white zones are formed by filamentous

fungi and chlorophycean algae, which together

give rise to a cryptoendolithic lichen association.

However, they retain the potential of thallus

formation and in protected niches, such as small

depressions and crevices, characterized by

a favourable microclimate, epilithic sexual struc-

tures appear. Lichens are pioneer organisms of

extreme terrestrial environments (Kappen 1974)

showing diverse and strategic growth and distri-

bution (Kappen 1993; Nienow and Friedmann

1993); the transition from epilithic to endolithic

morphotype in Antarctica occurs on a gradient

that is mainly based on temperature (Friedmann
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et al. 1994). Sandstone outcrops appear to

become sterile with increasing distance from the

sea (Onofri and Friedmann 1998). The fungal

hyphae in the dark zone are melanized, while in

the white zone they are colourless; they possibly

represent different morphotypes of the same

fungal species and the pigmentation in the upper

level is supposed to be a response to higher light

intensity (Nienow and Friedmann 1993); in fact, a

fungal strain isolated from a lichen-dominated

community in Southern Victoria Land, producing

both pigmented and hyaline hyphae in culture,

was demonstrated to be the fungal symbiont by

means of laboratory resynthesis experiments

(Ahmadjian and Jacobs 1987); later on molecular

and microscopy studies demonstrated the ability

of a lichen to grow endolitically (de los Rios et al.

2005). In the black zone, thick-walled and dark

pigmented non-lichenized fungi, often showing

meristematic growth in vitro, grow mixed with the

lichen-forming fungi and are isolated as regular

members of the lichen dominated cryptoendo-

lithic community (Ocampo-Friedmann and

Friedmann 1993; Onofri et al. 1999; Selbmann

et al. 2005). In the green zone different species

of non-lichenized chlorophycean algae grow,

including the endemic species Hemichloris

antarctica, as well as different extremophilic

prokaryotes, such as the cyanobacteria Chroo-

coccidiopsis sp. and Gloeocapsa sp. (Friedmann

1982). In some cases a further band is observed

whenever Chroococcidiopsis forms a separate

band below H. antarctica.

2.2 Rock inhabiting black fungi

Rock-inhabiting fungi can be split in two ecolog-

ical groups: hyphomycetes of soil and of epiphytic

origin, and black (melanized) microscopic fungi

(Gorbushina et al. 2005). The black melanized

microscopic fungi exhibit meristematic growth

and form compact restricted microcolonies into

rocks (Gorbushina et al. 1993; Sterflinger et al.

1999; Ruibal et al. 2005); they have been named

microcolonial fungi (MCF, Staley et al. 1982;

Sterflinger 2005) for their growth habit; their

presence is ubiquitous and ranges from rock

surfaces in the Mediterranean, middle and north-

ern Europe, desert rocks worldwide, bare alpine

rock surfaces, hypersaline environments to the

Antarctic or as plant, animal and human patho-

gens. The meristematic fungi are a group of fungi

that show very little and slow expansion

growth, cauliflower-like colonies, and reproduce

by isodiametric enlargement with subdividing

cells. From a phylogenetic point of view they

represent a quite heterogeneous group of fungi

(Sterflinger et al. 1999). Microcolonial fungi show

some typical characteristics that are extremely

important for their survival in the challenging

lithic environments and make them the most

stress-tolerant and persistent inhabitants of sub-

aerial rock biofilms on desert rocks (Staley et al.

1982). These fungi express melanized thick cell

walls as a stable character, which make them able

to withstand dryness, desiccation, and UV expo-

sition. Furthermore, the meristematic growth

ensures an optimal surface to volume ratio for

the colonies (Wollenzien et al. 1995), a character

that was supposed to improve the survival ability

under stressful conditions such as high or low

temperature, low water availability (Wollenzien

et al. 1995), high UV exposition (Urzı̀ et al.

1995), nutrient deficiency (Sterflinger et al.

1999), and high salt concentrations (Zalar et al.

1999c). Interactions between rock inhabiting

microorganisms (fungi, algae, cyanobacteria and

bacteria) are still poorly understood even if

possible contacts between fungi and algal cells

in rock crevices penetrated by fungi have been

already recognized (Grondona et al. 1997; Turi-

an 1977). Furthermore, in a recent study,

Gorbushina et al. (2005) showed interactions

Fig. 1 Cryptoendolithic lichen dominated community col-
onizing sandstone in the McMurdo Dry Valleys, Antarc-
tica (bar 10 mm) (Onofri et al. 2006)
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between xerophilic photoautotrophic (photo-

bionts of xerophilic lichens) and chemo-organo-

heterotrophic (free-living microcolonial fungi)

rock-inhabiting microorganisms, using axenic

cultures. They demonstrated that at least some

rock-inhabiting microcolonial fungal strains are

capable of forming a very specific contact

with algae. Rock-inhabiting black fungi in the

Antarctic have been isolated from cryptoendo-

lithic communities. They are fascinating and

scarcely known microorganisms, surviving and

even thriving in environments more hostile than

those of the remaining rock-inhabiting fungi.

Among the fungal species reported from the

continent, they seem to be the best adapted ones

to the harshest conditions typical of this environ-

ment (Selbmann et al. 2005). The typical

morphology of the rock inhabiting fungi makes

them suitable to withstand harsh environmental

conditions; they also show the ability to produce

extracellular polymeric substances (EPS), possi-

bly polysaccharides, that are thought to be

involved specially in the protection against desic-

cation and repeated freezing and thawing cycles

(Selbmann et al. 2002, 2005).

Recently, two new genera and four new species

(Friedmanniomyces endolithicus Onofri, F. sim-

plex Selbmann et al., Cryomyces minteri Selb-

mann et al., C. antarcticus Selbmann et al.) have

been described (Onofri et al. 1999; Selbmann

et al. 2005) by means of morphological and

molecular analyses (rDNA ITS and SSU).

Among the filamentous hyphomycetes present

in endolithic habitats, a strain of Verticillium sp.

and a non-cultured black pigmented fungus have

been recorded from a microbial endolithic com-

munity within gypsum crusts at Two Step Cliffs,

the closest analogue to continental Dry Valley

systems present in the Antarctic Peninsula region

(Alexander Island, maritime Antarctica) (Hughes

and Lawley 2003).

3 Adaptation to stress conditions

Antarctica is characterized by some of the main

environmental stress factors, and Antarctic

microorganisms withstand them showing different

morphological and physiological adaptive strate-

gies. Antarctic microorganisms have to face

several stresses simultaneously and they adopt

different strategies at the same time to address

these stresses. Sometimes single strategies are not

specific for single stress factors and allow these

microorganisms to cope with more than one

unfavourable condition.

3.1 Low temperatures

In biology low temperature is usually identified

with subzero temperatures with a lower limit of –

20�C, below which no life processes persist

(Rivkina et al. 2000). Polar terrestrial organisms

in particular, must survive long periods of subzero

temperatures and quite often daily freeze–thaw

events (Montiel 2000). Extremely low tempera-

tures not only restrict microbial enzyme activity

and membrane integrity (Russell 1990; Crowe

et al. 1992), but also constrain the availability of

liquid water for the hydration of biomolecules

and as a medium for biochemical processes

(Wynn-Williams and Edwards 2000). Several

physiological mechanisms of cold-tolerance in

fungi have been reported, and it is possible that

a combination of these strategies is employed by

Antarctic microorganisms: dehydration ability,

antifreezes production, high supercooling activity,

high chill tolerance, freeze tolerance, selection of

micro- and nano-habitats, life in habitats with

snow cover, anoxia tolerance (being encased in

ice) (Robinson 2001).

It is well established that, among different

cold-tolerance mechanisms, a strategy used by

microorganisms, in Antarctica as well as in other

cold habitats, is the alteration of membrane lipid

composition (Russell 1990). Freeze and/or dehy-

dration damage to cells can be caused by transi-

tion of membrane lipids from the liquid

crystalline to the gel phase at low temperature

(Crowe et al. 1987). The temperature at which

the transition occurs can be lowered by increasing

the degree of fatty acids unsaturation, sustaining

cell functions even at very low temperatures. An

increase in the linoleic and arachidonic acids

production was observed in Antarctic strains of

Mortierella alpina Peyronel, Mortierella antarctica

Linnem., and Cadophora fastigiata Lagerb. &

Melin when cultivated at low temperatures
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(Maggi et al. 1991) and changes in fatty acid

composition in response to low temperatures

were even observed in Antarctic strains of

Geomyces vinaceus Dal Vesco and Geomyces

pannorum (Link) Sigler & J.W. Charmich.

(Finotti et al. 1993).

Low temperatures induce also dehydration and

osmotic stress in fungi and this can result in the

synthesis of different compatible solutes with

enzyme activity protection roles. Glycerol is

supposed to be the most compatible solute

(Brown 1978), even if the most efficient ones

with cryoprotective ability during desiccation or

freezing are sugars, such as trehalose (Weinstein

et al. 2000) and mannitol (Feofilova et al. 1994).

They can stabilize membranes, maintaining their

integrity and function, thus playing a major role

for so-called anhydrobiotic organisms capable of

surviving complete dehydration (Crowe et al.

1984, 1986), a mechanism that enhances the

ability to avoid damages caused by unfavourable

environmental conditions. Trehalose is the most

widely distributed disaccharide in fungi. It is very

common in both vegetative and reproductive

stages (Thevelein 1984). It is an important com-

ponent in fungal spores and it is believed to

enhance their resistance under extreme environ-

mental stress conditions, such as low and even

high temperatures, dehydration, desiccation and

freezing (D’Amore et al. 1991; Gadd et al. 1987;

Hottiger et al. 1987; Lewis et al. 1995). Its role as

protectant under environmental stresses has also

been suggested for yeasts (Thevelein 1984; Van

Laere 1989; Wiemken 1990). An accumulation of

cryoprotective carbohydrates in response to sub-

optimal growth temperature was observed in

Humicola marvinii M.E. Palm & Weinst. (intra-

cellular trehalose and extracellular glycerol) and

Mortierella elongata Linnem. (intracellular treha-

lose), described from fellfield soils in maritime

Antarctica (Weinstein et al. 2000). Exopolysac-

charides production by fungi represents another

response to stress conditions; the mechanism

through which these molecules act has still not

been fully clarified, but it has been suggested they

could protect cells by changing the permeability

to Na+ and K+ ions during freezing and thawing

and act on the viscosity of extracellular solution

avoiding excessive stresses. It seems that they also

could alter the structure of water within and

around the cells forming a glass structure during

freezing which controls water crystallization to a

certain extent. Selbmann et al. (2002) demon-

strated that the production of exopolysaccharides

by an Antarctic fungal strain of Phoma herbarum

Westend. was related to its ability in preventing

damage due to repeated freezing and thawing

cycles. Meristematic black fungi from Antarctica

indeed (Selbmann et al. 2005) frequently produce

extracellular polymeric substances outside the

hyphae or surrounding the multicellular conidia,

as in the case of Friedmanniomyces endolithicus

(Onofri et al. 1999). For the Antarctic endolithic

microecosystems a similar situation has been

reported by de los Rı̀os et al. (2003), who

described a form of microbe-enclosing polymer

layer, buffering the physical and chemical condi-

tions at a nano-scale into the rocks. The finding of

cold-active enzymes produced by some Antarctic

fungal species (Fenice et al. 1998) may also

contribute to an understanding of how these

fungi thrive at low temperatures; in some other

cases Antarctic fungi show wide enzymatic com-

petences, that increase survival chances in unfa-

vourable environments (Fenice et al. 1997).

Some papers have dealt with growth temper-

ature preferences in Antarctic fungal strains.

According to van Uden (1984) and Vishniac

(1987), fungi having the optimum temperature

for growth at about 15�C or lower, a maximum up

to 25�C, and still able to grow at 0�C or below, are

considered psychrophilic; those capable of grow-

ing at 5�C and below, regardless of the optimum

temperature, are psychrotolerant. The mycoflora

of Antarctica is mainly composed of psychrotol-

erants (Kerry 1990; Zucconi et al. 1996; Azmi and

Seppelt 1997), able to grow in a wide range of

temperatures down to 0�C, although psychro-

philic strains have been isolated. The preponder-

ance of psychrotolerance is probably a response

to the wide temperature fluctuations in Antarctic

ice-free microhabitat, allowing microorganisms to

survive in unstable environments (Onofri et al.

2004). In fact, as observed by Baross and Morita

for bacteria (1978), psychrophiles are almost

exclusively isolated from stable cold environ-

ments such as the polar ocean, whereas more

unstable conditions of the microhabitats of
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terrestrial Antarctic fungi result in the predomi-

nance of mesophilic psychrotolerant strains

(Onofri 1999). Psychrophilic fungi are more

frequently found in the coldest terrestrial loca-

tions. For instance, some Antarctic black fungi

isolated from the lichen dominated cryptoendo-

lithic community of the McMurdo Dry Valleys

were classified as psychrophilic having a maxi-

mum growth temperature below 25�C and being

able to grow at 0�C (Selbmann et al. 2005), a

specific adaptation that enables them to be

metabolically active during the period of high-

est photosynthetic activity of the community

(Selbmann et al. 2005). Soils of the arid highlands

of the Dry Valleys provide a unique habitat for a

psychrophilic species, Cryptococcus vishniacii

Vishniac & Hempfling, adapted to this habitat

and unknown elsewhere (Vishniac 2006).

The general prevalence of psychrotolerant

strains indicates that most of the Antarctic

mycoflora is metabolically active whenever a

combination of favourable abiotic conditions

occurs during the short growing summer season;

in protected niches, subject to solar warming,

temperatures at the micro- or nano-climatic scale

can be far higher than ambient temperatures and

facilitate active life. Most of the Antarctic micro-

organisms overcome the worst environmental

conditions in a state of quiescence, and active

growth only occurs occasionally, interspersed

with periods of prolonged dormancy. High resis-

tance to freezing is due to the presence of specific

intracellular compounds, stable and flexible

membranes and other adaptations, usually pres-

ent to facilitate survival during unfavourable

times. Freeze-resistance and withstanding unfa-

vourable conditions in a dormant state are not

unique features of Antarctic organisms, as micro-

bial growth and activity below the freezing point

have also been suggested for a number of fungi

from high-Arctic soils (Bergero et al. 1999).

3.2 Low water availability

The Antarctic continent as a whole is extremely

dry. In fact, although 70% of the Earth’s fresh-

water is in Antarctica, it is almost exclusively

locked up in ice, and in some ice-free areas of the

continent, such as the McMurdo Dry Valleys,

precipitations, represented only by snow, is less

than 100 mm a year. There, desiccation can be

enhanced by high winds, which promote evapo-

ration, and the sole source of moisture is repre-

sented by transient water melted under the

influence of the solar heating of the substratum

during the austral summer. Larger amounts of

liquid water are present in maritime Antarctica

where milder conditions exist and, to a lesser

extent, along the coasts of continental Antarctica.

The bioavailability of liquid water is among the

most important factors limiting the distribution

and abundance of terrestrial organisms in conti-

nental Antarctica and organisms mostly spread

along the coasts where melted water more

frequently occurs. Organisms capable of growing

under conditions of low water availability are

commonly referred as xerotolerant, i.e. able to

grow under dry conditions, or xerophilic, prefer-

ring habitats where little water is available.

Freezing leads to cellular dehydration due to

reduced water absorption and conduction; thus,

the survival of Antarctic microorganisms, in

ice-free areas, fundamentally depends on their

resistance to dehydration.

In Antarctica there is often a high concentra-

tion of salts in shallow ponds and on rock and soil

surfaces as a consequence of high evaporation

rates (Nishiyama 1977; Des Marais 1995). Since

high salinity causes the same effects as freezing,

due to osmotic imbalances (Gunde-Cimerman

et al. 2003), microorganisms adapted to matrix–

water stress, resulting from drought or binding of

water into ice, are successfully adapted to osmotic

stress as well. Many fungi have been discovered in

environments with salinities ranging between 15

and 32%, where it was previously assumed that

only bacteria were able to grow (Méjanelle et al.

2001); Gunde-Cimerman et al. (2005) have pro-

vided extensive information about fungi adapted

to life at high salt concentrations.

Under conditions of desiccation and low water

availability microorganisms react by producing

both extra- and intra-cellular compounds. Some

Antarctic and non-Antarctic fungal species

belonging to black meristematic fungi (Urzı̀ and

Realini 1998; Selbmann et al. 2005) as well as

Phoma herbarum from Antarctica (Selbmann

et al. 2002) protect themselves from aridity by
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producing extracellular polysaccharides. Low

molecular weight intracellular osmoregulators

are accumulated at high concentrations without

interferring with enzyme activity and metabolism

and these compatible solutes belong to several

classes of compounds: polyols and melanin (Bell

and Wheeler 1986; Butler and Day 1998; Kogej

et al. 2004), mycosporines (Volkmann et al.

2003), sugars and sugar derivatives, such as

glycerol, arabitol, mannitol, and trehalose (Grant

2004). Fungi, including yeasts, are well-known for

their ability to react to osmotic stresses by

intracellular accumulation of compatible solutes,

mainly represented by glycerol and arabitol

(Brewer 1999; Pascual et al. 2002); the exposition

of a strain of Aspergillus nidulans (Eidam)

G. Winter to high salt concentrations led to the

activation of genes whose expression resulted in

the synthesis of glycerol and erithritol (Han and

Prade 2002). Resistance to drought, high salinity

and cold in fungal species was observed by

Gunde-Cimerman et al. (2003), who obtained

higher halophilic/xerophilic fungal CFU (colony

forming units) numbers than previously reported

from Arctic sea-ice samples by using selective

low water activity media plus low incubation

temperatures. They isolated both melanized and

non-melanized fungi, most of which known from

other geographical regions and environments,

including solar salterns of the Mediterranean

coast, alpine and tundra soils, permafrost layers

and both polar regions. Preliminary growth tests

carried out on some strains of the Antarctic rock

genus Cryomyces highlighted their ability to grow

on media containing up to 24% NaCl concentra-

tion (Onofri et al. 2006). The rock-inhabiting

meristematic fungus Hortaea werneckii (Horta)

Nishim. & Miyaji isolated in the sea spray area of

Delos (Greece), regulates the osmotic potential

under NaCl stress by producing intracellular

glycerol (Sterflinger 1998). In hypersaline envi-

ronments a group of truly halophilc melanized

meristematic fungi prevails over the other myco-

flora (Buchalo et al. 1998; Gunde-Cimerman

et al. 2000); among the most frequently recorded

species Hortea wernekii (Horta) Nishim. &

Miyaji, Phaeotheca triangularis de Hoog & Be-

guin, Trimmatostroma salinum Zalar, de Hoog &

Gunde-Cim., and Aureobasidium pullulans

(de Bary) G. Arnaud have been reported

(de Hoog et al. 1999; Zalar et al. 1999a–c;

Sterflinger et al. 1999; Gunde-Cimerman et al.

2000), the latter also isolated from many different

mostly dry and/or salty sites in Antarctica (Onofri

et al. 2006). The main characteristics of their

extremophilic habit are polymorphic life cycles

with alterations in hydrophilic and hydrophobic

cells, formation of thick, melanized cell walls,

meristematic growth, propagation by endoconidi-

ation, adhesion, and production of extracellular

polysaccharides (Gunde-Cimerman et al. 2004).

It is surmised that fungi that are tolerant to

desiccation, cold and high salinity, could poten-

tially grow in Antarctic microenvironments such

as thin liquid water films in ice and permafrost

(Gunde-Cimerman et al. 2003). In the latter, at

the temperature of –16.5�C, 98–99% of the total

water volume is represented by ice and the

remaining water is in an unfrozen, supercooled

vapour state available for microorganisms

(Rivkina et al. 2004). In this context it is inter-

esting to note the recording in the Antarctic

permafrost sediments and ice samples of several

species belonging to the genera Aspergillus,

Cladosporium, Fusarium, Penicillium, Thelebolus,

Geomyces and Cryptococcus (Abyzov 1993;

Kochkina et al. 2001; Gunde-Cimerman et al.

2003), even if the strains isolated possibly came

from propagules in a dormant state.

Among several fungi isolated from permafrost

(Vishniac 1993; Nienow and Friedmann 1993;

Broady 1993), from snow (Abyzov 1993) and

from glacier ice (Abyzov 1993, Ma et al. 2000) the

presence of both polar and cosmopolitan fungal

species has been repeatedly demonstrated

(Ma et al. 2000).

3.3 High UV radiation

Solar radiation is both a necessary and a damag-

ing environmental factor. Since the 1980s, emis-

sions of chlorofluorocarbons, mainly due to

anthropogenic inputs, have led to a depletion of

the stratospheric ozone layer (Farman et al.

1985). The consequence has been an increased

level of solar UV-B radiation reaching the Earth’s

surface (Frederick and Snell 1988; Frederick et al.

1989; Blumthaler and Ambach 1990; Kerr and
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McElroy 1993). The depletion of the stratospheric

ozone over the Antarctica, relative to the values

in the 1970s, was estimated to be about 50% in

spring, leading to a doubling of UV-B levels at

the surface (Madronich et al. 1998); chemicals

already present in the atmosphere are expected to

continue to deplete ozone for many decades to

come. High UV exposure causes damages

to DNA, proteins, including cell membrane lipo-

proteins, and organelles (Karentz 1994) and can

affect ecosystems and biological evolution (Cock-

ell and Blaustein 2001).

Terrestrial microorganisms in habitats exposed

to high UV-radiation produce different pigments

potentially protecting against UV-B damages.

They can be located extracellular or inside the

cell to protect metabolic critical molecules. Some

others are accessory pigments having quenching

properties to dissipate excess energy from UV-B,

and thus to avoid the generation of toxic single

oxygen. UV radiation is one of the most impor-

tant and widely experienced stress factors in

Antarctica, even if few studies have examined

the UV radiation consequences on Antarctic

fungal species and communities. Among the

fungal taxa recorded in Antarctica, some melan-

ized strains are known for their UV resistance:

Alternaria alternata (Fr.) Keissl. (Ellis 1971;

Verona and Firpi 1971; Domsch et al. 1980),

Stachybotrys chartarum (Ehrenb.) S. Hughes and

Ulocladium consortiale (Thüm.) E.G. Simmons

(Domsch et al. 1980). A brown pigment, most

probably melanin, was produced by an Antarctic

strain of Phoma herbarum within 24 h of expo-

sure to elevated UV-B radiation (Hughes et al.,

2003). Similar doses of UV-B inhibited the

growth of five Antarctic fungal strains (Geomyces

pannorum, Phoma herbarum, Verticillum sp., and

Mortierella parvispora Linnem.), each isolated

from Antarctic terrestrial habitats, and fungi that

grew fastest at higher temperatures (25�C) were

also the least inhibited by UV-B radiation

(Hughes et al. 2003). Arthrobotrys ferox Onofri

& Tosi, a non-melanized springtail catching

Antarctic fungus, seems to be able to produce

carotenoids and mycosporines acting as UV

protecting agents (Arcangeli et al. 1997; Arcan-

geli and Cannistraro 2000). Subsequently Zucconi

et al. (2002) have demonstrated the higher UV-B

tolerance of spores of this Antarctic fungus

compared with those of an European strain of

Arthrobotrys oligospora Fresen., which would

seem to relate to their higher germination ability

after UV exposure.

Plastic cloches were used at Edmonson Point

(continental Antarctica) in manipulation experi-

ments designed to assess differences in soil fungal

taxa composition and abundance subjected to

altered temperature and/or UV exposure (Tosi

et al. 2005). Under the walled cloches, artificial

warming led to stress on Antarctic soil fungal

assemblages while UV protection led to a higher

equilibrium in the assemblage structure; UV

radiation was therefore proposed as the most

important limiting ecological factor for soil my-

cobiota in continental Antarctica.

Some microorganisms contain a combination

of different pigments, which individually would

not effort adequate protection but that together

can minimize UV-radiation damage (Wynn-

Williams and Edwards 2001). Organisms that

can synthesize their own UV-protecting com-

pounds have the opportunity to occupy a greater

diversity of habitats, depending of course on the

limitations imposed by other environmental

factors (Cockell and Knowland 1999).

In the case of rock-inhabiting fungi, mycospo-

rines were detected in the colonies of eight strains

from desert and pseudodesert rock surfaces; in

addition to their known protective role against

excessive UV radiation in the natural environ-

ments, these compounds are also linked with

survival potential, non-expansive intracolonial

growth, and longevity of these fungi (Gorbushina

et al. 2003). Further, the meristematic growth of

some of these strains represents a protection

mechanism against UV radiation, enabling the

colonies to expose the lowest possible surface to

the sunlight. Therefore the melanized thick walls

they express as a stable character are considered a

highly effective UV defence strategy (Selbmann

et al. 2005; Sterflinger 2005). Hyaline fungi have

frequently been recorded in Antarctica; even if

they are less protected against UV-radiation

compared to melanized fungi, they probably can

survive in the Antarctic environment thanks to

some other strategies such as fast growth

focused on the short period in which temperature,
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moisture and light supply create favourable

conditions and abundant sporulation (Onofri

1999), or growth in available protected microni-

ches. Endolithic habitats offer UV protection;

within the rock, or under the soil surface,

increasing solar radiation from the beginning of

the austral summer increases the rock or soil

temperature, so liquid water becomes available

and metabolic activity is possible for a short

period if the organism is sufficiently responsive.

4 Conclusions

Despite the severe conditions of Antarctica, the

overall picture shows a relatively rich mycoflora,

more diversified than one might expect; the

continental Antarctic mycota, is mainly composed

of anamorphic fungi (filamentous fungi and

yeasts), some Zygomycota, and very few species

of Ascomycota; Basidiomycota are represented by

basidiomycetous yeasts (Onofri et al. 2006). The

knowledge on the Antarctic fungi is the result of

more than one century of investigations carried

out by isolating in pure culture fungi from several

different substrata. The general shared opinion is

that not all recorded fungi actively grow under

the Antarctic conditions. In Antarctica fungi can

be present as occasional propagules or be indig-

enous, the latter adapted in some extent to the

Antarctic conditions. They show a range of

morphological and physiological adaptations,

similar to those adopted by other taxa from

different extreme environments. Under the envi-

ronmental pressure in some extreme and isolated

locations, possibly endemic fungal taxa have

evolved, and cryptoendolitic black fungi of the

Antarctic desert are one of the most meaningful

examples. It has been suggested (Selbmann et al.

2005) that these fungi have been possibly selected

among a highly diversified mycoflora, originally

present on the Continent when it was located at

higher latitudes, during the changing environ-

mental conditions that occurred in the migration

of Antarctica to the Pole. These positively

selected microfungi are the predominant group

in these environments, thanks to their extremo-

tolerance and to the absence of faster growing

competitors; they include possibly endemic

species, many of which are still waiting to be

described.
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Abstract Molecular studies on halophilic adap-

tations have focused on prokaryotic microorgan-

isms due to a lack of known appropriate

eukaryotic halophilic microorganisms. However,

the black yeast Hortaea werneckii has been iden-

tified as the dominant fungal species in hypersaline

waters on three continents. It represents a new

model organism for studying the mechanisms of

salt tolerance in eukaryotes. Ultrastructural studies

of the H. werneckii cell wall have shown that it

synthesizes dihydroxynaphthalene (DHN) melanin

under both saline and non-saline growth condi-

tions. However, melanin granules in the cell walls

are organized in a salt-dependent way, implying

the potential osmoprotectant role of melanin. At

the level of membrane structure, H. werneckii

maintains a sterol-to-phospholipid ratio signifi-

cantly lower than the salt-sensitive Saccharomyces

cerevisiae. Accordingly, membranes of H. wer-

neckii are more fluid over a wide range of NaCl

concentrations, indicating high intrinsic salt stress

tolerance. Even H. werneckii grown in high NaCl

concentrations maintains very low intracellular

amounts of potassium and sodium, demonstrating

the sodium-excluder character of this organism.

The salt-dependent expressions of two HwENA

genes suggest roles for them in the adaptation to

changing salt concentrations. The high similarity of

these ENA ATPases to other fungal ENA ATP-

ases involved in Na+/K+ transport indicates their

potential importance in H. werneckii ion homeo-

stasis. Glycerol is the main compatible solute

which accumulates in the cytoplasm of H. wer-

neckii at high salinity, although it seems that my-

cosporines may also act as supplementary

compatible solutes. Salt dependent increase in

glycerol synthesis is supported by the identification

of two copies of a gene putatively coding for

glycerol-3-phosphate-dehydrogenase. Expression

of only one of these genes is salt dependent.

Keywords Compatible solutes Æ Ecology Æ
Halophiles Æ Hortaea werneckii Æ Hypersaline

water Æ Ions Æ Melanin Æ Membrane Æ
Mycosporines Æ Salterns

1 Ecology of Hortaea werneckii

Bacteria and Archaea dominate natural environ-

ments characterized by extreme physico-chemical
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properties. Nevertheless, eukaryotic microoor-

ganisms such as the ‘‘black yeasts’’ (de Hoog and

Hermanides-Nijhof 1977), microcolonial fungi

(Staley et al. 1982) and meristematic ascomycetes

(Sterflinger et al. 1999) are also remarkably suc-

cessful in adapting to certain extreme environ-

ments (Staley et al. 1982; Gorbushina et al. 1993;

Nienow and Friedmann 1993; Wollenzien et al.

1995; Gunde-Cimerman et al. 2000). Although

they have been known since the end of the 19th

century (de Hoog et al. 1999), difficulties in their

morphological identification together with their

slow growth and low competitive ability fre-

quently hindered the isolation and identification

of these fungi. The representatives of black yeasts

belong to the ascomycetous orders Chaetothyri-

ales, Dothideales and Pleosporales (Sterflinger

et al. 1999). Several genera and species of black

yeasts from the order Dothideales represent a

group of rare halophilic eukaryotic microorgan-

isms, highly appropriate for studying the mecha-

nisms of salt tolerance in eukaryotes (Petrovič

et al. 1999); (Petrovič et al. 2002); (Turk and

Plemenitaš 2002). So far little is known about

eukaryotic halophilic microorganisms, let alone

the mechanisms of their adaptation to such con-

ditions (Petrovič et al. 2002).

Microscopy and histological studies of black

yeasts have revealed that their morphological

ecotype is important for their survival in various

extreme environments. Black yeasts are charac-

terized by melanized slowly expanding colonies,

with reproduction by isodiametric enlargement of

subdividing cells (Sterflinger et al. 1999; Wol-

lenzien et al. 1995). Their distinctive features are

polymorphism, meristematic growth, endoconidi-

ation or sarcinic conidiogenesis, frequently muri-

form cells which develop by conversion from

undifferentiated hyphae, and thick, melanized

cell walls (de Hoog 1993; Zalar et al. 1999;

Sterflinger et al. 1999; Wollenzien et al. 1995).

Hortaea werneckii, the best described eukary-

otic halophilic model organism to date, is a

characteristic black yeast. In the past, its identi-

fication was based solely on morphological char-

acteristics and has thus received many

designations: Cladosporium werneckii, Exophiala

werneckii, Pullularia werneckii, Aureobasidium

werneckii, A. mansonii, Sarcinomyces crustaceus

and Phaeoannellomyces werneckii. Nowadays, the

identification is additionally based on nutritional

physiology and molecular methods. The physio-

logical tests include metabolism of different C

and N sources with or without NaCl in high

concentrations, as well as temperature-tolerance

tests. Molecular differentiation is based on the

sequencing of the ITS rDNA region and RFLP

markers from SSU rDNA and ITS rDNA regions

(de Hoog et al. 1999).

Until recently, the genus Hortaea contained

only a single species, H. werneckii (Horta) Ni-

shimura and Miyaji, with no known sexual stage

(Zalar et al. 1999). In 2004, another species was

described and named H. acidophila (Holker et al.

2004).

Hortaea werneckii was long known primarily as

the etiological agent of human tinea nigra, a

superficial infection of the human hand, particu-

larly frequent in warmer areas of the world.

Investigations have revealed that the fungus is

strictly limited to the dead surface of the skin

(stratum corneum), in particular to the grease on

the skin. Since H. werneckii does not show any

keratin-degrading activity, it does not invade the

living tissue below and so the infection is only a

cosmetic problem (Göttlich et al. 1995). Besides

its involvement in tinea nigra, H. werneckii was

also known as one of the few species of fungi

capable of contaminating food preserved with

high concentrations of NaCl (Mok and Barreto da

Silva 1981), without showing any obligate

requirement for NaCl (Andrews and Pitt 1987).

In addition to human skin and salty food, the

fungus has been isolated from seawater (Iwatsu

and Udagawa 1988), marine fish (Todaro et al.

1983), beach soil (de Hoog and Guého 1998) and

arid inorganic and organic surfaces (Krumbein

et al. 1996). On the basis of H. werneckii random

isolations from different low water activity sub-

strates and in vitro ecophysiological studies it was

suggested that salt might be the decisive factor in

its ecology and therefore in the etiology of tinea

nigra. Furthermore, it was thus speculated that H.

werneckii might grow in drying salty ponds at the

seaside (de Hoog and Gerrits van den Ende

1992). However, the primary environmental eco-

logical niche of H. werneckii remained unknown

until we investigated salterns along the Slovenian
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Adriatic coast for the potential presence of hal-

ophilic fungi. Their distribution was followed

throughout two successive years in five different

evaporitic ponds, covering the entire salinity

range (3–32% NaCl) (Gunde-Cimerman et al.

2000; Butinar et al. 2005). This study revealed

that hypersaline waters of the salterns harbour

different species of melanized fungi from the or-

der Dothideales. They appeared in three peaks, at

the water salinities 5–8%, 10–20% and 18–25%

NaCl, which correlated primarily with high envi-

ronmental nitrogen values. At the highest envi-

ronmental salinities, melanized fungi represented

85–100% of the total isolated mycobiota, but they

were partially replaced by non-melanized fungi

with lowering salinities and they were detected

only occasionally at the end of the season, when

NaCl concentrations were below 5%. H. wer-

neckii was the dominant black-yeast species in the

Adriatic salterns during the season of salt pro-

duction (Gunde-Cimerman et al. 2000). Initially

it was isolated from the crystallization ponds of

the Adriatic salterns, but it was later also identi-

fied in hypersaline waters of six salterns on three

continents (Butinar et al. 2005).

Besides being the dominant black yeast species

in hypersaline water at salinities above 20%, H.

werneckii was also isolated from various micron-

iches within the salterns: the surface and interior

of wood submerged in brine, from biofilms on the

surface of hypersaline water, and from dry ponds

and microbial mats (Butinar et al. 2005; Zalar

et al. 2005). However, it appears that H. wer-

neckii survives in eutrophic thalassohaline waters

of salterns in temperate climatic zones, since it

was only occasionally retrieved from salterns in

Puerto Rico, but never from the oligotrophic

salterns in Eilat at the Red Sea in Israel, or the

athalassohaline waters of the Dead Sea, or those

of Salt Lake, Utah (Gunde-Cimerman et al.

2005).

In contrast to most prokaryotic halophiles,

which display better growth in the presence of

NaCl, the growth salinity range for H. werneckii,

defined in vitro, is from 0% to saturation (32%)

NaCl, with a broad optimum from 6% to 14%

NaCl. Its complex polymorphic life cycle enables

H. werneckii to show versatile ecotype adapta-

tions in response to changing environmental

concentrations of NaCl, UV intensity, nutrients

and water availability. If sufficient nutrients are

available, the hydrophilic yeast phase rapidly

colonizes hypersaline water. At salinites above

15% NaCl, yeast cells begin to differentiate into

meristematic budding cells, and at the highest

salinities they form dormant meristematic scle-

rotial bodies with endogenous conidiation. Clus-

tered growth allows sheltering of interior cells

and minimizes the number of cells directly in

contact with the hostile environment. Under

conditions of drought, with no water in the ponds,

the fungus changes into an aerophilic, hydropho-

bic hyphal stage, producing conidia which can be

dispersed by air currents. These conidia can ger-

minate in saline water, giving rise to actively

propagating yeast cells (Butinar et al. 2005).

2 Molecular adaptations of Hortaea werneckii

2.1 Membranes and cell-wall pigmentation

As the H. werneckii cell is in contact with its

environment via the plasma membrane, the

adaptability and flexibility of this membrane is of

vital importance to the survival of the cell. The

cell should be able to modify the lipid composi-

tion and consequently properties of its mem-

branes if the conditions in the environment

change. The fluidity of biological membranes is

largely influenced by the length, branching and

degree of saturation of the fatty acids, the amount

of sterols and the nature of the phospholipids

(Russell 1989a, b).

The influence of salt stress on lipid composition

and membrane properties has been studied in

bacteria (Russell et al. 1995) and in yeasts,

including the salt-sensitive Saccharomyces cere-

visiae (Sharma et al. 1996; Tunblad-Johansson

and Adler 1987) and several halotolerant yeasts.

These organisms showed different responses to

salt stress. While Zygosaccharomyces rouxii

showed increased amounts of free ergosterol,

decreased amounts of unsaturated fatty acids and

decreased membrane fluidity when grown with

NaCl (Hosono 1992; Yoshikawa et al. 1995), high

salinity did not induce significant changes in the

unsaturation of fatty acids in Yarrowia lipolitica
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(Andreishcheva et al. 1999; Yoshikawa et al.

1995) but caused a decrease in phospholipid and

sterol contents. In contrast, Candida membran-

efaciens grown at high NaCl concentrations

exhibited increased unsaturation in fatty acids

and an increase in the contents of phosphatidyl-

inositol (PI) and phosphatidylethanolamine (PE),

resulting in slightly higher membrane fluidity

(Khaware et al. 1995). The plasma membrane of

the marine yeast Debaryomyces hansenii adapts

to stress conditions by decreasing fluidity and

increasing the sterol-to-phospholipid ratio in the

presence of salt (Turk et al., submitted). Our

studies have shown that salt stress does not sig-

nificantly influence the total sterol content in

halophilic H. werneckii, but does cause an in-

crease in the phospholipid content. The most

abundant fatty acids in phospholipids contained

C16 and C18 chain lengths with a high percentage

of C18:2D9,12. Salt stress also caused an increase in

the fatty acid unsaturation. Halophilic fungi

maintained their sterol-to-phospholipid ratio sig-

nificantly lower than the salt-sensitive S. cerevi-

siae. Additionally, EPR measurements showed

that the membranes of H. werneckii were signifi-

cantly more fluid in comparison with the mem-

branes of the above mentioned fungi, of the

halotolerant black yeast A. pullulans and also the

salt-sensitive S. cerevisiae (Turk et al. 2004).

Additionally, it was demonstrated that halophilic

H. werneckii maintained this very high fluidity

over a wide range of NaCl concentrations, indi-

cating high intrinsic salt-stress tolerance. Results

were in good agreement with eco-physiological

data and the dominance of H. werneckii in hy-

persaline waters of salterns. As the membrane

fluidity of the related halotolerant black yeast A.

pullulans was different from that of halophilic H.

werneckii and resembled more that of salt-sensi-

tive S. cerevisiae (Turk et al. 2004), membrane

fluidity appears to be a good indicator of the de-

gree of salt tolerance.

It has been reported that hyperosmotic shock

induces changes in the organization of cell wall,

most probably as a result of displacement of

periplasmic and cell wall matrix material into

invaginations of the plasma membrane (Slani-

nova et al. 2000). No significant invaginations

occurred in H. werneckii at low salinities, but

such changes in its cell-wall structure were

apparent at high salinities (Kogej 2006). How-

ever, we also observed salt-dependent changes of

the cell wall structure previously unobserved in

fungi, which was caused by the redistribution of

the melanin which is responsible for the dark

colour of H. werneckii (Kogej 2006). We dem-

onstrated that H. werneckii synthesizes 1,8-di-

hydroxynaphthalene (DHN) melanin under

saline as well as non-saline growth conditions

(Kogej et al. 2004). While the biosynthesis was

not salt-dependent, the ultrastructural studies of

the cell wall of H. werneckii showed for the first

time that the melanin granules in the outer part

of the cell walls are loosely organized in the

medium without salt, and are more densely

packed as the salt concentration in the medium

increases (Kogej 2006; Plemenitaš and Gunde-

Cimerman 2005). Since melanins are known to

confer protection to UV-irradiation, temperature

extremes (Bell and Wheeler 1986), desiccation

(Zhdanova et al. 1990; Zhdanova and Pok-

hodenko 1973) and have an osmotic role (Elliot

and Henson 2001), it is reasonable to suggest a

potential osmoprotectant role of melanin in the

cell wall of halophilic H. werneckii.

2.2 Sodium and potassium in the cells

of Hortaea werneckii

Cells living in natural saline systems, where high

salt concentrations cause high osmotic pressure,

must maintain lower water potential than their

surroundings in order to survive and proliferate.

At the same time they have to keep the intra-

cellular concentrations of sodium ions bellow the

toxic level for the cells. Halophilic microorgan-

isms have developed different strategies for

counterbalancing osmotic pressure. Extremely

halophilic Archaea accumulate KCl up to molar

concentrations when exposed to high external

salinity (Oren 1999). In contrast, eukaryotic

microorganisms cannot tolerate high intracellular

ion concentrations. Mechanisms of salt tolerance

have been studied on salt-sensitive S. cerevisiae

(Blomberg 2000) and a few halotolerant fungi

such as the filamentous yeasts Debaryomyces

hansenii, Candida versatilis, Rhodotorula muci-

laginosa and Pichia guillermondii (Andre et al.
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1988; Ramos 1999, 2005; Almagro et al. 2000;

Silva-Graça and Lucas 2003; Prista et al. 2005).

Data on these fungi show that the maintenance

of positive turgor pressure at high salinity is

mainly due to an increased production and

accumulation of glycerol, trehalose and other

organic compatible solutes. However, it is also

known that in D. hansenii osmotic adjustments

of the major intracellular cations also occurs in

response to osmotic stress (Blomberg and Adler

1992; Ramos 2005). It was shown that D.

hansenii keeps relatively high amounts of inter-

nal sodium when grown under salt stress and so

this yeast has been defined as a Na+-includer

organism (Ramos 2005).

In contrast we demonstrated that H. werneckii

keeps very low intracellular amounts of potas-

sium and sodium even when grown in the pres-

ence of 25% NaCl, which prevents the growth of

other investigated fungi, thus indicating the effi-

cient Na-excluding character of this organism.

Interestingly, in H. werneckii the amounts of K+

and Na+ were the lowest in the cells grown at

17% NaCl. At this salinity of the medium H.

werneckii still grows well, but most probably this

salinity represents a turning point, shown in re-

stricted colony size, slower growth rate and

characteristic changes of physiological behaviour

(Plemenitaš and Gunde-Cimerman 2005). When

cells of H. werneckii were exposed to hyperos-

motic shock, both non-adapted cells grown

without NaCl and salt-adapted cells grown at

10% NaCl reacted by an immediate drop in the

amount of K+. On the other hand, the amount of

Na+ in non-adapted cells remained almost un-

changed after hyperosmotic shock, while the salt-

adapted cells showed increased values and fluc-

tuating values of sodium. The observed pattern

of ion fluctuations after hyperosmotic shock is in

accordance with the growth characteristics of H.

werneckii. Twenty percent NaCl slowed the

growth rate of H. werneckii, indicating the sen-

sitivity to increased intracellular sodium. Our

results nevertheless indicate that due to their low

concentrations, cations probably do not contrib-

ute significantly to osmoadaptation in H. wer-

neckii and that H. werneckii possesses a very

efficient export system for Na+ and K+ (Kogej

et al. 2005).

2.3 Sodium and potassium efflux through

the membrane of Hortaea werneckii

When exposed to a hypersaline environment,

many organisms exclude Na+ ions from the

cytoplasm, due to the potentially toxic effects of

these ions. Many fungi use ENA P-type ATPases

as one of the mechanisms for Na+ and/or K+

export. However, most of the data on ENA

ATPases are derived from studies on salt-sensi-

tive and moderately halotolerant fungi. In S.

cerevisiae, several ENA ATPases mediate so-

dium efflux processes (Garciadeblas et al. 1993),

while most other fungi have only one ENA

ATPase, like in Schizosaccharomyces pombe

(Benito et al. 2002), Zygosaccharomyces rouxi

(Watanabe et al. 1999) and Neurospora crassa

(Benito et al. 2002) or two ENA ATPases, as

found in Schwanniomyces occidentalis (Banuelos

and Rodriguez-Navarro 1998) and D. hansenii

(Almagro et al. 2000, 2001). All of these ENA

ATPases are plasma membrane proteins. Most

of them are equally effective in suppressing the

sensitivity of cells to K+ or Na+, while NcENA1

from N. crassa was reported to be more effective

for Na+.

We have recently isolated and characterized

two HwENA genes coding for Ena ATPases from

H. werneckii (Gorjan and Plemenitaš, submitted).

Their protein sequences, deduced from the

cDNA sequences of the respective genes, re-

vealed that both of the amino acid sequences

contain conserved domains significant for cation-

transporting ATPases. Since that both HwENA

genes were seen to be located on the same chro-

mosome, we speculate that they are arranged in

tandem, similarly to those in S. cerevisiae, where

ENA genes constitute a tandem array of 4–5

genes on one chromosome.

We also found that the expressions of both

HwENA genes, HwENA1 and HwENA2, were

highly salt responsive. In adapted cells, the

expression levels of both HwENA genes were

relatively low below 17% NaCl, but became

strongly induced in a hyper saline environment

(25% NaCl), and this was particularly marked

with the expression of the HwENA2 gene. In

contrast, the expression profile of HwENA genes

from the cells which were exposed to salt stress by
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sudden increase in NaCl concentration in the

medium, revealed that the level of HwENA2

mRNA was lower then HwENA1 mRNA. We

also found that mRNA expression of both genes

was induced only after 90 min. These results

suggest that HwENA genes are involved in the

late response of the cells to salt stress, with

HwENA1 being more responsive to sudden

changes in the salt concentrations, and HwENA2

playing a more important role in the mechanism

of maintaining low cation content in adapted

cells. It was found that adapted cells of H. wer-

neckii have low sodium and potassium intracel-

lular contents, which does not vary much with

increasing extracellular salt concentrations

(Kogej et al. 2005). We assume that the adapted

cells employ a variety of mechanisms to maintain

low intracellular cation contents over a wide

range of salinity, and we suggest that HwENA

ATPases contribute to these mechanisms only at

extremely high NaCl concentrations. A high

concentration of Na+ ions in the environment

probably causes the entry of more Na+ ions into

the cells, so more Na+ exporters are needed. The

higher demand for those exporters presumably

triggers the additional transcription of HwENA

genes.

The high similarity of ENA ATPases between

H. werneckii and other fungal ENA ATPases in-

volved in Na+/K+ transport, together with salt-

responsive gene expressions described above,

indicate the potential importance of this system in

ion homeostasis in the halophilic black yeast H.

werneckii. Phylogenetically, HwENA ATPases

belong to a separate group of fungal alkali cation

P-ATPases, evolving alongside other fungal P-

type ATPases from a common ancestor (Gorjan

and Plemenitaš, submitted). While the function of

most of these P-type ATPases has not yet been

determined, it was speculated that NcENA2 from

N. crassa is involved in K+ metabolism (Benito

et al. 2002). It is believed that genes encoding

fungal K+- or Na+-ATPases (ENA P-type ATP-

ases) have most probably evolved from an

ancestral K+-ATPase through the processes of

gene duplication and that the capacity of ENA

ATPases to pump Na+ has evolved as an adap-

tation mechanism to increased salinity (Benito

et al. 2002).

2.4 Compatible solutes

Halophilic microorganisms living in hypersaline

conditions adapt to high osmotic pressure and

avoid associated water loss by accumulation of

osmolytes—either cations or various organic sol-

utes in the cytoplasm. In eukaryotic species,

exemplified by the salt-sensitive yeast S. cerevisi-

ae and the green alga Dunaliella salina, osmoad-

aptation is predominantly achieved through

accumulation of organic solutes, also termed

compatible solutes. Glycerol is the predominant

solute used for this purpose, increasing the

intracellular osmotic potential and simultaneously

protecting cellular structures from adverse con-

ditions (Blomberg and Adler 1992; Oren 1999).

Our first measurements (Petrovič et al. 2002)

showed that the intracellular glycerol concentra-

tion in halophilic H. werneckii cells grown at

different salinities steadily increases from 0% to

10% NaCl. At higher salinities, the intracellular

glycerol concentration remains virtually un-

changed. On the other hand, the extracellular

glycerol concentrations are seen to be low and

independent of salt concentration between 0%

and 17% NaCl and start to increase above this

salinity. We hypothesized that synthesized glyc-

erol is efficiently kept inside the cells; although

we could not exclude the possibility that glycerol

crosses the plasma membrane and is then actively

taken up into the cells (Petrovič et al. 2002). This

assumption is in accordance with previous reports

from other microorganisms (Nevoigt and Stahl

1997; Blomberg 2000). The increase in glycerol

synthesis in H. werneckii was supported with the

identification of two genes coding for putative

glycerol-3-phosphate dehydrogenase; HwGPD1

and HwGPD2. According to the expression pro-

file obtained by RT-PCR, only HwGPD2 is ex-

pressed differentially at increased salinity

(Petrovič et al. 2002). These results suggest that

glycerol biosynthesis in H. werneckii is regulated

at the level of transcription of glycerol-3-phos-

phate-dehydrogenase, like that of S. cerevisiae.

Although our results show that glycerol is the

most important compatible solute, we investi-

gated the presence of other compatible solute(s)

in this halophilic black yeast. Indeed, H. wer-

neckii accumulates other higher polyols besides
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glycerol in a salt-dependent manner (Kogej 2006).

This is in accordance with the findings in other

fungi, where polyols such as erythritol, inositol,

arabinitol, xylitol and mannitol, were also found

to be used for osmoadaptation (Pfyffer et al.

1986; Blomberg and Adler 1992). Furthermore,

other compatible solutes besides polyols are also

produced in response to salt stress in microor-

ganisms, such as nitrogen-containing compounds

like glycine betaine and free amino acids

(Galinski 1995), while mycosporine-like amino

acids (MAAs) were suggested as osmoprotectants

in halophilic cyanobacteria (Oren 1997). MAAs

preferentially contain an aminocyclohexenimine

unit bound to an amino acid or amino alcohol

group and absorb maximally in the range 310–

360 nm (Badaranayake 1998; Libkind et al. 2004).

Mycosporines are similar substances with an am-

inocyclohexenone unit bound to an amino acid or

amino alcohol group (Bandaranayake 1998),

which have been described in fungi as UV sun-

screens (absorbing 310–320 nm) and as being in-

volved in morphogenesis and sporulation (Leach

1965; Trione et al. 1966). We determined the

mycosporine and MAA content in fungi grown in

hypersaline conditions (Kogej et al. 2006). My-

cosporine-glutaminol-glucoside and mycosporine-

glutamicol-glucoside were two mycosporines de-

tected in the extracts of H. werneckii. These my-

cosporines were previously identified as

metabolites of microcolonial fungi (MCF)

inhabiting UV-exposed rocks in arid and semi-

arid regions. The amount of mycosporine-gluta-

minol-glucoside was clearly salt-dependent,

whereas the amount of mycosporine-glutamicol-

glucoside decreased as salt increased. It seems

that mycosporine-glutaminol-glucoside might act

as supplementary compatible solute in H. wer-

neckii exposed to variations in water activity or to

hypersaline conditions. Further studies are nee-

ded to confirm its role in osmoadaptation (Kogej

et al. 2006).

In conclusion, H. werneckii uses a unique set of

compatible solutes for osmoregulation. Whereas

D. hansenii uses K+ (Blomberg and Adler 1992;

Ramos 2005) and glycerol (Almagro et al. 2000)

to achieve this purpose, H. werneckii uses no ca-

tions for osmoadaptation (Kogej et al. 2005), but

rather accumulates compatible solutes including

glycerol (Petrovič et al. 2002), higher polyols and

mycosporine-glutaminol-glucoside (Kogej 2006).

3 Hortaea werneckii—a eukaryotic model
organism for halophilic adaptations

The halophilic black yeast H. werneckii is one of

the most salt tolerant eukaryotic organisms so far

described. Our studies on its adaptations have

revealed some new mechanisms that enable H.

werneckii to thrive at extremely high NaCl con-

centrations and also to quickly adapt to a wide

range of NaCl concentrations. This adaptive hal-

ophilic behaviour and complex polymorphic life

cycle ensure H. werneckii dominance amongst

fungi inhabiting the hypersaline waters of eutro-

phic salterns. Differences have been observed on

the level of cell-wall pigmentation and structure,

membrane fluidity and compatible solutes. Pre-

liminary global studies on the transcriptome of

H.werneckii allow us to speculate on the existence

of double sets of genes involved in the mechanism

of adaptation to life in hypersaline environments,

such as the genes HwENA and HwGDP, which

are expressed differentially at different salinities

(Petrovič et al. 2002; Gorjan and Plemenitaš,

submitted). This seems a plausible explanation

for the successful euryhaline strategy employed

by H. werneckii.
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Abstract Stratospheric ozone depletion and the

concomitant increase in irradiance of ultraviolet-B

radiation (UVB) at the earth’s surface represent

major threats to terrestrial and aquatic ecosystems.

In costal rocky shore environments, seaweeds

constitute a group of organisms of particular sig-

nificance to ecosystem function. Thus, impairment

of seaweed performance by UVB-exposure may

result in severe changes in the functioning of

coastal ecosystems. Here we present our view on

how UVB radiation affects seaweed physiology

and ecology and, thus, shapes the coastal environ-

ment by affecting the spatial, species and

functional structure of seaweed communities.

Keywords Acclimation Æ Photosynthesis Æ
Seaweeds Æ Ultraviolet radiation Æ
Vertical zonation

Introduction to seaweed communities

Seaweeds (also referred to as ‘‘marine macroal-

gae’’) represent key components within coastal

ecosystems (Lüning 1990). As primary producers

these green, brown or red coloured marine plants

serve a multitude of ecosystem functions. They

may grow from just a few millimetres in size up to

60 m or even more. At their growth site they often

form submersible forests (i.e., ‘‘kelp forests‘‘ in

cold-temperate oceans) characterized by high

primary productivity. For instance, along the

coasts of cold-temperate regions, the communities

dominated by the brown algal genus Laminaria

have annual productivity rates of about 2 kg car-

bon per m2 (Thomas 2002). Seaweeds are globally

distributed from the Tropics to the Polar Regions

and primarily settle on hard bottom substrate,

such as rocky shorelines. Here, seaweed commu-

nities typically show distinct vertical zonation

patterns exhibiting a characteristic sequence of
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species with increasing depth (Stephenson and

Stephenson 1972). Along with the depth gradient,

the environmental parameters seaweeds are

exposed to change drastically. Species settling in

the supralittoral zone (the fringe above the high

tide level) are exposed to drought, high solar

radiation and also atmospheric changes in tem-

perature. The intertidal fringe (the eulittoral

zone) is moreover characterised by regular and

extreme changes in abiotic conditions, based on

tidal influence (Davison and Pearson 1996).

During low tide, organisms are exposed to high

solar irradiance, drought, atmospheric tempera-

tures, and, depending on current weather condi-

tions, sometimes extreme changes in salinity

(Schonbeck and Norton 1978; Davison and Pear-

son 1996). Furthermore, mechanical stress due to

tidal currents and wave exposure has a strong

impact on intertidal communities. Underneath, in

the sublittoral zone extending below the low tide

level, seaweeds usually encounter a more stable

habitat, as the water column above buffers against

strong changes in abiotic parameters. As outlined

below, it is also the respective characteristics of

the water column, which determines exposure of

sublittoral organisms towards UVB exposure.

Seaweeds interact with and play an existential

role for many marine animals (Lubchenco and

Gaines 1981; Hay and Fenical 1992). The most

important functions of seaweeds in this context

are the supply of food and habitat to and their

effects on the recruitment and dispersal of ani-

mals. Being at the basis of marine food webs,

seaweeds are directly consumed by a diversified

suite of micro- and macrograzers, which in turn

can alter structure and species composition of

seaweed communities (Duffy and Hay 2000). In

addition, algal exudates might fuel the microbial

loop if they are used by free-living and alga-

associated bacteria. However, algae can also

adversely affect animals. For instance, decom-

posing algal mats produce anoxic conditions

affecting survival of covered animals.

Seaweeds serve many species as habitat, to

which sessile forms attach directly, and may host

motile animals by provision of shelter from pre-

dators (Lippert et al. 2001). Open space is a key

resource for sessile marine species and in this way,

seaweeds ameliorate competition for space.

Seaweeds are also among the first multi-cellular

colonizers and thus precondition the substratum

for later successional recruits. Subsequent settle-

ment of spores and larvae may be facilitated, tol-

erated, or inhibited in dependency of the already

existing seaweed community (Sousa and Connell

1992). Furthermore, larger seaweeds serve as egg-

deposition sites of predatory fin and shell fish,

thereby supporting indirectly top-down control in

coastal habitats. Furthermore, dislodged seaweeds

serve as dispersal vectors for species, accelerating

the transport of invasive species and the recolo-

nisation of defaunated habitats (Thiel and Gutow

2005).

Due to their enormous importance within

coastal ecosystems a decrease in seaweed abun-

dance related to environmental change e.g., under

increased UVB irradiance will thus have dramatic

consequences for the sum of organisms associ-

ated. Even under the present radiation condi-

tions, UVB represents a crucial environmental

factor organisms have to deal with. The know-

ledge on the physiological and ecological effects

of present UVB irradiances is a precondition in

order to be able to estimate future consequences

of ozone depletion and increased UVB levels.

Thus, in the following we present our view

on how UVB radiation may shape seaweed

dominated coastal ecosystems under the present

radiation conditions and how the spatial and

functional structure of seaweed communities

might be affected in the future.

Enhanced UVB radiation

Solar radiation is the most important prerequisite

for life on earth. In the process of photosynthesis,

photoautotrophic organisms (like seaweeds)

convert light energy into chemically bound en-

ergy, which is used for biomass production; as a

side effect, molecular oxygen is generated as a

basis for all heterotrophic organisms. Changes in

irradiance and light quality can either promote

photosynthesis, but can also inhibit many

biological processes if radiation becomes exces-

sive (Barber and Andersson 1992), or if short

wavelength radiation with high energy content,

such as UVB radiation, is absorbed by
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biomolecules (Vass 1997). Consequently, damage

to important components in plant metabolism

results in reduced photosynthetic and general

metabolic activity and, hence, lead to a decrease

in biomass production.

Ever since the discovery of stratospheric ozone

depletion in the Antarctic in the 1970s (Farman

et al. 1985), serious concerns have arisen about

the impacts of increasing UVB radiation on the

biosphere (Madronich et al. 1998; Björn et al.

1999). Ozone is predominantly generated in the

low latitudes, by photolysis of molecular oxygen.

In the stratosphere, ozone molecules are subject

to UV-mediated photolysis and may also be de-

graded due to the reaction within catalytic cycles

with NO, Cl or Br serving as catalysts (Lary 1997;

Langer 1999). The concentration of these com-

pounds in the atmosphere increases mainly due to

anthropogenic emissions, thus leading to ozone

depletion.

Ultraviolet radiation includes the wavelengths

below those visible to the human eye. This spec-

tral range is according to the CIE definition

(Commission Internationale de l’Eclairage 1935)

divided into three wavebands: 315–400 nm UVA,

280–315 nm UVB, and 190–280 nm UVC, which

does not reach the earth’s surface, as it is com-

pletely absorbed on its way through the atmo-

sphere. Due to the optical characteristics of

ozone, it is the UVB range, which is likely to in-

crease at the earth’s surface, as a consequence of

a decrease in stratospheric ozone concentration.

Calculations based on the absorption character-

istics of O3 indicate that a 10% decline in column

ozone would result in an approx. 5% increase of

surface irradiance at 320 nm while the same

decline would be accompanied by a 100%

increase at 300 nm (Frederick et al. 1989).

UVB in the aquatic environment

The effects of UVB on aquatic ecosystems are

strongly dependent on the optical properties of

the water body (Holm-Hansen et al. 1993; Hanelt

et al. 2001). Therefore, it is necessary to estimate

the penetration of UV radiation into the water

column. The UV irradiance reaching the water

surface is influenced by various atmospheric

factors, such as latitude and altitude, elevation of

the sun coinciding to the season and the time of

day, weather conditions (clouds and fog), ozone

and aerosol concentrations. The underwater light

field is even more variable: In coastal sea waters,

UV radiation and blue light are strongly attenu-

ated due to dissolved organic matter (DOM; Kirk

1994), and this depends largely on the input of

this material from the terrestrial ecosystem.

According to Kirk (1994), the diffuse vertical

attenuation coefficient of downward irradiance

(Kd) in the water column is determined by the

following formula:

Kd ¼ lnðEdðz2Þ=Edðz1ÞÞ
�ðz1 � z2Þ�1

with Edðz1Þ and Edðz2Þ as the respective irradiance

in depth z1 and z2. The value of the Kd in the UV-

waveband is naturally much higher than for the

PAR range (Jerlov 1976) and typically increases

tremendously during the summer season in polar

coastal waters (Hanelt et al. 2001). The reason is

that the turbidity of the coastal water in polar

regions rises due to rainfall or melt water from

snow layers and glaciers. A high discharge of tur-

bid fresh water into the coastal zone carries fine

terrigenous sediments into the seawater (Svendsen

et al. 2002). In the Arctic the variation in Kd-

values showed that from middle of June, UVB

transparency decreased strongly due to the input

of turbid melt waters on Spitsbergen (Hanelt et al.

2001) or in the Hudson bay (Vincent and Belzile

2003). While the UVB transmittance decreased

only by about 22% per meter in clear waters during

spring, the attenuation increased to about 53% per

meter in summer, so that UVB was almost fully

absorbed within the first 3 m of the water body at

Spitsbergen. In spring and late autumn at low air

temperatures the water conditions are relatively

clear. Then, UV radiation penetrates deeply into

the water column and the threshold irradiance of

UVB with the potential to affect primary plant

productivity negatively is still at about 5–6 m

depth. In contrast to the situation in sheltered bays

and fjords, at open coastlines with strong current,

melt water can be replaced much faster with

clearer oceanic water, which diminishes the

observed turbidity effects on light penetration.

Climate-induced changes in planktonic or
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allochthonous sources of DOM, either through

changes in vegetation cover, decomposition, or

glacial meltwater may have a higher impact on the

underwater UVB regime than ozone depletion

would produce (Franklin et al. 2003). Vincent and

Belzile (2003) found a close correlation between

UV attenuation and seston concentration in the

Antarctic region. In the south western Ross Sea a

high particulate absorption in the UVB waveband

was observed during a phytoplankton bloom which

was rather caused by the absorption of chromo-

phoric dissolved organic matter (Arrigo and

Brown 1996). Arctic and Antarctic Oceans both

experience increased biological UV exposure

resulting from stratospheric ozone depletion.

However, climate related sea ice melting in the

Arctic may potentially result in greater change in

underwater UVB exposure than the increase

caused by recent ozone depletion in Antarctica

(Vincent and Belzile 2003). In summary, the

respective optical characteristics of the water col-

umn determine the under water light climate and

thus also UVB absorption in the aquatic environ-

ment. As UVB exposure is decreasing with

increasing depth, the attenuation of UV radiation

in the water column represents a major structuring

frame for seaweed communities.

Biological effects of UVB

The effects of UVB exposure on biological

systems are manifold, and reach from the

molecular to the organism level, thereby affecting

growth and production, and, consequently, eco-

system structure and function. A prerequisite for

UVB induced damage is the absorption by bio-

molecules. Potential UV-chromophores in plants

mainly include nucleic acids (such as DNA,

RNA) and proteins (Vass 1997). DNA is one of

the most UV-sensitive molecules and UV-

induced damage occurs directly by the absorption

of UVB quanta by aromatic residues. The results

are direct structural alterations such as formation

of cyclobutane dimers (Lois and Buchanan 1994),

but can also be indirectly mediated due to the

presence of free oxygen radicals, generated by the

electron transfer from chromophore molecules,

excited by UV absorption (Mitchell and Karentz

1993). UV-induced damage to the DNA repre-

sents a serious effect, as photoproducts can inhibit

replication or even cause mutations, thereby

affecting gene expression. UVB absorbing aro-

matic residues are also present in certain amino

acids (e.g., tyrosine, phenylalanine, tryptophan)

and, therefore, in proteins. Consequently, damage

to protein molecules is a major effect of UVB in

organisms. Furthermore, disulphide bonds be-

tween cysteine residues in the protein can be

cleaved by UVB radiation (Vass 1997). These

bonds have an important role in protein folding,

and thus, are essential for proper functioning of

the protein. Lipids, a major compound in all

biological membranes, may be destroyed by UVB

in the presence of oxygen. This peroxidation of

unsaturated fatty acids has a direct effect on

membrane structure and the generation of lipid

peroxy radicals can induce further damage by

participating in free radical cascades (Murphy

1983). In plants, pigments of the photosynthetic

apparatus can also be destroyed by UV exposure

(Strid et al. 1990), with the phycobilins being the

most sensitive, and carotenoids generally being

less affected than the chlorophylls (Teramura

1983; Häder and Häder 1989). As a consequence

of a number of molecular effects, several physi-

ological processes are impaired, such as photo-

synthesis (Bornman 1989; Strid et al. 1990;

Nogues and Baker 1995; Allen et al. 1997), and

nutrient uptake (Döhler 1985, 1992; Flores-Moya

et al. 1998; Gómez et al. 1998), while others, e.g.,

respiration, appear to be less affected (Larkum

and Wood 1993; Aguilera et al. 1999).

Photosynthesis is probably the most intensively

studied process in plant biology. Due to its central

role in plant metabolism, as well as its importance

for all oxygen dependent life on earth, studies on

adverse effects on photosynthesis, in the context of

a globally changing environment are of particular

interest. Due to numerous effects of UVB radia-

tion to the respective molecules involved in pho-

tosynthesis, the effects of UV-exposure are also

multiple (see Vass 1997 for review). The common

consequences on photosynthetic function are

decreased CO2-fixation and oxygen evolution

(Renger et al. 1986; Allen et al. 1997). This could

be caused by several molecular events: While most

studies have found that photosystem I (PS I) is only
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minimally affected by UVB (by inhibiting PS

I-mediated cyclic photophosphorylation; Iwanzik

et al. 1983; Renger et al. 1986), photosystem II (PS

II) seems to be a more important target (Bornman

1989). It is likely that UVB causes an inhibition of

energy transfer within the PS II reaction centre by

blocking electron flow. Furthermore, the function

of the D1 protein may be impaired by the UVB

induced fragmentation of the protein (Renger

et al. 1986; Vass 1997). On the oxidising side of PS

II, the oxygen evolving system (water splitting

complex) is another sensitive target of UVB

(Renger et al. 1986). Furthermore, it has been

suggested that UVB may affect the light-harvest-

ing complex (LHC) by its functional disconnection

from the photosystem, resulting in an impairment

of energy transfer to the reaction centre (Renger

et al. 1986; Lorenz et al. 1997). A decrease in

photosynthetic activity may also be due to the

photodestruction of pigments; within the chloro-

phylls, Chl a has been observed to be more affected

than Chl b (Teramura 1983; Strid et al. 1990).

The CO2 fixing enzyme RubisCO has been

shown to be another critical component in UVB-

induced inhibition of photosynthesis. The UVB-

induced decline in its activity is related to the

decreasing amount of both subunits as well as the

corresponding mRNA levels (Strid et al. 1990;

Jordan et al. 1992; Bischof et al. 2000a, 2002a).

Another effect of UVB on reactions related to

photosynthesis represents the inactivation of

chloroplast ATPase (Strid et al. 1990). Impair-

ment of any of the components mentioned above

contributes to lower the photosynthetic activity

during and following UV-exposure.

The physiological effects are also reflected on

the ultrastructural level. UVB radiation can lead

to dramatic changes of the fine structure of

chloroplasts and mitochondria. Mild UV stress

leads to a wrinkled appearance of the thylakoids,

lumen dilatations and damage of the outer

membranes. In the mitochondria a swelling of the

cristae is often observed (Poppe et al. 2003;

Holzinger et al. 2004). After strong UVB expo-

sure the formation of ‘inside-out’ vesicles from

thylakoids was demonstrated in four red algal

species. In Palmaria decipiens the fine structural

changes are reversible indicating acclimation to

UV stress (Poppe et al. 2002, 2003).

On the organism level, the effects mentioned

above can result in reduced growth and produc-

tion, as shown in higher plants, seaweeds, phyto-

plankton and ice algae (Caldwell 1971; Worrest

1983; Ekelund 1990; Karentz et al. 1991a, b;

Holm-Hansen 1993; McMinn et al. 1999, Han

1996a, b; Makarov 1999; Aguilera et al. 2000;

Altamirano et al. 2000a, b). Other effects include

the impairment of reproductive success or may

even bear lethal consequences. Consequently, all

aspects mentioned may also affect ecosystem

structures (Holm-Hansen et al. 1993; Johanson

et al. 1995; Caldwell et al. 1998).

Seaweed responses to UVB

Seaweeds became a prominent group of organ-

isms in UVB research for two reasons. Firstly,

seaweeds represent a crucial component for

coastal ecosystems. Thus, UVB related damage to

these organisms might have drastic consequences

to the entire ecosystem. Secondly, in a range of

field and laboratory studies, seaweeds were pro-

ven to be in general rather sensitive to UVB

exposure (at least compared to terrestrial plants)

but also it was shown in some species growing

over a wide depth or even geographical range,

that seaweeds do apply a vast variety of acclima-

tion mechanisms. Thus they became very suitable

model systems also in basic stress physiology.

Adaptation versus acclimation

The respective reaction of a species towards UVB

exposure is determined by the interplay of

genetically fixed adaptation and physiological

acclimation. Generally spoken, adaptation is

setting the frame in which acclimation to chang-

ing environmental conditions might occur.

In a laboratory study on Antarctic seaweeds,

which were isolated in the field decades ago and

subsequently kept in stock cultures it was shown

that these specimens still exhibit distinct species-

specific differences in UV-tolerance once they are

grown to macrothalli and exposed to identical

culture and experimental UV conditions (Bischof

et al. 1998a). Due to the cultivation of sporophytes

under low-light conditions and UV-exclusion
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no acclimation to UV radiation had occurred

prior to the experiments. The two shallow-water

green algae Enteromorpha bulbosa and Acrosi-

phonia arcta were least affected by UVB radia-

tion. Photosynthesis in the brown algae

Desmarestia antarctica and D. anceps and the red

alga Gymnogongrus antarcticus, inhabiting

slightly deeper waters, was inhibited to a similar

and intermediate extent. However, two other red

algal species from the lower subtidal, Phycodrys

austrogeorgica and Delesseria lancifolia, re-

sponded extremely sensitively towards UVB-

exposure. In the case of Delesseria sanguinea, a

deep sublittoral species, growth can be also

strongly impaired when the alga is exposed to

surface solar radiation (Pang et al. 2001) indicat-

ing these plants may lack all protecting mecha-

nisms against excessive radiation. In the field

protective mechanisms against UV radiation

might not be necessary because they live in the

shade of the canopy algae and/or in great depths.

Similarly, zoospores of the deep-water species

L. saccharina and L. hyperborea are more

strongly photoinhibited after exposure to UV

radiation than zoospores from the shallow water

species L. digitata (Roleda et al. 2005a). In addi-

tion, recovery of PS II activity is high in L. digi-

tata, low in L. saccharina and lowest in

L. hyperborea. Spores of the eulittoral M. stellatus

and C. crispus are photoinhibited after UV

exposure but recover quickly after exposure to

dim white light (Bischof et al. 2000b; Roleda

et al. 2004). The first attempt to study kinetics of

photoinhibition and recovery in zoospores of

Arctic Laminariales showed that zoospores of the

lower sublittoral L. saccharina were more sensi-

tive to PAR- and UV-induced photoinhibition

than upper- to midsublittoral S. dermatodea,

A. esculenta and L. digitata. Kinetics of recovery

in zoospores showed a fast phase in S. dermatodea

which indicates a reduction of the photoprotec-

tive process while a slow phase in L. saccharina

indicates recovery from severe photodamage

(Roleda et al. 2006d). These experiments were

focussed on short-term effects, thus the preadap-

tive setting of species could be revealed, but not

the respective potential of acclimation, also

determined by the genetic features of species.

In another study, six different red algal species

from cold-temperate regions and with different

zonation patterns were cultivated under identical

culture conditions and exposed to similar irradi-

ance of UVB (van de Poll et al. 2001). The inhi-

bition of growth became stronger in accordance

with the position on the shore these algae usually

take in the field. The two species from the upper

sublittoral or even lower eulittoral zone (Palma-

ria palmata and Chondrus crispus) did hardly

exhibit inhibition in growth, whereas growth in

the species from the middle sublittoral zone

(Phyllophora pseudoceranoides and Rhodymenia

pseudopalmata) was inhibited up to 50%. In the

deep-water algae Phycodrys rubens and Polyne-

ura hilliae, growth was inhibited almost com-

pletely. Curiously, pronounced accumulation of

damaged DNA, expressed as thymine dimer for-

mation, was only found in these two species.

Apparently these true deep-water algae do lack

mechanisms to shield the DNA from UVB

exposure or to repair already damaged DNA e.g.,

by the activity of repair-enzymes (as e.g., DNA

phytolyase). This study illustrates how genetic

pre-adaptation is setting the frame in which

acclimation may occur. The fact that not any

acclimation to UVB was shown by these species

points to a strong degree of adaptation to low

irradiance environments.

Modulation of ecophysiological reactions to-

wards variation in abiotic factors is conditioned by

genetic adaptation. This is also visible in two red

algal species from Spitsbergen with slightly dif-

ferent vertical zonation preferences (Karsten

et al. 1999). Devaleraea ramentacea as a species

from shallow waters is permanently equipped with

high activities of reactive oxygen scavenging

superoxide dismutase (SOD). This high but static

activity is reasonable for a species from shallow

waters, where usually strong variation in abiotic

conditions, and thus the onset of stressfull condi-

tions to photosynthesis resulting in increased ROS

production, is more likely than in more stable

deeper waters. However, maintaining a protective

systems on such a high level throughout the year is

probably energetically costly. Thus, species which

are not permanently exposed to stressfull condi-

tions, e.g., in deeper waters, may favour the
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strategy to respond to abiotic stress and to

increase protective strategies, like SOD activity,

only when they are needed during times of e.g.

high UV irradiance. Palmaria palmata inhabiting

slightly deeper waters than D. ramentacea is

applying this strategy (Karsten et al. 1999). In the

case of the estuarine red alga Gracilaria chilensis,

which is subject to extremely changing light con-

ditions both during tidal cycles and seasonally,

exposures to surface UVB irradiances induce

marked reductions in photosynthesis (Gómez

et al. 2005a). Although the species can display

rapid acclimation mechanisms, the constitutively

high pigment contents and low concentrations of

sunscreen substances (e.g., MAAs), clearly sug-

gest that the Gracilaria retains its shade adapted

characteristics, probably as a consequence of the

normally turbid waters at the estuary.

Acclimation of photosynthesis to UV radiation

In seaweed species inhabiting a flexible environ-

ment, i.e., the shallow water zones down to ap-

prox. 15 m depth, acclimation to changing abiotic

conditions is important, to adjust photosynthetic

performance in order to maintain energy supply

for growth, but also to prevail under periods of

stressfull conditions. The ability for fast acclima-

tion to increased UV irradiance has been dem-

onstrated in the Arctic/cold-temperate kelp

Alaria esculenta from Spitsbergen (Bischof et al.

1999). It was shown that its macrothalli are able

to adjust photosynthetic performance to changes

in irradiance at their respective growth site. This

capability may represent one prerequisite for this

species to establish over a wide depth range and

also to endure the seasonal variation of radiation

conditions (Chapman and Lindley 1980; Falkow-

ski and LaRoche 1991; Klöser et al. 1996; Bischof

et al. 1998b, 1999).

Within the brown algae studied so far, two

different responses were observed in the process

of acclimation of photosynthetic activity to

changing radiation conditions. Firstly, the rate of

recovery from UV-induced photoinhibition

increases. Secondly, the degree of inhibition

becomes smaller (Bischof et al. 1998b, 1999).

Increases in the rate of recovery may result from

an activation of different repair mechanisms,

counteracting the impact of UV-exposure by a

faster replacement of damaged molecules. The

molecular mechanism responsible may be the

same as discovered in the cyanobacteria Syn-

echocystis sp. and Synechococcus sp. In both

species, it was found that exposure to moderate

doses of UVB results in an increased turnover

rate of the D1 and D2 reaction centre subunits of

PS II, thus, rapidly replacing damaged protein by

newly synthesised polypeptides (Campbell et al.

1998; Máté et al. 1998). The latter authors found

that UVB induces the transcription of psbA

genes, which encode the D1 reaction centre pro-

tein of PS II. Although comparable studies are

lacking for macroalgae, it may be that a similar

response provides an explanation for the

increasing rate of recovery in the studied brown

algal species. However, this mechanism may only

be successful as long as UVB exposure does not

induce stronger damage to DNA, thus impairing

gene expression. Results also showed, that in al-

gae previously acclimated to high PAR, addi-

tional UV-exposure rather results in a delay of

the recovery process than in a further inhibition

of photosynthesis (Bischof et al. 1999). These

findings support data from field experiments on

Fucus distichus from Spitsbergen, indicating that

at their natural growth site in the eulittoral zone

photoinhibition is mainly caused by high irradi-

ances of PAR and natural UVB causing a delay in

recovery (Hanelt et al. 1997a). The observed de-

lay in recovery is indicative for damage to the D1

protein (Aro et al. 1993). Under UVB exclusion

the rate of D1 degradation mediated by solar

radiation was found to be as much as 30% slower

than under full sunlight (Greenberg et al. 1989),

thus supporting those results for high light

acclimated algae.

In contrast to subtidal species, intertidal brown

algae, have to cope with highly changing solar

radiation scenarios on a short term basis. In this

sense, high PAR irradiances become as ecological

important as UV radiation. Flores-Moya et al.

(1999) observed a significant delay in recovery

from photoinhibition in the brown alga Dictyota

dichotoma from Southern Spain, when samples

were exposed to solar radiation depleted from the

UVB range and subsequently transferred to dim

light conditions. Recovery in samples receiving
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either the whole solar spectrum or PAR only,

recovered at the same rate. This indicates the

presence of complex synergistic effects involved

in the inhibition of photosynthesis in the field,

which need to be studied further. On the other

hand, it must be emphasized that brown algae

include many large, perennial species, which ex-

hibit complex responses to UV-exposure. For

example, in the southern kelp Lessonia nigres-

cens, the photosynthetic responses to seasonally

changing UV conditions form part of the suite of

adaptations along with its ontogenic develop-

ment, i.e., the alga has a complex UVB exposure

history characterized by high levels of UVB in

summer and low levels in winter (Huovinen et al.

2006). Moreover, gradients in UV tolerance have

been reported along of the massive thallus (Gómez

et al. 2005b). Thus, the morpho-functional factors

involved in UV photobiology of brown algae are

important and have to be considered in further

studies in order to evaluate more accurately the

effects of enhanced UVB on coastal primary

productivity.

A common response observed in the brown

algal species during acclimation to UV radiation

is the reduction in the degree of photoinhibition.

This effect may be explained either by the acti-

vation of the antioxidative response, increased

activity of repair and recovery mechanisms

counteracting the inhibitory effects (see above),

or by the formation of UV-screening compounds

(Lesser 1996).

Mycosporine-like amino acids (MAA)

One of the most important physiochemical

acclimation mechanism against biologically

harmful UV radiation involves the biosynthesis

and accumulation of UV-screening substances.

Typically absorbing in the UVA and UVB range,

these biomolecules were invoked to function

as passive shielding solutes by dissipating the

absorbed short wavelength radiation energy in

form of harmless heat without generating photo-

chemical reactions (Bandaranayake 1998). The

most common photoprotective sunscreens in

Antarctic macroalgae are the mycosporine-like

amino acids (MAAs), a suite of chemically closely

related, colourless, water-soluble, polar and at

cellular pH uncharged or zwitterionic amino acid

derivatives. MAAs exhibit a high molar absorp-

tivity for UVA and UVB, and have been reported

as photochemically stable molecules, which are

prerequisites for their sunscreen function (Conde

et al. 2000). While MAAs have been mainly

observed in numerous Antarctic (Karentz et al.

1991a; Hoyer et al. 2001) and cold-temperate

Rhodophyta (Huovinen et al. 2004), Phaeophyta

and most Chlorophyta typically lack these com-

pounds, except the green alga Prasiola crispa ssp.

antarctica which contains high concentrations of

an unique MAA with an absorption maximum at

324 nm (Hoyer et al. 2001; Karsten et al. 2005).

Many Phaeophyta synthesise photoprotective

phlorotannins under UV exposure (Pavia et al.

1997; Schoenwaelder 2002b; Schoenwaelder et al.

2003), this strategy will be reviewed in detail

below.

The function of MAAs as intracellular screen-

ing agents has been inferred from a decrease in

concentration with increasing depth (Hoyer et al.

2001, 2003). Supra- and eulittoral Antarctic red

algal species experience the strongest insolation,

and consequently synthesise and accumulate very

high MAA contents, which generally are positively

correlated with the natural UV doses (Karsten

et al. 1998a; Huovinen et al. 2004). In contrast,

many taxa growing in the sublittoral are physio-

logically not capable to produce MAAs, which

well explains their strong sensitivity, for example,

of photosynthesis against ambient solar radiation.

These Rhodophyta avoid any UV exposure, and,

hence, there is no physiological need to synthesise

and accumulate metabolically expensive nitrogen-

containing MAAs. This in turn would save energy

to better support other essential pathways such as

light-harvesting phycobilisomes to guarantee

sufficient PAR absorption under the prevailing

low-light conditions.

While juvenile lateral fronds of the red alga

Palmaria decipiens collected in Antarctic winter

contained low concentrations of UV-absorbing

compounds, mature plants in late spring and

summer exhibited significantly higher values

indicating strong seasonal effects (Post and

Larkum 1993), which may be related to the

changing daylengths and radiation conditions.

Based on the MAA concentrations and the
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induction patterns after exposure to different

radiation conditions Antarctic Rhodophyta can

be physiologically classified in 3 categories

(Hoyer et al. 2001): Type I—no MAAs at all;

Type II—MAAs inducible in variable concen-

trations, and Type III—permanently high MAA

values. While Type I represents deep-water red

algae, Type II and III species are growing in the

supra- and eulittoral zone. Experiments with

Antarctic Rhodophyta under defined radiation

sources indicate that the induction, biosynthesis

and accumulation of MAAs is a very flexible and

species-specific process. While some taxa syn-

thesise MAAs particularly under UVB, others

prefer UVA or higher PAR only (Hoyer et al.

2003). Although experimental evidence for a

particular trigger mechanism as well as details for

the biosynthetic pathway for individual MAAs

are still missing, it is reasonable to assume that a

signal transduction pathway must be involved in

the overall process leading to high MAA con-

centrations. Due to the different types of MAA

induction patterns the presence of various pho-

toreceptors, most probably between the blue light

and UVB wavelengths, have to be taken into

consideration (Kräbs et al. 2002).

Not the whole red algal thallus is uniformly

responding to the ambient solar conditions, but

especially young apical or marginal zones, i.e.,

growing cells synthesise and accumulate MAAs

leading to cross sectional and longitudinal con-

centration gradients (Hoyer et al. 2001). Older

tissue regions exhibit thicker cell walls and a

leathery texture, and are therefore optically well

protected. In contrast, higher MAA concentra-

tions in the most exposed outer cortex are

essential to guarantee protection of the delicate

meristematic cells.

Besides the stimulating effect of increasing

solar radiation on the biosynthesis and accumu-

lation of MAAs in macroalgae other environ-

mental factors may also act as controlling

parameter. Particularly lower temperatures have

been experimentally proven to stimulate the

MAA concentration of Antarctic Rhodophyta

(Hoyer, unpublished data). Nutrient availability

may also affect the MAA contents (Korbee et al.

2005). Some MAAs also exhibit antioxidative

activity (Dunlap and Yamamoto 1995). However,

further functional abilities of MAAs are unex-

plored in macroalgae.

Also in this example, the genetically deter-

mined ability to synthesise UV-screening MAAs

in the different species of seaweeds is closely

related to the spatial structure of the algal com-

munity in the field. In summary, the comparison

of the species-dependent ability to form UV-

screening compounds under laboratory and field

conditions provide strong indications for differ-

ential genetic preadaptations to the potentially

harmful radiation at the natural growth site.

Phenolic compounds

A special class of polyphenolic compounds are

phlorotannins, which are exclusively found in

brown seaweeds (Ragan and Glombitza 1986).

Phlorotannins are secondary metabolites and

occur in tissue concentration of up to 20% of the

algal dry weight. Several functions are commonly

accepted, including a role in adhesion and a

strengthening role in cell walls (Schoenwaelder

2002b). Phlorotannins absorb UV radiation,

mainly UVC and partly UVB, with maxima at

195 nm and 265 nm (Ragan and Glombitza 1986;

Pavia et al. 1997; Henry and Van Alstyne 2004).

As tannins of higher plants, phlorotannins possess

a high antioxidant activity. Thus, phlorotannins

are important for scavenging cell toxic reactive

oxygen species (ROS), such as superoxide anion

radicals produced by harmful UVB radiation.

Therefore, phlorotannins are proposed to func-

tion in protecting against excess irradiance, in

particular ultraviolet radiation, by screening UV

radiation and/or by being an antioxidant.

We suggest four strategies to consider phloro-

tannins as UV-protecting compounds (1) a gen-

erally high tissue concentration of phlorotannins

that absorb harmful radiation and prevent cell

damages, (2) an induction of phlorotannins stim-

ulated by harmful radiation, (3) an exudation of

phlorotannins in the surrounding medium

shielding harmful radiation, or (4) an excess

inclusion of phlorotannins in cell walls shielding

harmful radiation.

High concentrations of phlorotannins in the

outer cell layers protect Hormosira banksii

from sunburn during Australian summer
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(Schoenwaelder 2002a). While the outer cell lay-

ers are damaged and disrupted by sunlight,

phlorotannins are released from the phlorotannin

containing vesicles, the physodes, into the cy-

toplasma where they cause oxidative burn. Oxi-

dised phlorotannins become brownish and form a

dark brownish protective cell layer for the

underlying photosynthetic tissue. Similarly, the

high density of physodes at the periphery of egg

and zygote cells of Fucus spiralis is most probably

responsible for the high tolerance to UV-expo-

sure, in contrast to F. serratus, in which physodes

are less abundant (Schoenwaelder and Wiencke

2000; Schoenwaelder et al. 2003).

An induction of phlorotannins after a 2-week

exposure of artificial UVB radiation was first

described in Ascophyllum nodosum (Pavia et al.

1997). A weaker response was found in A. nodo-

sum when exposed to natural UVB radiation

(Pavia and Brock 2000). In that study significant

differences in the phlorotannin content of UVB

treated and untreated individuals were found

after 7 weeks of exposure to natural UVB radia-

tion, while only slightly increased phlorotannin

concentrations were measured in the UVB trea-

ted individuals at week 2 and week 4. An induc-

tion of phlorotannins due to UVB and UVA

radiation was also described for Macrocycstis in-

tegrifolia (Swanson and Druehl 2002). In contrast,

no induction of phlorotannins was found in

juveniles and embryos of Fucus gardneri after

3-week exposure to UV radiation, while growth

of embryos was inhibited and growth of juveniles

was not affected by UVB radiation (Henry and

Van Alstyne 2004). An increase in the size of

physodes was observed in various Laminariales

from Spitsbergen after UVB exposure indicating

an induction of phlorotannin synthesis (Wiencke

et al. 2004a). This has recently been verified in

the UV tolerant species Alaria esculenta and

Saccorhiza dermatodea. The absorbance of zoo-

spore suspensions from these species increased

considerably after UVB exposure, whereas the

absorbance of spore suspensions of the UVB

sensitive species L. digitata did not change at all

(Roleda et al. 2006c).

An exudation of phlorotannins as response to

artificial UVB radiation was observed in Macro-

cyctis integrifolia (Swanson and Druehl 2002). As

a result UVB transmission through the water

column was reduced, thereby protecting germi-

nating meiospores of Laminaria groenlandica

against harmful UVB radiation. Similarly, biofil-

ters containing phloroglucinol (the monomer of

phlorotannins) mitigated the harmful effect of

UV-exposure on developing zygotes and embryos

of Fucus serratus (Schoenwaelder et al. 2003).

Biofilters made of UV transparent acrylic sheet,

filled with zoospore suspensions of S. dermatodea,

A. esculenta, L. digitata or phloroglucinol showed

a varying capacity to protect zoospore cultures

from the lethal effects of UVB (Roleda et al.

2006c). Generally, high phlorotannin content and

high exudation rates might reflect an adaptation

of seaweeds to enhanced UV radiation. Induction

and variable exudation rates of phlorotannins

reflect the acclimation potential to environmental

changes.

Do phlorotannins play a role in the determi-

nation of depth zonation of brown algae?

Evidence was found in zygotes and embryos of

Fucus species (Schoenwaelder and Wiencke 2000;

Schoenwaelder et al. 2003). F. spiralis from the

high intertidal zone is less sensitive to UV-expo-

sure and contains much more physodes than

F. serratus, which is found further down the shore.

Similarly, zoospores of Laminaria digitata, grow-

ing on Helgoland in the upper sublittoral, exhibit

a strong absorbance below 300 nm, indicative of

phlorotannins, compared to zoospores of the mid

and lower sublittoral Laminaria species (Roleda

et al. 2005a). Phlorotannins may also play a role

for the UV-sensitivity of zoospores of Arctic

Laminariales from different depths (Wiencke

et al. 2004a). Similarly, higher phlorotannin con-

centrations were found in Desmarestia anceps

collected in shallow waters compared to deep

water samples, which might indicate an induction

of phlorotannins due to higher irradiances and/or

UV exposure (Fairhead et al. 2005). Conversely,

D. menziesii shows no differences in phlorotannin

concentrations in samples from different collect-

ing depth and even exhibits lower concentrations

than D. anceps, which usually occurs in deeper

waters (Fairhead et al. 2005).

In contrast to the data sets available on

potential UV-screens in red and brown algal

species information on specific UV-absorbing
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compounds in marine green algae is still very

limited. Very recent studies demonstrated the

solely UVB-induced increase in thallus absorp-

tion in Ulva pertusa with a maximum at 295 nm

(Han and Han 2005), however, the responsible

screening compound is still unidentified.

DNA damage and repair

As outlined above, a particularly hazardous

event of UV-exposure is the induction of DNA

damage. Thus strategies in order to prevent

damage or to efficiently repair existing damage

represent acclimation mechanisms of crucial

importance. Differential induction and accumu-

lation of UVB-induced cyclobutane-pyrimidine

dimers (CPD) were measured in several red

macroalgae from Brittany and Spitsbergen (van

de Poll et al. 2001, 2002). In the course of

15 days repeated exposure to artificial UV radi-

ation, no accumulation of DNA damage but ra-

ther a decrease in CPD concentration was

observed in the temperate littoral species

Palmaria palmata and Chondrus crispus. Con-

versely, an approximately 6-fold increase in the

amount of CPD was observed in sublittoral spe-

cies Phycodrys rubens and Polyneura hilliae (van

de Poll et al. 2001). In Arctic red macrophytes,

the amount of solar radiation-induced CPD

concentrations in Devaleraea ramentacea,

Palmaria palmata, Odonthalia dentata, Coccoty-

lus truncatus and Phycodrys rubens (van de Poll

et al. 2002) is related to their upper depth dis-

tribution limit in Kongsfjorden described by

Wiencke et al. (2004b). In shallow coastal waters,

blooms of floating Ulva are exposed to the full

solar radiation. The amount of thallus DNA

damage is, however, relatively low ranging from

1.0 to 1.88 CPD Mb–6 depending on solar expo-

sure of the investigated canopy layer (Bischof

et al. 2002b) compared to those reported in red

macrophytes (van de Poll et al. 2001, 2002).

These data suggest that the low sublittoral habi-

tat of the Ceramiales (P. hilliae, C. truncatus and

P. rubens) is primarily due to their lack of

tolerance to UV radiation and that UV protec-

tion mechanisms are not sufficient to prevent the

accumulation of DNA-damage in these species.

Obviously, UV-susceptibility of DNA damage

is highly depending on the respective develop-

mental stage of the species under investigation.

The impact of UVB-induced DNA damage on

the early life stages of macroalgae is important in

shaping up community structure and zonation

pattern. DNA damage in carpospores of eulittoral

Mastocarpus stellatus and Chondrus crispus

(Roleda et al. 2004) was lower compared to

zoospores of the sublittoral Laminariales in

Helgoland (Laminaria digitata, L. saccharina and

L. hyperborea; Roleda et al. 2005a) and Spits-

bergen (Saccorhiza dermatodea, Alaria esculenta

and L. digitata; Roleda et al. unpublished data).

The UV-sensitivity of the carpospores and

zoospores were related to the depth distribution

of the foliose gametophyte and adult sporophytes,

respectively. In the subsequent life history stage

investigated, young gametophytes and sporo-

phytes were less susceptible to UVB-induced

DNA damage compared to spores. No detectable

CPDs were observed in the young foliose game-

tophyte stages of the eulittoral M. stellatus and

C. crispus (Roleda et al. 2004). Conversely, the

remaining tissue DNA damage among juvenile

Laminariales sporophytes was observed to be

dependent on the thallus thickness and optical

property (Roleda et al. 2005b, 2006a, 2006b).

Increasing thallus thickness and opacity (in rela-

tion to available cell-bound UV-absorbing com-

pounds) minimise UV-effects where outer

phlorotannin-rich cortical layers can selectively

filter short UV-wavelength from reaching the

UV-sensitive targets (i.e., chloroplasts).

Less genetic damage was incurred in diploid

carpospores compared to haploid zoospores

(Roleda 2006). Zoospores were, however, found

to be more efficient in DNA damage repair. In a

sexual organism, the advantage of both ploidy

states can be combined by spending much of the

life cycle in the haploid state, then fusing to be-

come diploid. During the diploid state DNA

damage can be repaired, since there are two

copies of the gene in the cell and one copy is

presumed to be undamaged (Long and Michod

1995). In the life history of Laminariales, haploid

zoospores were more sensitive to DNA damage

compared to the diploid young sporophytes.
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Between the investigated Gigartinales, the lower

DNA damage and effective DNA damage repair

mechanism in carpospores of M. stellatus is

responsible to its recruitment success and colo-

nization of the upper eulittoral zone effectively

changing the rocky intertidal biotope of Helgo-

land (Roleda et al. 2004).

Acclimation via morphogenetic variation

Several morphogenetic effects have been de-

scribed for higher plants grown under UVB irra-

diation. Compared to white light, UVB exposed

plants exhibit reduced leaf area and stem growth,

but increased leaf thickness (Tevini and Teramura

1989; Mepsted et al. 1996). Information on UV-

induced morphogenetic effects on the thalli of

marine macroalgae is very limited. Studies on the

brown alga Alaria esculenta have shown that UVB

radiation results in reduced growth in length and a

significant increase in fresh weight, indicative for

increasing thallus thickness (Michler et al. 2002).

In previous studies on various Laminariales and

seagrasses it was shown that thicker thalli gener-

ally exhibit a higher UV-tolerance than thin thalli

(Dawson and Dennison 1996; Dring et al. 1996a;

Hanelt et al. 1997b). On the other hand, blades of

the southern kelp Lessonia nigrescens are more

UV sensitive than stipes and holdfasts, which has

been though as a strategy to minimise mortality.

In this species, the higher UV damage is concen-

trated in the phylloids, which are transient and

with high turnover rate, whereas the massive sti-

pes and holdfast, which are supporting structures,

are less exposed to UV radiation (Gómez et al.

2005b). In general, the individual effects of UVB

radiation on algal thalli with differences in mor-

phological features are largely unexplored, thus

we lack information on how UVB might influence

the individual thallus structure of the individual

seaweed.

Vertical versus latitudinal distribution

Depth zonation

Ecophysiological studies indicate a general

correlation between stress tolerance and vertical

distribution of seaweeds (Davison and Pearson

1996; Hanelt 1998). Hitherto, there is agreement

that the species sensitivity to solar radiation stress

is a function of depth distribution (Dring et al.

1996b; Larkum and Wood 1993; Hanelt et al.

1997a, c; Hanelt 1998; Bischof et al. 1998a;

Yakovleva et al. 1998). Moreover, some authors

regard solar UVB as one of the most important

factors controlling the upper distribution limit of

seaweeds in the field (Maegawa et al. 1993).

Therefore, it is reasonable to assume that

increased UVB, penetrating deeper into the

water column, may result in a shift of the upper

distribution limit of single species to greater water

depths.

Larkum and Wood (1993) were the first who

have stressed the correlation between UV-toler-

ance and the depth-zonation of marine macroal-

gae. For the vertical distribution of tropical

seagrasses UV radiation was also proven to be an

important factor (Dawson and Dennison 1996).

Dring et al. (1996b) showed that sensitivity to UV

in red algae growing around the island of

Helgoland (Germany) varies with species and

depth of collection. As for UVB radiation,

investigations on the photoinhibition induced by

high levels of PAR also shows a correlation be-

tween depth-zonation and the ability for dynamic

photoinhibition of macroalgae both from sub-

littoral (Hanelt 1992, 1998; Hanelt et al. 1994,

1997a) and intertidal populations (Gómez et al.

2004)

In support of this concept the green algae

Enteromorpha bulbosa and Acrosiphonia arcta

which occur in the middle and lower eulittoral at

the Antarctic Peninsula (Wiencke and Clayton

2002) do almost show no negative UV-effects on

photosynthesis and are able to acclimate to even

further elevated UV-exposure within hours or

days (Bischof et al. 1998a). In contrast, the brown

algae Desmarestia antarctica and D. anceps are

described for the middle sublittoral zone off the

Antarctic Peninsula (Klöser et al. 1996) but grow

mostly in greater depths and occur only occa-

sionally in depths shallower than 17 m. In these

depths biologically relevant doses of UVB radia-

tion occur only in very transparent waters, under

clear skies and at a high solar declination

(Karentz 1989). This might explain why D. anceps

is quite sensitive to UVB radiation. The red alga
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Gymnogongrus antarcticus occurs from the upper

sublittoral zone down to 20 m (Klöser et al.

1996), i.e., the upper distribution limit is similar to

that of the brown algae D. anceps and Himanto-

thallus grandifolius and upon UVB exposure

these three species show a similar inhibition rate

of photosynthesis. H. grandifolius is found at 5 m

(Lamb and Zimmermann 1977) with the lowest

depth at 90 m (Zielinski 1990). This zonation

pattern is in line with its high sensitivity. Finally,

the red algae Phycodrys austrogeorgica and

Delesseria lancifolia are described for the middle

sublittoral zone (Delaca and Lipps 1976; Zielinski

1990; Klöser et al. 1996), but they grow under

canopy plants such as D. anceps and H. gran-

difolius. This explains their extreme sensitivity to

UV radiation. These plants may lack all protect-

ing mechanisms against excessive radiation, be-

cause recovery from UV-exposure is poor in both

species. The observed differences in species

dependent UV-sensitivity are as outlined above

genetically determined.

The decisive role of UVB radiation in deter-

mining vertical zonation patterns in seaweeds was

recently evidenced in studies on the UV effects

on the particularly sensitive developmental and

reproductive stages. Only few studies were con-

ducted using the unicellular propagation units of

seaweeds, although it is widely recognised that

the early developmental stages are the most sus-

ceptible to a variety of anthropogenic stresses

(Coelho et al. 2000).

Seaweed propagules, spores, gametes and zy-

gotes, are the unicellular products of asexual and

sexual reproduction and have essential functions

in the life-history of seaweeds with respect to

dispersal, settlement, attachment, survival and

recruitment (Clayton 1992; Norton 1992). They

are naked cells, bounded by a plasma membrane,

and in some species covered by a layer of muci-

lage. Their size ranges from 2 lm to >250 lm in

diameter and determines the sinking rate in the

water column (Okuda and Neushul 1981). Brown

and green algal spores and gametes are flagellated

and usually small, between 3 lm and 10 lm in

diameter (Henry and Cole 1982; Clayton 1992).

Zygotes of the brown algal order Fucales have

diameters between 60 lm and 250 lm (Clayton

1992; Schoenwaelder et al. 2003). Spores of red

algae are between about 10–100 lm in diameter

(Clayton 1992). A positive phototaxis is found in

spores of the brown algal genus Ectocarpus

(Müller 1977) and the green algal genus Ulva

(Evans and Cristie 1970), a negative phototaxis is

found in some primitive Laminariales including

Saccorhiza dermatodea. However, the capability

for active swimming over long distances is rather

limited. Even motile propagules have little con-

trol over their fate. The range of dispersal is at

least 200 m and is driven mainly by currents and

water motion (Norton 1992; Frederiksen et al.

1995). The number of chloroplasts per propagule

can be very low. The zoospores e.g. of the more

advanced families of the Laminariales, the Alar-

iaceae, Laminariaceae and Lessoniaceae only

contain one small chloroplast (Henry and Cole

1982), with comparatively low photosynthetic

activity (Amsler and Neushul 1991; Wiencke

et al. 2000). Storage lipids are certainly the main

energy source of spores, supporting swimming

and potentially germination processes (Brezezinski

et al. 1993; Reed et al. 1999).

Among the different stages in the life-cycle of

seaweeds the unicellular propagules are clearly

the stages most susceptible to UV radiation.

Germination of Ectocarpus rhodochondroides

spores is inhibited by UVB, while adult specimens

survive (Santas et al. 1998). Similarly, the photo-

synthetic efficiencies (Fv/Fm) of sporophytes and

zoospores of Laminaria digitata differ strongly

when exposed to PAR, PAR + UVA or

PAR + UVA + UVB (Wiencke et al. 2000).

Irrespective of the radiation treatment large

sporophytes show always considerably higher

Fv/Fm values compared to zoospores. Motile

zoospores of Lessonia nigrescens and L. trabecu-

lata from Chile are more UV susceptible than

settled spores, gametophytes and young sporo-

phytes (Véliz et al. 2006). The macrothalli of red

algae Mastocarpus stellatus and Chondrus crispus

are relatively UV tolerant whereas their car-

pospores are not (Bischof et al. 2000b; Roleda

et al. 2004). Similarly, photosynthetic efficiency of

zoospores of the green alga Ulva intestinalis

exhibits an up to 6-fold higher UVB sensitivity

compared to the mature thalli (Cordi et al. 2001).

Interestingly, the UV susceptibility of the

gametes is even greater.
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The UV susceptibility of the photosynthesis

and of the DNA in spores is unequivocally related

to the depth distribution of the macrothalli as

outlined above (see chapters 5.1, 5.1.1.3; Bischof

et al. 2000a; Wiencke et al. 2000; Roleda et al.

2004, 2005a). Other negative effects of UV radi-

ation especially on macroalgal spores presumably

important for determination of the upper distri-

bution limit concern the cytoskeleton. The pho-

totactic response of zoids of the brown algae

Scytosiphon lomentaria and Petalonia fascia is

negatively influenced by UVB (Flores-Moya

et al. 2002). Moreover, the motility of zoospores

of L. saccharina is affected by UVB depending on

the actual UV doses (Makarov and Voskoboini-

kov 2001). This might be related to the observa-

tion by Huovinen et al. (2000) who reported that

the nuclear division of spores of Macrocystis

pyrifera is inhibited after UVB exposure. Both

nuclear division and the activity of the flagellar

apparatus depend on a functional microtubular

system, which might be damaged by UV. This

would explain also the drastic affects on zygotes

observed in Fucus serratus and F. distichus

(Schoenwaelder et al. 2003). No polarisation has

been observed in UV exposed zygotes, rather,

they remain spherical and there is no further

development. Similarly, amphibian and fish

zygotes remain undifferentiated and this has been

related to UV effects on the microtubuli (Scharf

and Gerhard 1983; Strahle and Jesuthasan 1993).

The actin cytoskeleton may be affected as well as

studies on other fucoids suggest. Actin inhibitors

prevent polarisation, cross wall formation and

vesicle movement (Schoenwaelder and Clayton

1999), the same effect as after UV treatment of

zygotes of the two Fucus species (Schoenwaelder

et al. 2003).

In spores the balance between the damaging

effects of UV radiation and the various repair and

protective mechanisms is indicated by the inte-

grative parameter germination. If germination is

not inhibited after UV exposure the repair and

protective mechanisms are strong enough to

outweigh the damaging effects of UV. Spore

vitality after UV exposure in M. stellatus is higher

compared to C. crispus, probably due to the

higher capability for DNA repair in Mastocarpus

(Roleda et al. 2004). In this context the size of the

algal propagules may be of importance as the UV

susceptibility of zoospores of various Laminari-

ales from the eastern Pacific depends on the size

of the spores (Swanson and Druehl 2000). The

spores most tolerant to UV stress come from

shallow water species, whereas the progeny of

kelps occupying low-level UV-environments ex-

hibit a lower germination capacity after UV

stress. These results are similar to studies of

phytoplankton species, in which larger organisms

are more tolerant to UV exposure (Karentz et al.

1991b).

A clear dependence of the UV susceptibility of

germination and growth of sporelings of coralline

algae on the radiation conditions in the habitat of

the various species has been demonstrated by

Bañares et al. (2002). Spores from species in sun-

exposed habitats in the eulittoral were more UV

tolerant than spores from a species growing in

shaded crevices. Similarly, zygotes of F. serratus

from the mid eulittoral on Helgoland show an

abnormal development after UV exposure,

whereas zygotes of F. spiralis, a species from the

upper eulittoral much stronger exposed to UV, is

not affected by the same UV treatment (Scho-

enwaelder et al. 2003). A clear dependence of the

upper depth distribution limit of seaweeds on the

UV susceptibility of their spores has also been

proven for the three Laminaria species from

Helgoland mainly due to the different DNA

repair capacities and the different content of UV

absorbing compounds (Roleda et al. 2005a).

Similarly, the UV tolerance of different brown

algae from Spitsbergen determines the upper

depth distribution limit as indicated by experi-

ments in the laboratory (Wiencke et al. 2000,

2004) and in the field (Wiencke et al. 2006).

Microscale gradients in UVB exposure

Pronounced acclimation of photosynthesis to UV

exposure does also take place along microscale

gradients as for example in algal mats: Green

algal mats do frequently occur as a result of

eutrophication in sheltered coastal lagoons.

Within these mats usually a steep gradient of

solar radiation occurs (Vergara et al. 1997): Top

layers are exposed to high surface irradiance,

whereas bottom layers are permanently exposed
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to very low light conditions or even stay in

darkness. It has been show for the two bloom-

forming green algal species Ulva rotundata and

Chaetomorpha linum that UVB irradiance sub-

stantially contributes in structuring these mat-like

canopies (Bischof et al. 2002b, 2003, 2006). Inside

the mats, strong gradients are visible for solar

(UVB) radiation, but also for physiological re-

sponses: loss in photosynthetic pigments and

proteins is strongly pronounced in top layers and

is diminished with increasing depth inside the

mat. Photosynthetic activity is inhibited in the top

layers, performs at maximum rates in intermedi-

ate thallus layers and, due to light limitation, is

again strongly reduced in bottom layers (Krause-

Jensen et al. 1996; Vergara et al. 1997; Bischof

et al. 2002b). A specific response to the degree of

UVB exposure inside these mat-like structures is

the specific activity of superoxide dismutase

(SOD), an enzyme responsible for the scavenging

of superoxide anions generated in photosynthesis

under stress full conditions (Bischof et al. 2003,

2006). Depending on the degree of UVB expo-

sure and inhibition of photosynthesis along the

depth gradient, the activity of SOD becomes

stimulated. Two mechanisms might be involved in

this response: either the enzyme becomes acti-

vated due to a light effect (due to exposure to

short wavelength radiation) or it is the presence

of previously generated oxygen radicals (ROS)

which act as trigger for increasing SOD activity

(Bischof et al. 2006). For higher plants, it was

shown that ROS play an important signalling role

in signal transduction pathways, in order to

respond to UVB exposure (Mackerness et al.

1999).

From the tropics to the poles

As the problem of ozone depletion is rather re-

stricted to the polar and temperate regions,

organisms inhabiting the (shallow water zone of)

tropical regions are unlikely to be affected by

seasonally enhanced UVB irradiance, but are of

course permanently exposed to much higher UV

levels than encountered in polar regions (even

under ozone depleted conditions). Thus, tropical

species must have developed particularly effective

protection strategies in response to high UVB

irradiance. Unfortunately, data on UVB protec-

tion in tropical species as well as comparative

studies on related species from different geo-

graphical regions are extremely scarce and the

limited information available is not conclusive. In

a study on different species of the green alga genus

Cladophora no hints were found for a particular

higher UVB tolerance of a true tropical species

(C. zolingerii from the Philippines) compared to

its cold-temperate congener C. rupestris (Bischof

and van de Poll unpublished data). Preliminary

data on UVB absorption characteristics within the

cell wall of both species did not provide any hint

for a more effective UVB shielding in the tropical

species. Moreover, also physiological parameters

tested did not point to a particularly higher UVB

tolerance of the tropical species compared to the

congener from temperate waters.

Like at the species level, studies on latitudinal

UV-patterns at the community level are ex-

tremely scarce. To our knowledge, only the study

by Wahl et al. (2004) investigated UV-effects on

shallow-water macro-epibenthic assemblages at

different bio-geographical regions. Their study

revealed a consistent pattern of UV-effects at

both hemispheres. Species richness and commu-

nity biomass were negatively affected by

UV-treatments. Surprisingly, effects by UVA

were more detrimental than those of UVB.

UV-effects were transient, disappearing at 80%

of all sites within 2–3 months, but persisted at one

polar (Norway) and one tropical (China) site,

suggesting lack of latitudinal patterns of UV-ef-

fects at the community level.

Ecological implications—UVB and the structure
of seaweed communities

The consequences of enhanced UVB exposure to

ecosystem function are still largely unexplored

and hypothetical. However, based on the studies

accomplished so far the following assumptions

can be made.

Potential effects on primary productivity

Throughout the previous studies, it is shown that

all species, which have to withstand UVB in the
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field (i.e., the species inhabiting the intertidal and

the upper sublittoral zone) possess different and

largely efficient mechanisms for acclimation to

respond to changes in light climate. However,

formation of screening compounds as well as the

development of further protective mechanisms

require additional energy costs, which may result

in reduced growth and primary productivity

(Roleda et al. 2006a). This problem is still largely

unaddressed but an important field of future

investigation. As long as the energy costs for

applying protective mechanisms remain unknown

a reduction of seaweed productivity in response

to increased UVB levels in future cannot be

excluded.

Reduced reproductive success and shifts

in age structure

The information available on UV-susceptibility of

different developmental stages indicates the uni-

cellular spores and zygotes as being most sensitive.

Other information on how UV-exposure may

affect reproduction and the timing of develop-

mental cycles is hardly available. It is obvious that

increased UV-induced spore mortality will result

in impaired reproductive success, but may also

affect the age structure of seaweed populations

(Wiencke et al. 2000, 2004a). Due to high inter-

annual variations in light climate particularly in

polar areas (Hanelt et al. 2001) high UV-irradi-

ance may affect zoospore survival in shallow wa-

ters in 1 year, as in another year it may not. Thus

new recruits are only likely to develop to adult

sporophytes if they are protected from high UVB

exposure. In certain years with particularly high

fluences of UVB reaching the benthic communi-

ties a new generation of recruits might therefore

fail to develop, while larger age and size classes of

sporophytes were rather unaffected due to the

already accomplished acclimation on a physio-

logical and morphological base (Altamirano et al.

2003a, b).

Downward shifts in depth distribution

As outlined above there is now evidence, that the

species sensitivity to solar radiation stress is a

function of depth distribution (Larkum and Wood

1993; Dring et al. 1996b; Hanelt et al. 1997a, c;

Hanelt 1998; Bischof et al. 1998a; Wiencke et al.

2006). For several physiological parameters a

strong correlation of UVB sensitivity and vertical

position on the shore was shown for numerous

species (van de Poll et al. 2001, 2002; Bischof

et al. 1998a, Gómez et al. 2004, Wiencke et al.

2006). Therefore, it is reasonable to argue that

increased UVB, penetrating deeper into the water

column, results in a shift of the upper distribution

limit of single species to greater water depths.

However, at least in the macrothalli several

acclimation processes can counteract radiation

stress, but the particular sensitivity of spores may

be the decisive aspect in this scenario, thus pre-

venting recruitment in shallow waters with high

UVB irradiances. Through this process, elevated

UVB may result in a shift of seaweed communi-

ties to deeper waters (Wiencke et al. 2006).

Succession

Species do not exist in isolation. Rather, multiple

species form complex, interacting habitat-specific

communities. Results from physiological studies

at the species level might not reflect biological

responses when repeated at the community level

due to e.g., indirect or synergistic effects. Conse-

quently, it seems reasonable that an ultimate

assessment of UV-effects should be inferred at

the community level (Bothwell et al. 1994). Open

space represents a key resource for many species

of seaweeds and its colonisation is characterised

by a series of species replacements (Sousa and

Connell 1992). Three alternative successional

models have been proposed by Connell and

Slatyer (1977). The facilitation model suggests

that initially the propagules of a few species will

recruit on open space and their existence will

modify the substratum for the settlement of other

species. The tolerance model predicts a neutral

effect of early on later colonizers with the latter

replacing early colonizers due to more efficient

resource use by competitive exclusion. Under the

inhibition model, early settlers pre-empt the

substratum, hindering invasion of subsequent

species. The predictions of these models may be

altered by overlaying patterns of climatic or
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ecological factors (e.g., grazing Farrell 1991;

Sousa and Connell 1992).

Only a few studies assessed UV-effects

during species succession of shallow-water

seaweed-dominated communities (Santas et al.

1998; Lotze et al. 2002; Molis et al. 2003; Molis

and Wahl 2004; Wahl et al. 2004; Dobretsov et al.

2005). Surprisingly in all but one study (Dobret-

sov et al. 2005), UV-effects were only apparent

during the early phase of succession. In the study

by Dobretsov et al. (2005) it seemed very unlikely

that later successional species could cope with

UV-effects by acclimatizing at the same time to

the UV-regime, e.g., by induction of UV-screen-

ing substances. Alternatively and more likely,

transient UV-effects during community assem-

blage might result from intra- and interspecific

differences in the susceptibility to UV-exposure

for which experimental evidence exists. For

instance, differential UV-sensitivities of carposp-

ores influenced recruitment success of two com-

peting Gigartinales-species, partly explaining

vertical zonation patterns of both species (Roleda

et al. 2004). Similarly, spores from deeper dwell-

ing species exhibit higher mortality rates com-

pared to spores from shallow water species

(Wiencke et al. 2000, 2004a, 2006). Moreover,

sorus of Laminaria digitata is completely opaque,

resulting in a sudden and drastic change in UV-

exposure (‘UV-shock’) for released zoospores

(Gruber, pers. communication). Finally, several

seaweed species, e.g. green filamentous forms,

seem particularly well adapted to recruit at UV-

exposed sites in the upper eulittoral, i.e., where

UV-irradiance is strongest on the shore, and it

was experimentally demonstrated that their

abundance correlates positively with UV-expo-

sure time (Molis et al. 2003). The invasion of sites

high on the intertidal shore might be a selective

advantage, as this guarantees a relative shorter

exposure to grazers compared to sites lower on

the shore. Thus, macroalgal propagules may show

species-specific differential UV-sensitivities,

which favour initial colonisation of empty space

by UV-resistant species. Wahl et al. (2004) sug-

gested that these early colonizers facilitate the

recruitment of later successional seaweed and

invertebrate species at the majority of their

study sites by amelioration of UV-regimes due to

protective shading. Similarly Vinebrooke and

Leavitt (1999) concluded that diatom mats can

precondition the substratum for macroalgal

spores by provision of UV-free micro-climates.

The effect of UVB exposure on the early

succession of macroalgae was also studied at a

rocky intertidal platform at King George Island,

Antarctica, revealing a significant reduction of

species diversity based on the effects of UVB

(Zacher et al. unpublished data). Species

recruitment and dry weight was monitored over a

period of 15 weeks on artificial substrates

exposed in the intertidal zone. Natural UV-

exposure was found to affect the density of the

green alga Monostroma hariotii in the first

10 weeks of the experiment, whereas the density

of red algal recruits decreased significantly due to

UV after 8 and 15 weeks, respectively. Shannon

diversity H’ dropped as succession proceeded in

the PAR + UVA + UVB treatment, increased

slightly in the PAR + UVA treatment, and in-

creased in the PAR treatment from the beginning

until the end of the experiment. Furthermore,

the treatment with PAR alone resulted in a

significantly higher diversity at the end of the

experiment than the treatment including the

total UV-range. After 15 weeks the community

excluded from UV radiation showed a signifi-

cantly higher diversity, evenness and number of

red algal germlings and species than communities

exposed to the whole solar spectrum. This led to a

significant dissimilarity in species composition

between these two communities. Diversity was

negatively influenced by both UVA and UVB

radiation. The results show that Antarctic

macroalgal recruits are particularly sensitive to

UV-exposure during their first month of devel-

opment, but that effects change during succession.

Competition

Very few examples of UV-mediated changes in

competitive abilities of macroalgae exist (Bischof

et al. 2000b; Roleda et al. 2004). However,

UV-exposure may quite commonly affect the

competitive ability of a macroalgae, if UV-induced

changes, e.g., production of MAAs, represent a

metabolic cost for the alga. Moreover, the com-

petitive ability of seaweeds may be negatively
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affected, if UVB has detrimental effects on growth.

As a result, the algae will be shaded by more

UV-resistant species and experience further

reduced growth due to limited PAR-regimes,

similar to what has been predicted for terrestrial

plants (Caldwell et al. 1989).

Several species of algae are known to affect

the community structure of nearby developing

benthic assemblages (Wahl 2001). One possible

mechanism of this biogenic neighbourhood effect

is the exudation of metabolites that influence

settlement. Little is known about UV-induced

changes in chemical composition of macroalgal

exudates and the possible indirect effects of UV-

exposure on the structure and species composi-

tion of communities that establish in the vicinity

of macroalgae. For example, tri-hydroxycouma-

rins (phenolics) excreted by the green alga

Dasycladus vermicularis in response to enhanced

radiation conditions protects other macroalgal

species from UV-exposure (Pérez-Rodriguez

2000). UV-resistant seaweeds may have a selec-

tive advantage over UV-sensitive species by

indirectly reducing herbivory. Given that two

species of macroalgae have identical physiologi-

cal properties, except with respect to UV-sus-

ceptibility, one would expect the less sensitive

species to occur higher on the shore, i.e., where

UV-regimes are more severe than lower on the

shore, than the UV-sensitive counterpart. Con-

sequently, the UV-sensitive species would be

exposed over longer periods to motile consumers,

e.g., isopods, and other important herbivores,

e.g. sea urchins.

Alga-herbivore interactions

The consumption of plant biomass represents the

most fundamental plant-animal interaction,

affecting biomass accrual and community com-

position of photoautotrophs (Sousa and Connell

1992; Duffy and Hay 2000). Consequently, her-

bivory is one key factor controlling the central

ecosystem services of primary producers. Grazing

intensity is considered to be lower on terrestrial

plants than on aquatic macrophytes (Cyr and Pace

1993), due to a higher availability of seaweed

biomass to herbivore attacks, the larger propor-

tion of digestible algal biomass (Hay 1991), and

higher mass-specific consumption rates of aquatic

herbivores (Cyr and Pace 1993). As a result,

aquatic plants may be more strongly top-down

controlled than terrestrial counterparts and, thus,

trophic interactions in aquatic habitats may be of

stronger ecological outreach, e.g., in driving algal

recruitment (Diaz-Pulido and McCook 2003),

community succession (Farrell 1991) or mediating

stability-diversity-productivity relationships of

communities (Worm and Duffy 2003).

Seaweeds actively participate in the interac-

tion with herbivores by tolerating consumption

with compensatory growth (Cronin 2001), escape

from herbivory (Hay et al. 1988), or the defence

of grazing (e.g., Cronin 2001). Anti-herbivory

defences in seaweeds may either be permanently

expressed (constitutive) or induced in response

to herbivory (Amsler and Fairhead 2006).

Experimental evidence suggests that the induc-

tion of anti-herbivory defences is of selective

advantage in variable grazing regimes (Karban

and Nagasaka 2004), while constitutive defences

are more beneficial to algae under a constant

herbivory load (Karban et al. 1999). Induced

chemical anti-herbivory defences can result in

reduced consumption of previously attacked tis-

sues (Ceh et al. 2005), increased feeding dis-

persal with a concomitant higher risk of

herbivores becoming visible to predators (Borell

et al. 2004) or both (Borell et al. 2004). The

induction of anti-herbivory defences in seaweeds

is known to be tissue- and (Sotka et al. 2002;

Taylor et al. 2002) grazer-specific (Pavia and

Toth 2000; Molis et al. 2006) and that at least

some of this specificity is seasonally variable

(Molis et al. 2006). Thus, phenotypic plasticity of

algal responses to herbivory adds complexity to

the trophic interactions between algae and their

consumers. Furthermore, seasonality in inducible

defences suggests that top-down forces may vary

under variable environmental conditions, e.g.,

UV-regimes.

Cronin and Hay (1996) reported that UV-

exposure reduced chemical defences in Dictyota

ciliolata, making this brown seaweed more pal-

atable to sea urchins and to a lesser extend also to

amphipods. The selected UV-exposure time rep-

resents common emergence periods for intertidal

algae. Consequently, UV-exposure seems to have
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the potential to increase algal susceptibility to

consumers, especially during summer, i.e., at

maximum UV-levels. However, algae form

multi-layered piles during low tide, suggesting

that only top-layered individuals are fully affected

by UV, while specimens positioned deeper in the

pile are protected to some extend from UV-

exposure. Similar indirect UV-protective effects

are known from cyanobacterial mats (Karsten

et al. 1998b) and macroalgal dominated subtidal

macrobenthic communities (Wahl et al. 2004).

Furthermore, UV-effects on algae-animal inter-

actions were absent in the study of Macaya et al.

(2005) who did not detect any changes in response

patterns between UV-exposed and -shielded

Macrocystis individuals. This suggests that UV-

exposure did not alter the ability to induce anti-

herbivory defences in this brown macroalga, at

least in the case of some invertebrates. Lotze and

Worm (2002) investigated the interactive effects

of UV-exposure and grazing on early life stages of

a green alga. Their study revealed that the influ-

ence of ecological controls, i.e., grazers, on

Enteromorpha-recruitment were stronger than

climatic controls, i.e., UV and temperature, and

of opposite sign.

Linking UV-effects on macroalgae with trophic

interactions seems to be an interesting, but as yet

not fully accounted venue for further exploiting

the effects of climatic and ecological drivers on

the performance and fitness of seaweeds and the

species composition and productivity of seaweed

communities. Presently, too few studies tested the

interactive effects of UV-exposure and herbivory

on alga-consumer interactions to draw general

conclusions about the influence of UV-radiation

on herbivory. It seems likely that UV-induced

chemicals may indirectly change the susceptibility

of algae to consumers by altering the function of

existing chemicals, which could in- or decrease

algal palatability. Alternatively, UV-induced

compounds may have multiple functions. Schmitt

et al. (1995) demonstrated that herbivore-deter-

rent chemicals displayed also anti-fouling activi-

ties. To our knowledge, only the study by Pavia

et al. (1997) suggests multiple functions in

UV-induced phlorotannins. The concentration of

phlorotannins was lower in controls than in

UV-exposed Ascophyllum nodosum, with the

latter stimulating Idotea grazing. As UV-exposure

is known to induce the production of many sec-

ondary metabolites (e.g., MAAs) it would be

interesting to study the direct and indirect effects

of these compounds on algae-herbivore interac-

tions. For instance, UV-induced secondary

metabolites may affect the anti-fouling ability of a

macroalgae and altered epibiontic communities

may change algal susceptibility to consumers,

resulting in shared doom scenarios or associa-

tional resistance (sensu Wahl and Hay 1995).

Besides UV-induced effects on macroalgae,

patterns of herbivory can also be altered by

UV-effects on consumers. McNamara and

Hill (1999) showed differential susceptibility of

consumers to UVB, suggesting shifts in grazing

regimes at sites of high UVB-exposure. Experi-

mental evidence comes from studies on periphyton

communities. DeNicola and Hoagland (1996)

showed that herbivore density under UV-exposure

was on average 50% reduced compared to PAR-

treatments at the end of a 28 d long experiment.

Bothwell et al. (1994) reported that, in the

presence of herbivores, biomass accrual in UVB-

exposed periphyton communities was higher than

in PAR-irradiated communities. This suggests

stronger negative effects at the consumer than at

the producer level and, consequently, an indirect

positive UVB-effect on periphytic biomass pro-

duction. Future studies should focus on UV-effects

on herbivores to elicit the relative harmfulness of

UV-exposure on seaweeds and their consumers.

Synthesis

Under present radiation conditions, UVB radia-

tion has already to be regarded as a common

abiotic factor, which influences the physiology of

individual seaweeds but does also contribute in

structuring seaweed communities in various ways.

However, its potential threat to biologic processes

is counteracted by several adaptive strategies

activating different protective and repair mecha-

nisms. These mechanisms (e.g., formation of

screening compounds, antioxidative systems, reg-

ulation of enzyme activity and gene expression,

DNA repair mechanisms) serve as a physiological

filter to reduce the adverse effect of the impinging
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solar UVB, in addition canopy algae also protect

more susceptible subcanopy organisms from solar

exposure. Based on the differential adaptation

and acclimation capabilities realised in the dif-

ferent species UVB radiation may, even under

non-depleted ozone conditions, substantially af-

fect the structure of seaweed communities. As

outlined above, UVB exposure may modulate

productivity, reproduction, vertical distribution,

species diversity and succession, competition and

alga-herbivore interactions. However, the effect

extent of each of the aspects under ozone-de-

pleted conditions is largely unknown. To improve

our knowledge on how UVB may shape seaweed

communities and thus rocky coastal ecosystems in

the future, further research should predominantly

focus on the following three directions: (1.) UVB is

not the only factor potentially causing abiotic

stress to seaweed photosynthesis. Particularly the

intertidal zone is characterized by large variation

of abiotic parameters, furthermore anthropogeni-

cally caused increases in seawater temperature and

nutrient loads also affect seaweed performance in

the field. Physiological studies on the interaction of

a multitude of abiotic (stress) factors are

indispensable. (2.) The molecular mechanisms

triggering acclimation strategies are largely un-

known. The application of molecular tools also in

seaweed physiology will be a major step forward in

this respect. (3.) Certainly, the most serious lack of

information is still present regarding the ecological

interactions modulated by UVB exposure. As

outlined above, only fragmentary data sets are

available so far addressing how UVB is presently

interfering with seaweed succession or in interac-

tions with seaweed-associated consumers. Field

studies on a large spatial and time scale would be

required including the generation of UV-free,

ambient UV and increased UV irradiation treat-

ments. Such as kind of experiment is logistically

ambitious but would substantially broaden our

knowledge on how UVB will alter the structure of

seaweed communities in the future.
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Campbell D, Eriksson MJ, Öquist G, Gustafsson P, Clarke
AK (1998) The cyanobacterium Synechococcus resists
UV-B by exchanging photosystem II reaction-center
D1 proteins. Proc Nat Acad Sci 95:364–369

Chapman ARO, Lindley JE (1980) Seasonal growth of
Laminaria solidungula in the Canadian high Arctic in
relation to irradiance and dissolved nutrient concen-
trations. Mar Biol 57:1–5

Ceh J, Molis M, Dzeha TM, Wahl M (2005) Induction and
reduction of anti-herbivore defenses in brown and red
macroalgae off the Kenyan coast. J Phycol 41:726–731

Clayton MN (1992) Propagules of marine macroalgae:
structure and development. Br Phycol J 27:219–232

Coehlo SM, Rijstenbil JW, Brown MT (2000) Impacts of
anthropogenic stresses on the early development stages
of seaweeds. J Aquat Ecosyst Stress Rec 7:317–333

Conde FR, Churio MS, Previtali CM (2000) The photo-
protector mechanism of mycosporine-like amino
acids. Excited-state properties and photostability of
porphyra-334 in aqueous solution. J Photochem Pho-
tobiol B Biol 56:139–144

Connell JH, Slatyer RO (1977) Mechanisms of succession
in natural communities and their role in community
stability and organisation. Am Nat 111:1119–1144

Cordi B, Donkin ME, Peloquin J, Price DN, Depledge
MH (2001) The influence of UV-B radiation on the
reproductive cells of the intertidal macroalga, Enter-
omorpha intestinalis. Aquat Toxicol 56:1–11

Cronin G (2001) Resource allocation in seaweeds and
marine invertebrates: chemical defense patterns in
relation to defense theories. In: McClintock JB, Baker
BJ (eds) Marine chemical ecology. CRC Press, New
York, pp 325–353

Cronin G, Hay ME (1996) Susceptibility to herbivores
depends on recent history of both the plant and ani-
mal. Ecology 77:1531–1543

Cyr H, Pace ML (1993) Magnitude and patterns of her-
bivory in aquatic and terrestrial ecosystems. Nature
361:148–150

Davison IR, Pearson GA (1996) Stress tolerance in inter-
tidal seaweeds. J Phycol 32:197–211

Dawson SP, Dennison WC (1996) Effects of ultraviolet
and photosynthetically active radiation on five
seagrass species. Mar Biol 125:629–638

DeLaca TE, Lipps JH (1976) Shallow-water marine
associations. Antarctic Peninsula, Antarctic J US
11:12–20

DeNicola DM, Hoagland KD (1996) Effects of solar
spectral irradiance (visible to UV) on a prairie stream
epilithic community. J N Am Benthol Soc 15:155–169

Diaz-Pulido G, McCook LJ (2003) Relative roles of her-
bivory and nutrients in the recruitment of coral-reef
seaweeds. Ecology 84:2026–2033

Dobretsov SV, Qian PY, Wahl M (2005) Effect of solar
ultraviolet radiation on the formation of shallow,

Rev Environ Sci Biotechnol (2006) 5:141–166 161

123[207]



early successional biofouling communities in Hong
Kong. Mar Ecol Prog Ser 290:55–65
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sitivity of intertidal and subtidal red algae to UVA
and UVB radiation, as monitored by chlorophyll flu-
orescence measurements: influence of collection
depth and season, and length of irradiation. Eur J
Phycol 31:293–302

Duffy JE, Hay ME (2000) Strong impacts of grazing am-
phipods on the organization of a benthic community.
Ecol Monogr 70:237–263

Dunlap WC, Yamamoto Y (1995) Small-molecule an-
tioxidants in marine organisms: antioxidant activity of
mycosporine-glycine. Comp Biochem Physiol
112B:105–114

Ekelund NGA (1990) Effects of UV-B radiation on
growth and motility of four phytoplankton species.
Physiol Plant 78:590–594

Evans LV, Christie AO (1970) Studies on the ship-fouling
alga Enteromorpha I. Aspects of the fine-structure
and biochemistry of swimming and newly settled
zoospores. Ann Bot 34:451–466

Fairhead VA, Amsler CD, McClintock JB, Baker BJ
(2005) Variation in phlorotannin content within two
species of brown macroalgae (Desmarestia anceps and
D. menziesii) from the Western Antarctic Peninsula.
Polar Biol 28:680–686

Falkowski PG, LaRoche J (1991) Acclimation to spectral
irradiance in algae. J Phycol 27:8–14

Farman JC, Gardiner BG, Shanklin JD (1985) Large losses
of total ozone in Antarctica reveal seasonal ClOx/NOx

interaction. Nature 315:207–210
Farrell TM (1991) Models and mechanisms of succession:

an example from a rocky intertidal community. Ecol
Monogr 61:95–113
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O, Renger G (1983) Action of UV-B radiation on
photosynthetic primary reactions in spinach chlorop-
lasts. Physiol Plant 58:401–407

Jerlov NG (1976) Marine optics. Elsevier, Amsterdam
Johanson U, Gehrke C, Björn LO, Callaghan TV, Sonesson

M (1995) The effects of enhanced UV-B radiation on a
subarctic heath ecosystem. Ambio 24:106–111

Jordan BB, He J, Chow WS, Anderson JM (1992) Changes
in mRNA levels and polypeptide subunits of ribulose-
1,5-bisphosphate carboxylase in response to supple-
mentary ultraviolet-B radiation. Plant Cell Envir
15:91–98

Karban R, Agrawal AA, Thaler JS, Adler LS (1999)
Induced plant responses and information content
about risk of herbivory. Trend Ecol Evol 14:
443–447

Karban R, Nagasaka K (2004) Are defenses of wild radish
populations well matched with variability and pre-
dictablity of herbivory? Evol Ecol 18:283–301

Karentz D (1989) Report on studies related to the eco-
logical implications of ozone depletion on the Ant-
arctic environment. Antarct J US 24:175–176

Karentz D, Cleaver JE, Mitchell D (1991b) Cell survival
characteristics and molecular responses of Antarctic
phytoplankton to ultraviolet-B radiation. J Phycol
27:326–341

Karentz D, McEuen FS, Land MC, Dunlap WC (1991a)
Survey of mycosporine-like amino acid compounds in
Antarctic organisms: potential protection from ultra-
violet exposure. Mar Biol 108:157–166

Karsten U, Bischof K, Hanelt D, Tüg H, Wiencke C (1999)
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Abstract Polar seaweeds are strongly adapted to

the low temperatures of their environment, Ant-

arctic species more strongly than Arctic species

due to the longer cold water history of the Ant-

arctic region. By reason of the strong isolation of

the Southern Ocean the Antarctic marine flora is

characterized by a high degree of endemism,

whereas in the Arctic only few endemic species

have been found so far. All polar species are

strongly shade adapted and their phenology is

finely tuned to the strong seasonal changes of

the light conditions. The paper summarises the

present knowledge of seaweeds from both polar

regions with regard to the following topics: the

history of seaweed research in polar regions; the

environment of seaweeds in polar waters; biodi-

versity, biogeographical relationships and vertical

distribution of Arctic and Antarctic seaweeds; life

histories and physiological thallus anatomy; tem-

perature demands and geographical distribution;

light demands and depth zonation; the effect of

salinity, temperature and desiccation on supra-

and eulittoral seaweeds; seasonality of reproduc-

tion and the physiological characteristics of
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microscopic developmental stages; seasonal

growth and photosynthesis; elemental and nutri-

tional contents and chemical and physical

defences against herbivory. We present evidence

to show that specific characteristics and adapta-

tions in polar seaweeds help to explain their

ecological success under environmentally extreme

conditions. In conclusion, as a perspective and

guide for future research we draw attention to

many remaining gaps in knowledge.

Keywords Chemical ecology Æ Freezing Æ
Growth Æ Light Æ Phenology Æ Photosynthesis Æ
Polar algae Æ Salinity Æ Seaweeds Æ Temperature

History of seaweed research in the polar regions

The first phycological studies in the Arctic and

the Antarctic regions took place in the first half

of the 19th century. Studies on Antarctic sea-

weeds started in 1817 with the work of Gaudi-

chaud, Bory, Montagne, Hooker and Harvey

(Godley 1965). Later, between 1882 and 1909,

intensive studies were carried out by Skottsberg,

Reinsch, Gain, Hariot, Kylin, Hylmö, Foslie and

others (Papenfuss 1964). After this period of

mostly taxonomic and biogeographical investiga-

tions, which culminated in the publication of the

catalogue by Papenfuss (1964), numerous diving

investigations were conducted in West Antarctica

by, among others, Neushul (1965), Délépine et al.

(1966), Lamb and Zimmermann (1977), Moe and

DeLaca (1976), Richardson (1979), Klöser et al.

(1996) and in East Antarctica by Zaneveld (1968)

and Cormaci et al. (1997). These studies gave

greater insight into the depth distribution of

Antarctic seaweeds and allowed more detailed

studies on the life histories, ecophysiology and

ecology of seaweeds from Antarctica. The highly

fragmented information on the seaweeds of

Antarctica was summarized recently in a synopsis

by Wiencke and Clayton (2002).

Early algal research in the Arctic started in

1849 in the Canadian Arctic with Harvey and

Dickie (Lee 1980). The Russian phycologist

Kjellman worked in many places in the Arctic,

especially in the Russian Arctic, the northern

Bering Sea and Spitsbergen. His book ‘‘The algae

of the Arctic Sea’’ (Kjellman 1883) is a taxonomic

and biogeographic baseline study. Detailed stud-

ies on seaweeds from Greenland were made by

Rosenvinge (1898), and in the 20th century by

Lund (1951, 1959a, b) and Pedersen (1976).

Taxonomic information concerning seaweeds

from Spitsbergen and the Russian Arctic is also

available in publications by Svendsen (1959), Zi-

nova (1953; 1955), Vinogradova (1995) and many

others. A very valuable contribution on seaweeds

from the north-eastern coast of North America is

the book by Taylor (1966; first published 1937).

The first extensive diving studies were performed

by Wilce (1963), Chapman and Lindley (1980)

and by Dunton et al. (1982) in the Canadian and

Alaskan Arctic. As in Antarctica, diving is an

essential prerequisite for detailed studies on all

aspects of seaweed biology and this technique has

since been widely applied in several regions of the

Arctic. Since 1991 there has been intensive re-

search on the ecology and ecophysiology of

Arctic seaweeds on Spitsbergen (Hop et al. 2002;

Wiencke 2004).

The environment of seaweeds in polar waters

The polar regions are characterized by pro-

nounced seasonal variations of the light regime,

low temperatures, and long periods of snow and

ice cover. Littoral seaweed communities are often

strongly impacted by icebergs and sea ice espe-

cially in areas with high wave action (Klöser et al.

1994). Icebergs can run aground in the Antarctic

down to 600 m depth (Gutt 2001). First-year sea

ice has a thickness of up to 2 m, and in the Arctic

multi-year ice can reach depths of about 40 m

(Gutt 2001). Anchor ice forms on the seabed in

shallow waters and can enclose seaweeds espe-

cially in East Antarctica (Miller and Pearse 1991).

The seasons in the sublittoral are characterized

in polar regions by short periods of favourable

light conditions and extended periods of darkness

due to the polar night and sea ice cover in winter

(Kirst and Wiencke 1995). At the poleward

distribution limits of seaweeds, at 77� S and

80� N, respectively, the annual solar radiation is

30–50% less than in temperate to tropical regions,

and the polar night lasts for about 4 months
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(Lüning 1990). At lower latitudes, e.g. close to the

northern limit of the Antarctic region, in the

South Shetland Islands, daylength varies between

5 h in winter and 20 h in summer (Wiencke

1990a). This extreme light regime has strong

implications for primary productivity in general

and for the seasonal development of seaweeds. In

addition the long periods of darkness are further

extended due to the formation of sea ice. If the

ice is also covered by snow, irradiance can be

diminished to less than 2% of the surface value.

Consequently, seaweeds may be exposed up to

about 10 months of darkness or very low light

conditions (Chapman and Lindley 1980; Dunton

1990; Miller and Pearse 1991; Drew and Hastings

1992; Klöser et al. 1993).

After sea ice break-up in spring, light pene-

trates deeply into the clear water. On King

George Island (South Shetland Islands) at this

time average photon fluence rates are 70 lmol

m–2 s–1 at midday in 30 m depth (Gómez et al.

1997). On Signy Island (South Orkney Islands) the

euphotic zone, i.e. the 1% depth for photosyn-

thetically active radiation (PAR), was determined

at 29 m (Brouwer 1996). UV-radiation (UVR)

and blue light are, however, more strongly atten-

uated. The 1% depth for UVB radiation, repre-

senting more or less the threshold irradiance of

UV-B with the potential to affect primary plant

productivity negatively, is located between 4 and

8 m on Spitsbergen (Hanelt et al. 2001; van de

Poll et al. 2002). Later, in summer, coastal waters

in polar regions become more turbid due to the

development of phytoplankton blooms and the

inflow of melt water carrying fine sediments and

detritus that strongly affect light transmission.

With increasing turbidity the wavelengths shift

from the blue to the green waveband in deep

waters (Jerlov 1976). Consequently, sublittoral

seaweeds are exposed only to low irradiances even

though the sun altitude is relatively high (e.g.

about 34� elevation in July compared to only 14�
in April at 79�North at noon).

In a canopy of kelps or other overstory brown

algae, PAR is strongly attenuated, and understorey

species are exposed to even lower irradiances

(Hanelt et al. 2003). The light quality also changes.

Below the canopy the spectrum is enriched in green

and in far red light, probably affecting photosyn-

thesis as well as the photomorphogenetic devel-

opment of the understorey (Salles et al. 1996).

The possible impact of enhanced UVB

radiation due to stratospheric ozone depletion on

primary production of seaweeds is higher during

the spring season, as organisms in the eulittoral

and upper sublittoral zone are already affected by

UVB radiation throughout the polar day and tur-

bid melt water input occurs only during the sum-

mer season. The strong increase of turbidity due to

a discharge of sediments by melt water and gla-

ciers applies especially to Arctic shorelines in half-

open fjord systems where the water exchange with

the clearer oceanic water is retarded (Svendsen

et al. 2002). On open coastlines the melt water is

exchanged much faster with clear oceanic water so

that seaweeds are exposed to biologically effective

UVR for longer time periods.

The inflow of melt water in summer has con-

siderable effects on the salinity and temperature

regime in inshore waters. During times of calm

weather, there is a strong stratification in the

water body with a layer of fresh water above a

layer of denser sea water. However, due to ver-

tical water mixing by wave action and wind the

deeper water zones also become affected and a

salinity decrease may occur down to about 20 m

depth (Hanelt et al. 2001).

In contrast to the strong seasonal variation in the

radiation conditions, water temperatures in the

sublittoral mostly change only little between –

1.8�C in winter and +2.0�C in summer, e.g. in the

Antarctic Peninsula region (Drew and Hastings

1992; Klöser et al. 1993). At the boundary with the

temperate region, maximum summer tempera-

tures can go up to about 5�C in the Antarctic and up

to about 8–10�C in the Arctic (Wiencke and tom

Dieck 1989; Lüning 1990; Svendsen et al. 2002).

Macronutrient concentrations are high and not

limiting for seaweeds at any time of the year in

the Antarctic (Deacon 1937; Drew and Hastings

1992). However, iron concentrations are low in

the Antarctic and inhibit phytoplankton growth

(de Baar 1994; de Baar et al. 1995). Whether iron

deficiency also affects seaweeds is unclear. High

macronutrient concentrations are also present in

the area of Spitsbergen, which obtains nutrient-

rich water from the south during parts of the year

(the so-called Spitsbergen current). This is one
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reason why the seas of the European Arctic

belong to the most productive seas in the world

(Orheim et al. 1995). In general, there is a con-

siderable seasonal fluctuation of macronutrients.

Nitrogen and phosphorus levels are relatively

high during the winter months but both ma-

cronutrients are almost fully depleted in summer

(Chapman and Lindley 1980). This applies also to

the area close to Spitsbergen (Aguilera et al.

2002).

The tidal amplitudes on King George Island

and on Spitsbergen vary between 120 and 150 cm

(Schöne et al. 1998; Svendsen et al. 2002). Like

terrestrial vegetation, supra-and eulittoral sea-

weeds are exposed to strongly changing light

conditions and temperatures, but also frequently

to desiccation and low or high salinities due to the

tidal regime and the weather. Photon fluence

rates close to terrestrial cryptogams in the mari-

time Antarctic vary between 0.1 mol m–2 d–1 in

winter and more than 30 mol m–2 d–1 with max-

ima around 1600 lmol m–2 s–1 in summer

(Schroeter et al. 1995; Winkler et al. 2000). The

annual variation of thallus temperatures of a

lichen growing on a coastal rock on King George

Island (Antarctica) was between +27.4�C in

summer and –27.3�C in winter (Schroeter et al.

1995). However, smaller annual amplitudes of

only 10�C also occur depending on the degree of

exposure and snow cover (Winkler et al. 2000).

With increasing temperature in spring the

supralittoral is flushed by meltwater, followed by

a period of desiccation in summer, which can be

interrupted by rehydration during rain-or snow-

fall (Davey 1989; Schroeter et al. 1995) or during

high tides. Salinity changes strongly in the supr-

alittoral due to the effects of tides, salt spray,

desiccation, overflow with melt water and pre-

cipitation. In the eulittoral salinity rises are less

strong and less frequent than in the supralittoral.

On the other hand, low salinities are quite com-

mon during low tides, precipitation and meltwater

discharge. Klöser (1994) determined salinities

between 27 and 41 PSU in the eulittoral on King

George Island. At low tide temperatures in tide

pools may rise far above the coastal water tem-

peratures up to almost 14�C in summer (Klöser

1994; Moore et al. 1995). Winter temperatures

may be very low and depend, apart from the air

temperatures, on the thickness of the ice cover in

winter.

Despite the remoteness of the polar regions

pollution is an issue both in the Arctic and the

Antarctic. For example, radionuclide contami-

nants such as Technetium-99 (99Tc) are present

around the Arctic archipelago of Svalbard

through the long-range oceanic transport of dis-

charges of radioactive effluents from nuclear

reprocessing plants in Europe and global fallout

(Gerland et al. 2003; Gwynn et al. 2004). Another

problem are oil spills. When the Argentinean ship

Bahia Paraiso ran aground near Anvers Island at

the Antarctic Peninsula more than 150,000 gal-

lons of petroleum were released to the sur-

rounding bays (Kennicutt II et al. 1990). Such oil

spills can potentially cause servere harm

depending on the amount and type of material

released.

Biodiversity, biogeographical relationships
and vertical distribution of Arctic and

Antarctic seaweeds

The Arctic and the Antarctic Oceans differ

considerably with respect to their genesis and

their cold water history. The Southern Ocean has

had no land bridge to temperate regions since the

late Mesozoic and has been further separated

from the neighbouring southern continents by the

Antarctic Circumpolar Current since 26 Ma

(Hempel 1987; Lüning 1990; Kirst and Wiencke

1995). During the first major glaciation in East

Antarctica 14 Ma ago water temperatures de-

creased and they have been low in the Southern

Ocean since then (Crame 1993). In contrast, the

broad shelf areas of the Arctic Ocean have had a

continuous connection to the temperate coasts of

America and Eurasia, and a perennial ice cover

did not develop before 0.7–2.0 Ma ago (Clarke

1990). These distinctions are the major reasons

for the differences in seaweed biodiversity of both

polar regions.

The strong isolation of the benthic seaweed

flora of the Southern Ocean has resulted in a high

degree of endemism in Antarctica. 33% of all

seaweed species are endemic to the Antarctic

region. Within the Heterokontophyta 44% of the
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species are endemic, within the Rhodophyta 32%

and within the Chlorophyta 18% (Wiencke and

Clayton 2002). There is one endemic order, the

kelp-like brown algal order Ascoseirales, and

there are several endemic genera: among the

brown algae, Himantothallus, Cystosphaera and

Phaeurus, among the red algae Gainia, Noto-

phycus and Antarcticothamnion, and among the

green algae Lambia and Lola (Wiencke and

Clayton 2002). Well-known Antarctic endemic

species include the brown algae Himantothallus

grandifolius, Cystosphaera jacquinotii, the red

alga Porphyra endiviifolium and the green alga

Lambia antarctica. The Antarctic region is the

only region in the world devoid of kelps, brown

algae of the order Laminariales (Moe and Silva

1977). This order is ecologically replaced by the

Desmarestiales. According to phylogenetic and

morphological analyses and studies on ecophysi-

ological traits this order is considered to have

originated in the Southern Ocean and subse-

quently radiated into the Northern Hemisphere

(Peters et al. 1997). A conspicuous character of

the Antarctic seaweed flora is the scarcity of small

macroalgal epiphytes compared to temperate re-

gions. In fact, these epiphytes are not absent, they

rather occur as endophytes inside larger sea-

weeds, well protected against herbivory by mes-

ograzers (Peters 2003). This suggests that

mesoherbivory can be quite intense in Antarctica.

In contrast to the strong endemism in Antarctic

macroalgae only very few endemic Arctic species

have been found so far. About half a dozen species

are restricted to the Arctic including the brown

algae Punctaria glacialis, Platysiphon verticillatus

and the red alga Petrocelis polygyna (Wilce 1990).

Most species have a distribution that extends well

into the temperate region, e.g. the kelp Laminaria

solidungula and the red algae Devaleraea

ramentacea, Turnerella pennyi, Neodilsea integra

and Pantoneura baerii (Lüning 1990).

Compared to rich seaweed floras like those in

temperate southern Australia with about 1155

species (Womersley 1991), low species richness is

characteristic for both polar seaweed floras. In the

Antarctic, 119 species have been recorded so far

(Wiencke and Clayton 2002) and in the Arctic

there are about 150 species (Wilce 1994). These

numbers are, however, likely to be underesti-

mated due to the infrequency of scientific col-

lections, the extreme remoteness and logistic

difficulties. In Antarctica most species occur in

the Antarctic Peninsula region and only very few

species are recorded at the southernmost distri-

bution limit in the Ross Sea. A similar decrease in

species richness has been detected in East

Greenland between Scoresby Sound, Franz

Josephs Fjord and Jörgen Brönlunds Fjord (70, 74

and 82� N, respectively; Lund 1951, 1959a, b). On

the panarctic level, macroalgal species richness

seems to dramatically decrease from the western

(Atlantic) sector to the eastern (Pacific) sector.

While about 70 species have been recorded from

the Svalbard region (Weslawski et al. 1993, 1997;

Vinogradova 1995), only about 10 species are

known from the rocky littoral regions in the

Alaskan Beaufort Sea (Dunton and Schonberg

2000).

As a result of the strong effect of the Antarctic

Circumpolar Current on the dispersal of seaweed

propagules (Lüning 1990) many non-endemic

species of the Antarctic seaweed flora have a

circumpolar distribution. Among the species also

occurring on sub-Antarctic islands and Tierra del

Fuego are the red alga Iridaea cordata, the brown

alga Geminocarpus geminatus and the green alga

Monostroma hariotii. Some species, e.g. the red

alga Ballia callitricha and the brown alga

Adenocystis utricularis, even occur in New Zea-

land and Australia. A similar connection between

the Antarctic and the cold temperate region of

South America has also been recorded for marine

invertebrates (Clarke et al. 2005). At least 20

algal species from the Antarctic are cosmopolitan,

e.g. the red alga Plocamium cartilagineum, the

brown alga Petalonia fascia and the green alga

Ulothrix flacca (Papenfuss 1964; Wiencke and

Clayton 2002). It is possible that some such spe-

cies may be recent invaders from temperate

regions (Clayton et al. 1997).

A few seaweed species have a disjunct amphi-

equatorial distribution and occur both in the

Antarctic and the Arctic, e. g. Acrosiphonia arcta

and Desmarestia viridis/confervoides. Molecu-

lar studies indicate that the biogeographic

disjunctions of these species are recent and

probably date back to the maximum of the

Würm/Wisconsin glaciation 18,00 years ago (van
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Oppen et al. 1993). The units of dispersal were

certainly the microscopic stages in the life cycle

because they are more resistant to high temper-

atures allowing the possibility of a passage

through the tropics during times of lowered water

temperatures (Peters and Breeman 1992;

Wiencke et al. 1994; Bischoff and Wiencke 1995a).

Apart from the few species endemic to the

Arctic and various cosmopolitan species such as

the red alga Audouinella purpurea, the brown

alga Scytosiphon lomentaria and the green alga

Blidingia minima, the Arctic seaweed flora has

affinities to the Atlantic, the Pacific and the

Indo-Pacific region (Wilce 1990). An example of

an invader from the Pacific may be Acrosiphonia

arcta. Populations of this species from the Arctic

and the North Atlantic seem to originate from the

Pacific according to molecular studies (van

Oppen et al. 1994). But over 90% of the species

in the Arctic originate from Atlantic populations

(Dunton 1992). This is particularly obvious in

regions with strong influx of Atlantic waters, e.g.

in Svalbard (Svendsen et al. 2002, Hop et al.

2002). However, even in the coastal areas of the

Beaufort Sea there is a strong Atlantic influence,

marked by the kelps Laminaria solidungula and

Alaria esculenta (Dunton 1992) while the Cana-

dian Arctic also has a high proportion of macro-

algae of Pacific origin (Cross et al. 1987).

In both polar regions seaweeds are almost

entirely subtidal. However, there are some spe-

cialized species with a bipolar distribution that

occur exclusively in the supralittoral, i.e. in the

spray zone. These are the green alga Prasiola

crispa, which also grows more inland close to

seabird rockeries under conditions of low pH and

high nutrient concentrations (Knebel 1936) and

the red alga Bangia atropurpurea (Bird and Mc

Lachlan 1992; Clayton et al. 1997). The green

alga Urospora penicilliformis and species of the

genus Ulothrix grow just around the high tide

level both in the Antarctic and the Arctic.

Acrosiphonia arcta is a species typical for the

lower eulittoral in both polar regions.

A conspicuous species in the upper eulittoral

in the Antarctic is the red alga Porphyra

endiviifolium and in the lower eulittoral/upper

sublittoral the green alga Enteromorpha bulbosa

and the brown alga Adenocystis utricularis are

common (Westermeier et al. 1992; Wiencke and

Clayton 2002). Tide pools and crevices in the

lower sublittoral are often colonized by upper

sublittoral species such as the red algae Palmaria

decipiens and Iridaea cordata. The upper 5–15 m

of the sublittoral are exposed to ice floes and are

often devoid of large, perennial algae. Only

crustose species or developmental stages can

persist here. Below this zone, large brown algae

dominate the sublittoral in West Antarctica: As-

coseira mirabilis and Desmarestia menziesii occur

in the upper sublittoral, D. anceps in the mid

sublittoral and Himantothallus grandifolius grows

in the lower sublittoral (DeLaca and Lipps 1976;

Lamb and Zimmermann 1977; Amsler et al. 1995;

Klöser et al. 1996; Quartino et al. 2001, 2005). At

higher latitudes in East Antarctica only few spe-

cies occur, in particular Palmaria decipiens,

Phyllophora antarctica and I. cordata (Zaneveld

1968; Miller and Pearse 1991; Cormaci et al.

1992).

In the Arctic the barren zone heavily exposed

to floating ice extends down to about 2 m water

depth. The upper sublittoral on Spitsbergen is

characterized by the brown algae Fucus distichus,

Pylaiella littoralis, Chordaria flagelliformis, the

kelp Saccorhiza dermatodea, the red alga

Devaleraea ramentacea and green algae of the

genus Acrosiphonia. The zone below is dominated

by the kelps Alaria esculenta, Laminaria digitata

and L. saccharina. Characteristic for the lower

sublittoral are the red algae Phycodrys rubens and

Ptilota gunneri. The Arctic kelp, L. solidungula,

occurs in this zone as well but only in the inner

part of the fjords (Svendsen 1959; Hop et al. 2002;

Wiencke et al. 2004). The seaweed vegetation in

the Canadian Arctic (Baffin Island) is similar to

that in Spitsbergen with a shallow F. distichus

zone, the upper sublittoral characterized by Stic-

tyosiphon tortilis, P. littoralis and Dictyosiphon

foeniculaceus (Cross et al. 1987). Deeper com-

munities are dominated by the kelps L. saccha-

rina, L. solidungula, A. esculenta and Agarum

cribrosum, interspersed with the red algae Dilsea

integra, D. ramentacea and Rhodomela confervo-

ides. In contrast, no supralittoral or intertidal

algae have been recorded from the Alaskan

Beaufort Sea. Here, algae are restricted to scat-

tered rocky habitats in shallow waters (about

100 Rev Environ Sci Biotechnol (2007) 6:95–126

123 [218]



5–10 m), which are protected by barrier islands

from iceberg scouring. Laminaria solidungula is

the dominant kelp species, although Alaria escul-

enta and L. saccharina can also be found regularly

(Dunton and Schonberg 2000). Characteristic red

algal species are Phycodrys rubens, Odonthalia

dentata, Dilsea integra, Phyllophora truncata and

Rhodomela subfusca. Exposed rock is usually

covered by encrusting coralline red algae, Litho-

thamnion spp. (Konar and Iken 2005).

Reproductive and physiological thallus anatomy

The enigma of reproduction and life histories of

endemic Antarctic Desmarestiales and of

Ascoseira mirabilis has been clarified. The sorus

structure of H. grandifolius (Moe and Silva 1981;

Wiencke and Clayton 1990), D. anceps (Moe and

Silva 1981; Wiencke et al. 1996) and D. antarctica

(Moe and Silva 1989; Wiencke et al. 1991) is

similar, indicating an evolutionary relationship.

Unilocular sporangia are cylindrical, borne ter-

minally on 2–4 celled stalks and are interspersed

with paraphyses composed of 2–4 cells with many

physodes. With respect to sorus morphology, D.

menziesii exhibits a closer similarity to the Arctic

cold-temperate species D. aculeata (Wiencke

et al. 1995), whereas Phaeurus antarcticus

resembles the North Atlantic-Mediterranean

species Arthrocladia villosa (Clayton and Wie-

ncke 1990). In P. antarcticus, sporangia are cate-

nate and develop in rows in adjacent cells as

filamentous outgrowths of the cortex, inter-

spersed with club-shaped sterile hairs. These

phylogenetic relationships have been confirmed

meanwhile by molecular data (Peters et al. 1997).

Ascoseira mirabilis, whose exact phylogenetic

relationships are still unresolved, has a fucalean

type of life history (Clayton 1987). There is one

free-living diploid generation with conceptacles

scattered over both surfaces. These contain den-

sely packed chains of gametangia that release

biflagellate isomorphic gametes. Zygotes develop

into new individuals.

A striking feature of several Antarctic Des-

marestiales and A. mirabilis is their anatomical

complexity resembling that of Laminaria species

from the northern Hemisphere. As far as we

know today these taxa are characterized by a

highly diversified structure and complex morpho-

functional processes including a temporal syn-

chronization between photosynthesis and growth

as well as the long-distance transport of organic

substances (Lüning et al. 1973; Schmitz 1981;

Clayton and Ashburner 1990; Drew and Hastings

1992; Gómez et al. 1996). Such characteristics

represent strategies to cope with the marked

seasonality in polar and cold-temperate regions

(Chapman and Lindley 1980; Gómez and

Wiencke 1998; Gómez and Lüning 2001).

As in other species of Laminaria the blade of

L. solidungula has a basally located meristem,

which is active only in winter and forms—com-

parable with L. hyperborea—a new blade at the

distal end (Taylor 1966; Dunton and Jodwalis

1988). Up to three generations of blades may be

found in one individual. As in species of Lami-

naria, blades of Himantothallus grandifolius grow

in their lower part (Dieckmann et al. 1985; Drew

and Hastings 1992). Punch-hole experiments with

A. mirabilis indicate that the blade elongates

longitudinally as in Laminaria solidungula

through a seasonally active intercalary meristem

(Gómez et al. 1995a).

Carbon fixation rates in kelps and kelp-like

brown algae differ between blade parts (Arnold

and Manley 1985; Gómez et al. 1995a, b; Cabello-

Pasini and Alberte 2001). During the growth

phase in late winter-spring, net photosynthetic

rates (net Pmax) in A. mirabilis are slightly higher

in the middle region compared to the basal and

distal regions (Gómez et al. 1995a). In compari-

son, in L. solidungula, C-fixation rates are lowest

in meristematic tissue, highest in first year tissue

and intermediate in second-blade tissue (Dunton

and Jodwalis 1988). This pattern is related to the

ontogeny within the blade, i.e. photosynthetic

activity increases with age of the tissues reaching

a maximum but then decreases with further aging.

In apical regions, erosion and senescence take

place.

Over the years, the blade in Ascoseira becomes

thicker and more complex as new tissue is formed

each growth season, resulting in modifications not

only of the photosynthetic gradients but also of

the photosynthetic capacity and efficiency along

the thallus. Two age-components must be
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considered here: The age of the different blade

tissues and the age of the whole plant. In this

context, 2-year old plants of Ascoseira are

characterized by net Pmax and a-values almost

twice that of 3-year old individuals. However,

other parameters such as dark respiration, satu-

ration (Ek) and compensation (Ec) points do not

show obvious differences (Gómez et al. 1996).

The photosynthetic variability correlated with

tissue age may also be seen in terms of the

development of the photosynthetic apparatus

with ontogeny. In both age classes, middle regions

have a higher net Pmax than basal and distal re-

gions, suggesting that photosynthesis is low due to

the presence of a non-developed photosynthetic

apparatus in the basal region, and decreases in the

oldest distal tissues due to senescence processes.

Similar results were obtained in young and adult

plants of L. solidungula (Dunton and Jodwalis

1988).

Küppers and Kremer (1978) associated the

increased 14C-assmilation in the middle and distal

regions of Laminaria species with a higher activ-

ity of the Calvin cycle enzyme ribulose 1,5-bis-

phosphate carboxylase-oxygenase (RUBISCO).

Moreover, these authors demonstrated longitu-

dinal profiles in light independent C-fixation in

these species coupled to a high activity of the

enzyme phosphoenolpyruvate carboxykinase

(PEP-CK) in the meristematic region (b-carbox-

ylation). The activities of these carboxylating

enzymes apparently respond to the growth char-

acteristics of Laminaria. In fact, Laminaria spe-

cies from cold-temperate and Arctic regions grow

in winter or in dim light and it is likely that such

an alternative carboxylating mechanism is

advantageous for these species (Küppers and

Kremer 1978). b-carboxylation is also linked to

the growth requirements of these algae. For

example, light-independent carbon fixation pro-

vides C-skeletons (preferentially amino-acids) for

both biosynthesis and anabolic processes, thus

replenishing some carbon intermediates in e.g.

the Krebs cycle (Kremer 1981b; Falkowski and

Raven 1997). Particularly, in the meristematic

region of Laminaria, PEP-CK uses CO2 lost in

glycolysis of mannitol translocated from the distal

region to the meristem (Kremer 1981a; Kerby and

Evans 1983).

The patterns of C-fixation in Ascoseira exhibit

also intra-blade variations (Gómez et al. 1995a)

although some differences with respect to pat-

terns reported in Laminaria are observed. Both

light dependent and light independent C-fixation

increase with tissue age reaching a maximum in

the middle/distal parts of the blade. In contrast,

members of the Laminariales studied to date

show highest rates of light dependent carbon fix-

ation in distal and highest light independent C

fixation in the basal parts (Küppers and Kremer

1978). The different thallus allocation of light

independent C fixation in A. mirabilis may be

related to the high dark respiration rates observed

in distal blade regions (Gómez et al. 1995a, 1996).

It is not clear, however, whether light indepen-

dent C-fixation may compensate for C losses due

to respiration as reported by Kremer (1981b).

Thomas and Wiencke (1991) could not conclu-

sively demonstrate a relationship between light

independent C-fixation and dark respiration in

Antarctic marine algae. In general, dark C-fixa-

tion varied between 4.9% and 31% of dark

respiration in five brown algae and one red alga.

In species such as H. grandifolius and D. anceps,

low dark C-assimilation rates were coupled to

high respiration rates as in Ascophyllum nodosum

indicating a net C loss due to respiration in the

dark (Johnston and Raven 1986).

In kelps sugars are synthesized and stored as

polysaccharides (e.g. laminaran) in the middle

and distal assimilatory tissues of the algae, from

which they are then translocated as low-molecu-

lar-weight compounds (e.g. mannitol) in trumpet

hyphae to the growth region (Kremer 1981a, b).

The trumpet hyphae of Laminariales are elon-

gated, longitudinally oriented cells in the medulla

with trumpet like ends. The cross walls are per-

forated by numerous pits resembling the sieve

plates of sieve tubes in higher plants (Schmitz

1981, 1990; Buggeln 1983). Similar trumpet hy-

phae are present in the medulla of H. grandifolius

(Moe and Silva 1981) and in the other Desma-

restiales Phaeurus antarcticus (Clayton and Wie-

ncke 1990), Desmarestia antarctica (Moe and

Silva 1989; Wiencke et al. 1991) and D. menziesii

(Scrosati 1992; Wiencke et al. 1995). The trumpet

hyphae can be interconnected by sieve plates and

are always surrounded by numerous small cells
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that probably function as transfer cells. In

A. mirabilis longitudinally arranged ‘‘conducting

channels’’ comparable to the trumpet cells found

in Laminariales are present in the medulla

(Clayton and Ashburner 1990). The channels are

aseptate, multinucleate structures with ensheath-

ing filaments often interconnected through sieve-

like wall perforations. Although no conclusive

evidence for a possible transport function of the

conducting channels in A. mirabilis is available,

differential allocation of reserve carbohydrates

associated to meristem activity strongly suggest

the involvement of these structures in long dis-

tance transport (Gómez and Wiencke 1998).

Overall, the findings that photosynthesis and

carbon allocation vary as a function of blade

development add new evidence to a convergent

morpho-functional evolution between large

Antarctic brown algae and Laminariales of the

northern Hemisphere. In this case not only mor-

phological organization, but also the metabolic

differentiation along the blade, are common

characteristics of the taxa. Such characteristics

certainly reflect adaptive mechanisms to with-

stand resource limitation in seasonally changing

environments, which have ultimately led to the

ecological success of these algae in polar regions.

Temperature demands and geographical

distribution

Photosynthesis of polar seaweeds shows a con-

siderable adaptation to the low temperatures of

the environment. Maximum photosynthetic rates

of endemic Antarctic species are at a temperature

of 0�C similar to values from temperate species

measured at higher temperatures (Drew 1977;

Thomas and Wiencke 1991; Wiencke et al. 1993;

Weykam et al. 1996; Eggert and Wiencke 2000).

Moreover, the temperature optima for photosyn-

thesis at least in some species from the Antarctic

are well below values determined in temperate

species. The lowest temperature optima have

been determined in the brown algae Ascoseira

mirabilis (1–10�C) and Himantothallus grandifo-

lius (10–15�C; Drew 1977; Wiencke et al. 1993).

The red algae Ballia callitricha and Gigartina

skottsbergii also exhibit values between 10 and

15�C, whereas Kallymenia antarctica, Gymno-

gongrus antarcticus and Phyllophora ahnfeltioides

exhibit broad optima between 10 and 20 (to 25)�C

(Eggert and Wiencke 2000). Studies on the few

Arctic seaweeds show a temperature optimum at

20�C (Healey 1972). For comparison, in cold-and

warm-temperate species optimum values of

20–25�C and 25–35�C were determined, respec-

tively (Lüning 1990). The temperature optima for

respiration are clearly above the optima for pho-

tosynthesis but temperatures higher than 30�C

have never been tested in Antarctic seaweeds

(Drew 1977; Wiencke et al. 1993; Eggert and

Wiencke 2000). Photosynthesis:respiration ratios

are highest at the lowest tested temperature, 0�C,

and decrease with increasing temperatures due to

different Q10 values for photosynthesis (1.4–3.5)

and respiration (2.5–5.1).

The high P:R ratios at low temperatures are

the major reason for the high growth rates of

Antarctic species at low temperatures. In partic-

ular red and brown algal species from both polar

regions exhibit temperature growth optima at

0–5�C or even at –2�C (Wiencke and tom Dieck

1989, 1990; Novaczek et al. 1990; Bischoff and

Wiencke 1993; Bischoff-Bäsmann and Wiencke

1996; Eggert and Wiencke 2000; McKamey and

Amsler 2006). Some species like Georgiella con-

fluens, Gigartina skottsbergii and Plocamium

cartilagineum from the Antarctic grow only at

0�C, the lowest temperature tested, but not at 5�C

(Bischoff-Bäsmann and Wiencke 1996). The up-

per survival temperatures (USTs), determined

after 2-week-exposures to different temperatures,

are as low as 7–11�C. Other Antarctic red algae

grow up to 5�C or 10�C and have USTs of £19�C

(Bischoff-Bäsmann and Wiencke 1996). The

sporophytes of endemic Antarctic Desmarestiales

grow up to 5�C and exhibit USTs of 11–13�C. In

contrast, their gametophytes grow up to 10�C or

15�C and have USTs between 15�C and 18�C

(Wiencke and tom Dieck 1989, 1990). The upper

limit for gametogenesis (ULG) in D. antarctica is

5�C (Wiencke et al. 1991). Antarctic cold-tem-

perate species (especially from the eulittoral)

have higher temperature requirements. They

grow up to 10–15 (or 20)�C and show USTs

between 13.5�C and 19�C. Microthalli of

Antarctic cold-temperate brown algae exhibit
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USTs between 21�C and 25�C and ULGs between

13�C and 15�C (Wiencke and tom Dieck 1990;

Peters and Breeman 1993).

As far as we know today the temperature de-

mands for growth of Arctic seaweeds are some-

what higher than endemic Antarctic species. It

must, however, be pointed out that the tempera-

ture demands of truly endemic Arctic species (see

chapter 3) have not been investigated so far. The

sporophyte of the kelp Laminaria solidungula,

whose distribution extends into the cold-temper-

ate region as far as Newfoundland, grows at

temperatures up to 15�C with an optimum at

5–10�C and USTs of 16�C (tom Dieck 1992). The

male and female gametophytes of this species

exhibit an UST of 18�C and lower survival tem-

peratures (LSTs) of £–1.5�C (Bolton and Lüning

1982; tom Dieck 1993). The red alga Devaleraea

ramentacea, which is distributed from the Arctic

to the cold temperate North Atlantic region,

grows at up to 10�C with an optimum at 0�C and

exhibits an UST of 18–20�C and an LST of £–5�C.

The ULG of this species is 8�C (Novaczek et al.

1990; Bischoff and Wiencke 1993). Macrothalli of

species with a prominent distribution in both, the

Arctic and the cold-temperate region, grow at up

to 15 or 20 (to 25)�C with optima between 5 and

15 (to 20)�C and exhibit USTs between 17 and 25

(to 26)�C. The LSTs are £–1.5 or 2�C (Wiencke

et al. 1994). The microscopic gametophytes of

Arctic cold-temperate Laminariales grow at up to

20�C and have USTs between 22 and 25 (to

28)�C. Gametophytes of Alaria esculenta and

Agarum cribrosum, however, exhibit USTs of 19–

21�C, as low as those of the more Arctic species

Laminaria solidungula. The LSTs are either 0,

–1.5 or –2�C, the few data on ULGs vary between

10�C and 17�C (Wiencke et al. 1994).

The northern distribution of endemic Antarctic

species is often limited by the temperature de-

mands for growth. This applies especially to

members of the endemic Antarctic species of the

order Desmarestiales. In these taxa the northern

distribution limit is determined by the tempera-

ture requirements for growth of the sporophytes

(Wiencke and tom Dieck 1989), which occur only

south of the Antarctic convergence in areas with

maximum temperatures £5�C allowing growth of

their sporophytes. The USTs of their sporophytes

and gametophytes as well as the temperature

demands for growth of the gametophytes are

irrelevant for the explanation of the geographic

distribution of these species.

The distribution of Arctic North Atlantic spe-

cies is often limited both by the USTs and the

ULGs (van den Hoek 1982a, b; Breeman 1988;

Lüning 1990). In such taxa, distribution limits in

the West Atlantic are determined by lethal, high

summer temperatures, whereas they are deter-

mined in the East Atlantic by high winter tem-

peratures inhibiting reproduction. Examples for

species from this group are Laminaria digitata,

Chorda filum and Halosiphon tomentosus.

During the ice ages both polar regions were

inhospitable for seaweeds. In the Southern

Hemisphere the sub-Antarctic islands probably

served as refugia. The South American Archipel-

ago may also have hosted species escaping from

the coasts of the Antarctic continent (Skottsberg

1964). At the maximum of the last ice age the 5�C

summer isotherm, the boundary of the Antarctic

region just touched the southern tip of South

America (CLIMAP project members 1981).

Migration of species from the Antarctic continent

to South America and vice versa probably

occurred along the Scotia Arc, a well-recognized

route for animals (Knox and Lowry 1978). In the

Northern Hemisphere cold water seaweeds of the

Atlantic with ULGs and upper temperature limits

for growth at 10 or 15�C experienced an extreme

reduction in the distribution area during the ice

ages (van den Hoek and Breeman 1989). The dis-

tribution of these species was compressed by the

glaciers in the North and the 10–15�C winter

isotherm, their southern reproduction boundary.

This is the likely explanation for the present

depauperate flora in the North West Atlantic.

Comparable conditions did not exist in the North

Pacific, probably a major reason for the richness of

the cold North Pacific.

During periods of lowered temperatures taxa

with relatively high temperature demands were

able to extend their distribution limits towards

the equator. Species with an amphiequatorial

distribution e.g. Acrosiphonia arcta (Bischoff and

Wiencke 1995a), Urospora penicilliformis (Bischoff

and Wiencke 1995b) and Desmarestia viridis/

confervoides (Peters and Breeman 1992) have
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probably crossed the equator during the Pleisto-

cene lowering of the water temperatures in the

tropics (Wiencke et al. 1994). The USTs of these

taxa are with 25–27�C slightly above the mini-

mum tropical sea surface temperatures of

23–25�C during the last glaciation (CLIMAP Pro-

ject members 1981). These results are supported by

molecular studies indicating an almost complete

sequence identity in amphiequatorial populations

of A. arcta and D. viridis/confervoides in the fast-

evolving internal transcribed spacer regions of the

ribosomal DNA (van Oppen et al. 1993).

Light demands and depth zonation

At high latitudes, the radiation regime imposes

severe constraints not only in terms of seasonal

light availability but also in regard to the vertical

distribution of benthic algae (Gómez et al. 1997).

Because of the extreme environmental conditions

in the eulittoral, polar algae are mainly sublittoral

and thus low light demands and tolerance to

darkness are a pre-requisite for occurrence down

to great depths (Arnoud 1974; Zielinski 1981;

Richardson 1979; Klöser et al. 1993; Amsler et al.

1995). An important feature is the dark tolerance

of the microscopic developmental stages. Various

Antarctic and Arctic seaweeds tolerate a dark

period of up to 18 months (tom Dieck 1993;

Wiencke 1988, 1990a). Further evaluation of the

relation between photosynthetic characteristics

and algal zonation in 36 macroalgal species from

King George Island (Weykam et al. 1996, Gómez

et al. 1997) indicates a high degree of shade

adaptation: (a) photosynthetic efficiency (a) is

high in all the studied species, reflecting a clear

shade adaptation over a broad range of depth;

(b) seaweeds growing at depths >10 m exhibit

low saturation points for photosynthesis (Ek; < 40

lmol m–2 s–1) irrespective of their taxonomic

position; (c) the highest Ek values (>50 lmol

m–2 s–1) are found in species common in upper

sublittoral or eulittoral; (d) shallow water species

have higher photosynthetic capacity (Pmax) than

species from deeper waters. These data obtained

using field material are supported also by results

obtained in studies using specimens grown from

unialgal cultures from the same study area

(Wiencke et al. 1993; Eggert and Wiencke 2000).

The highest degree of shade adaptation with

average Ek values around 3 lmol m–2 s–1 has

been demonstrated in coralline algae from the

Ross Sea (Schwarz et al. 2005).

The vertical distribution of dominant Antarctic

seaweeds such as Desmarestia or Himantothallus

can be extremely wide in contrast to the algal

zonation patterns from cold-temperate and tem-

perate regions, where zonation patterns are

characterized by narrow belts of species (Lüning

1990). However, no evidence of an acclimation to

the prevailing light conditions at different depths

could be demonstrated in five species of seaweeds

along a depth gradient between 10 m and 30 m

(Gómez et al. 1997). Apparently, the intrinsic low

light requirements for photosynthesis account for

these patterns. In the Antarctic spring-summer,

due to high water transparency irradiances of

PAR around 20 lmol m–2 s–1 reach the depth of

30 m, with 1% of the surface irradiance present at

depths >40 m (Gómez et al. 1997). Although

these levels are clearly lower than average

midday irradiances (30–325 lmol photon m–2 s–1)

at 30 m in some clear temperate and tropical

waters (Peckol and Ramus 1988), they exceed

reported saturation and compensation points of

photosynthesis in many Antarctic seaweeds

(Weykam et al. 1996).

As for photosynthesis, the light demands for

growth are similarly very low. In microscopic

developmental stages of Antarctic seaweeds

growth is light saturated already at 4–12 lmol

m–2 s–1 (Wiencke 1990a). In young sporophytes of

Antarctic Desmarestiales growth is saturated at

15–20 lmol m–2 s–1 (Wiencke and Fischer 1990).

In the case of Arctic species, low light

requirements for photosynthesis have also been

found in nine species from Spitsbergen (Latala

1990) and in crustose coralline red algae from the

high Arctic (Roberts et al. 2002). Meristematic

tissue of both juvenile and adult individuals of

Laminaria solidungula from the Alaskan high

Arctic exhibits Ek values between 20 and

30 lmol m–2 s–1, while the average Ek value of

vegetative blade tissue in adult plants is

38 lmol m–2 s–1 (Dunton and Jodwalis 1988).

Photosynthetic efficiency (a) is higher than in

Laminariales from the temperate region. Both the
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low Ek and a values indicate strong adaptation to

the long period of exposure to darkness in winter

under ice cover and in summer during times of

high water turbidity. Another feature characte-

rising the dark adaptation of L. solidungula is the

low compensation point (Ec) for growth close to

0.6 lmol m–2 s–1 (Chapman and Lindley 1980).

Seaweeds able to grow in deep waters have

developed metabolic strategies to maximize car-

bon fixation by avoiding excessive carbon losses

due to respiration. Because at great depths, Ec for

photosynthesis exceed Ec values for growth and

available irradiances are normally below the lev-

els required for saturation of photosynthesis,

carbon assimilation may be just compensating

dark respiration. In Antarctic brown algae, dark

respiration has a strong seasonal component and

during the growth period, respiratory activity may

account for a considerable proportion of the gross

photosynthesis (Gómez et al. 1995a, b). If one

relates the daily light course of the irradiance to

the Ek value, then the daily period for which

plants are exposed to irradiances >Ek (denomi-

nated Hsat) can be estimated. The obtained

metabolic daily carbon balance can be regarded

as a physiological indicator for the ability to grow

in deep waters (Gómez et al. 1997).

Polar seaweeds exposed to marked seasonal

changes in daylength exhibit generally Hsat

values >0 h only during the short open water sea-

son. Laminaria solidungula in a kelp bed in the

Alaskan Beaufort Sea at 70 �N was exposed during

August to September 1986 to total Hsat periods of

up to 148 h (Dunton 1990). This value corresponds

to an average daily Hsat of 3 h. However,

depending on the year, the average daily Hsat may

decrease down to < 0.5 h. Year-round underwater

light measurements have yielded annual quantum

budgets of 45 mol m–2 yr–1, the lowest ever docu-

mented for kelp populations globally (Dunton

1990). A similar low value, 49 mol m–2 yr–1, was

already obtained earlier by Chapman and Lindley

(1980), values considerably lower than in the

temperate L. hyperborea, which receives

71 mol m–2 yr–1 (Lüning and Dring 1979).

For Antarctic seaweeds, Hsat measured during

optimum light conditions in spring in five brown

and red algae decreases with depth from values

close to 14 h at 10 m to values between 7 h and

12 h at 30 m depth (Gómez et al. 1997). For the

red algae Palmaria decipiens, Kallymenia antarc-

tica and Gigartina skottsbergii a metabolic carbon

balance between 0.6 and 0.8 mg C g–1 FW d–1 sets

the limits for growth at >30 m. For Himanto-

thallus grandifolius, which dominates depths be-

low 15 m, the daily carbon balance was low but

relatively similar over a range between 10 m and

30 m, indicating that this species can potentially

grow even considerably deeper. Only in Des-

marestia anceps is growth clearly limited at 30 m

due to its negative carbon balance at this depth

(–1.9 mg C g–1 FW d–1; Gómez et al. 1997). The

lower depth distribution limit of the red alga

Myriogramme mangini from the South Orkney

Islands has been predicted by photosynthetic

measurements to be at 23 m water depth

(Brouwer 1996).

Overall, polar seaweeds by virtue of their low

light demands are potentially able to grow over

large ranges of depths. Depending on the water

characteristics the lower depth distribution limit of

seaweeds both in the Antarctic and the Arctic is

located between 30 m and 90 m (Wilce 1994;

Wiencke and Clayton 2002). However, other con-

straints such as competition also control algal

zonation. For example, red algae are metabolically

able to live at great depths, however, they can be

outcompeted by the large canopy brown alga

Himantothallus (Klöser et al. 1996). Furthermore,

ice abrasion and grazers, e.g. some invertebrate

and demersal fishes, have a strong influence on

zonation patterns (Iken 1996; Iken et al. 1997).

Antarctic seaweeds are not only strongly shade-

adapted but can also cope with high light condi-

tions in summer due to their ability for dynamic

photoinhibition, a photoprotective mechanism by

which excessive energy absorbed is rendered

harmless by thermal dissipation (Krause and Weis

1991; Demmig-Adams and Adams III 1992). This

capability is best expressed in species from the

eulittoral. Upper and mid sublittoral species show

a more or less pronounced decrease in photosyn-

thetic activity during high light stress and full

recovery during subsequent exposure to dim light

(Hanelt et al. 1997). In contrast, deep water and

understory species recover only slightly and slowly,

indicating photodamage. Similar findings as these

on Antarctic seaweeds have been demonstrated
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also in a detailed analysis of seaweeds from Spits-

bergen (Hanelt 1998). Similarly, UV radiation is

now also regarded as a key factor affecting the

depth zonation of seaweed assemblages. This topic

will be treated in detail in a separate paper in this

issue (Bischof et al. in press).

Effect of salinity, temperature and desiccation

on supra-and eulittoral seaweeds

Until now few ecophysiological studies have

been undertaken on the salinity acclimation in

polar seaweeds (Karsten et al. 1991a, b; Jacob

et al. 1991, 1992a). These papers indicate that

cells of eulittoral Chlorophyta from the Antarc-

tic survive salinities between 7 psu and 102 psu

with a low rate of mortality, and that most taxa

grow, photosynthesize and respire optimally un-

der normal seawater conditions with rather broad

tolerances between 7 psu and 68 psu. The supra-

littoral Prasiola crispa ssp. antarctica even grows

between 0.3 psu and 105 psu. Consequently,

eulittoral and supralittoral macroalgae from

Antarctica can be characterized as euryhaline

organisms.

Osmotic acclimation in response to salinity

changes is a fundamental mechanism of salinity

tolerance that conserves intracellular homeostasis

(Kirst 1990). The acclimation process in Antarctic

Chlorophyta involves the metabolic control of the

cellular concentrations of osmolytes. The major

inorganic osmolytes are potassium, sodium and

chloride (Karsten et al. 1991b; Jacob et al. 1991),

the cellular concentrations of which can be rap-

idly adjusted with low metabolic energy costs,

especially compared to the cost of organic osm-

olyte biosynthesis or degradation (Kirst 1990).

However, protein and organelle function, enzyme

activity and membrane integrity in seaweeds are

adversely affected by increased electrolyte con-

centration. Hence, the biosynthesis and accumu-

lation of organic osmolytes in the cytoplasm

permits the generation of low water potentials

without incurring metabolic damage. For these

organic compounds that are tolerated by

the metabolism even at high intracellular

concentrations, the term ‘compatible solute’ was

introduced by Brown and Simpson (1972).

All Antarctic Chlorophyta studied possess as

main organic osmolytes the carbohydrate sucrose

and the imino acid proline, and—with the

exception of Prasiola—a third compound,

b-dimethylsulphoniumpropionate (DMSP).

Prasiola is able to synthesize polyols such as

sorbitol and ribitol instead of DMSP. The con-

centrations of all osmolytes are actively regulated

as a function of the external salinity. Because of

its physicochemical properties proline is one of

the most potent organic osmolytes, which not

only balances salinity stress, but also may stimu-

late enzymatic activity. This imino acid is the

most important osmolyte in ice-algae too (Tho-

mas and Dieckmann 2002). Sucrose is also a well-

known osmotically active compound in many

higher and lower plants, and also exhibits a

cryoprotective function. The osmotic function of

DMSP seems to be unique to Antarctic Chloro-

phyta in comparison with temperate ones, be-

cause of very high intracellular concentrations

and the strong biosynthesis and accumulation

with increasing salinities. In addition, DMSP acts

as compatible solute and cryoprotectant (Karsten

et al. 1996a). Polyols such as sorbitol are the most

water-like molecules, and therefore represent not

only ideal osmolytes and compatible solutes, but

exert a function as rapidly available respiratory

substrate (e.g. under desiccation) and as antioxi-

dant (Karsten et al. 1996b). The presence of high

concentrations of three organic osmolytes in

Antarctic Chlorophyta may be related to the

extremely cold habitat suggesting that, besides

their osmotic role, these solutes are playing mul-

tiple functions in metabolism such as cryopro-

tectants. In the case of P. crispa ssp. antarctica the

broad salinity tolerance is also assisted by the

thickness and mechanical properties of the cell

walls (Jacob et al. 1992a). Another ultrastructual

feature of Prasiola cells is the absence of vacuoles

under hypososmotic conditions up to full seawa-

ter and the formation of vacuoles at high salini-

ties. Under the latter conditions, they may serve

as compartments accumulating inorganic ions.

Compared to the eulittoral Chlorophyta, much

less is known of the ecophysiology of the

red algae Bangia atropurpurea and Porphyra

endiviifolium from Antarctica. The few data on

temperature requirements for growth and
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survival indicate eurythermal characteristics for

both Rhodophyta, i.e. they survive temperatures

up to 21–22�C (Bischoff-Bäsmann and Wiencke

1996). Studies on closely related species of both

genera from other biogeographic regions clearly

indicate an extremely broad tolerance of all

environmental factors, which is based on a high

metabolic flexibility (Karsten et al. 1993; Karsten

and West 2000). Bangia and Porphyra synthesize

and accumulate three isomeric heterosides with

different physiological functions as osmolytes,

compatible solutes and soluble carbon reserve.

Besides hypersaline conditions decreasing

temperatures also strongly stimulate the biosyn-

thesis and accumulation of DMSP in Antarctic

Chlorophyta (Karsten et al. 1996a). In addition,

DMSP not only stabilises the cold-labile model

enzyme lactate dehydrogenase and malate dehy-

drogenase extracted from Acrosiphonia arcta

during several freezing and thawing cycles, but

also stimulates both enzyme activities at in situ

concentrations. Consequently, DMSP acts as an

effective cryoprotectant (Nishiguchi and Somero

1992). Recent studies on Antarctic Prasiola and

sea ice diatoms indicate the presence of ice-bind-

ing proteins (IBP) that modify the shape of

growing intracellular ice crystals during freezing

(Raymond and Fritsen 2001). IBPs do not lower

the freezing point, they rather seem to prevent

damage to membranes by the inhibition of the

recrystallization of ice (Raymond and Knight

2003). During recrystallization small ice particles

typically grow to large grains of ice, which may

physically injure cell membranes. Consequently,

IBPs act as effective structural cryoprotectants.

In the eulittoral and supralittoral zone, low

temperatures combined with high irradiance

represent a particular challenge to algal physiol-

ogy. At low temperature, and, thus, reduced en-

zyme activities and decreased turn-over velocity

of D1 reaction centre protein in photosystem II

(Davison 1991; Andersson et al. 1992; Aro et al.

1993), a persisting high irradiance of PAR

may result in increased electron pressure in pho-

tosynthesis. This may ultimately result in the

generation of reactive oxygen species within the

Mehler reaction (Polle 1996) and increase

oxidative stress (Asada and Takahashi 1987).

The consequences of increased oxidative stress

are chronic photoinhibition/photoinactivation,

bleaching of photosynthetic pigments, peroxida-

tion of membrane lipids and enhanced degrada-

tion of D1 protein (Aro et al. 1993; Osmond

1994). Hitherto this phenomenon is hardly stud-

ied in Antarctic macroalgae (Hanelt et al. 1994,

1997). However, the limited information available

suggests that polar algae from the eulittoral, such

as the brown alga Adenocystis utricularis, may

overcome radiation stress at low temperatures by

their ability for dynamic photoinhibition/photo-

protection (Osmond 1994), which proceeds much

faster than in sublittoral algae (Hanelt et al. 1994,

1997). The rate of inhibition seems to be inde-

pendent of temperature. The underlying mecha-

nism is still unexplored, but possible explanations

include the adaptation of enzymes involved in the

D1 repair cycle at low temperatures, and the

insignificant role of D1 in photoinhibition and

recovery of photosynthesis in Antarctic macroal-

gae (Hanelt et al. 1994). The ability for fast

photoinhibition and to completely halt photo-

synthesis under steadily decreasing temperatures

at constant irradiance levels was also found in

eulittoral Fucus distichus from Arctic Spitsbergen

(Bischof and Walter, unpublished data). Here, a

critical temperature level to initiate pronounced

photoinhibition was found to be –3�C. As soon as

temperatures fall below this threshold, photo-

synthesis becomes rapidly inhibited, and photo-

synthetic quantum yield completely ceases at

–15�C. Recovery from freezing temperature pro-

ceeds almost in reverse, with a rapid increase in

quantum yield as soon as temperatures climb

above –3�C. By their ability to reduce photosyn-

thetic quantum yield, polar eulittoral algae seem

to be able to avoid increasing oxidative stress

under low temperature conditions. However,

some species seem to apply other strategies of

photoprotection under low temperature, since

Becker (1982) reported for Antarctic Prasiola

photosynthetic activity down to –15�C. The

capacity to photosynthesize as efficiently in air

(when hydrated) as in water, in combination with

a high affinity for inorganic carbon, has been

described for a temperate species of this genus

(Raven and Johnston 1991).

Desiccation is a strong stress parameter in

supralittoral species. Air exposed thalli of
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Prasiola crispa loose 75% of the cellular water

during the first 6 h of desiccation (Jacob et al.

1992b). A water loss of more than 90% leads to

irreversible damage. Growth rates after reim-

mersion in seawater depend on the thallus water

content and the length of the desiccation period.

Few ultrastructural changes were found after

desiccation. As after salinity stress, the very thick

cell walls of the species and the absence of vac-

uoles are regarded as prerequisites to survive

periods of desiccation (Jacob et al. 1992b).

Although there is a lack of knowledge of the

ecophysiological performance of many eulittoral

macroalgae from Antarctica, the known data

clearly indicate broad tolerances against the pre-

vailing environmental, often extreme parameters.

In particular, the biochemical capability to syn-

thesize and accumulate various protective com-

pounds seems to be the main prerequisite for

long-term survival.

The response of polar seaweeds to inorganic

and organic pollutants has only randomly been

investigated so far. Especially brown algae take up

the radionuclide contaminant 99Tc very strongly

(Topcuoglu and Fowler 1984; Gwynn et al. 2004).

The uptake mechanisms and the actual effect of
99Tc are, however, not yet investigated. With re-

spect to the oil spill of the Bahia Paraiso near

Anvers Island, Antarctic Peninsula (Kennicutt II

et al. 1990), there were no observable differences

between oiled and non-oiled sites with respect to

the percentage cover of either sublittoral macro-

algal overstory or crustose coralline algae (Amsler

et al. 1990). Similarly, Dunton et al. (1990) could

not determine significant effects on photosynthe-

sis in Porphyra endiviifolium and Palmaria deci-

piens. On the other hand, Stockton (1990)

reported that the principal intertidal alga, Uros-

pora sp. turned brown soon after the spill. The

degree of damage certainly depends on the

amount and type of material released.

Seasonality of reproduction and the physiological

characteristics of microscopic developmental

stages

The heteromorphic life history of large brown

algae is characterized by the development of

perennial sporophytes and a reduction of the

gametophyte generation (Clayton 1988). The

ultimate step in this evolutionary trend is

observed in members of the Fucales and Asco-

seirales, which lack free-living gametophytes. In

Laminariales and Desmarestiales, free-living

gametophytes are still present; however, they are

morphologically inconspicuous, generally con-

sisting of microscopic filaments and they are

important mainly in sexual reproduction. It has

been suggested that the dissimilar reproductive

phase expression in large kelps may be primarily

associated with a differential response to wave

action (Neushul 1972), herbivory (Slocum 1980;

Lubchenco and Cubit 1980; Dethier 1981) or

physical factors such as temperature and light

(Kain 1964; Lüning and Neushul 1978; Lüning

1980b; Fain and Murray 1982; Novaczek 1984;

tom Dieck 1993). Early developmental stages of

seaweeds (zoospores, gametophytes and small

sporophytes) are shade-adapted organisms unlike

the adult sporophytes (Kain 1964; Amsler and

Neushul 1991; Gómez and Wiencke 1996a; Dring

et al. 1996). The different physiological perfor-

mance of the heteromorphic phases has implica-

tions for algal ecology: reproduction, metabolic

performance (e.g. photosynthesis) and growth are

seasonally synchronized improving survival under

changing environmental conditions (Lüning

1990). Thus, light adaptation is an important

functional character connecting the different

stages of life in these species.

In Antarctic Desmarestiales reproduction and

further development of gametophytes and

sporophytes are governed by the photoperiod.

Culture studies carried out on all members of the

Antarctic Desmarestiales indicate that life history

depends strongly on the seasonal variation of

daylengths. In general, the development of gam-

etangia, fertilization (oogamy) and the formation

of the early stages of sporophytes take place in

winter in all Antarctic species of Desmarestiales,

whereas growth of sporophytes begins with

increasing daylengths in late winter-spring. In

Himantothallus grandifolius, Desmarestia anceps

and D. menziesii, gametophytes become fertile

under short day conditions only (Wiencke 1990a;

Wiencke and Clayton 1990; Wiencke et al. 1995,

1996). In D. antarctica and Phaeurus antarcticus
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gametogenesis occurs both in short and long days.

In these species seasonality is controlled by the

sporophytic stage. Sporophytes become fertile in

culture at daylengths between 6 h and 8 h light

per day and the developing gametophytes formed

gametangia soon after germination (Clayton and

Wiencke 1990; Wiencke 1990a; Wiencke et al.

1991). Similarly, in the Arctic kelp, Laminaria

solidungula, sori are produced in winter

(November) just before the growth of the lamina

begins, but spore release does not occur until the

following spring (Hooper 1984). Gametophytes

become fertile in this species under short day

conditions only, not under long days and short

days combined with a night-break regime (Bartsch,

pers. comm.). Irradiance levels < 5 lmol m–2 s–1

are necessary to induce gametogenesis and fer-

tilization in Antarctic Desmarestiales (Wiencke

1990a; Wiencke and Clayton 1990; Wiencke et al.

1995, 1996). The upper temperature limit for

gametogenesis is 5�C in D. antarctica (Wiencke

et al. 1991), a feature probably common in

Desmarestiales from Antarctica.

Interestingly, all of the Antarctic Desmaresti-

ales studied to date show in situ fertilization, i. e.

the juvenile sporophytes remain attached to the

gametophytes (Wiencke et al. 1995, 1996). This

adds new evidence for the importance of the

gametophytic generation on the early stages of

the large sporophytes. In terms of ecological

significance, one may speculate that the recruit-

ment of sporophytes and consequently the ob-

served dominance of these species may be

conditioned by the survival (or mortality) of the

gametophytes.

The development of gametophytes or at least

their reproductive capacity appears to be con-

strained by high light conditions suggesting that

the fitness associated with the winter develop-

ment of gametophytes lies partly in a differenti-

ation of light requirements for photosynthesis.

For example, in Desmarestia menziesii early

stages of sporophytes and gametophytes are bet-

ter suited to live under low light conditions than

adult sporophytes: photosynthetic efficiency (a)

measured in these phases is five times higher than

in adult sporophytes (Gómez and Wiencke 1996a).

The differences in pigment allocation, cross

section pathlength of radiation and general

development between the different stages ac-

count for the light harvesting efficiency at low

irradiance (Ramus 1981). In filamentous or thin

sheet-like thalli, pigment-based photosynthesis

follows a linear curve, whereas in thick morphs,

characterized by several cell layers and low ratios

of photosynthetic to non-photosynthetic tissues,

photosynthesis becomes uncoupled from the pig-

ment content due to a greater self-shading

(Ramus 1978).

In general, early life stages have higher dark

respiration rates than adult ones, with conse-

quences for light compensation points (Ec).

Because of their high respiration rates, Ec in ga-

metophytes and small sporophytes are not signif-

icantly lower than in adult sporophytes, whereas

the photon fluence rate required for saturation

(Ek) is considerably higher in adult sporophytes

due to lower a values. Photosynthesis in adult

sporophytes is saturated at significantly higher ir-

radiances (30 lmol m–2 s–1) than in gametophytes

or juvenile sporophytes (16 lmol m–2 s–1). De-

spite their very high respiratory activities sporo-

phytes and gametophytes from several Antarctic

Desmarestiales show light saturation of growth at

irradiances close to 10 lmol m–2 s–1 (Wiencke

1990a; Wiencke and Fischer 1990) indicating that

growth is not constrained by such low irradiances

(Gómez and Wiencke 1996b).

The capacity of gametophytes and small

sporophytes to grow and photosynthesize under

low light conditions may be regarded as adaptive

and allows the algae to survive under the sea-

sonally changing light environment in polar re-

gions. During winter, when incident irradiance is

low and daylength is short, high photosynthetic

rates and growth of gametophytes and juvenile

sporophytes are favoured in virtue of their higher

surface-area/volume ratio, higher pigment

content and more efficient light use.

Seasonal growth and photosynthesis

In polar regions, seasons are characterized by

short periods of favourable light conditions and

extended periods of darkness due to polar nights

and sea ice covering during winter (see chapter 2).

The seasonal development of macroalgae is
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generally triggered by light, temperature and/or

nutrient conditions (Chapman and Craigie 1977;

Lüning 1980a; Lüning and tom Dieck 1989). As

temperatures and nutrient levels show only a

small variation over the year in Antarctic waters

(see chapter 2), seasonality of Antarctic seaweeds

depends mainly on variable light conditions and,

especially, daylengths. Thus, assessment of the

seasonal development of Antarctic species in

long-term culture experiments is possible simply

by mimicking the seasonally fluctuating day-

lengths at the collecting site (Wiencke 1990a, b).

Seasonality of growth and photosynthesis as well

as seasonal formation of gametes/spores can be

monitored much more closely than possible in the

field. The results of these studies complement the

available fragmentary field observations and

indicate that the phenology of Antarctic macro-

algae can be controlled in the laboratory. Data on

Arctic species are so far based on field studies

only.

Antarctic seaweeds follow two different

growth strategies in order to cope with the strong

seasonality of the light regime (Wiencke 1990a, b;

Dummermuth and Wiencke 2003). One group,

mainly endemics, begins to grow under short day

conditions in late winter-spring, even under sea

ice, and reaches maximal growth in spring. Some

species even reproduce in winter. This group has

been classified as season anticipators sensu Kain

(1989). In these species annual growth and

reproduction is most probably based on photo-

periodism and circannual rhythms, triggered or

synchronized by daylength as shown for species

from other phytogeographic regions (Lüning and

tom Dieck 1989; tom Dieck 1991; Lüning and

Kadel 1993; Schaffelke and Lüning 1994). To this

group belong the brown algae Desmarestia men-

ziesii, D. antarctica, D. anceps, Himantothallus

grandifolius, Phaeurus antarcticus, Ascoseira

mirabilis (Wiencke 1990a; Drew and Hastings

1992; Gómez et al. 1995a, 1996b; Gómez and

Wiencke 1997) and the red algae Palmaria deci-

piens, Delesseria salicifolia, Gymnogongrus ant-

arcticus, G. turquetii, Hymenocladiopsis

crustigena, Kallymenia antarctica, Phyllophora

ahnfeltioides (Gain 1912; Wiencke 1990b; Wey-

kam et al. 1997; Dummermuth and Wiencke

2003). The second group, mainly composed of

Antarctic-cold temperate species, are season

responders sensu Kain (1989). Species in this

group start growth later coinciding with favour-

able light conditions in spring and summer. They

react directly to changing environmental condi-

tions and show an opportunistic life strategy. To

this group belong the brown alga Adenocystis

utricularis (Wiencke 1990a), the red algae Iridaea

cordata (Weykam et al. 1997) and Gigartina

skottsbergii (Wiencke 1990b), and the green algae

Enteromorpha bulbosa and Acrosiphonia arcta

(Wiencke 1990b).

As for growth, a strong seasonal pattern of

photosynthetic performance was found in long-

term culture studies (Weykam and Wiencke 1996;

Weykam et al. 1997; Gómez and Wiencke 1997;

Lüder et al. 2001a, 2002,2003) and in field

experiments (Gutkowski and Maleszewski 1989;

Drew and Hastings 1992; Gómez et al. 1995b,

1997). In the brown algal season anticipators

optimal photosynthetic rates are highest in late

winter (September) for A. mirabilis (Gómez et al.

1995b) or in spring (November) for Himanto-

thallus grandifolius (Drew and Hastings 1992) and

D. menziesii (Gómez et al. 1997). In these spe-

cies, morpho-functional processes strongly regu-

late photosynthetic seasonality: In spring

respiration rates increase in all thallus parts,

indicating growth activity in the basal meristem

powered by remobilization of carbohydrates from

the distal thallus part (Gómez et al. 1995b) as in

Laminaria species (Lüning et al. 1973; Schmitz

1981). This is supported by the decrease of the

storage carbohydrate laminaran in late winter and

spring in A. mirabilis (Gómez and Wiencke 1998).

The low molecular weight compound, mannitol, is

presumably used as substrate for respiration

during the period of active growth. This is

reflected by its low levels during the main growth

period. In late summer, the mannitol content in-

creases significantly in the basal and middle

region. In the distal region it may serve as sub-

strate for light independent carbon fixation or is

stored as laminaran which attains its highest

content in the distal thallus part (Gómez and

Wiencke 1998). Similar results have been ob-

tained in D. menziesii (Gómez and Wiencke 1997;

Gómez et al. 1998). In contrast, the season re-

sponder Adenocystis utricularis (Gutkowski and
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Maleszewski 1989) features lowest photosynthetic

capacity in spring and highest in autumn (no data

in summer available).

In red algae, seasonality has been studied in

particular with respect to the acclimation of light

harvesting capacities. The light requirements for

growth and photosynthesis of the Antarctic sea-

son anticipator Palmaria decipiens and in the

Antarctic season responder Iridaea cordata are

very low (Wiencke 1990b; Wiencke et al. 1993;

Weykam et al. 1997). P. decipiens develops new

blades during Antarctic late winter/spring (Wie-

ncke 1990b) and starts growth in Antarctic winter

(July) with optimum in spring (Wiencke 1990b).

The photosynthetic capacity (Pmax and ETRmax)

and photosynthetic efficiency (a and Fv/Fm) are,

as growth, maximal in Antarctic spring (Weykam

and Wiencke 1996; Lüder et al. 2001a). A strong

relationship between the seasonal patterns of

photosynthesis and pigment contents has been

demonstrated in P. decipiens (Lüder et al. 2001a).

Photosynthetic capacity and pigment contents

increase in parallel continuously during the entire

mid autumn, winter and spring. There is a positive

correlation between phycobiliproteins and pho-

tosynthetic capacity, but a weaker correlation

between Chl a and photosynthetic capacity.

Phycobiliproteins are used to increase number

and size of phycobilisomes, the main light har-

vesting antennae of red algae (Lüder 2003).

Photosynthetic efficiency is optimal in autumn,

winter and spring. During Antarctic summer, P.

decipiens reduces its photosynthetic apparatus to

a minimum: Photosynthetic efficiency, photosyn-

thetic capacity, and the contents of phycobili-

proteins and Chl a tissue are low (Lüder et al.

2001a). The existence of two phycobilisome forms

with different aggregation states in P. decipiens

might be considered as an advantage for a rapid

acclimation to changes in environmental light

conditions (Lüder et al. 2001b). Studies on sea-

sonal assembly of the light harvesting antennae in

P. decipiens have shown that both phycobilisome

forms are extremely variable in size and number

during the entire year (Lüder 2003).

The effect of darkness on the seasonal growth

pattern in two Antarctic red macroalgae has been

examined in long-term culture experiments by

Weykam et al. (1997). Growth rates in the

Antarctic season anticipator P. decipiens are low

or even negative during darkness but increase

strongly after re-illumination with maximal

growth in early spring. The content of floridean

starch decreases gradually in the dark and drops

suddenly powering the formation of new blades in

winter (early August) after 6 months exposure to

darkness (Weykam et al. 1997). This feature

supports the theory that seasonal growth is con-

trolled in season anticipators either by photo-

periodism or cirannual rhythms. In contrast, the

Antarctic season responder Iridaea cordata

develops no blades during darkness and starts

growth more slowly after re-illumination with

maximal growth rates in late spring.

Photosynthetic capacity and efficiency in

P. decipiens is almost unaffected by 2 months in

darkness albeit an initial increase in pigments

(Weykam et al. 1997; Lüder et al. 2002; Lüder

2003). After 4 months in darkness the light har-

vesting antennae, the phycobilisomes, are de-

graded. One of the two forms of phycobilisomes

in P. decipiens disappears (Lüder 2003). This is

followed later by a degradation of the chl a-con-

taining inner antennae (Lüder et al. 2002). At the

end of the 6 months dark period, P. decipiens has

lost its ability to photosynthesize (Lüder et al.

2002; Weykam et al. 1997). After re-exposure to

light, pigments are synthesized rapidly and en-

hance photosynthetic performance to normal

values within a week (Lüder et al. 2002). The

season responder I. cordata, in contrast, maintains

its photosynthetic apparatus functional during

exposure to darkness (Weykam et al. 1997). This

species is therefore better able to grow in regions

with less predictable light conditions.

In contrast to the Antarctic there is a great

seasonal variation in the Arctic not only with

respect to daylength but also with respect to the

macronutrient levels, which are high in winter and

low in summer (see chapter 2). Nevertheless, the

seasonal growth of the few seaweeds from the

Arctic studied so far is triggered primarily by

daylength and is supported by high nutrient levels

in winter, as discussed below. The Arctic kelp

Laminaria solidungula and the Arctic-cold tem-

perate L. saccharina are clear season anticipators.

In L. solidungula new blade formation is initiated

in autumn under conditions of decreasing
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daylengths. Maximal growth rates occur in late-

winter to early spring under thick ice and decline

in summer and autumn in the ice-free period

(Chapman and Lindley 1980; Dunton 1985). In

the Alaskan Beaufort Sea, L. solidungula fronds

continue to grow under a turbid ice canopy that

produces conditions of nearly complete darkness,

even under continuous daylight (Dunton 1990).

In comparison, L. saccharina appears to delay

nearly all of its annual growth to a brief period in

late spring when light first starts to penetrate the

water column during sea ice break-up (Dunton

1985).

The energy required to survive darkness and to

start blade formation in winter is provided by

mobilization of stored carbon reserves, accumu-

lated during the previous summer, when inorganic

nitrogen becomes available similar as in L. longi-

cruris (Hatcher et al. 1977; Gagne et al. 1982;

Chapman and Craigie 1978; Dunton and Dayton

1995). In L. solidungula, mobilization of these re-

serves occurs during the dark 9-month ice covered

period, when the plant completes over 90% of its

annual linear growth, and results in a carbon deficit

where up to 30% of its original total carbon content

is depleted before photosynthetic production be-

gins in early summer (Dunton and Schell 1986).

During the summer open-water period (July to

October), when the concentration of inorganic-N is

nearly undetectable in coastal waters, high rates of

photosynthetic carbon fixation result in carbon

storage and not in blade elongation in L. solidun-

gula (Dunton and Schell 1986).

The utilization of stored photosynthate for

growth was first reported by Lüning (1971), who

found that Laminaria hyperborea in northern

Europe accumulated reserves during its period of

slow growth in summer to support the formation

and growth of a new blade the following spring.

Subsequent work by Lüning (1979) on three

Laminaria species in the North Sea confirmed the

importance of these reserves in L. hyperborea,

but he also suggested that a circannual rhythm

was involved in the regulation of seasonal growth

since no one particular factor appeared respon-

sible for triggering the onset of new growth.

Lüning’s hypothesis was later proved correct; the

onset of short daylengths in autumn, combined

with lower temperatures and normally low levels

of inorganic-N were important cues that led to

both sorus formation (Lüning, 1988) and new

blade formation in several species of kelp (Lüning

and tom Dieck 1989). But of all these cues,

elaborate experimental studies demonstrated that

daylength was most important in the setting of

internal clocks in species that possess circannual

rhythms which control the periodicity in linear

growth (Lüning 1991; Lüning and Kadel 1993).

Elemental and nutritional contents

The most commonly used indicator of nutrient

limitation in marine algae is the carbon to nitro-

gen ratio (C:N), with low values indicative of

nitrogen replete growth conditions. To date, C:N

data have been reported from 54 species of

macroalgae in Antarctica including 8 species of

green algae, 36 species of red algae, and 10 spe-

cies of brown algae (Dhargalkar et al. 1987;

Weykam et al. 1996; Dunton 2001; Peters et al.

2005). Reported C:N ratios (on a weight:weight

basis) range from a minimum of 5.0 to a maxi-

mum of 23.6 with an overall mean of 10.2, indi-

cating that most if not all of the macroalgal

species are not nitrogen limited (Peters et al.

2005). Likewise, tissue nitrogen levels are rela-

tively high and almost always above the 1.5%

level thought to be indicative of nitrogen replete

growth conditions (Rakusa-Suszczewski and

Zielinski 1993; Weykam et al. 1996; Peters et al.

2005). Generally, C:N values are much lower than

most reported outside of Antarctica (a mean C:N

value for temperate and tropical marine plants is

approximately 19; Atkinson and Smith 1983) and

presumably result from the high nitrate concen-

trations present in coastal Antarctic waters

throughout the year (Weykam et al. 1996; Peters

et al. 2005), although morpho-functional pro-

cesses such as storage and remobilization of C

and N in response to growth requirements are

also important (Gómez and Wiencke 1998).

Along the Antarctic Peninsula, there is a slight

trend for somewhat lower C:N values at King

George Island (62�14¢ S, 58�40¢ W) compared to

Anvers Island (64�46¢ S, 64�03¢ W), suggesting a

possibility of minor geographically based varia-

tion, but there was no apparent variation between
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early and late growing seasons (Weykam et al.

1996; Dunton 2001; Peters et al. 2005).

We are aware of only one published report of

C:N ratios or nitrogen contents in macroalgae

from the Arctic. Henley and Dunton (1995)

reported on seasonal and within-thallus variation

in the kelps Laminaria solidungula and L. sac-

charina from the Alaskan Arctic. C:N ratios were

relatively low (approximately 11.6–13.5, con-

verted from atom:atom to weight:weight basis)

and tissue nitrogen levels relatively high

(1.9–3.0%) in second year blades of both species

regardless of season. In first year blades, however,

C:N ratios increased significantly from early to

late growing seasons in both species (from approx.

9.4 to 18.3 in L. solidungula and 9.8 to 24.8 in L.

saccharina). This correlated with significant de-

creases in tissue nitrogen (Henley and Dunton

1995) but laboratory studies suggest important

roles for both light and nitrogen availability in

driving these patterns (Henley and Dunton 1997).

Macroalgae are a potentially important nutri-

tional source for a variety of Antarctic animals

(Iken et al. 1998; Dunton 2001) and macroalgal

nutritional parameters, particularly protein con-

tent, can be important determinants of palatabil-

ity to consumers (e.g., Horn and Neighbors 1984;

Duffy and Paul 1992; Bolser and Hay 1996). Al-

though we are unaware of any published reports

of protein or other nutritional parameters in

macroalgae from the Arctic, protein and other

nutritional content data are available from 44

species of Antarctic macroalgae including 7 spe-

cies of green algae, 28 species of red algae, and 9

species of brown algae (Czerpak et al. 1981;

Dhargalkar et al. 1987; Rakusa-Suszczewski and

Zielinski 1993; Gómez and Westermeier 1995;

Gómez and Wiencke 1998; Peters et al. 2005).

Protein levels are usually considerably higher

when compared to temperate or tropical macro-

algae in which protein contents were determined

with similar methodology (Peters et al. 2005)

although this is not always true (Gómez and

Westermeier 1995). By itself, this would suggest

that Antarctic macroalgae should be relatively

palatable to consumers and the fact that this is not

so for a majority of species (Amsler et al. 2005a,

b) is probably related to chemical defenses as

described in chapter 11. Peters et al. (2005)

reported that there was no significant correlation

between protein and nitrogen contents across all

40 species they examined, brown algae alone, or

red algae late in the growing season but that there

was a significant, positive correlation for red algae

early in the growing season. In a more detailed

study focused on the endemic brown alga As-

coseira mirabilis, Gómez and Wiencke (1998)

reported a significant, positive correlation be-

tween protein and nitrogen content in the distal

portion of the thallus but not in middle or basal

portions. The general lack of correlation between

protein and nitrogen content indicates that pro-

tein production is not constrained by nitrogen

availability and is probably another reflection of

the high nutrient environment present in coastal

antarctic waters. This general lack of correlation

also indicates that older methods which estimate

protein concentrations in macroalgae based on

nitrogen contents are less appropriate for use with

Antarctic macroalgae.

Chemical and physical defences against herbivory

and fouling

Defence mechanisms against grazing pressure,

and fouling organisms, including bacteria and

pathogens can be critical to the success and sur-

vival of polar seaweeds. Seaweeds constitute a

potential food and carbon source for many kinds

of heterotrophic organisms, e.g. amphipods,

gastropods, sea urchins or fishes. Tropical and

temperate algal species often display physical

defensive mechanisms such as structural tough-

ness, physiological defensive mechanisms such as

low nutritional content (see chapter 10 of this

review) or chemical defensive mechanisms such

as a high content or an induction of allelopathic

chemicals. Allelopathy refers to the usually det-

rimental effects that seaweeds have on other

interacting organisms through the production of

secondary metabolites.

The incidence of herbivory in Arctic as well as

Antarctic shallow water systems is low but several

organisms depend fully or in part on seaweeds as

a food source in the Antarctic (Brand 1974;

Richardson 1977; Iken et al. 1997, 1999; Iken

1999; Dunton 2001; Graeve et al. 2001) and the
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Arctic (Lippert et al. 2001; Wessels et al. 2006;

Dunton and Schell 1987). A comprehensive

investigation of palatability in 35 fleshy seaweeds

from the Antarctic Peninsula (Anvers Island)

against a sympatric (occurring within the same

geographical region) fish and sea star algal con-

sumer showed that about 60% and 80%, respec-

tively, of the algae were unpalatable (Amsler

et al. 2005a). These included all dominant over-

story brown algae and a variety of abundant red

algal species of the region. Unpalatable algal

species were extracted and the palatability of or-

ganic extracts was tested after incorporation into

artificial foods (Amsler et al. 2005a). Again, the

majority of species were unpalatable as at least

one extract type to the fish, sea star and an

amphipod consumer. No overall correlation in

feeding patterns could be established with tissue

toughness or nutritional content of the algae

(Amsler et al. 2005a; Peters et al. 2005) although

toughness could play a role in the unpalatability

of some particular macroalgal species to amphi-

pods (Huang et al. 2006).

Only two fleshy red macroalgae, Iridaea cor-

data and Phyllophora antarctica, occur in

McMurdo Sound, the southernmost location of

open ocean conditions (Miller and Pearse 1991).

Thallus fragments and paper disks laced with or-

ganic extracts of these species were tested in a

phagostimulation assay where the retention time

of a test or control food was measured over the

mouth of the sympatric sea urchin, Sterechinus

neumayeri. Algal treatments were retained for

significantly shorter times compared to controls

(blank paper disks and disks with a feeding

stimulant), indicating the presence of deterrent

chemicals in both red algal species (Amsler et al.

1998).

Along the Antarctic Peninsula, within-thallus

variation of chemical and physical defences was

tested for the ecologically important brown

macroalgae Desmarestia anceps and D. menziesii

(Fairhead et al. 2005a). This study found that

overall chemical defences are prevalent, but some

tissue types depend more on physical than

chemical protection, such as holdfasts. In the

highly differentiated D. anceps, high allocation of

chemical and physical defences to holdfast and

stipe tissue was consistent with predictions of

optimal defence theory (Rhoades 1979), which

assumes that defences are costly and therefore

should be allocated to the most valuable and

vulnerable tissue types.

A recent study of palatability using 19 abun-

dant macroalgal species from Spitsbergen (Arc-

tic) showed that most species were at least

moderately palatable to a sympatric amphipod

and sea urchin (Wessels et al. 2006). Consump-

tion by both herbivores differed among algal

species and preference patterns for algae differed

for both herbivores, indicating species-specific

preference patterns. Tissue-specific palatability of

stipe and blade tissues of the kelp species differed

for both herbivores with no preference in sea

urchins and a preference for Laminaria blades

and Alaria stipes in the amphipod (Wessels et al.

2006). Although not explicitly discussed by the

authors, higher defences in kelp stipes compared

to blades could be explained by resource alloca-

tion considerations as mentioned above for Ant-

arctic brown algae. Generally, however, and in

contrast to the findings for Antarctic seaweeds,

unpalatability in Arctic seaweeds seems to be

more related to structural than chemical proper-

ties of the algae (Wessels et al. 2006). Only one

red algal species, Ptilota gunneri, showed indica-

tions of being chemically defended against the

two grazers.

In addition to deterring grazers, organic ex-

tracts of all Antarctic macroalgal species tested

(2 from McMurdo, 22 from Anvers Island) also

were toxic to sympatric diatoms (Amsler et al.

2005b). To the best of our knowledge, no com-

parable information is available on antifouling

properties in Arctic seaweeds.

Little is known about the particular com-

pounds that may be active in chemical defence

against herbivores and epiphytes in either of the

two polar regions. Phlorotannins are a class of

polyphenolic compounds found exclusively in

brown algae. Their ecological functions, espe-

cially as anti-herbivore agents for temperate and

tropical species have frequently been discussed

(Targett and Arnold 2001; Amsler and Fairhead

2006). Phlorotannins were shown to be present in

Antarctic brown algae (Iken 1996; Iken et al.

2001; Fairhead et al. 2005b), but their ecological

significance remains ambiguous (Iken et al. 2001;
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Iken unpubl. data). Microscopic studies in the

Arctic brown seaweed, Laminaria solidungula,

have shown that phlorotannins play an important

role in wound healing (Lüder unpubl. data) as in

the temperate Australasian Ecklonia radiata

(Lüder and Clayton 2004). An induction of

phlorotannin production in the cells of the wound

area was evident after mechanical wounding

simulating a grazer attack. Phlorotannins at the

wound area probably deter bacteria or other mi-

crobes and may prevent the algae from being

eaten further. In addition, phlorotannins bound in

cell walls (Schoenwaelder 2002) may form a bar-

rier for grazers or fouling organisms in L.

solidungula (Lüder unpubl. data).

A variety of other secondary metabolites such

as terpenes, furanones and acetogenins have been

isolated and structurally resolved in Antarctic

seaweeds (esp. red algae, for review see Amsler

et al. 2001; Ankisetty et al. 2004), although the

ecological significance of most of these com-

pounds in grazer or fouler deterrence remains to

be established. Chemical screening of organic

extracts of Antarctic seaweeds revealed that no

chemicals containing nitrogen are present (Ams-

ler et al. 2005a) even though it had been

hypothesized that the nitrogen-replete conditions

in Antarctic coastal waters should promote the

synthesis of nitrogenous compounds.

Another group of compounds shown to be

present in Arctic and Antarctic seaweeds are

volatile halogenated organic compounds

(VHOC) (Laturnus 1996, 2001; Laturnus et al.

1996). These compounds are released continu-

ously in substantial amounts by Arctic brown

algae, while red algae release only trace amounts.

The deterrent effect of VHOC on grazers is often

assumed but so far has been detected only at

exceptionally high and probably ecologically

irrelevant concentrations (Amsler and Fairhead

2006).

Chemical defences in polar seaweeds may also

be employed for protection against deleterious

environmental conditions. In polar regions, UVB

radiation due to the thinning ozone layer can be

particularly harmful. Red algae from both polar

regions have been shown to produce mycospo-

rine-like amino acids (MAA) as photoprotective

substances (e.g., McClintock and Karentz 1997;

Hoyer et al. 2001; Aguilera et al. 2002). For de-

tailed review on MAAs in polar seaweeds see

Bischof et al. in press.

Future perspectives

Although considerable progress has been

achieved in recent years, our present knowledge

of seaweeds from polar regions is still fragmen-

tary. Due to the extreme remoteness of the polar

regions and the infrequency of scientific studies

even the basic features of the polar seaweed floras

such as the numbers of recorded species are not

firmly established. More studies are therefore

needed to precisely document the biodiversity of

Arctic and Antarctic seaweeds. If such studies are

combined with molecular investigations it should

be possible to demonstrate, for example, the

presence of gene flow between populations of the

same species in the Antarctic/Arctic and the

adjacent cold-temperate regions. Alternatively,

where gene flow is absent, divergence times be-

tween the populations can be estimated.

Furthermore, molecular studies could definitively

demonstrate seaweed dispersal routes and give a

much clearer pattern of the biogeographic rela-

tionships between the polar and cold-temperate

regions than is presently available.

More culture studies are necessary especially

on seaweeds from the Arctic. None of the truly

endemic Arctic species is in culture today and no

data are available on the ecophysiological prop-

erties of these species. In this context it would be

very interesting to know whether the relatively

short cold water history of the Arctic could have

promoted the evolution of species with tempera-

ture demands as low as in the Antarctic region.

Further, culture studies have been proven to give

pertinent insights into the life strategies of polar

seaweeds not only with respect to the tempera-

ture requirements and geographic distribution but

also with respect to the light requirements and

depth zonation. Even the phenology of seaweeds

could be monitored in culture studies under sim-

ulated polar light conditions.

Such studies should ideally be combined with

field experiments. Data on the underwater radi-

ation regime would allow an estimate of benthic
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primary production in different water depths

through the determination of the metabolic car-

bon balance. Apart from studies with the Arctic

Laminaria solidungula, the physiological perfor-

mance of seaweeds in winter is obscure. Only

baseline field studies are available together with a

few papers based on laboratory studies. Repro-

duction, growth and photosynthetic rates, the

content of pigments and cryoprotective sub-

stances, the elemental and nutritional composi-

tion as well as enzyme activities must be

monitored over the entire year to understand the

life strategy of these species in more detail.

With respect to elemental and nutritional

content the major questions are, first, whether the

greater availability of nitrogen in Antarctic wa-

ters and the apparent uncoupling of nitrogen

availability and protein content alter our under-

standing about resource allocation in seaweeds

that come from studies in other systems. Sec-

ondly, if the higher overall protein concentrations

in Antarctic macroalgae indeed makes them more

nutritious to herbivores compared to algae from

other regions (which remains to be experimen-

tally tested), does the response of herbivores to

the (often few) palatable Antarctic seaweeds alter

ideas about herbivore feeding ecology that are

based on lower latitude systems? In this respect

the functioning of the internal long distance

transport system in members of the Desmaresti-

ales and Ascoseirales in comparison with mem-

bers of the Laminariales is obscure and must be

investigated with respect to the allocation of

storage compounds.

The few data available on community ecology

make further studies in this area very urgent. In

this respect, the interesting hypothesis that the

relative lack of filamentous epiphytic seaweeds in

Antarctica could be due to a relatively high level

of mesoherbivory needs to be tested.

In this context more studies are needed on

herbivory and chemical defence of seaweeds.

Chemical deterrence should be tested against a

larger set of potential herbivores so that the

importance of chemical defence can be inter-

preted on a community-wide scale; this also re-

quires a better understanding of herbivore

abundances and grazing rates. Spatial coverage of

chemical defences against herbivores should be

extended to obtain a more comprehensive

understanding of their importance in seaweeds on

an ocean-wide basis. Few compounds have been

identified so far as being active in chemical de-

fence. Detailed knowledge will allow better

comparisons with what is known from temperate

and tropical systems. A question of interest con-

cerning seaweeds from all regions is whether

chemical defenses are constitutive, i.e. consis-

tently present in the alga, or induced by the attack

of herbivores? This may be particularly useful for

answering the question of the yet unsolved roles

of phlorotannins in brown algae: constitutive

levels did not show clear patterns in herbivore

deterrence, but microscopic studies show that

wounding can lead to high local accumulation of

phlorotannins. Whether this has broader impact

needs to be addressed.

The ecophysiology of supra- and eulittoral

species needs to be investigated in more detail in

field studies. To survive in the intertidal zone,

algae need to protect their metabolism and par-

ticularly their photosynthetic apparatus against

temporary light stress conditions, heat stress,

cold, freezing and also against pollution. Virtually

nothing is known about protective mechanisms in

polar seaweeds. Therefore, a detailed analysis of

such mechanisms ensuring homeostasis and

functional integrity of the photosynthetic appa-

ratus in supra-and eulittoral polar seaweeds is

necessary. Changes in the expression of photo-

synthetic key proteins (D1, RubisCO, ATP-

synthase), and the synthesis of specific protective

proteins (Heat Shock Proteins, Chaperonins,

Cryoproteins) and protective metabolites (osmo-

lytes, cryoprotectants, antioxidants, sunscreens

etc.) in relation to stress exposure should be

studied in the field, mesocosms and controlled

laboratory experiments. So far, gene expression,

biosynthetic pathways and metabolic regulation,

for example, are scientific fields almost unex-

plored in polar seaweeds. In particular, the quest

for potential cryoproteins represents a novel as-

pect in plant research in general. The results of

such studies will substantially increase the

understanding of biochemical adaptation to plant

life in extreme environments.

All these studies need to be complemented by a

detailed monitoring of the environmental
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conditions especially in the supra-and eulittoral.

Our knowledge in this area is also still fragmentary.
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Gómez I, Westermeier R (1995) Energy contents and or-
ganic constituents in Antarctic and south Chilean
marine brown algae. Polar Biol 15:597–602
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in eastern North Greenland. Meddr Grønland
128:1–26

Lund S (1959a) The marine algae from East Greenland. I.
Taxonomical Part. Meddr Grønland 156(1):1–247

Lund S (1959b) The marine algae from East Greenland. II.
Geographic distribution. Meddr Grønland 156(2):
1–70
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Lüning K (1979) Growth strategies of three Laminaria
species (Phaeophyceae) inhabiting different depth
zones in the sublittoral region of Helgoland (North
Sea). Mar Ecol Prog Ser 1:195–207
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(Phaeophyceae). Physis A 113:89–98

Skottsberg CJF (1964) Antarctic phycology. In: Carrick R
(ed) Comptes rendues premier symposium biologie
Antarctique, Paris 1962. Hermann, Paris, pp 147–154

Slocum CJ (1980) Differential susceptibility to grazers in
two phases of an intertidal alga: advantages of het-
eromorphic generations. J Exp Mar Biol Ecol 46:
99–110

Stockton W (1990) The intertidal zone at Palmer Station,
Anvers Island, in the wake of the Bahia Paraiso spill.
Antarctic J US 25:203

Svendsen P (1959) The algal vegetation of Spitsbergen. A
survey of the marine algal flora of the outer part of
Isfjorden. Norsk Polarinst Skrifter 116:1–49

Svendsen H, Beszczynska-Møller A, Hagen JO, Lefau-
connier B, Tverberg V, Gerland S, Bischof K, Papucci
C, Ørbæk JB, Zajaczkowski M, Azzolini R, Bruland
O, Wiencke C, Winther JG, Dallmann W (2002) The
physical environment of Kongsfjorden-Krossfjorden,
an Arctic fjord system in Svalbard. Polar Res
21:133–166

Targett NM, Arnold TM (2001) Effects on secondary
metabolites on digestion in marine herbivores. In:
McClintock JB, Baker BJ (eds) Marine chemical
ecology. CRC Press, Boca Raton, pp 391–412

Taylor WR (1966) Marine algae of the northeastern coast
of North America. The University of Michigan Press,
Ann Arbor

Thomas DN, Dieckmann GS (2002) Antarctic sea ice – a
habitat for extremophiles. Science 295:641–644

Thomas DN, Wiencke C (1991) Photosynthesis, dark res-
piration and light independent carbon fixation of en-
demic Antarctic macroalgae. Polar Biol 11:329–337

Topcuoglu S., Fowler SW (1984) Factors affecting the
biokinetics of Technetium (95mTc) in marine macro-
algae. Mar Environ Res 12:25–43

van Oppen MJH, Olsen JL, Stam W, van den Hoek C,
Wiencke C (1993) Arctic–Antarctic disjunctions in
the benthic seaweeds Acrosiphonia arcta (Chloro-
phyta) and Desmarestia viridis/willii (Phaeophyta) are
of recent origin. Mar Biol 115:381–386

van Oppen MJH, Diekmann OE, Wiencke C, Stam WT,
Olsen JL (1994) Tracking dispersal routes: phyloge-
ography of Arctic–Antarctic disjunct seaweed
Acrosiphonia arcta (Chlorophyta). J Phycol 30:67–80

Vinogradova KL (1995) The checklist of the marine algae
from Spitsbergen. Bot J 80:50–61

Weslawski JM, Wiktor J, Zajaczkowski M, Swerpel S
(1993) Intertidal zone of Svalbard. 1. Macroorganism
distribution and biomass. Polar Biol 13:73–79

Weslawski JM, Zajaczkowski M, Wiktor J, Szymelfenig
M (1997) Intertidal zone of Svalbard 3. Littoral of a
subarctic, oceanic island: Bjornoya. Polar Biol
18:45–52

Wessels H, Hagen W, Molis M, Wiencke C, Karsten U
(2006) Intra- and interspecific differences in palat-
ability of Arctic macroalgae from Kongsfjorden
(Spitzbergen) for two benthic sympatric invertebrates.
J Exp Mar Biol Ecol 329:20–33

Westermeier B, Gomez I, Rivera PJ, Müller DG (1992)
Antarctic marine macroalgae: distribution, abundance
and necromass at King George Island, South Shet-
land. Antarctica. Ser Cient INACH 42:21–34

Weykam G, Wiencke C (1996) Seasonal photosynthetic
performance of the endemic Antarctic alga Palmaria
decipiens (Reinsch) Ricker. Polar Biol 16:357–361
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Abstract Terrestrial life response to climate

warming in Sørkapp Land after the Little Ice Age

is described. Plant succession starts in the areas

abandoned by glaciers and continues in the areas

which have been outside glaciers. Continuous

tundra becomes denser in many places of the west

and south. A denser tundra attracts animal spe-

cies feeding on plants. Vegetation of non-glaci-

ated areas in the north-east is very sparse until

now in spite of persisting development. Scarce

fauna of the NE Sørkapp Land consists mainly of

several bird species feeding on the sea. They are

of great importance in plant and soil develop-

ment, delivering organic matter to the land by

fertilizing. Persisting warming leads an increase of

the landscape heterogenity.

Keywords Climate warming Æ Glacial recession Æ
Plant and animal succession Æ Spitsbergen

1 Introduction

Sørkapp Land is the southern peninsula of

Spitsbergen, which narrows towards the south,

situated between two open seas – the Barents Sea

in the east and the Greenland Sea in the west

(Fig. 1). More than 60% of the Sørkapp Land

territory is still covered by glaciers in spite of

climate warming since the beginning of the 20th

century, after a definite end of the Little Ice Age

in the 1890s. The areas situated near the extent of

glaciers there, including nunataks, belong surely

to the most extreme terrestrial environments for

life due to sever climatic and edaphic conditions

connected with intensive denudation processes.

The similar extremity is a basic feature of all the

unglaciated areas in the north and east of the

peninsula. Only two parts of the peninsula, the

big western one and the small southernmost one,

are overgrown with a comparatively dense (but

low) Arctic tundra covering more than 50% of

the ground. Such a vegetation (Dubiel and Olech

1990, 1991, 1993) is an indicator of a really severe

but not extreme environment due to the better

local climate conditions (under the influence of

warmer Atlantic waters and foehn winds) there.

A characteristic animal world is connected with

the tundra. Those two areas persist during all the

Holocene and take 9–10% of the peninsula’s

territory. They compose plant refuges, especially

during the colder climatic fluctuations, from

which plant succession (colonization) spreads out

in warmer periods (Ziaja 1999). Outside those

two areas, soil, vegetation and even the fauna

distribution are extremely irregular in Sørkapp
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Land, occuring in isolated pockets throughout the

landscape (Ziaja 2004). The glaciated interior,

with numerous nunataks and glaciers falling into

the sea, separates three parts of the peninsula,

described below, from each other.

The aim of the paper is to outline the knowl-

edge on the terrestrial plant and animal life

response to climate warming in Sørkapp Land

after the Little Ice Age.

2 Plant succession

2.1 General remarks

In areas abandoned by glaciers, the succession

starts with single plants just after deglaciation,

long before the total ablation of the dead ice,

forming and stabilizing the new relief and water

net, developing soils, etc. The plants belong to the

most resistant, i.e. with wide life amplitudes.

Vascular plants and mosses usually appear earlier

than lichens after deglaciation (Dubiel and Ziaja

1993).

2.2 Western Sørkapp Land

Continuous tundra (growing on the majority of

the ground) becomes even denser under the cli-

mate warming in many places of the western part

of the peninsula. Vascular plant development can

also be observed in some areas of the former

polar desert there, e.g. in Kulmstranda (Ziaja

2002).

2.3 Southern Sørkapp Land

Increasing density of the continuous tundra takes

place in the southernmost Sørkapp Land too.

However, the plant succession is most rapid in the

lowest and most stabilized marginal zones, aban-

doned by glaciers, with climatologically optimum

exposures. For example numerous and compara-

tively large clumps of plants, taking a few percent

of the ground surface, have grown in places near

sea level in the marginal zone of Keilhaubreen (SE

Sørkapp Land), covered by a glacier as late as 1936.

That is the only marginal zone with visible vege-

tation on infrared air photos at the scale 1:50 000

Fig. 1 Situation of Sørkapp Land in Spitsbergen and
changes of the extent of glaciers and marine coastline in
the NE Sørkapp Land and the land pass between Sørkapp
Land and the rest of Spitsbergen, i.e. between two fjords:

Hornsund and Hambergbukta, since 1900 (Lefauconnier
and Hagen 1991; Birkenmajer et al. 1992, satellite pictures
from NASA, the author’s field investigations)
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from 1990. However, just nearby, only small and

sparse clumps of a few vascular plants and mosses

grew that time in the marginal zone of Randbreen,

which is located at higher elevation, more shaded

and was free of ice about 20 years later (Ziaja 1999,

2004).

2.4 North-eastern Sørkapp Land

Extensive areas on the north-eastern coast of

Sørkapp Land were abandoned by glaciers in the

20th century and the beginning of the 21st century

(Fig. 1). There is good evidence of extents of

glaciers there since 1900 in old cartographic

materials, aerial photographs and satellite pic-

tures. Both abiotic and biotic landscape compo-

nents have been transformed intensively due to

glacial recession under the influence of climate

warming after the Little Ice Age, i.e. since 1900

(Fig. 2). These transformations were investigated

in the field in August 2005 (Ziaja and Ostafin

2005; Ziaja and Maciejowski 2005). The following

vascular plants were evidenced in areas aban-

doned recently by glaciers or newly formed

coastal plains: Oxyria digyna, Sagina nivalis,

Cerastium arcticum, Cerastium regelii, Papaver

dahlianum, Cochlearia groenlandica, Draba sp.

(arctica?), Saxifraga cespitosa, Saxifraga cernua,

Saxifraga hyperborea, Saxifraga rivularis, Luzula

confusa, Poa alpina var. vivipara, Arctophila ful-

va, Colopodium vahlianum (15 taxa). Three of

them (Cerastium arcticum, Saxifraga cernua,

Luzula confusa) are commonly dispersed in the

whole NE Sørkapp Land. The next three (Oxyria

digyna, Papaver dahlianum, Colopodium vahlia-

num) are limited to the areas fertilized by birds.

Cochlearia groenlandica grows only near the

coastline, probably due to the optimal thermal-

humidity conditions. The other vascular taxa do

not grow at numerous sites, and because of that it

is difficult to designate their habitat requirements,

apart from that they occur in the lower altitudes

only. Two species of bryophytes and 9–10 species

of lichens were found also. The plants which are

expanding, mainly in the lower parts of the area

(below 200 m a.s.l.), grow singly or in very dis-

persed small clumps. Usually the vegetation cov-

ers no more than 2–3% of the ground surface.

However, there are a few dozen older patches of

dense tundra, from ca. 1 m2 to ca. 30 m2, fertil-

ized by small bird colonies on steep mountain

slopes on the sea (apart from the biggest one at

Daudbjørnpynten taking several hundred m2).

Some of the new streams and small lakes (with

humid sites nearby) in deglaciated areas have

been colonized by algae.

3 Animal colonization

3.1 General remark

A denser tundra has attracted animal species

feeding on plants, e.g. reindeer Rangifer tarandus,

Fig. 2 The new coastal
plain formed on the
southern shore of
Hambergbukta after 1990.
The retreating front of
Hambergbreen in the
background, seen from
SE. The photo was taken
by the author in 2005
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ptarmigan Lagopus mutus hyperboreus, or some

species of geese (Ziaja 2004).

3.2 Western Sørkapp Land

According to the summer field observations, the

birth-rate of reindeer increased greatly in the

west Sørkapp Land between 1982–1986 (1 or 2

animals met during a summer) and 2000 (more

than 100 animals, with a large part of the young

ones, met during 2 summer weeks). That is a

really impressive manifold population increase

(Ziaja 2004) which influences environment both

in the areas with well developed tundra and out-

side them, supporting the plant succession to the

areas with the extreme environment.

3.3 Southern Sørkapp Land

The constant presence of reindeer in south Sør-

kapp Land in the 1990s is a new phenomenon, not

observed there in the 1980s (Ziaja 1999, 2004).

The same occured to some bird species like

ptarmigan Lagopus mutus hyperboreus and wild

geese Branta leucopsis not observed before

(Norderhaug 1989). Both reindeer and ptarmigan

depend closely on plants.

3.4 North-eastern Sørkapp Land

The general remark from the beginning of the

chapter does not refer to the NE Sørkapp Land

because of scarcity of vegetation. Avifauna of the

NE Sørkapp Land is quite scanty: 14 species have

been observed and only six of them breed there

(Stercorarius parasiticus, Larus hyperboreus, Ris-

sa tridactyla, Uria lomvia, Cepphus grylle, Alle

alle). The last three of them are of great impor-

tance in delivering organic matter from the sea to

the land fertilizing the rocky walls and their foot.

The Arctic skua Stercorarius parasiticus and kit-

tiwakeRissa tridactyla perform a similar function

on the coastal plains. The single Arctic fox Alo-

pex lagopus observed (the only land mammal

observed in NE Sørkapp Land), feeds on the

birds during the summer. The vegetation is too

poor to feed geese or ptarmigans. Hence, some

geese which are typical for tundra (Anser brac-

hyrhynchus, Branta leucopsis, Branta bernicla)

can only be observed during flight. No eiders have

been observed there, may be because of the low

plankton count in the cold waters of the East

Spitsbergen Current washing the coast from the

north (Ziaja and Maciejowski 2005).

4 Discussion

According to Wüthrich (1991), the expansion of

richer plant communities in areas previously

occupied by poorer ones is possible after a

long-term warming by 2–4�C. He formulates

a prognosis of that expansion in the form of a

modification of the old map showing the extents

of four plant communities (Inner Fjord Zone,

Cassiope Zone, Dryas Zone, Barren Zone) in

Spitsbergen (Summerhayes and Elton 1928).

However, in his new, modified map, showing the

state of vegetation after a warming by 2–4�C,

the entire coast of Sørkapp Land remains within

the Barren Zone, i.e. with a very sparse vegetation

which covers much less than 50% of the ground.

Hence, his prognosis is pointless because the main

part of the western and southern coasts of the

peninsula has already been covered with contin-

uous tundra in 1980s. Moreover, the present rate

of the colonization suggests a future development

of the vegetation (Ziaja 2004). A starting tem-

perature cannot be considered in his prognosis

due to lack of data for Sørkapp Land. However, it

is sure that the temperature has been lower in

Sørkapp Land than in central-west Spitsbergen,

on the base of fragmentary meteorological mea-

surements cited by Ziaja (2004) and observations

of indirect environmental factors (e.g. influencing

Sørkapp Land by the cold sea current).

5 Conclusions

The passage from the Little Ice Age to the cur-

rent warmer period led an increase of the land-

scape heterogenity.

During the cold period of the LIA, the devel-

opment of glaciation was followed by a dimin-

ished significance of the relief and all of the

dependent landscape components (relief, waters,
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vegetation, fauna, soils) resulting in a relatively

homogenous landscape.

Inversely, the contemporary warmer period,

with a fairly high rate of deglaciation, generated a

quick superficial development of the five not-

glacial landscape components mentioned above

and thus the increase of the heterogenity. This

development will surely intensify in the event of

climatic stabilization or further warming.

However, the biotic components (animals,

vegetation and soils) play a relatively weak part in

the Sørkapp Land environment yet, especially

when compared to their efficiency in temperate

environments, due to their sparse distribution in

the High Arctic regions (Ziaja 2004).

Sørkapp Land is the Artctic region really pre-

disposed to terrestrial studies on the ecological

results of the contemporary climate change.
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Abstract Many plants growing in polar and

alpine regions clearly solve serious problems of

life under extreme climatic conditions, as low

temperatures, strong winds, unstable soils and in

the North partly 24-h of light.

Keywords Adaptation Æ Alpine Æ Arctic Æ
Climate change Æ Light Æ Polar Æ Precipitation Æ
Snow Æ Temperature Æ Wind

Characteristics of the polar and alpine biomes

The most important environmental factor to re-

strict plant life in polar and alpine regions, both

having a short growing season, is low temperature

(Billings 1973). Permafrost in the ground, nor-

mally with a shallow active layer on top in sum-

mer, is common in most polar regions. It may also

occur in some alpine regions but this is less fre-

quent. Alpine areas are found in all parts of the

world, in both tropical and polar regions, in oce-

anic as well as in continental and often dry areas.

In the mountains of the equatorial zone there is

often an enormous diurnal temperature variation.

It may be said to be winter every night and

summer every day (Hedberg 1957). In polar re-

gions, the monthly mean temperatures in winter

may be below – 40�C (e.g. Obasi 1996; Chernov

and Matveyeva 1997), even lower in some of the

most continental areas, while commonly well

above 0�C during summer months in areas where

snow melts. Particularly because of these differ-

ences in the temperature conditions between po-

lar and alpine regions they are often said to have

greater dissimilarities than similarities (e.g.

Körner 1995), although there are also several

similarities (Billings 1973).

However, in both biomes few plants only can

stand the harsh temperature and other extreme

environmental conditions, e.g. strong wind, often

found there. Normally trees are missing both in

alpine and polar regions in the Northern Hemi-

sphere, and the absence of trees is often used as a

definition of these biomes. In some districts,

however, of both northern Russia and North

America, the melted soil top layer in summer is

deep enough to foster tree growth. Then, we get a

so-called Forest Tundra in areas with a thick

frozen layer further down in the ground. Detailed

division of the Arctic in bioclimatic/biogeo-

graphichal zones is presented by Bliss (1981) and

later defined by the CAVM Team (2003), while a

brief presentation of the Alpine division and the
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previous Arctic divisions is given in Wielgolaski

(1997a).

In temperate regions the summer temperature

in particular, is the limiting factor for tree growth

(Dahl 1986). Generally, the tree line is higher in

continental areas with large mountain massifs

than in more oceanic areas at the same latitude

(Fig. 1). It is found to be as high as above 4000 m

elevation in tropical areas of South America and

in continental Asia (Troll 1973a), while at 0 m

elevation e.g. along the coast of northern Norway

(e.g. Aas and Faarlund 2001; Karlsen et al. 2005).

In polar regions, soil may be unstable even on

relatively gentle slopes, also at low elevation, but

it might also be found at high elevations in lower

latitudes. Such soil movement (solifluction) easily

breaks plant roots, which, therefore, normally

prevents tree growth, and has been used as one

criterion to define alpine belts (Troll 1973b).

Strong wind under extreme environmental con-

ditions may also stop tree growth. Near the upper

tree line, groups of ‘‘krumholz’’ trees, particularly

of Picea abies (Fig. 2), are well known (e.g.

Wielgolaski 1997b; Kullman 1998). The outer

stems protect the inner ones against the most

extreme conditions, e.g. strong winds, in such a

way that the inner protected ones normally are

considerably taller than the border stems. Small

stands of trees at the tree line often show ‘‘flag-

ging’’ i.e. most the branches lacking at the wind

side, except near the ground where the buds and

branches are protected by snow during winter.

In alpine areas there are often strong regional

variations in the amount of precipitation. The

actual snow line in the tropical Puna of South

America is above 6000 m elevation, mainly as a

result of extreme aridity. Low precipitation and

deserts are also common at high altitudes in many

continental regions of Asia (Troll 1972). How-

ever, precipitation in many, normally somewhat

more humid regions of the world increases with

elevation, e.g. in the Rocky Mountains (Kittel

et al. 2002) and in western Fennoscandia (Aune

1993; Førland 1993), and then may cause a thick

cover of snow in winter. The melting of the snow

shows great local variations depending on the

topography, normally of greatest importance on

steep mountains, but always influencing the plant

growing season (e.g. Sonesson et al. 1975; Inouye

and Wielgolaski 2003).

Fig. 1 Elevation in metre (and feet) of timber lines, snow lines, and highest mountain peaks on a cross-section of global
alpine regions (after Swan 1967)
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Often, polar regions show a low annual pre-

cipitation, commonly < 100–400 mm (Bliss 1997;

Chernov and Matveyeva 1997). Due to the long

period of low temperature, most of it comes as

snow, which further delays the length of growing

season. The time for disappearance of snow cover

in spring is normally the primary factor for

growth start in cold regions, particularly in con-

tinental regions (Inouye and Wielgolaski 2003).

However, growth may start under some snow, if

the ground in more humid districts is insulated by

a heavy cover and then nearly free of frost in the

upper soil (Resvoll 1917; Bliss 1971; Wielgolaski

et al. 2004). Due to the generally low tempera-

tures at high latitudes also in summer, the

evapotranspiration is also often low but most

often approximating precipitation (Brown 1981).

Therefore, wet areas are often commonly tundra,

e.g. in the lowlands of polar regions (Rydén

1981).

In some cases permafrost in the tundra causes

part of the nearly flat areas to build up mounds

with ice-cores. This is common e.g. in more con-

tinental northern Europe (palsas), but may be

even more spectacular in other parts of the world

as in Polar parts of North America, where conical

ice-core hills may be several meters tall, the so-

called ‘‘Pingos’’ (Fig. 3). Under such conditions

the roots of plants growing on the surface easily

break, which only few species will tolerate, of

course.

Particularly the absence of trees both in polar

and alpine biomes can very often give a similar

visual impression (Wielgolaski 1986), and in both

biomes there are variations from wet sedge-moss

communities to dry dwarf-shrub heaths and rocky

fell-fields. Solifluction, mass-flow and patterned

ground, as e.g. polygons (Bliss 1997), are common

both in polar communities (Fig. 4) and in high

alpine or nival belts (also in the temperate re-

gion), which of course strongly influences the

sparse vegetation. The broad comparability in the

physiognomy of polar and alpine vegetation is

clearly stressed by Barry and Ives (1974). How-

ever, they also say that the extensive wet tundra

Fig. 2 ‘‘Krumholz ‘‘ of Norway spruce (Picea abies) at the
climatic tree line in south-eastern Norway, wind dominat-
ing from the left (west) of the picture. Most branches near
the snow cover. (Photo: F.E Wielgolaski)

Fig. 3 Several metre tall vegetated ‘‘Pingo’’, built up by
an ice core in North American wetlands (Photo: F.E.
Wielgolaski)

Fig. 4 Stone-open soil polygons in a nearly flat ground in
High Arctic at Spitsbergen, made by frequent ice forma-
tions in the soil, with vegetation in between. (Photo: F.E.
Wielgolaski)
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commonly found in the Arctic is largely lacking in

alpine areas, where a complex mosaic of more

mesic and xeric communities occur due to the

dissected nature of the terrain.

A very important dissimilarity between polar

regions and alpine regions further south is the

light regime. Whereas there are possibilities for

24 h of sunshine during at least parts of the

growing season in polar regions (Fig. 5), this is

not the case in temperate and tropical monta-

neous regions. This often causes different eco-

types or provenances to develop at various

altitudes and latitudes (Mooney and Billings

1961). It is also an important factor to find the

best fitted cultivar of agricultural species for var-

ious districts of polar regions.

Adaptation

Plants in polar region as well as in alpine tundra

are adapted by very rapid growth to the normally

short growing season (Savile 1972; Wielgolaski

1997c). Heide (1985) stated that the more severe

the environment, the more important survival

adaptations seemed to be, while biological

competition tended to be less important to the

vegetation. Some tundra plant species will under

extreme environmental conditions require several

years to finish their life cycle, while only one

season under better conditions (e.g. Sørensen

1941). A typical example of such adaptation is

found in species of the genus Salix. Dahl (1986)

stresses that in prostrate tundra species within the

genus (S. herbacea, S. polaris and S. reticulata) it

may take four growing seasons for development

of catkins, while in taller lowland species it nor-

mally takes only one year.

Transplantation of trees originating in a tem-

perate lowland area to a subarctic-subalpine re-

gion or between extreme environments of

different types (e.g. from a subalpine temperate

region to a high latitude area with 24 h daylight in

parts of the growing season) has been carried out

in many years. Often this has shown strong

influence in productivity and phenology of the

trees (Hagem 1931; Kalela 1938; Beuker 1994;

Wielgolaski and Inouye 2003; Ovaska et al. 2005).

Planting trees of a southern origin (provenance or

ecotype) in the north, often means that the trees

continue their growth late in summer and autumn

in their new growth place as they are adapted

normally to do on their southern district of origin.

This again may cause the trees to have a weak

hardening of their new shoots before an early

start of low temperature and winter in the more

extreme environment. Often that leads to frost

damage of the buds during winter or the new

shoots in spring.

If a southern provenance is transplanted to

northern latitude regions with 24 h daylight dur-

ing mid summer, that may also lead to growth

problems due to plant physiological responses by

the changes in spectral composition of the light.

The plants originating from northern latitudes are

for instance normally adapted to a low red to far

red ratio particularly at the end of an Arctic

summer (Nilsen 1986) compared to more south-

ern provenances. This may be one factor to in-

duce growth cessation of woody plants adapted to

northern latitudes, and is also found to influence

the shoot elongation (Håbjørg 1972a, b; 1978).

However, temperature variations e.g. day and

night may also induce senescence (Marchand

et al. 2004), and is therefore important in the

plant adaptation by a continued climate change

(see next section).

Normally, the well hardened buds of conifer-

ous trees (Beuker 1994) and leaf buds of moun-

tain birch (Ovaska et al. 2005) from the

northernmost ecotypes have an earlier break in

Fig. 5 Day length at various latitudes from 60�N north-
wards. Note the 24 h day for about 4 months in summer at
79�N (e.g. at Spitsbergen), and a similar period with sun
always below the horizon in winter
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spring than buds from trees of a more southern

ecotype. Many agricultural plants are found to be

adapted to use fewer days between various

growth and flowering stages when grown in long

days (Skjelvåg 1998). As temperature normally

decreases to the north, this also means that many

specific cultivars of agricultural plants can be

grown further north than otherwise would have

been possible.

The phenological transplant studies referred to

above clearly indicate that the latitude, i.e. the

light regime, is of strong importance for devel-

opment of plants in polar regions. Adaptation to

the growing condition at the place of origin in a

species is also clearly stated by studies in con-

trolled climate (e.g. in Betula by Myking 1999).

Plants originally growing in districts with mild and

unstable winters (as in the south and along the

coast) showed later bud burst, particularly after

only a short period of chilling (November) than

more northern and inland ecotypes with cold and

stable winters (Fig. 6). Differences in the date of

bud burst of mountain birch originating from

different elevations but approximately the same

latitude, indicate that also adaptation to certain

temperature regimes is of importance for start of

the growing season (Ovaska et al. 2005), which is

as expected.

The normally very rapid growth found in plants

of a short growing season, demands an adaptation

to a rapid and good supply in spring of both en-

ergy and nutrients from winter storage organs

(Wielgolaski 1984). The storage organs of polar

and alpine plants are commonly situated below-

ground, close to the growing points, which nor-

mally are just above, but also at the ground itself,

chamaephytes and hemicryptophytes according to

the life form classification by Raunkiaer (1934),

plant types dominating in these extreme climatic

conditions (Table 1). That is a good adaptation to

a short translocation distance to and from the

buds where the stored material is used for growth

in the short and very active growing season.

Particularly in monocotyledons of wet sedge

communities but also in forbs of mesic low alpine

and low Arctic tundra, the storage organs are

mainly found in the roots (Mooney and Billings

1960), resulting in a higher proportion of root

mass compared to shoot mass than in most other

plant communities even in tundra regions

(Table 2).

In some species of tundra forbs, sedges and

grasses parts of the leaves even stay green during

winter to speed up growth start in spring (but then

sometimes they die in early summer) (Wielgola-

ski 1997c). In evergreen dwarf shrubs, however,

there is a late bud break and a slow translocation

rate but in these species generally having a low

nutrient level (Wielgolaski et al. 1975), the life

form is probably more an adaptation to grow on

nutrient-poor soil than a direct adaptation to live

in climatic extreme conditions.

Generally, shrubs are close to their limit of

survival in tundra. The plants have to be creeping

to be protected by a snow cover against the lowest

temperatures and the strongest wind. Close to the

permanent snow cover of alpine regions and in

the High Arctic the conditions are too extreme

for formation of above-ground reserves in buds

and woody above-ground parts, and even dwarf-

shrubs are missing in these regions. Dahl (1986),

however, stressed that the hardiest plants are

pulvinate chamaephytes with buds just above the

soil. There, the close neighbouring between sev-

eral, densely tufted leaves makes the cushion to

exchange heat more like a single organ of the size

of the total cushion. It is normally important for

Fig. 6 Days to bud burst at 15�C in a short-day period
(8 h), after different periods of chilling at 5�C, in three
Betula pubescens ecotypes along two gradients, in a (left)
from three different latitudes of origin and in b originating
from various distances from the coast (reprinted from
Myking 1999)
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the polar and alpine plants to absorb as much

heat of the incoming radiation as possible via the

soil close to the plants or by the plants them-

selves. This is also reflected by the plant types

found and their morphological adaptations.

Very often tundra plants are covered by hairs

to protect against cooling wind and evapotrans-

piration, and in this way also directly absorb heat

for the hairy organs. They may be relatively dark

in colour as often in Draba spp. and Erigeron spp.

and the early emerging sepals of some polar/al-

pine Ranunculus (R. glacialis, R. nivalis, R. sul-

phurous). In other plants the hairs are light

coloured, silky or woolly, and light-transparent to

the dark and heat-absorbing organs inside the

hairs or bracts, as e.g. in cotton-grass, Eriopho-

rum spp. (Dahl 1986). In some willows (Salix

spp.), Krog (1955) observed a 15–25�C higher

temperature in the catkins than in the ambient

air. In these willows solar radiation penetrates the

silky hairs of the dark catkin scales, which are

heated also because of lower outward heat

transport due to the hairs, a really effective

adaptation to life in extreme environments.

It is also observed that both the orientation of

many plant leaves and flowers in polar/alpine

regions may be adaptations to the environmental

conditions of the biomes. The leaves e.g. of many

cushion plants at high altitudes (even at lower

latitudes) often have a nearly vertical position to

get the best reflection of incoming light to hit

other leaves instead of being reflected back to the

atmosphere (Dahl 1986). Better known is proba-

bly the parabolic form of many tundra flowers,

which increases the absorbed radiation by reflec-

tion to the centre of the flower (Kevan 1975;

Wielgolaski 1987). This is favourable to increase

the temperature for pollination of the flowers and

for development of the ovary. This adaptation

seems to be most common in plants with a high

reflection coefficient for incoming radiation by

having light coloured flowers e.g. white or yellow

(for instance in Dryas spp., Fig. 7, Papaver spp.

and Ranunculus spp.). Often the flowers also

change their direction during the day always to be

open towards the sun (Kevan 1975; Wielgolaski

1997c). Sometimes also the colour of the flowers

are adapted to change to be darker in colour after

Table 1 Number of vascular plant species and percentage of different life forms, based on the classification by Raunkiaer
(1934), at various alpine altitudes in southern Norway

Altitudinal
limit (m)

Number of
species

Life form

Phanerophyte
(%)

Chamaephyte
(%)

Hemicrytophyte
(%)

Geophyte
(%)

Helophyte
(%)

Hydrophyte
(%)

Therophyte
(%)

> 2000 29 44.8 55.2
1800–1999 39 25.6 66.7 2.6 2.6 2.6
1600–1799 75 8.0 32.0 48.0 4.0 5.3 2.7
1400–1599 63 4.8 9.5 65.1 11.1 1.6 3.2 4.8
1200–1399 138 6.5 10.1 51.4 10.1 10.1 2.9 8.7
1000–1199 109 2.8 5.5 55.0 10.1 11.9 5.5 9.2

Table 2 Different average ratios between plant parts of some tundra vegetation types (based on Wielgolaski et al. 2001)

Region Root/shoot
(live)

Non-green/green
live: vascular
plants

Dead/live
above-ground:
vascular plants

Desert and semi-desert 0.9 2.3 1.9
Wet sedge meadows 21 23 1.6
Mesic dry meadows 5.0 7.7 0.8
Dwarf-shrub tundra 3.1 12 0.6
Low shrub tundra 2.0 19 0.2
Forest tundra 0.8 15 0.1
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pollination by insects, which are attracted by

white colours, to absorb even more heat, e.g.

Ranunculus glacialis.

Climate change

Plants living in the extreme environments of polar

and alpine biomes are thus adapted to the con-

ditions there in many ways, but growth is always

modified, as in other climatic zones of the world,

by the nutrient availability. Although, normally

temperature is the dominant factor for growth in

cold regions, light is of course also very impor-

tant, particularly at increasing latitude and at the

end of the growing season (see e.g. references in

Arft et al. 1999). There will always be changes in

the climate during a period. Generally, it is esti-

mated that for the Northern Hemisphere annual

temperature during the last 150 years has

increased by 0.055� per decade (Overpeck et al.

1997; Jones and Moberg 2003). Both in northern

and southern Norway Klaveness and Wielgolaski

(1996) have observed earlier first flowering of

most plant species in the mid 20th century than

about 100 years earlier. However, warming has

accelerated in recent decades in the Northern

Hemisphere (IPCC 2001; ACIA 2004), which is of

extreme importance for plant growth particularly

in polar and alpine regions, especially if it con-

tinues also in the future. Most important is the

increase in temperature but also in precipitation,

both calculated to be stronger during winter than

summer and in models predicted to be strongest

in northern latitudes (Dickinson 1986; Maxwell

1997; ACIA 2004; Schwartz et al. 2006). In Eur-

ope the positive phase of North Atlantic Oscil-

lation (NAO) has increased clearly in the period

February–April during the last decades, leading

to prevailing westerly winds and, therefore,

higher temperatures and a more humid climate,

particularly since the end of 1980s (Post and

Stenseth 1999; Chmielewski and Rötzer 2001;

Wanner et al. 2001). In northern Norway it is

observed that Cornus suecica avoiding the most

continental districts recently has been common

more to the east, indicating a more humid climate

there than before (Tømmervik et al. 2004). In

high latitudes and altitudes of the Northern

Hemisphere the recent climate change has caused

higher winter precipitation as snow. Anyhow, in

most lowland areas, and particularly in coastal

regions, the increased temperature has caused

earlier snowmelt (Maxwell 1992), the growing

season to be longer (e.g. Bliss and Matveyeva

1992) and the plant population rates to be higher

(Carlsson and Callaghan 1994). In extreme cold

climates, however, as at the highest elevations

and in the continental parts of northernmost

Europe, winter temperatures have not increased

enough through the last decades of the 1900s to

foster earlier snowmelt. However, by continued

increase of the winter temperature during the

coming years, it is expected that this will change

(Shutova et al. 2005; 2006).

In autumn, on the other hand, it may be spec-

ulated that somewhat lower global radiation by

more cloudy weather and then also partly slightly

decreasing temperatures, will continue the earlier

end of the growing season calculated for parts of

the more continental northernmost Europe by

satellite images during the last two decades of

1900 as well as by 40 years of field phenological

studies of birch leaf yellowing at Kola Peninsula

(Shutova et al. 2005; 2006). The day length has

been found to be important for the time of end of

growing season, particularly at extreme high

latitudes. Håbjørg (1972a, b) found in controlled

climate (phytotron) studies that plants from

northern latitudes were stronger dependent in

cessation of growth by reduction in light than

more southern provenances. He concluded that

Fig. 7 Parabolic flowers of near white colour as Dryas
octopetala collect maximum of incoming heat to the ovary
in the centre of the flower. (Photo: F.E. Wielgolaski)
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this might be an adaptation in the northern

provenances to the markedly lowered red to far

red ratio at the end of the Arctic summer.

Low autumn temperatures and then particu-

larly low minimum values have for a long time

also been suggested to be triggering yellowing

and senescence of plants (Galakhoff 1938). In the

International Tundra Experiments (ITEX), the

temperature of intact ecosystems in the field have

been manipulated at 13 circumarctic and alpine

sites by using transparent open top chambers

through several years. The plants within these

1–3�C warmer chambers, generally, showed

somewhat later senescence than outside, but sig-

nificantly only at one alpine site (Arft et al. 1999).

This is in contrast to a significantly earlier start of

the growing season (Henry and Molau 1997) and

also of flowering at all sites by the warming.

However, Marchand et al. (2004) found in

experiments at Northeast Greenland, that plants

heated in the field during the growing season with

infrared radiation by about 2.5�C, showed a

higher maximum percentage of vascular plant

cover and a delay in yellowing in the autumn by

approximately 15 days (Fig. 8) compared to the

surrounding vegetation in NDVI analyses. They

concluded that also in High Arctic tundra, higher

temperatures postpone the senescence process.

This may cause longer growing seasons if tem-

peratures increases in the future. On the other

hand, many plant species may be less matured for

the winter, and also less fitted for the Polar light

regime.

In a paper summarising the ITEX results

(Walker et al. 2006), it is stressed that plant

diversity is reduced within the open top cham-

bers. However, the height and cover of deciduous

shrubs and monocotyledons have increased dur-

ing the experimental period, while the cover of

mosses and lichens has been decreasing (Fig. 9).

The changes are stronger in the Low than in the

High Arctic, maybe as an indication of less

nutrients being released by increased temperature

at the coldest sites. It is suggested in several

papers (e.g. Shaver et al. 2000) that if ‘‘soil organic

matter turnover is increased due to warming,

there is a high potential for redistribution of

nitrogen from soils to vegetation’’. This results in

higher production at least for a certain period.

Near the tree line in Fennoscandia this is ob-

served in the field particularly in mountain birch

growth (own unpubl. obs.). It is also obvious that

the tree line in the region has increased by 100–

150 m since the mid 1980s as a result of higher

temperatures (e.g. Kullman 2002), but for e.g.

Betula pubescens ssp. tortuosa in Fennoscandia

also by reduced browsing by livestock. The same

author (Kullman 1998) has also found that trees

increasing their growth after earlier temperature

Fig. 8 Percentage higher-plant cover at unheated (lower
curve) and heated in the field with infrared radiation
(upper curve) at Northeast Greenland. Note that senes-
cence is clearly delayed in the heated vegetation as studied
in NDVI analyses (Marchand et al. 2004)

Fig. 9 Response in several tundra plant forms on heating
in the field by keeping the vegetation within open top
transparent chambers. Mean of results from several ITEX
sites in the response on various community variables, as
e.g. on the species composition (ordination scores)
(Walker et al. 2006)
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rises (e.g. in the 1920–1930s) at the tree line lo-

cally died in the tops when there came a decrease

in winter temperature again afterwards.

The reduced cover of lichens in the ITEX-

experiments was found to be significant after

3 years, while the increased cover of vascular

plants was significant only after 4–6 years of

warming (Walker et al. 2006). The reduction in

lichen cover may be seen as a result of competi-

tion with increasing biomass of vascular plants

(Cornellisen et al. 2001) or of snow melt and

refreezing several times during the winter season.

Such conditions will cause an ice cover influenc-

ing the O2/CO2 conditions for the lichens under

the ice. In transplant studies of vegetation mats in

an alpine region from a nearly snow free lichen

heath to a near by Vaccinium myrtillus snow bed,

one of the authors (Wielgolaski 2001) found that

already after 1 year the lichen Cetraria nivalis had

changed colour to yellow-brown, and after

4 years nearly all arbuscular lichens were dead,

probably because of lack of oxygen under the ice

cover. Lichen death due to climate change will be

a serious problem for the survival of reindeers in

many northern areas, where lichens are the main

diet, particularly during winter. However, over-

grazing during the last decades also has caused a

dramatic decline of lichen cover in parts of

northernmost Norway (Johansen and Karlsen

2005).

Remote sensing has the potential to monitor

and give evidence of the ongoing climate change

in Arctic vegetation at a variety of spatial and

temporal scales (e.g. Stow et al. 2004). It can for

instance identify changes in the above-ground

production, structure and cover, in the pheno-

logical cycle, and changes in ecotone boundaries.

NOAA Advanced Very High Radiometer

(AVHRR) imagery is particularly valuable for

land cover studies at decadal time scales since

these data are available from the early 1980s to

the present. Studies based on the Normalised

Difference Vegetation Index (NDVI) from the

AVHRR instrument have found an extensive

greening trend at higher northern latitudes (e.g.

Myneni et al. 1997; Bogaert et al. 2002). In arctic

tundra and boreal forest there is a close rela-

tionship between temperature and NDVI (e.g.

Suzuki et al. 2001; Karlsen et al. 2006; Walker

et al. 2003), and the increased greenness is asso-

ciated with increased air-temperature (Buermann

et al. 2003; Gong and Ho 2003; Walker et al.

2003). However, the greening trend shows large

regional differences. Generally, in the 1990s the

North American greening trend was higher than

the Eurasian trend (Slayback et al. 2003). Locally,

a trend of slightly shorter length of the growing

season for the period 1982 to 1998 was found in

the most continental parts of northern Fenno-

scandia and Kola Peninsula in northwestern

Russia (Høgda et al. 2001) (Fig. 10), mostly as a

result of later onset of spring. A trend of changes

in the short Arctic growing season length over

decadal time scales is of key interest, since it

could be the first indication of a shift in the

above-ground production and cover. The time-

integrated NDVI during the growing season is

associated with the above-ground plant biomass

(e.g. Walker et al. 2003). Increased time-integrated

NDVI is found in northern Alaska the last

decades (Jia et al. 2003; Stow et al. 2003), and the

greenness increases most rapidly in areas of moist

non-acidic tundra (Jia et al. 2003).

The ongoing climate change with strongly

increasing temperatures particularly in the North

of the Northern Hemisphere may according to

Fig. 10 Changes in length of the growing season in
northernmost Europe during the period 1982–1998 as
analysed by the GIMMS-NDVI satellite dataset (reprinted
from Høgda et al. 2001 with permission from NORUT IT)
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modelling scenarios cause a 40% reduction of the

current tundra by an expected temperature

increase of 4–7�C over the next 100 years (ACIA

2004). In many ways, this may cause less extreme

environments for plants with replacement of the

tundra by trees. However, many of these plants

will not be adapted to grow in 24 h daylight. Such

an adaptation takes many years, and in the

meantime many of the invading plant species to

the North probably will suffer seriously.

Concluding remarks

The examples given here clearly demonstrate

the serious problems of life for many plants

growing in Polar and Alpine Regions under

extreme climatic conditions, but other problems

may also occur. Low temperatures both during

winter and often also summer strongly limit the

diversity of plant species. Also high wind speed

(Fig. 11) and unstable soil are important for

many species. Both extremely low and high

precipitation is observed, often in combination

with temperature changes. In polar regions also

the light regime is special. Having 24 h of light

during parts of the growing season clearly causes

a need for adaptation in plants to such condi-

tions, both for growth, development and sur-

vival. In a changing climate with an expected

much higher temperature, many of the plant

species will not be mature by the end of the

growing season and will die back or freeze to

death during winter.
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Abstract The majority of terrestrial plants are

unable to survive in very dry environments.

However, a small group of plants, called ‘resur-

rection’ plants, are extremely desiccation-tolerant

and are capable of losing more than 90% of the

cellular water in vegetative tissues. Resurrection

plants can remain dried in an anabiotic state for

several years and, upon rehydration, are able to

resume normal growth and metabolism within

24 h. Vegetative desiccation tolerance is thought

to have evolved independently several times

within the plant kingdom from mechanisms that

allow reproductive organs to survive air-dryness.

Resurrection plants synthesise a range of com-

pounds, either constitutively or in response to

dehydration, that protect various components of

the cell wall from damage during desiccation and/

or rehydration. These include sugars and late

embryogenesis abundant (LEA) proteins that are

thought to act as osmoprotectants, and free radi-

cal-scavenging enzymes that limit the oxidative

damage during dehydration. Changes in the cell

wall composition during drying reduce the

mechanical damage caused by the loss of water

and the subsequent shrinking of the vacuole.

These include an increase in expansin or cell

wall-loosening activity during desiccation that

enhances wall flexibility and promotes folding.

Keywords Cell wall Æ Desiccation tolerance Æ
Drought stress Æ Dry environments Æ Expansins Æ
Resurrection plants Æ Water deficit

Introduction

Plants exhibit several strategies to deal with life in

extremely dry environments; namely avoidance,

resistance, or tolerance to desiccation (Levitt

1980). Some plants (e.g. annuals) complete their

life cycles during the part of the year when water

is plentiful and growth conditions are favourable,

and avoid times during which desiccation is fre-

quent (e.g. summer). Desiccation avoidance may

enable plants to achieve maximal growth and

productivity, but it also confines them to areas or

periods with favourable conditions. Other plants,

for example perennials such as cacti, have modi-

fied morphological structures that allow them to

retain most of their cellular water and resist

equilibration with the air. These adaptations al-

low desiccation-resistant plants to extend the

range of conditions and habitats in which they can

remain metabolically active throughout the year.

The main drawback for plants with a desiccation

survival strategy geared towards resistance is that

growth often proceeds very slowly. A small group
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of plants, the so-called ‘resurrection plants’ (Gaff

1971), are extremely desiccation-tolerant, and can

survive almost complete desiccation, usually

considered as drying to < 0.1 g H2O g–1 dry

mass or to 10% absolute water content or less

(Alpert 2005).

Desiccation tolerance has been defined as the

ability of an organism to equilibrate its internal

water potential with that of moderately dry air,

and then resume normal function after rehydra-

tion (Alpert 2000). Air-dryness at a relative

humidity of 50% at 28�C would equate to a water

potential of – 100 MPa (Gaff 1997), a water

deficit that would be lethal to the majority of

modern day flowering plants. However, a few

resurrection plants possess vegetative tissues that

can tolerate loss of greater than 90% of their

cellular water, and some can tolerate drying to

water potentials as low as – 650 MPa without

injury (Gaff 1997). Resurrection plants are usu-

ally found in habitats of sporadic rainfall,

including rocky outcrops, and arid zones within

tropical and subtropical areas (Rascio and La

Rocca 2005). It is estimated that there are about

300 angiosperms which possess vegetative desic-

cation tolerance (Porembski and Barthlott 2000).

Desiccation-tolerant plants have been found in all

continents except Antarctica (Alpert 2000), and

in all groups of seed plants except for the gym-

nosperms (Oliver 1996). Resurrection plants, like

their desiccation-tolerant animal counterparts,

are generally small in size. The absence of vege-

tative desiccation tolerance within the gymno-

sperms, or within any vascular plant more than

3 m in height, is thought to be due to the physical

constraint of re-establishing water flow in the

xylem during rehydration after it has been inter-

rupted during desiccation due to cavitation

(Alpert 2005).

This review will focus on the ability of vege-

tative tissues of resurrection plants to survive

extreme desiccation. First we examine how des-

iccation tolerance of vegetative tissues evolved in

vascular plants. Then we investigate the different

mechanisms used by resurrection plants to protect

cell membranes and organelles during desicca-

tion, and to repair dehydration-induced damage

upon rehydration. This includes examining the

roles of key proteins (e.g. LEAs and transcription

factors), sugars and other compatible solutes in

the protection and maintenance of cellular

integrity. We also review some adaptations of

resurrection plants for surviving desiccation

including changes in the cell wall and lipid com-

position, and the establishment of anti-oxidant

systems.

Evolution of desiccation tolerance

In order to colonize the land, the earliest terres-

trial plants must have been desiccation-tolerant at

every stage of the life cycle (Oliver et al. 2005).

With the evolution of more complex vascular

plants, desiccation tolerance was lost in vegetative

tissues but was retained in reproductive tissues

(Oliver et al. 2000). The acquisition of desiccation

tolerance is part of a maturation program during

normal seed development. The majority of

terrestrial plants today are capable of producing

desiccation-tolerant structures such as spores,

seeds and pollen which can remain viable in the

desiccated state for decades, or centuries, in the

case of the ancient Nelumbo nucifera (sacred

lotus) seed from China (Shen-Miller et al. 1995).

The structural genes required for desiccation

tolerance are not unique to resurrection plants,

but are also present in the genomes of desicca-

tion-sensitive plants (Bartels and Salamini 2001).

However, resurrection plants may have enlisted

genes normally expressed in seed tissue for

expression in vegetative tissue to allow these

plants to withstand desiccation (Illing et al. 2005).

For example, genes encoding late embryogenesis

abundant (LEA) proteins (see below) that are

normally expressed in the seeds of desiccation-

sensitive plants during embryo maturation (Close

1996) have been isolated from drought-stressed

vegetative tissues of resurrection plants such as

Sporobolus stapfianus (Neale et al. 2000) and

Craterostigma plantagineum (Bartels 2005).

Recent phylogenetic evidence suggests that these

vascular plants gained the ability to withstand

desiccation of their vegetative tissues from a

mechanism present first in spores, and that this

evolution (or re-evolution) has occurred on at

least ten independent occasions within the

angiosperms (Oliver et al. 2005).
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Plant strategies to survive desiccation

Several different strategies are utilised by resur-

rection plants to survive desiccation. Some plants

have evolved mechanisms that protect cellular

membranes and organelles during desiccation.

Other plants employ a constitutive repair system

which allows them to rapidly mobilize repair

mechanisms in the damaged cell upon rehydra-

tion. In general, both the protection and repair

mechanisms are used by resurrection plants, with

mosses generally utilizing a repair mechanism and

vascular plants using a protective mechanism

(Oliver 1996). Regardless of the strategy used by

a particular resurrection plant, three factors have

been identified as being crucial for surviving

desiccation: maintaining life in the dried state,

limiting the extent of damage to existing tissues so

that repair is unnecessary or manageable, and

mobilizing repair systems upon rehydration

(Bewley 1979).

Tolerance to near-complete desiccation of

vegetative organs is a widespread capability in

bryophytes (Rascio and La Rocca 2005), a group

that includes mosses and liverworts. The desic-

cation-tolerant moss Tortula ruralis is a cosmo-

politan species that is found in many parts of the

world (Oliver 1996). T. ruralis, whose natural

habitat includes fallen trees and rocks, has

evolved tolerance mechanisms that allow the

plant to survive rapid drying rates. These mech-

anisms include a constitutive cellular protection

component, and a rehydration-inducible recovery

process designed to repair cellular damage expe-

rienced during rapid desiccation and subsequent

rehydration (Oliver et al. 2000). This strategy al-

lows for frequent and rapid desiccation to be

tolerated; often desiccation can occur within 1 h

(Bohnert 2000). The main drawbacks of the con-

stitutive repair strategy for desiccation survival

are low metabolic rates, possibly due to the cost

associated with constitutive expression of repair

genes, that (at least in vascular plants) result in

slow growth and a limit in size (Bohnert 2000).

The capacity of T. ruralis to repair damaged

membranes and organelles can be found in ribo-

nucleoprotein particles which contain a complex

of proteins and mRNAs that can be rapidly

translated into repair enzymes upon imbibition

(Wood and Oliver 1999). Proteins whose synthe-

sis is initiated or increased during rehydration

after a desiccation event are termed rehydrins

(Scott and Oliver 1994). A recent investigation of

a T. ruralis rehydration cDNA library has found

that many of the 10,368 expressed sequence tags

(ESTs) encode gene products that are involved in

protein synthesis, ion and metabolite transport,

oxidative stress metabolism, and membrane

biosynthesis and repair (Oliver et al. 2004).

Desiccation-tolerant angiosperms such as the

dicot C. plantagineum and the monocot S. stapfi-

anus utilise a protection-based strategy for sur-

viving desiccation. These plants can persist in the

air-dried state for months, and revive from the

desiccated state even after several years. Desic-

cation tolerance in C. plantagineum is induced in

vegetative tissues upon slow drying of the whole

plant, and plants do not survive if dehydration

occurs too rapidly (Bartels and Salamini 2001).

Similarly, the desiccation-tolerant C. wilmsii also

exhibits substantial ultrastructural damage upon

rapid drying (Cooper and Farrant 2002). This

suggests that desiccation-tolerant flowering plants

requires a slow drying time in order for mecha-

nisms that protect membranes and organelles

during desiccation to be established.

Effects of hormones on desiccation tolerance

Abscisic acid (ABA) is known to be involved in

embryo maturation and germination, and in the

response of vegetative tissues to osmotic stress.

ABA has been proposed to be an essential

mediator in triggering plant responses to various

adverse environmental conditions such as

drought, high salinity, and cold. Endogenous

ABA levels have been reported to increase as a

result of water stress, and ABA induces stomatal

closure in guard cells by activating Ca2+, potas-

sium (K+), and anion channels (Leung and Gi-

raudat 1998). ABA has also been shown to play a

role in the desiccation tolerance of C. plantagi-

neum vegetative tissues. Undifferentiated callus

tissue from C. plantagineum, although intrinsi-

cally not desiccation-tolerant, acquires tolerance

after it has been cultured on medium containing

ABA (Bartels and Salamini 2001). Treatment of

C. plantagineum callus with ABA also induces the
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expression of a similar set of genes to that

activated in vegetative tissues upon drying. In S.

stapfianus, ABA level increases 6-fold during

strong drought stress, and reaches a maximum

during severe desiccation (20–10% relative water

content). However, studies with S. stapfianus

protoplasts showed that exogenously applied

ABA only promotes protoplasmic drought toler-

ance (PDT) to a degree that is very much less

than is required for desiccation tolerance (Gha-

sempour et al. 2001). Brassinosteroids, methyl

jasmonate, and ethylene promoted PDT in S.

stapfianus to a higher degree than ABA, but not

to a sufficient level to allow the plant to survive

desiccation. Of the hormones normally associated

with cell differentiation and growth, auxins had

no effect, while cytokinins had a deleterious effect

on PDT (Ghasempour et al. 2001).

Molecular approaches to the study of water

deficit

Apart from T. ruralis (Oliver et al. 2005), S. sta-

pfianus (Neale et al. 2000) and C. plantagineum

(Bartels 2005), the molecular basis of desiccation

tolerance has been studied in relatively few res-

urrection plants. Recently, the mechanisms of

desiccation tolerance have been studied in several

other resurrection plants including the ferns

Polypodium virginianum (Reynolds and Bewley

1993) and P. polypodioides (Helseth and Fischer

2005), and desiccation-tolerant monocots such as

Xerophyta viscosa (Sherwin and Farrant 1998)

and X. umilis (Collett et al. 2004). Genes that are

expressed in response to drought stress are

classified into two main types: those that encode

for products with putative protective functions,

and those that encode for regulatory proteins

such as transcription factors.

Compatible solutes

Upon dehydration, many plants accumulate non-

toxic or ‘compatible’ solutes such as proline,

mannitol, and glycine betaine (Chen and Murata

2002). The net result of compatible solute accu-

mulation is an increase in cellular osmolarity

which, in turn, leads to an influx of water into, or

at least a reduced efflux from, cells (Hare et al.

1998). Compatible solutes have been proposed to

protect cells during drying through the stabilisa-

tion of cytoplasmic constituents, ion sequestra-

tion, and increased water retention. Transgenic

non-resurrection plants over-producing various

types of compatible solutes, either individually or

in combination, show improved tolerance to

drought as well as other osmotic stresses [for a

review, see Chen and Murata (2002)].

Sugar contents

Water deficit results in a reduction of photosyn-

thesis and starch content in leaf tissues. There is a

rapid conversion of starch into sugars, the most

common of which are sucrose and trehalose

(Crowe et al. 1998). Conversion of starch, which

is usually stored in plastids, into sucrose is

attributed primarily to activation of sucrose

phosphate synthase by reversible protein phos-

phorylation upon perception of osmotic stress.

The activation of sucrose synthesis may also be

associated with a concurrent inhibition of starch

synthesis. Sucrose biosynthetic genes have been

shown to be induced by both desiccation and

ABA in the resurrection plant C. plantagineum

(Kleines et al. 1999).

Sucrose and trehalose have been proposed to

contribute towards the maintenance of turgor

during stress, and the prevention of protein

denaturation and membrane fusions in the cell

(Crowe et al. 1998). Both sugars are capable of

forming biological glasses (a process called vitri-

fication) within the dried cell. Vitrification of the

cytoplasm may not be due to the effects of sugars

only, but probably results from the interaction of

sugars with other molecules, most likely proteins

(Hoekstra 2005). The formation of an intracellu-

lar glass phase is believed to be indispensable to

survival during desiccation, and cells of many

desiccation-tolerant plants and animals undergo

vitrification upon drying to protect organelles

from damage (Buitink and Leprince 2004).

Vitrification is thought to limit the production of

free radicals through the slowing down of chem-

ical reaction rates and molecular diffusion in the

cytoplasm (Hoekstra 2005). It may also help to

preserve protein structure. Thus, vitrification

may be an important protective mechanism for
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resurrection plants against oxidative damage

during desiccation.

In fully hydrated S. stapfianus leaves, glucose,

fructose, and galactose are present in large

amounts. During dehydration, sucrose increases

to high levels in air-dry leaves to become the

predominant sugar (Ghasempour et al. 1998).

Other sugars such as raffinose and trehalose are

also detected, and they may supplement the role

of sucrose as osmotic protectants during drying.

The sugar changes observed in S. stapfianus

leaves were quantitatively similar to those re-

ported for other resurrection plants where the

common trend was the conversion of monosac-

charides present in fresh leaves into sucrose in

dried leaves, and vice versa in rehydrated leaves

(Murelli et al. 1996). In C. plantagineum, the

unusual eight-carbon sugar, 2-octulose, is the

predominant sugar in fully-hydrated leaves.

During dehydration, 2-octulose is converted to

sucrose, with the reverse process being observed

during rehydration (Bartels and Salamini 2001).

Sucrose also accumulates in the roots of drying C.

plantagineum plants, suggesting that it may play a

protective role within the root systems of resur-

rection plants during desiccation (Norwood et al.

2003). The importance of sugars in desiccation

tolerance has been implicated in several studies.

Transgenic rice plants expressing two genes

encoding trehalose biosynthetic enzymes from

Escherichia coli showed high levels of tolerance

to drought stress, as well as salt and cold stress

(Garg et al. 2002).

LEA proteins

The ability of a plant to survive desiccation

appears to depend upon the accumulation of a

large set of proteins with putative protective

functions. These proteins include the late

embryogenesis abundant (LEA) proteins which,

as their name suggests, increase markedly in

abundance during the latter stages of embryo

development as the seed dries (Dure 1993). Some

LEA genes are also induced in vegetative tissues

in response to various abiotic stresses, including

drought, cold, and salt, as well as to ABA. LEA

transcripts are also abundant in T. ruralis during

rehydration, suggesting that LEAs may also play a

role in recovery from desiccation when water is

reintroduced into dried tissues (Oliver et al. 2004).

LEA proteins have been classified into eigh-

teen different groups based on sequence homol-

ogy (Dure 1993). A common feature of LEA

proteins is that they are extremely hydrophilic,

and are soluble at high (80�C) temperatures. LEA

proteins do not possess any apparent catalytic

activity or structural domains, and most of them

lack cysteine and tryptophan residues (Close

1996). The predicted functions of LEA proteins

include the unwinding or repair of DNA, forming

cytoskeletal filaments to counteract the physical

stresses imposed by desiccation, and acting as

molecular chaperones (Wise and Tunnacliffe

2004). It has also been suggested that LEA pro-

teins, possibly in combination with compatible

solutes, could replace water and thus maintain the

hydration shell of proteins and other molecules

during desiccation (Bartels 2005). In rehydrating

T. ruralis gametophytes, LEA proteins may

function in stabilizing membranes, or perhaps in

the transport of lipids for reconstitution of dam-

aged membranes (Oliver et al. 2005). Although

many LEA genes have been isolated, a functional

role in desiccation tolerance has been demon-

strated for only few. The expression of the barley

LEA gene, HVA1, increased drought tolerance in

transgenic wheat plants (Sivamani et al. 2000). In

rice, over-expression of HVA1 enhances toler-

ance to high-salt as well as drought stress (Rohila

et al. 2002). Recently, it has been shown that two

LEAs of distinct phylogenetic origins (one from

wheat and the other from a nematode) can pre-

vent protein aggregation during desiccation, and

this protective effect is synergistically enhanced

when trehalose is added (Goyal et al. 2005).

Transcription factors

Many genes that are responsive to cold and

drought stress in the desiccation-sensitive model

plant Arabidopsis thaliana contain DRE/CRT

(dehydration-responsive element/C-repeat) ele-

ments within their 5¢ regulatory regions, and are

regulated by DREB/CBF (DRE-binding protein/

C-repeat binding factor) transcription factors

(Stockinger et al. 1997; Liu et al. 1998). The

DREB/CBF proteins belong to the AP2/EREBP
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(ethylene responsive-element binding protein)

family of transcription factors which are impor-

tant regulators of flower development and plant

responses to abiotic stresses (Riechmann and

Meyerowitz 1998; Shigyo et al. 2006). Homo-

logues of the Arabidopsis DREB/CBF genes have

also been isolated from other non-resurrection

plants where they have been shown to function in

both the drought and cold response pathways

(Jaglo et al. 2001). However, only one such AP2/

EREBP transcription factor has been reported as

a regulator of the drought response pathway in a

resurrection plant (Le 2005).

Nearly all of the drought-induced transcription

factors isolated thus far from resurrection plants

have come from C. plantagineum and they belong

to either the Myb or the homeodomain-leucine

zipper (HD-Zip) family (Iturriaga et al. 1996;

Frank et al. 1998). Two Myb-related genes,

cpm10 and cpm7, show differential expression

and regulation in response to desiccation and

ABA in C. plantagineum (Iturriaga et al., 1996).

Cpm10 is expressed only in undifferentiated cal-

lus tissue, and is up-regulated by ABA, while

cpm7 is induced only by dehydration in the roots.

Transgenic Arabidopsis plants over-expressing

cpm10 displayed increased tolerance to drought

and salt stress (Villalobos et al. 2004). Interest-

ingly, these plants also showed ABA hypersensi-

tivity and glucose-insensitivity, suggesting that

cpm10 is involved in mediating ABA and glucose

signaling responses in Arabidopsis as well as the

response to drought stress. Two HD-Zip genes,

CPHB-1 and CPHB-2, are induced by dehydra-

tion in leaves and roots of C. plantagineum, but

show different responses to exogenously applied

ABA (Frank et al. 1998). ABA treatment induces

the transcription of CPHB-2, but not that of

CPHB-1. Five other HD-Zip genes have been

isolated from C. plantagineum, two of which were

induced by ABA in undifferentiated callus, while

the other three were not (Deng et al. 2002). This

suggests that these HD-Zip genes act in different

pathways of the dehydration response; some

mediated by ABA, while others are independent

of ABA (Bartels and Salamini 2001). Many

studies have shown that the expression of

drought-responsive genes in both resurrection

and non-resurrection plants is mediated by ABA-

independent as well as ABA-dependent signal

transduction pathways (Bartels 2005).

Morphological adaptations

Water deficit induces many morphological

changes in desiccation-tolerant vascular plants,

the most obvious of which is leaf folding. The

folding of leaves during drying is not unique to

resurrection plants and also occurs in desiccation-

sensitive plants. Leaves of the desiccation-tolerant

dicot C. wilmsii, which are fully expanded when

watered, progressively curl inward during drying

and become tightly folded so that only the abaxial

surfaces of the older leaves in the outer whorl are

exposed to the sun (Sherwin and Farrant 1998).

Leaf folding is thought to limit oxidative stress

damage from UV radiation, and is an important

morphological adaptation for surviving desicca-

tion. Indeed, C. wilmsii plants do not survive

desiccation in sunlight if the leaves are mechani-

cally prevented from folding (Farrant et al. 2003).

The leaf blades of the desiccation-tolerant

monocot X. humilis fold in half along the midrib

upon dehydration, leaving only the abaxial sur-

faced exposed to the light (Sherwin and Farrant

1998). In the desiccation-tolerant grass S. stapfi-

anus, the leaf adaxial side, which is most exposed

to sun radiation, is very rich in epicuticular waxes,

whose main function is probably to reflect light,

and to limit irradiation and heating of leaf tissues

(Dalla Vecchia et al. 1998). During dehydration,

this cuticular wax covering, together with the

closure of stomata, helps to decrease the rate of

water loss. This may also be an important pro-

tective mechanism for the thylakoid membranes,

which are maintained in the chloroplasts and are

particularly sensitive to light damage in water

stress (Dalla Vecchia et al. 1998).

Cell wall changes during desiccation

When water availability to roots decreases, plants

tend to limit water loss from transpiration by

closing the stomata, and thereby reducing the

water flux through the plant, and by reducing leaf

growth, which results in a smaller transpiring leaf

area (Tardieu 2005). The reduction of growth

under water deficit is accomplished by a reduction
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in cell division rate and an increase in cell wall

stiffening, which inhibits cell wall expansion

(Cosgrove 2000). This stiffening of the cell wall

poses a problem for drying cells. In order to tol-

erate desiccation, any cell with a large, water-fil-

led vacuole must overcome or limit the

mechanical stress caused by its shrinking during

drying. The cell walls of some resurrection plants

have special adaptations that promote folding to

reduce the mechanical stress caused by desicca-

tion. In C. wilmsii, a significant increase in xylo-

glucans and unesterified pectins is observed in the

cell wall during drying (Vicre et al. 1999). Dehy-

dration also induces a considerable reduction of

glucose in the hemicellulosic fraction of C. wilmsii

cell walls (Vicre et al. 2004). These changes are

thought to enhance the tensile strength of the C.

wilmsii cell wall, allowing it to contract and to

fold without collapsing in the dried tissue. Thus,

cell wall flexibility is an important factor in tol-

erance to injury caused by desiccation. In C.

plantagineum, an increase in expansin activity

during desiccation is associated with a rise in cell

wall flexibility and folding (Jones and McQueen-

Mason 2004). Similarly, desiccation-sensitive

maize plants adapted to low water potentials are

able to maintain root growth by increasing the

extensibility of their cell walls (Wu et al. 1996).

This increase in cell wall flexibility is correlated

with an increase in expansin activity and tran-

script accumulation (Wu et al. 2001). Expansins

were first identified as cell wall-loosening fac-

tors in acid-induced cell expansion (McQueen-

Mason et al. 1992). They are thought to act by

disrupting the hydrogen bonds between cellulose

and hemicellulose polymers in the cell wall

(McQueen-Mason and Cosgrove 1995).

Lipid composition of cellular membranes

In the desiccation-tolerant mosses T. ruralis and

Selaginella lepidophylla, the shrinking of cells

caused by dehydration results in cells with highly

convoluted walls and membranes that are similar

in appearance to cells in dry seeds (Platt et al.

1994). The plasma membrane during desiccation

contains numerous tightly associated lipid drop-

lets and shows a normal lipid bilayer organization.

In desiccation-tolerant vascular plants, dehydra-

tion generally causes a general decrease in total

lipids as well the unsaturation level of individual

phospholipids (Quartacci et al. 2002). However,

the opposite trend is observed in the resurrection

plant Boea hygroscopica where increased unsat-

uration of fatty acids was observed in all lipid

classes upon dehydration regardless of whether it

was slow or rapid (Navari-Izzo et al. 1995). It is

generally known that a high degree of poly-un-

saturation in phospholipids results in greater

membrane fluidity. As discussed earlier, increased

cell wall and membrane fluidity may be an

important protective mechanism for the survival

of resurrection plants during desiccation. In S.

stapfianus during desiccation, phospholipid con-

tent increased in leaves dried attached to the

parent, but decreased in leaves that have been

dried detached (Quartacci et al. 1997). The fact

that attached dried leaves develop desiccation

tolerance, while detached dried leaves do not

(Neale et al. 2000), may in part be due to the level

of polyunsaturated lipids within the plasma

membrane. Upon rehydration in S. stapfianus,

leaves desiccated on the plant regained almost all

of the lipid content, whereas detached dried

leaves suffered a complete lipid degradation with

the loss of polyunsaturated fatty acids (Quartacci

et al. 1997).

Anti-oxidant systems

Recovery of a resurrection plant correlates with

its capacity to establish a number of anti-oxidant

protective mechanisms during dehydration, and

to maintain these systems upon rehydration

(Kranner et al. 2002). Desiccation results in the

production of reactive oxygen species (ROS) that

can damage membrane lipids and proteins. An

important protective mechanism in S. stapfianus is

the induction of free radical-scavenging enzymes

such as glutathione reductase, ascorbate peroxi-

dase, and dehydroascorbate reductase to remove

the ROS (Sgherri et al. 1994a). Antioxidant

activity also increases in other resurrection plants

during desiccation (Sgherri et al. 1994b; Sherwin

and Farrant 1998). It has been shown that more

damage occurs during rehydration than during

desiccation because of intensified oxidative stress

during the recovery phase (Sgherri et al. 1994a).
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In desiccation-sensitive S. stapfianus leaves dried

detached, however, ascorbate peroxidase activity

decreased during desiccation, resulting in reduced

antioxidant capacity (Sgherri et al. 1994a).

This may be another reason for the failure of

detached dried leaves of S. stapfianus to recover

from desiccation.

Anti-oxidant enzymes such as superoxide

dismutase, glutathione reductase, and ascorbate

peroxidase are induced in response to various

abiotic stresses in both desiccation-tolerant as well

as desiccation-sensitive organisms, and are consid-

ered as general ‘housekeeping’ protectants (Illing

et al. 2005). However, only in desiccation-tolerant

tissues can the activities of these enzymes remain

elevated during dehydration. This may be a con-

sequence of mechanisms that protect and maintain

the anti-oxidant enzymes in their native states,

which results in increased activity and/or half-life

of the proteins, rather than a unique desiccation

tolerance mechanism (Illing et al. 2005).

Resurrection plants can persist in the desic-

cated state for several years. However, they can-

not remain indefinitely in this anabiotic state

because, in part, oxidative damage increases with

duration of desiccation and results in the gradual

loss of viability. Failure of the anti-oxidant system

during long-term desiccation triggers pro-

grammed cell death, causing ageing and eventual

death of the plant (Illing et al. 2005). The acyl

chains of the membrane polar lipids, which may

contain unsaturated double bonds, are particu-

larly sensitive to free radical attack. The leaves of

resurrection plants contain a relatively high

number of double bonds in their polar lipids,

which is a general characteristic of chloroplasts

(Hoekstra, 2005). Hoekstra (2005) has shown that

there is a negative correlation between the lon-

gevity of desiccation-tolerant tissues and the

number of double bonds in the polar lipids of

membranes, and that the lifespan of resurrection

plants during prolonged desiccation is generally

limited to several years maximally.

Photosynthesis and photosystem (PS)II

activity

Some homoiochlorophyllous resurrection plants

retain all of their chlorophyll during desicca-

tion, whereas others lose their chlorophyll and

are thus termed poikilochlorophyllous (Oliver

et al. 2000). It has been hypothesised that

certain desiccation-tolerant monocots evolved

the strategy of poikilochlorophylly to survive

and compete in marginal habitats where light

availability is variable (Oliver et al. 2000). In

contrast, the photosynthetic machinery in

desiccation-tolerant bryophytes appears to be

constitutively protected during drying such that

photosynthetic activity recovers quickly follow-

ing rehydration (Oliver et al. 2005). The des-

iccation-tolerant grass S. stapfianus is partially

poikilochlorophyllous, and retains most of its

chlorophyll content during desiccation (Quart-

acci et al. 1997). After a cycle of dehydration

to air-dryness and rehydration to full turgor, S.

stapfianus regained all of its photosynthetic

capability within 24 h. Like all other plants, S.

stapfianus lowered its PSII during dehydration.

In general, water deficit causes a reduction in

the photosynthesis rate, resulting in the decline

in the photochemical efficiency of PSII and

electron transport rate in desiccation-tolerant as

well as desiccation-sensitive plants (Ekmekci

et al. 2005). The decline in PSII activity could

represent a protective mechanism from toxic

oxygen production in order to maintain mem-

brane integrity and to ensure protoplast sur-

vival (Di Blasi et al. 1998). However, only

proteins within the thylakoid membranes of

resurrection plants remain stable during desic-

cation and rehydration, whereas those of des-

iccation-sensitive plants are completely

destroyed after a short-term desiccation event

(Deng et al. 2003).

Conclusion

The ability of vegetative tissues to survive near

complete desiccation is shared by about 400

species of resurrection plants, and appears to have

evolved from reproductive tissues at least 10 times

independently during the evolution of vascular

plants. Genes involved in desiccation tolerance

may be constitutively expressed, as in mosses, or

induced during dehydration stress, as in most

resurrection angiosperms, a process that may or
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may not involve abscisic acid as a signal. In order

to survive in dry environments, plants must limit

damage from desiccation and/or rehydration to a

minimum, maintain cellular integrity in the dried

state, and activate repair mechanisms upon rehy-

dration. This is accomplished by the synthesis of

compatible solutes including sugars (sucrose in

most plants), and proteins with putative protective

functions such as LEAs. Sugars such as sucrose

and trehalose are particularly important in vitri-

fication of the cell cytoplasm during desiccation,

which may decrease chemical reaction rates and

molecular diffusion, and limit oxidative damage.

Oxidative stress damage is further reduced by the

induction of anti-oxidant enzymes such as gluta-

thione reductase, and the inhibition of photosyn-

thesis, with some resurrection plants losing all of

their chlorophyll during desiccation altogether.

Dehydrating plant cells must also prevent or

minimize mechanical damage to the cell wall and

membranes due to the shrinking of the vacuole.

The increase in cell wall flexibility that promotes

wall folding may be due to the increase in activity

and transcript accumulation of cell wall-loosening

proteins such as expansins. Thus, the ability of

resurrection plants to survive in extremely dry

environments is a multigenic trait that relies on

systems of cellular protection during dehydration,

and recovery and repair upon rehydration (Rascio

and La Rocca 2005).
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Abstract Plants may live and grow under subop-

timal environmental conditions having certain

biochemical and metabolic adaptations that facili-

tate their survival. Plant ‘‘metabolic flexibility’’

consists of the accomplishment of the same step in

a metabolic pathway in a variety of different ways.

Pyrophosphate which works as an energy donor

when cellular ATP pools become diminished dur-

ing stresses, alternative glycolytic reactions that

bypass ATP-requiring steps, additional pathways

for electron transport in plant mithocondria and

the salvage pathways are some of the aspects

related to ‘‘energetic flexibility’’. This key feature

that plays an important role in plant acclimation to

stress can be an important target for engineering

enhanced stress tolerance in crop plants.

Keywords ATP Æ Energy pool Æ Extreme

environment Æ Metabolic engineering Æ Stress

Introduction

Organisms in extreme environments are adapted

to the conditions of their surroundings, multiple

abiotic stresses such as dry habitats and thermo-

philic (cells in hot springs and undersea thermal

vents up to 121�C), psychrophilic (cryophiles) and

halophilic (high salt concentrations) niches, which

are among the harshest conditions found on Earth

where life is frequently detected. Some organisms

grow in extreme pH conditions (acidity versus

alkalinity) or under hydrostatic pressure in the

deep sea.

Many of the absolute extreme environments

are not lifeless but are inhabited by organisms

living ‘‘on the edge’’ near the absolute limits of

their physiological potential. Under these condi-

tions, even a slight deterioration in the environ-

ment may result in death and extinction. Such

absolute extreme environments are desert regions

such as Antarctica, the Arctic, Atacama (Chile),

Negev (Israel) or Gobi (Mongolia). Many

microbial inhabitants (algae, fungi, cyanobacteria,

heterotrophic bacteria) as well as many animals

and plants manage to survive in these environ-

ments.

An important ecological limiting factor is rep-

resented by low temperatures below the freezing

point. In the mountains, the rock surfaces are

almost lifeless, but rich communities of microor-

ganisms exist under the surface, colonizing the air

spaces inside porous sandstone rocks. Bacteria in

Arctic and Antarctic permafrost (frozen soil)

maintain their metabolic activity at temperatures

as low as – 20�C. Chlamydomonas nivalis, a snow
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algae, has adaptations for efficient capture of both

light and CO2 that allow photosynthesis to occur

while submerged in snow. This snow microenvi-

ronment may be one of the most extreme for

photosynthesis in the plant kingdom.

For plants, ‘‘extreme environments’’ have

narrower limits than for other organisms. Plants

may live and grow under suboptimal environ-

mental conditions having certain biochemical and

metabolic adaptations that facilitate their survival.

Plants frequently alter their growth and develop-

ment patterns in an attempt to alleviate some of

the unfavorable changes in their environment that

they may have been exposed to (Plaxton 1996).

There are certain groups of plants better

adapted to extreme conditions than others are.

Lichen-dominated vegetation accounts for about

8 percent of land surface. Lichens are extremely

effective colonizers in environments such as sur-

faces that are newly exposed after volcanic

eruptions or other environmental disasters, shin-

gle beaches, moorlands and areas where glaciers

have retreated. The basic physiology of lichens is

what determines their efficiency at growing in

extreme environments (Purvis 2000). The inter-

change of substances between the two compo-

nents of the symbiosis ensures that lichens have

the extraordinary ability to maintain themselves

during very long dry periods, when they hardly

metabolize at all. In the Antarctic, many lichens

can function under very low temperature con-

ditions and actually photosynthesize under the

ice to protect themselves under high levels of

ultraviolet radiation.

The huge chemical arsenal that lichens possess

helps ensure their survival under extreme condi-

tions. Some species contain up to 30 percent dry

weight of organic compounds, which act as ‘stress

metabolites’. Others have antibiotic activity, and

this acts as a deterrent to other organisms that

may prey on the slow-growing lichens. The same

compounds also act as detoxifiers where toxic

levels of metals are present, and play an impor-

tant role in keeping some lichen tissues dry to

allow gaseous exchange and carbon fixation

(Brodo et al. 2001).

Seed plants are considered the most successful

terrestrial plants even though they are less tolerant

to extreme environments. Seed plants have

been able to adapt to an extraordinary range of

habitats. The embryo, protected and nourished

inside the seed, is able to survive in a dormant

state during unfavorable growing conditions such

as drought. Seed dispersal also facilitates the

dissemination of the embryos away from the

parent plant. Another important feature of seed

plants is their mode of fertilization. Pollination is

independent of external water, a distinct advan-

tage in terrestrial environments. All the crops

with economic importance are from this group

and the lab experiments are mainly focused on

them.

Experimental studies concerning plant life in

extreme environments suffers from the lack of

enough well-established model systems and from

the infancy of implementation of recent deve-

lopments in the field of molecular biology, in situ

measurements, laboratory simulation techniques

and systems biology modeling.

Plant acclimation to any change causing geno-

typic and phenotypic alterations represents the

temporal integration of short-term and long-term

fluctuations in an environmental signal. In nature,

acclimation is usually initiated by a short-term

fluctuation in an environmental factor which

perturbs metabolic homeostasis and induces a

stress response. Depending on the amplitude,

frequency and duration of the stress, acclimation

is the result of some long-term adjustment

reflecting the development of a new homeostatic

state. Tolerant species are able to acclimate to

different stresses. Mechanisms to overcome the

constraints of short-term and long-term exposure

to stress include changes in energy absorption

and photochemical transformation through

energy partitioning and concomitant changes in

chloroplastic carbon metabolism, allocation and

partitioning.

Photosynthesis is the principal mechanism to

transform light energy into biochemical usable

chemical potential energy (ATP) and redox

potential energy (NADPH). ATP and NADPH

are consumed in the reduction of CO2 to triose

phosphate and the continuous regeneration of

ribulose1,5-bisphosphate (RuBP). The energy

represented by the fixed carbon is then used to

maintain cellular homeostasis, cell division

and expansion. The mechanisms involved in
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photosynthetic acclimation to stresses range

from modifications within the thylakoid mem-

brane system, affecting photosynthetic electron

transport to post-transcriptional activation and

increased expression of enzymes for sucrose

synthesis, changed expression of Calvin cycle

enzymes, changes in leaf protein content, as well

as the signals that trigger these processes

(Ensminger et al. 2006).

The balance of energy flow between the

photophysical and photochemical processes that

transform light and the metabolic sinks that

consume the energy is called photostasis (Öquist

and Huner 2003). Balancing the energy flow

through the process of photosynthesis is a

challenge, because the extremely rapid, tempe-

rature-independent photochemical reactions are

integrated with relatively slow, temperature-

dependent biochemical reactions. Because the

biochemical reactions limit the rate of energy

flow, the thermodynamic constraints imposed by

low temperatures exacerbate a potential energy

imbalance by differentially affecting energy

consumption by metabolism.

Adjustment to imbalances in the energy flow

from source to sink via electron transport requires

a mechanism to sense cellular energy status. This

is achieved in phototrophic cells through a redox

sensor within the photosynthetic electron trans-

port chain, the PQ pool (Pfannschmidt 2003). As

a primary energy sensor, the PQ pool transduces

the electron transport signal into biochemical

signals that regulate transcription of genes in-

volved in cold acclimation in both the chloroplast

and the nucleus. To maintain an energy balance,

regulation of photosynthetic genes reflects either

the adjustment of the source and hence primary

photosynthetic reactions and redox components

of the photosynthetic electron transport chain or

the adjustment of the sink capacity and hence

enzymes involved in chloroplastic and cytosolic

carbon metabolism (Ensminger et al. 2006).

It seems that there is complex cross-talk

between the photosynthetic redox state of the cell

and sugar-signalling pathways to regulate overall

plant acclimation to low temperature. In addition,

there are overlapping relationships between cold

acclimation and responses to dehydration and salt

stress in terms of the biochemical changes and in

the transcriptional regulation of the responses

(Kacperska 2004).

ATP the universal energy donor

Adenosine triphosphate (ATP) is a vital molecule

used by living organisms as a universal source of

energy required for intracellular biochemical

reactions. ATP functions as a carrier of energy in

all living organisms from bacteria and fungi to

plants and animals, including humans. ATP cap-

tures the chemical energy released by the com-

bustion of nutrients and transfers it to reactions

that require energy, e.g., the building up of cell

components, muscle contraction, transmission of

nerve messages and many other functions.

ATP consists of the nucleoside adenosine

linked to three phosphate groups. On removal of

the outermost phosphate group, adenosine

diphosphate (ADP) is formed; at the same time

the energy released can be employed for other

reactions (Cohn 2001). Conversely, with the help

of energy, an inorganic phosphate group can be

bound to ADP and form ATP. The phosphory-

lation processes occurring in particular circum-

stances are referred to as substrate level

phosphorylation, oxidative phosphorylation and

photophosphorylation (Dobrotă 2004). Energy

released in some spontaneous (exergonic) reac-

tions may be captured in ATP for use at a later

time or in another part of the cell.

Stresses such as anoxia (Huang et al. 2005),

extreme temperature (Stupnikova et al. 2006),

low pH (Messerli et al. 2005) and nutritional

Pi starvation (Plaxton 2004) deregulate the

physiology of the plant cell and cause ATP

overconsumption.

Recent researches showed that besides its

functions inside the cell, ATP may be released to

the extracellular milieu, where it functions as an

important signaling molecule of a diverse range of

physiological processes (Demidchik et al. 2003).

In animal cells, extracellular ATP seems to be

a peripheral mediator of pain (Hamilton et al.

2000), serving as a ubiquitous signaling substance

in neuronal and non-neuronal systems (Sperlágh

and Vizi 1996). In the central nervous system, the

stimulation-dependent release and inactivation of
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extracellular ATP in response to neuronal activity

and its origin has been demonstrated from dif-

ferent brain regions. After the release, an extra-

cellular interconversion of ATP into adenosine

occurs. Adenosine is a well known neuromodu-

lator, which acts as a neuroprotective substance

under various pathological conditions such as

hypoxia and ischemia. Because large amounts of

extracellular ATP and its degradation products

can accumulate under any kind of energy deficit

and as a result of cell death, interest was turned to

the study of the mechanisms of the release and

extracellular metabolism of ATP under patho-

logical conditions, such as those in experimental

models of neurological diseases.

Although recent findings revealed that intact

plant tissues release ATP as well, there is little

known about the physiological function of extra-

cellular ATP in plants. It seems that extracellular

ATP is essential for maintaining plant cell via-

bility. Its removal by the cell-impermeant traps

(glucose–hexokinase and apyrase) triggered

death in both cell cultures and whole plants.

Experimental studies suggest that ATP sup-

presses a default death pathway in plants and that

some forms of pathogen-induced cell death are

mediated by the depletion of extracellular ATP

(Chivasaa et al. 2005).

Plant adaptations to energy deficit

In certain conditions plants have the ability to

respond to environmental changes by altering the

expression of complex gene networks through

sensing environmental cues, signal transduction,

and modification of biochemical pathways. These

transcriptional changes can result in successful

adaptations leading to tolerance.

There is growing recognition that the abun-

dance of mRNA transcripts is not always repre-

sentative of cognate protein levels and that

mechanisms of post-translational regulation must

also play an important role for mediating and

integrating many physiological responses of

plants to their stressful environment (Renaut

et al. 2006). Post-translational modifications of

proteins greatly increase protein complexity and

dynamics, co-ordinating the intricate regulation

of biological events (Kwon et al. 2006).

Plant ‘‘metabolic flexibility’’ consists of the

accomplishment of the same step in a metabolic

pathway in a variety of different ways. This meta-

bolic flexibility allows the preferential utilization

of inorganic pyrophosphate (PPi) as an energy

donor, particularly when cellular ATP pools

become diminished during stresses such as anoxia

and nutritional Pi starvation. Pyrophosphate

permits plants and microbes to conserve ATP

(Plaxton 2002).

PPi has been assumed to be a byproduct of

secondary metabolism and anabolism, therefore

use of PPi as an energy donor helps to conserve

limited ATP pools (Duff et al. 1989). Plant cyto-

sol contains PPi in concentrations of up to about

0.5 mM (Stitt 1998). These large amounts may be

employed to enhance the energetic efficiency of

several cellular processes. PPi levels of the plant

cytosol are remarkably insensitive to abiotic

stresses, which elicit significant reductions in cel-

lular ATP pools (Plaxton 1996, 1999; Stitt 1998).

As a consequence of the marked decline (up to

fiftyfold) in cytoplasm Pi levels that follows

severe Pi stress, large (up to 80 percent) reduc-

tions in intracellular levels of ATP and related

nucleoside phosphates also occur.

During stress conditions, PPi would continue to

be generated (albeit at a lower rate) as a

byproduct of the synthesis of essential macro-

molecules. PPi may be either recycled from the

starch biosynthesis pathway where PPi is pro-

duced in the amyloplast by ADP-Glc pyrophos-

phorylase (AGPase), or may be provided by a

cycling process. In the latter case, there are two

possibilities: the PPi-dependent reaction of pyro-

phosphate: Fru-6-P phosphotransferase (PFP) and

the tonoplast pyrophosphatase (vPPase), both

of which would produce PPi by coupling to a

parallel ATP consuming process (ATP-dependent

tonoplast proton pump or phosphofructokinase).

PPi-powered processes may be a crucial facet

of the metabolic adaptations of stress-tolerant

plant species to environmental extremes that

cause depressed ATP (but not PPi) pools (Palma

et al. 2000; Plaxton 1996, 1999).

Davies et al. (1993) computed the standard

free energy changes for PPi and ATP hydrolysis

in order to assess the relative importance of PPi

versus ATP as an energy donor in the plant
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cytosol. The results indicated that PPi would be

particularly favored as a phosphoryl donor, rela-

tive to ATP, under cytosolic conditions known to

accompany stresses such as anoxia (Huang et al.

2005; Mustroph et al. 2005) or nutritional Pi

deprivation.

Alternative PPi-dependent cytosolic processes

represent a considerable bioenergetic benefit that

may extend the survival time of ATP-depleted

plant cells during different stresses. The flexibility

of plant bioenergetics helps plants to acclimate to

environmental stresses such as anoxia and Pi

starvation. Pyrophosphate may be considered as

an alternate cytosolic energy ‘transmitter’ to ATP.

Alternative glycolytic reactions (Fig. 1) can

bypass Pi-or ATP-requiring steps of glycolysis

under environmental stress conditions (Duff et al.

1989; Theodorou et al. 1992). One alternative

glycolytic pathway is catalyzed by a PPi-depen-

dent phosphofructokinase (PFP) that, under P

deficiency, can bypass the ATP-dependent phos-

phofructokinase (PFK), generating fructose 1,6-

bisphosphate (Plaxton and Carswell 1999). Other

processes that might use PPi are the cleavage of

sucrose by a PPi-dependent sucrose synthase

pathway and the active transport of protons into

the vacuole by a PPi-dependent H+ pump in the

tonoplast (Plaxton and Carswell 1999).

Another alternative glycolytic pathway known

in plants is catalyzed by the action of a non-

phosphorylating NADP-dependent glyceralde-

hyde-3P dehydrogenase (NADP-G3PDH) that

bypasses Pi-dependent NAD-G3PDH and phos-

phoglycerate kinase (Duff et al. 1989; Theodorou

et al. 1992). The third bypass of the glycolytic

pathway can be catalyzed by the combined activi-

ties of PEPC, MDH and NAD-malic enzyme

(Theodorou and Plaxton 1996). Phosphorus stress

can severely limit the activity of pyruvate kinase

(PK), an enzyme requiring Pi and ADP. The

PEPC, MDH and NAD-malic enzymes can bypass

PK and thus maintain the flow of carbon from

glycolysis to the TCA cycle by avoiding the use of

ADP but generating free Pi (Plaxton and Carswell

1999). The described metabolic adaptations to Pi

stress appear to be plant specific (Vance et al.

2003).

A very unique and important aspect of plant

bioenergetic flexibility is the presence of both

phosphorylating and non-energy conserving (non-

ATP producing) pathways of the mitochondrial

electron transport chain. Plant mitochondria have

several additional pathways for electron transport

such as the non proton pumping NAD(P)H

dehydrogenase ‘bypass’ to complex I, and the non

proton pumping alternative oxidase bypass to

complex IV.

The presence of the alternative oxidase (AOX)

is one of the features that sets plant (and fungal)

mitochondria apart from mammalian mitochon-

dria. The AOX does not pump protons, so when

electrons from NADH oxidation flow through the

AOX, complexes III and IV are bypassed.

Therefore, energy conservation in the form of

ATP is much smaller when the AOX is active.

The alternative oxidase is regulated by the rate of

electron transport and the reduction level of

quinone, but is independent of the protonmotive

force.

The alternative oxidase may also work as a

bypass to oxidize NADH and FADH2 under

ADP-limiting conditions under which the cyto-

chrome oxidase pathway is restricted. In this way,

the citric acid cycle and the glycolytic pathway

can continue to run and provide the cell with

biosynthetic precursors.

The induction of AOX expression by inhibitors

of the cytochrome pathway allows the mitochon-

dria to maintain electron flux to oxygen when

electron flux through the phosphorylating cyto-

chrome pathway is restricted by high adenylate

energy charge, or under a number of stresses such

as low temperature or phosphate starvation. By

‘draining’ excess electrons the alternative oxidase

helps to minimize the production of reactive

oxygen species (ROS) that otherwise accumulate

when ubiquinone becomes overreduced. ROS can

cause damage to proteins, lipids, and DNA and

the cell must therefore limit their formation.

Maxwell et al. (1999) demonstrated the

importance of the AOX for limiting ROS for-

mation in living cells. They measured the ROS

level in a wild-type tobacco cell culture and in

cells in which the amount of AOX was either

overexpressed or reduced by antisensing. Over-

expression of AOX lowered the steady state level

of ROS, whereas underexpression caused a

five-fold increase in cellular ROS.
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Another interesting mechanism related to the

energy state of the cell is represented by the sal-

vage pathways. These salvage pathways are active

in every cell of the organisms and help keep the

energy pools from being used up too quickly.

De novo production of purines in which

nucleotides are made starting with ribose is an

energy-intensive process (for the synthesis of a

single purine ring are consumed 5 molecules ATP).

Purines and their nucleosides may be converted

directly to nucleotides by a salvage pathway. Pur-

ine salvage pathway provides up to 80% of the

purines required for intermediary metabolism,

DNA and RNA synthesis, and energy supplies.

Salvage reactions requires less energy than does de

novo synthesis. As nucleic acids are degraded, the

free bases are scavenged and converted back to

nucleotides using 5-phosphoribosyl-1-pyrophos-

phate (PRPP) which is a source of ribose-5-phos-

phate. PRPP is used in de novo synthesis of

nucleotides such as adenosine, and inosine. PRPP

is also an essential participant in the salvage

pathways for ATP regeneration (Fig. 2).

In the salvage pathway of ATP formation,

ribose enables the cells to quickly and efficiently

recycle (i.e., salvage) the end products formed

by the breakdown of ATP to form new ATP

molecules.

Nucleotides are essential energy sources for

basic metabolic reactions and play important

roles in protein, glycogen and nucleic acid

synthesis (ribonucleotides and deoxyribonucleo-

tides), cyclic nucleotide metabolism, and energy

transfer reactions.

Whereas ATP serves as the universal currency

of cellular energy, NAD and NADP have spe-

cialized roles in carrying high-energy electrons,

after becoming NADH and NADPH. NADPH

operates with enzymes that synthesize energy-rich

molecules or fuel the anti-oxidant defense of the

cell. NADH by contrast, has mainly a role as an

intermediate in the system of reactions that gen-

erate ATP or steer transcription-repair events in

the nucleus. NAD and NADH are converted into

each other many times along the pathway of the

energy cycles.

NAD is an ubiquitous molecule that participates

in many metabolic reactions. It also plays impor-

tant roles in transcriptional regulation, longevity,

calorie-restriction-mediated life-span extension

and age-associated diseases. In yeast, it has been

shown that NAD affects longevity and transcrip-

tional silencing through the regulation of the Sir2p

family of NAD-dependent deacetylases (Lin et al.

2004). NAD is synthesized via two major pathways

in both prokaryotic and eukaryotic systems: de

Fig. 1 Schematic representation of the glycolytic pathway.
Expressed sequence tags (ESTs) are represented in gray
boxes. The average of gene induction, as determined by
two independent macroarrays is indicated at the corre-
sponding arrows (e.g. 2 · ). Enzymes of the glycolytic
pathway that were not found in a collection of 1250 ESTs
are shown in white boxes and are represented by dotted
arrows (after Vance et al. 2003, with permission from
Blackwell Publishing)

Fig. 2 ATP salvage pathway
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novo pathway and the salvage pathway where the

nicotinic acid moiety of NAD is generated by

recycling degraded NAD products.

Low calorie intake is considered to be a mild

stress, which invokes a general stress response.

Calorie restriction (CR) extends life span in a

wide spectrum of organisms and for decades was

the only regimen known to promote longevity in

mammals (Roth et al. 2001). CR has also been

shown to delay the onset or reduce the incidence

of many age-related diseases including cancer and

diabetes (Roth et al. 2001). Although it has been

suggested that CR may work by reducing the

levels of reactive oxygen species through a slow-

ing in metabolism, the mechanism by which CR

extends life span is still uncertain. A switch to

oxidative metabolism during CR increases the

NAD/NADH ratio by decreasing NADH levels

(Lin et al. 2004).

Engineering high energy-use efficient plants
tolerant to stress

All living organisms must acclimate to environ-

mental stresses that can potentially damage cellu-

lar processes. Studies of plant metabolic responses

to extreme environments have revealed some

remarkably adaptive mechanisms that may serve

to limit the deleterious consequences of stress.

Plant ‘bioenergetic flexibility’ that likely plays

an important role in plant acclimation to stress can

be an important target for engineering enhanced

stress tolerance in crop plants. A better under-

standing of the extent to which changes in flux

through alternative enzymes and pathways

influences plant stress tolerance is of significant

practical interest. This knowledge is relevant to

the ongoing efforts of agricultural biotechnolo-

gists to produce transgenic crops having improved

resistance to environmental extremes via the

process of metabolic engineering (DeBlock et al.

2005).

Crop yields are frequently lowered by biotic

and abiotic stresses, and one of the most effective

strategies to improve agricultural output is to

breed or engineer plants tolerant of or resistant to

stress. Molecular understanding of the stress

perception, signal transduction and transcrip-

tional regulation of stress responsive genes may

help to engineer tolerance for multiple stresses.

When a plant is exposed to stress, survival

mechanisms turn on to reduce damage. Under

stress conditions, reactive oxygen species (ROS)

highly toxic occur (Mittler et al. 2005). It is con-

sidered that breeding or engineering for high

energy use efficiency under stress conditions is

a valuable approach to enhance overall stress

tolerance of crops.

Marc DeBlock et al. (2005) report a strategy of

improving stress tolerance in plants by maintain-

ing the plants energy homeostasis under stress.

Since it is not very practical to completely

avoid growing crops in conditions that are

stressful, scientists focus on engineering plants to

be indifferent to stress.

The work on engineering of tolerance to abiotic

stresses started within a decade of the molecular

understanding of pathways induced in response to

one or more of the abiotic stresses. In most of the

cases the transgenes expressed faithfully but only

a limited level of tolerance was provided under

stress conditions as compared to the non-trans-

formed wild type plants. In many cases the trans-

genic plants had morphological abnormalities and

slower growth under non-stressed environment.

When plants are exposed to a stress signal, they

expend a lot of energy, in certain cases exhibiting

enhanced respiration rates. This is partially due to

a breakdown in the NAD+ pool caused by the

enhanced activity of poly(ADP-ribose) polyme-

rase (PARP), which uses NAD+ as a substrate

to synthesize polymers of ADP-ribose. Stress-

induced depletion of NAD+ results in a similar

depletion of energy, since ATP molecules are

required to resynthesize the depleted NAD+. It

seems that plants with lowered poly(ADP ribo-

syl)ation activity appear tolerant to multiple

stresses. Inhibiting PARP activity prevents

energy overconsumption under stress, allowing

normal mitochondrial respiration.

Another candidate for engineering increased

stress resistance in plant cells, especially in

organelles such as the peroxisome, where ROS

are produced at high levels, is glutathione.

Since the ascorbate/glutathione scavenging path-

way is present in peroxisomes, chloroplasts, and
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mitochondria, it is likely that glutathione levels

are high in all these subcellular compartments.

Transport of glutathione across the peroxisomal

and mitochondrial bounding membranes is one

possible focus for engineering increased stress

resistance. Engineering increased flux through the

cytosolic glutathione biosynthetic pathway is

another possibility; a strategy that has proved to

provide increased protection to photosynthesis

(Green 2002).

Another foreseeable application consists in

exploitation of economic potential of extremo-

philes. Extremophilic plants can survive under

conditions toxic or otherwise harmful to crop

plants. Therefore there is the potential to transfer

by molecular cloning, some of these abilities from

extremophiles to crop plants with the aim to en-

hance the tolerance to various stresses, e.g., ex-

treme temperatures, salt, heavy metal, drought or

UV (Gurley 2000).

Besides the discussion of economic aspects, the

study of plant reactions in extreme environments

offers an important potential for predictions.

Understanding what limits plant life in extreme

conditions may allow drawing conclusions on fu-

ture developments of ecosystems in environments

altered by human activity or as a consequence of

natural climatic changes.

The use of multiple tolerance mechanisms for

one or more of the abiotic stresses through stepwise

or co-transformation may help to achieve high

levels of tolerance for commercial exploitation.

Understanding the molecular mechanism for pro-

viding protection against biotic and abiotic stresses

may lead to a generalized master mechanism for

stress tolerance. Optimum homeostasis is always a

key to living organisms for adjusted environments.

Thus, abiotic stress accompanying a number of

biological phenomena must be precisely investi-

gated by consideration of plant homeostasis. new

opportunities for manipulating plant chemistry for

improvement of plant traits such as disease and

stress resistance and nutritional qualities.
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Abstract Typical survival strategies, developed

by macro-invertebrates at a variety of reducing

marine habitats including deep-sea hydrother-

mal vents, have been the subject of laboratory

experimentation over the past three decades.

This review provides an insight into the inter-

national efforts that have converged on the area

of the laboratory maintenance of such species

whose nutritional requirements are outside the

usual scope of metazoan life. We emphasise the

methodology used in post-capture manipulations

that are designed to identify the physiological

limits of adaptation to the harsh conditions

known at various vent sites worldwide, and to

understand the mechanisms involved. The con-

cepts behind appropriately designed experi-

ments and the choice of suitable model

organisms for such physiological studies are also

discussed.

Keywords Deep-sea hydrothermal vent Æ Post-

capture experiments Æ Hydrostatic pressure Æ
Adaptation to the extreme environment

‘‘When we look at our own planet’s most

challenging environments, we are really

looking for clues to what may be the normal

conditions on other planets. We want a hint

of what we may be searching for when we

investigate those other worlds for signs of

life. We will be better prepared to recognize

and study them because our minds have been

expanded by our knowledge of our own ter-

restrial biology....’’(Penelope Boston)

Introduction

Definition of ‘‘extreme environment’’ per se is a

significant challenge to ecologists, since physico-

chemical factors that actually prevent life in some

organisms may correspond to living requirements

for others. However, the textbook definition

simplifies the issue by: ‘‘conditions that are far

outside the boundaries in which most organisms

live comfortably. Conditions include: pH, air

pressure, temperature, salinity, radiation, dryness

(desiccation), and oxygen level’’. Deep-sea

hydrothermal vents certainly fall under this
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definition with respect to many of their attributes,

including: low pH, high hydrostatic pressure

(more that 10-fold the pressures tolerated by

humans), reduced conditions, presence of toxi-

cants (heavy metals and radio nucleides), total

absence of sun-light, hyper-dynamic conditions

and geographical limits to species dispersal.

Consequently, studying species that are endemic

to such challenging conditions is widely accepted

as one of the best approaches of studying adap-

tation to the ‘‘extreme’’. However, there is an

increasing body of evidence that avoidance re-

sponse in hydrothermal vent metazoans is in fact

a more important adaptation strategy as com-

pared to the previously predicted biochemical

adaptation/tolerance to the harsh conditions

(Shillito et al. 2001, 2004, 2006; Company et al.

2005; Kadar et al. in press a & b), which suggests

that further experimentation and in situ investi-

gations are required. Such acquired adaptation is

in contrast to previous speculations on novel,

genetically imprinted mechanisms of tolerance in

hydrothermal organisms, and points to life on this

planet surviving under a wide range of conditions

with a restricted biochemical tool kit (Dixon

2005) that deserves more attention.

Over the past 20 years deep sea vent research,

especially that involving experimental ap-

proaches, was limited by sample availability.

Biological studies on live specimens were, and

largely still are, restricted to shipboard studies

which were mainly carried out during periods that

allowed access to underwater locations (usually

summer months in the Atlantic). Thus a complete

assessment of the life cycle and general physiol-

ogy of these species was not possible. Laboratory

experimentation with these species was, and still

remains, hampered by the extreme stress imposed

during recovery from depths around 2,000 m

(even the shallowest site along the Mid-Atlantic

Ridge, Menez Gwen, is 850 m). However, devel-

opment of pressurized flow-through systems

(Quetin and Childress, 1980) enabled on-board or

even laboratory experiments, but these were still

limited to short, post-capture, episodic studies

following scientific cruises to vent locations.

However, recent technologies that involve the

use of acoustically retrievable mussel cages to

supply permanent land-based laboratories (http://

www.horta.uac.pt/projectos/fisiovent/cagefilling.htm)

have considerably extended access to live animal

samples and, as a consequence have increased

duration of experimentation and garnered the

involvement of a larger scientific community

(Dixon et al. 2004; Company et al. 2004; Kadar

et al. 2005a; Kadar et al. 2005b). The main

improvement provided by this technology is that it

enables sampling at times when submersible

operation is impossible, and thus it allows investi-

gation of seasonal patterns. The cages (Sonardyne

International Ltd., UK), of 1.25 m2 size consist of a

frame constructed of glass-reinforced plastic, cov-

ered in 2 cm wide plastic mesh, and surrounded by

a weighted rubber skirt around the cage base to

divert sulphide- and methane-laden fluid through

the bottom. They are fitted with floats with tran-

sponders to signal their exact position and also

with acoustic release mechanisms for later recov-

ery. Using the robot arm of Victor 6,000, the cages

can be filled with approximately 500 mussels (2–

3 h/cage to fill), and oriented to allow fluid pene-

tration (as indicated by a temperature probe).

The purpose of this review is to present a

synthesis of the available data concerning labo-

ratory experimentation on vent macro-inverte-

brates while specific physiological processes that

are involved in adaptation to their challenging

environment are highlighted. Thus, rather than

simply showcasing some well known examples,

emphasis is on the validation of suitable post-

capture studies to indicate adaptation to the vent

environment in the hope of encouraging further

work in the area.

Post-capture experimentation on vent
macro-invertebrates

Laboratory experimentation performed at

atmospheric pressure

Laboratory investigations of specific adaptations

to reducing ecosystems were commenced in the

early 1980s on molluscs inhabiting shallow envi-

ronments that survived well in the laboratory

under atmospheric pressure. Thus experiments

such as those aimed at C pathways in symbiont-

bearing organisms were possible without special-
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ized pressure apparatus (Distel and Felbeck

1988a; 1988b). These experiments were the first to

establish a nutritional reliance of the host macro-

invertebrates on symbiont bacteria that actively

fix carbon from methane. Additionally, symbiont

transmission mode was examined that resulted in

the development of molecular tools for the

determination of bacterial–host specificity, again

in species inhabiting shallow reducing environ-

ments (sea grass beds and mangrove swamps) in

laboratory manipulations conducted for over a

decade by Gros and his co-workers (Gros et al.

1996a; 1996b; Gros et al. 1997; Gros et al. 1998a;

1998b; Gros et al. 1999; Gros et al. 2000; Gros

et al. 2003a; 2003b). These works stimulated

current hydrothermal vent experimentation that

is feasible at atmospheric pressure, which uses

species from depths where the pressure does not

exceed 100 bar as this is the threshold for barofilic

adaptations (Dixon et al. 2004). Thus, the

hydrothermal bivalve of the genus Bathymodiolus

(e.g. B. azoricus), became an important model

organism for post-capture investigations, being

euribarofilic and thus adapted to different depths

at hydrothermal vents along the Mid-Atlantic

Ridge (MAR) ranging from 850 m at Menez

Gwen (37�35¢N–38�N) to 1,700 m at Lucky Strike

(37�00¢N–37�35¢N) and 2,300 m at Rainbow

(36�14¢N) or even below 3,000 m depth at Broken

Spur (29�10¢N). Consequently, this organism,

when taken from environments < 100 bar (i.e.

Menez Gwen), not only survives at atmospheric

pressure over long time span (Kadar et al. 2005a;

Kadar et al., in press d), but it can also be

subjected to high-pressure simulation studies

(Company et al., 2004). In addition, it is the

biomass-dominant species at many MAR vent

sites, and thus is an appropriate choice for the

study of distinct exposure conditions within these

‘‘natural pollution laboratories’’ (Kadar et al., in

press a & b). Furthermore, its nutritional flexi-

bility to survive on a whole range of nutrient

supplies from dual endosymbiosis to filter-feeding

(Fiala-Medioni et al. 2002; Kadar et al. 2005a),

enables laboratory studies on selective nutritional

reliance. Mytilus edulis, from which B. azoricus

have evolved (Von Cosel et al., 1999), is a widely

accepted pollution biomonitor, and thus results

from metal uptake and detoxification studies can

be compared with abundant data available on its

shore analogues from polluted sites (Kadar et al.,

in press a, b, & c). Finally and most importantly,

this species has been naturally co-exposed to a

variety of toxic compounds (Sarradin et al. 1999;

Kadar et al. 2005), on a geological time scale,

which may have determined the development of

genetically-enforced, highly efficient detoxifica-

tion mechanisms (Kadar, et al. 2005b, Kadar

et al, in press a, c), the study of which deserves

closer scrutiny. Consequently, B. azoricus has

been subjected to studies of both basic and more

elaborate physiological processes such as: symbi-

ont transmission mode (Kadar, et al. 2005a),

metal toxicology (Kadar, et al. 2005b), repro-

duction studies (Colaco et al. in press; Kadar

et al. in press d), parasitological assessments

(Kadar et al. in press e), immunological response

studies (Bettencourt et al. in preparation) and

ongoing work on selective nutritional reliance.

All these experiments were conducted in a labo-

ratory set-up that provided a variety of feeding

regimes under controlled conditions, and have

been successful in maintaining the vent mussel for

over 12 months in captivity (Kadar et al. in press

d). These feeding regimes required the supply of

aquaria with methane and/or sulphide thus

supporting endosymbiosis in B. azoricus for

prolonged periods. For a detailed description of

the laboratory set up, water parameters and other

technological details readers are referred to the

work of Kadar et al. (e.g. 2005a, b, and in press d)

and http://www.horta.uac.pt/projectos/fisiovent/

labhorta.htm. Decompression stress associated

with sampling is, however, still an unresolved

problem because of the significant gene damage

caused by hydrostatic pressure variations. The

damage, however, appears to be reversible over a

relatively short period of time when animals are

allowed to recover, as reported by Dixon et al.

(2004). From these data it was concluded that for

mussels from locations where pressure did not

exceed 100 bar (Menez Gwen vent site for in-

stance) certain investigations would be appropri-

ate following careful sampling and with a

recovery period of at least 15 days prior to

experimentation. Nonetheless, extrapolation of

results obtained on organisms from relatively

shallow sites to true deep-sea vents must be made
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with caution. It is thus worth mentioning that

mussels from Lucky Strike vent site (1,700 m

depth) have so far resisted every attempt to be

maintained in the laboratory for periods longer

than 1 month. Experimentation at atmospheric

pressure, therefore, only enables long-term stud-

ies on species from relatively shallow vents (one

only known to date, Menez Gwen), and this re-

mains the main limitation of this approach in spite

of it facilitating a whole range of studies that

would not be possible under pressurized condi-

tions. An accurate experimental design and

investigation of physiological adaptation to

hydrostatic pressure requires hyperbaric simula-

tion.

Laboratory experimentation at in situ

pressures

Conveniently, a flow-through system was devel-

oped in 1980 to re-create hydrostatic pressure

characteristics of the environment for two

bathypelagic mysids to enable the assessment of

behavioral responses to various stress factors, in

the laboratory (Quetin and Childress, 1980). This

system inspired deep-sea vent researchers to

adopt the methodology and thus instigated a new

era in deep-sea vent research (Mickel and Chil-

dress 1980; 1982a; 1982b; 1982c; Arndt et al. 1998;

Arndt et al. 2001; Page et al. 2001; Shillito et al.

2001, 2003; Ravaux et al. 2003; Pradillon et al.

2004 and 2005; Chausson et al. 2004). These lab-

oratory-based pressure culture systems provided

settings for specific experiments that have, above

all, resolved several misconceptions about

hydrothermal vent organisms, such as their rela-

tively slow metabolism and growth (as we knew in

non-vent deep-sea fauna) or their extreme ther-

mo-tolerance, based on in-situ observations (re-

viewed in Van Dover and Lutz 2004).

Inventive experiments have been carried out

on the hydrothermal tubeworm, Riftia pachyptila,

the species that is arguably at the highest level of

adaptation to vent-conditions (Van Dower and

Lutz 2004). Tubeworms were kept in pressurized

aquaria and exposed to variable H2S concentra-

tions by simply controlling the pH, which pro-

vided valuable insights not only into their

sulphide metabolism, but also into their labora-

tory maintenance requirements (Goffredi et al.

1997a, 1997b). Another high-pressure aquaria

operating at the Scripps Institute enabled a series

of stress response studies on the same species

(Arndt et al. 1998; 2001), which demonstrated the

fundamental role of ‘‘sulphur respiration’’ in an-

oxia-tolerant symbioses. Carbon fixation and its

transfer from symbionts to the host cells were

described following laboratory exposure of the

tube worm to radio-labeled CO2 (Bright et al.

2000), and evidenced the importance of direct

digestion of symbionts in its diet.

Extensive studies on the adaptive strategies of

another hydrothermal species, Bythograea ther-

mydron, experimentally exposed to sulfide, re-

ported its ability to regulate oxygen consumption

via thiosulphate regulation in the haemolymph,

and demonstrated its increased hemocyanin-oxy-

gen (Hc-O-2) affinity (Childress and Mickel 1980;

Sanders and Childress 1985; 1992; Gorodezky and

Childress 1994).

Using a high-pressure recirculation aquarium

and radiolabeled bacteria, Page and co-workers

established the nutritional flexibility of vent biv-

alves by providing experimental evidence of fil-

ter-feeding in Bathymodiolus thermophilus on

particulate organic matter and thus supplement-

ing nutrients provided by endosymbiotic chemo-

autotrophic bacteria (Page et al., 2001).

The first in-vivo experiment on behavioral re-

sponse to heat shock on the barofilic vent poly-

chaete, Hesiolyra bergi, implemented a novel

pressurized incubator namely, IPOCAMP, which

was able to simulate pressures as high as 260 bar,

while nutrient supply could be controlled and

simultaneous video observations were recorded

(Shillito et al. 2001). The relatively normal phys-

iological state of experimental specimens, indi-

cated by the 100% survival rate of control animals

as well as their high oxygen uptake rate, sug-

gested suitable maintenance conditions. This, to-

gether with data from another recent thermal

resistance study (Shillito et al. 2006) on a hydro-

thermal shrimp (Mirocaris fortunate) that exists

across the hydrothermal gradient of 2–25�C and

at depths from 850 to 2,300 m, have concluded

that thermal physiology should be studied at

each population’s native pressure. However,

collection stress still imposed limitations to this
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experimental design (i.e. this could have affected

thermal resistance). Seeing that heat-shock pro-

teins are induced by various non-temperature

related factors, and these may directly influence

thermo tolerance, the same authors recom-

mended, for the first time, the use of isobaric

collection cells for deep-sea biota sampling.

Unfortunately, this technology awaits ongoing

field testing until there is wider availability to the

research community. Depressurization remains a

major problem during experiments; for example

whenever water is renewed or dead specimens are

removed. However, this problem has been solved,

at least at the micro-scale, in a study conducted by

Pradillon et al. (2004) that reports on a micro-

volume device for pressure simulation. This sys-

tem has improved features, that allow automatic

adjustment of gas (H2S, O and CH4) and/or the

supply of other compounds as well as water re-

newal and interim specimen sampling, without

depressurization of the reactor during long term

experiments, for embryonic development studies

and/or the study of small organisms, larvae, cell

cultures or bacteria.

With the lack of such technology on the macro-

scale only short term experiments, such as heat-

shock response were possible for various deep-sea

mcro-invertebrates: namely, Rimicaris exoculata

(Ravaux et al. 2003), Alvinella pompejana (Shill-

ito et al. 2004), and various paralvinnelids (Lee

2003). Surprisingly, these studies collectively

established that temperature tolerance of these

species is well below values expected for ‘‘ex-

tremofiles’’ and based on field observations. An

‘‘avoidance response’’ was proposed as a pre-

ferred mechanism (Dixon et al. 2002) rather than

the previously stipulated extreme thermo-toler-

ance (reviewed in Van Dover and Lutz 2004).

Concomitant studies on other physiological

parameters have contributed to our present

knowledge of various mechanisms involved in

adaptation to deep sea hydrothermalism, which

would not have been possible without the

advantages of such an experimental tool that en-

ables independent control of parameters. A

remarkable study, carried out by Chausson

and co-workers, not only established that respi-

ratory adaptations of the vent crab Segonzacia

mesatlantica are derived from specific functional

properties of its haemocyanin (Hc), but also

correlated the structure plasticity of this Hc with

local environmental factors (Chausson et al.

2004). Ecotoxicological investigations of Com-

pany and co-workers, also conducted using

HIPOCAMP, on the enzymatic defence of the

vent bivalve B. azoricus were the first to docu-

ment increased resistance of this species, from

exposure to heavy metals such as Cd, Cu and Hg,

as compared to non-hydrothermal bivalves from

polluted areas (Company et al. 2004). However,

these experiments were limited to a relatively

short time span of exposure conditions (up to

1 month) due to high mortality and the problems

associated with bio-corrosion on the surface of

the pressure-chamber (discussed in Beech and

Gaylarde 1999). Nonetheless in a recent devel-

opmental study of the early life stage of Alvinella

pompejana in a pressure vessel (Pradillon et al.

2005), the authors have recognized the limitations

of the technique (pressure vessels do not simulate

the complex and dynamic in situ thermal and

chemical conditions typical of hydrothermal

vents). Consequently, they have incubated em-

bryos directly at the vent site along a fluid gra-

dient with conditions similar to those re-created

in the laboratory. Beyond the scientific finding of

this work, the authors have accomplished an

accurately designed experiment that was cali-

brated with a reference field experiment, which

normally is not possible due to the prohibitive

costs involved. From the above experimental

investigations it may be presumed that baseline

evaluation of specimen condition (such as oxygen

consumption rate, water-, lipid-, and glycogen-

content, as well as tissue structure), indicative of

animal health, should be determined in situ for

each species before undergoing experimental

investigation.

While we have learned much over this past 25-

years of experimentation, many of the limitations

of this pressurized system approach have still not

been fully overcome. The most important prob-

lems are related to pressure-acclimatization, such

as isobaric sampling and maintenance of constant

pressure during water changes in the laboratory.

It should be noted that the latter has been solved

for small size pressure chambers composed of two

reactors fed by a common pressure line which can
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be manipulated separately using a set of valves

(for further details see Pradillon et al. 2004).

Furthermore, long-term maintenance requires

provision of specimens with the typical hydro-

thermal nutrients (methane and sulphide) which

bring about a series of challenges for engineers

(development of novel inert materials resistant to

both pressure and bio-corrosion; prevention of

complexation reactions causing clogging of the

tubing system in metal exposure experiments;

development of the pressure-resistant version of

the classical instrumentation used in behavioral

response studies; etc) and for physiologists trying

to tackle complex questions relevant to dynamic

systems such as those typical of deep-sea hydro-

thermal vent conditions.

Future advances

This review of the major experimental ap-

proaches to understand adaptation to vent con-

ditions highlights that laboratory maintenance

allows for some specific investigations to be con-

ducted with great advantages over the costly and

resource-consuming in situ observations. How-

ever, by no means can current technologies ad-

dress all of the issues needed in mimicking vent

site conditions, and the need for continued

improvements are widely emphasized. Critical

issues in all the above are, for example, sampling

limitations that preclude continuous research, or

the poor animal condition at- and post-capture.

Additionally, empirical data on natural ‘‘health-

condition’’ is lacking for almost all experimental

species. New approaches, therefore, must focus

on these deficiencies to ensure viability of

experimentation in the long-term.

Choosing the most suitable specimens

In considering comprehensive experimental

design, aimed at studying adaptation mechanisms

to ‘‘extreme’’ environments, the model organisms

should (1) be adapted to and/or respond to a

range of environmental changes relevant to the

question to be answered; (2) be representative of

typical conditions to allow organism-habitat

inferences; (3) be abundant enough in their

natural environment to enable long-term study

without endangering the population or interfering

with management of protected areas; (4) be

studied both in the laboratory and in in situ

experiments for validation of results; (5) have

non-vent analogues with well studied physiology

for comparison and, finally; (6) be able to resist

the stress associated with laboratory handling.

Certainly the list could be extended and recom-

mendations are welcome.

Continuity in sample supply

Relatively frequent (even monthly) animal supply

has been achieved using the acoustically retriev-

able cage technique that operates at significantly

reduced costs with simultaneously increased

flexibility/frequency of sampling, since it is only

dependent upon the ROV for deployment and

filling of cages, white recovery can be pursued

using less expensive vessels at any time of the

year. Moreover, our experience also shows that

cage-recovery dramatically improves animal

condition as compared to those collected using

the classical slurp gun technique.

Alternatively, continuous laboratory-cultures

of vent organisms would be an option, although

so far this has been limited to experiments on

vent microorganisms (Postec et al. 2005; Daugh-

ney et al. 2004; Mergeay 2000). Current advances

in laboratory reproduction of vent bivalves

(Colaco et al. in press) are encouraging attempts.

Animal condition during sampling and post-

capture

Possible tools helping to solve the problems re-

lated to sampling-stress include isobaric sampling

cells that are connectable to hyperbaric chambers

on-board without pressure loss, as first recom-

mended by Shillito et al. (2001). It is only a

matter of time before development and testing

will make such tools available for field-use (the

equipment-testing cruise, EXOCET/D, is sched-

uled for summer 2006).

Regarding specimen condition during experi-

ments, re-creation of their natural environment in

the laboratory has proved to be successful for

various species. Arguably one of the best exam-
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ples is the functional experimental set-up for the

long term maintenance of B. azoricus that enables

preservation and manipulation of endosymbiosis

(Kadar et al. 2005a), with the potential to develop

groups with distinct nutritional reliance, and thus

creating the basis for more elaborate ecophysio-

logical research. Although improvements will be

necessary in the future in terms of pressure simu-

lations and control of water parameters (to which

infra-structural conditions are currently being

developed), this system has provided evidence for

the good condition of mussels as shown not only by

long-term survival (over 12 months), but also by

gametogenesis (Kadar et al. in press d) and larval

spawning in captivity (Colaco et al. in press). In

addition, by maintaining endosymbiosis (both

types: methane and/or sulphide oxidizers) within

the host, these bacteria, otherwise uncultivable

under laboratory conditions, provide a new exper-

imental tool in vent research (Kadar et al. 2005a).

Conclusions

In this review we have shown how recent studies

have taken advantage of various experimental

tools to address specific issues related to adapta-

tion to extreme environments that are typical of

deep-sea hydrothermal vents. The greatest

understanding will come, however, when infer-

ences are made in conjunction with physiological

data collected in the field. In the future, rapid

evolution of new technologies will enable the

development of dedicated in situ experimental

strategies to calibrate laboratory set-ups and

provide baselines for animal condition. Instru-

mental platforms are particularly needed to

monitor real-time chemical and temperature

gradients at scales relevant to individual organ-

ism, which may only be addressed through inte-

grated multi-disciplinary studies.
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Abstract The deep sea harbors very unusual

environments, such as hydrothermal vents and

cold seeps, that illustrate an apparent paradox:

the environmental conditions are very challeng-

ing and yet they display a high biomass when

compared to the surrounding environment at

similar depth. Hypoxia is one of the challenges

that these species face to live there. Here, we

review specific adaptations of their respiratory

system that the species have developed to cope

with hypoxia, at the morphological, physiologi-

cal, and biochemical levels. Most studies to date

deal with annelids and crustaceans, and trends

can be drawn: development of ventilation and

branchial surfaces to help with oxygen extrac-

tion, and an increase in finely tuned oxygen

binding proteins to help with oxygen storage

and transport. Beside these respiratory adapta-

tions most animals have developed enhanced

anaerobic capacities and specific ways to deal

with sulfide.

Keywords Hypoxia Æ Invertebrates Æ Annelids Æ
Crustacea Æ Mollusks Æ Hemocyanin Æ
Hemoglobin Æ Respiration Æ Oxygen Æ Sulfide

1 Introduction

The discovery of hydrothermal vents on the

Galápagos Ridge in 1976 (Corliss and Ballard

1977) revolutionized our vision of the deep-sea,

which was previously notorious for its very low

biomass and high species diversity (Hessler and

Jumars 1974). Numerous animals from the vicin-

ity of fluid emissions associated with plate tec-

tonics were brought back to the surface (Corliss

and Ballard 1977; Ballard and Grassle 1979;

Corliss et al. 1979). Subsequent exploration at

other sites on mid-oceanic ridges and back-arc

basins has extended our knowledge of the fauna

associated with hydrothermal vents. When com-

pared to the surrounding areas, these communi-

ties exhibit very high biomass, and a relatively

low species diversity. The abundance of these

organisms, contrasting with the harsh conditions

of the environment, has stimulated research on

their physiological and biochemical adaptations.

Stable isotope values of their tissues indicate that

the high biomass is supported by local chemo-

synthetic primary production rather than by

photosynthesis-based organic matter sinking from

the surface (Fisher 1995). Chemosynthesis is

carried out by bacteria, free-living or in symbiotic

association with invertebrates. These bacteria

oxidize the reduced chemicals contained in the

hydrothermal fluid (Fe, CH4, H2S), using oxygen

or nitrate as a final electron acceptor, to produce
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energy and fix carbon dioxide into organic matter

(Fisher 1996). This hydrothermal fluid is formed

by the interaction of the sea-water seeping

through the oceanic crust with the hot rocks.

The fluid is changed markedly and usually con-

tains high levels of heavy metals, CO2 and sulfide,

is completely devoid of O2, and has a low pH

(Table 1 and references therein). The hydrother-

mal vent communities completely rely on the

emission of hydrothermal fluid. However, its

mixing with the deep-sea water strongly affects

the surrounding environment and the animal

communities it harbors. Individual species occupy

different niches whose characteristics vary with

the proportion of hydrothermal fluid, and even

specific locations are exposed to highly variable,

often challenging conditions (Fig. 1) (Johnson

et al. 1988; Chevaldonné et al. 1991, 1992;

Chevaldonné 1986; Le Bris et al. 2003). Due to

the highly chaotic conditions and to technical

difficulties, very few in-situ measurements of

oxygen have been published to date. A study of

microhabitat variations in mussel beds at the

Rose Garden site yielded typical oxygen concen-

tration values between 0 and 110 lM, this latter

value being that of ambient sea-water in the area

(Fisher et al. 1988). The harsh conditions (low

oxygen, high levels of sulfide, heavy metals,

radioactivity, etc.) encountered in these food-

rich environments require specific adaptations for

survival that may explain the very high propor-

tion of endemicity (95%) observed in the

Table 1 Physical and chemical parameters of hydrothermal fluid from black smokers of different origin compared to typical
deep-sea water (after Von Damm 1990, modified by Magenheim and Gieskes 1992)

Physical–chemical
parameters

South Juan de Fuca Ridge East Pacific Rise 21�N East Pacific Rise 13�N Deep-sea water

Temp. (�C) 224–285 273–355 317–380 2
pH 3.2 3.3–3.8 3.2 7.8
Alcalinity 0 – 0.50 à – 0.19 – 0.74 à – 0.40 2.3
Li (mM) 110–1,810 891–1,322 688 26
Na (mM) 700–800 432–510 560 464
K (mM) 37.3–51.6 23.2–25.8 29.6 9.8
Rb (mM) 28–37 27–33 14.1 1.3
Be (nM) 95–150 10–37 – 0
Mg (mM) 0 0 0 52.7
Ca (mM) 77.3–96.4 11.7–20.8 55 10.2
Sr (mM) 230–312 65–97 175 87
Al (mM) 1.9 4.0–5.2 – 0.020
Cl (mM) 896–1,090 489–579 740 541
SiO2 (mM) 22.7–23.3 15.6–19.5 22 0.16
SO4 (mM) 0 0 0 27.9
H2S (mM) 3–4.4 6.6–8.4 4.0 0
Mn (mM) 2.61–4.48 0.7–1.0 0.8–1.2 < 0.001
Fe (mM) 10.3–18.7 0.75–2.42 1.05–1.85 < 0.001
Cu (mM) < 2 < 2–44 – 0.007
Zn (mM) < 900 40–106 – 0.01
Se (mM) < 1 < 1–73 – 2.5
As (nM) 0 < 30–452 – 27
NH3 (mM) 0 0 – < 0.01

T=350˚C 

O2=0 

H2S=4-8 mM

CO2=8 mM 

pH 3.2 

T=2˚C

O2 ~ 0.2 mM

H2S= 0 

CO2=2 mM 

pH 7.8 

Deep-sea water

Hydrothermal fluid

Fig. 1 Schematic representation of water mixing around
hydrothermal vents. Bottom water (clear) mixes with
hydrothermal fluid (grey shade). Typical water character-
istics are given for each. Animals are exposed to varying
proportions of each fluid according to their proximity of
the vent. In addition, the mixing is chaotic and at a fixed
position, the proportion of hydrothermal vent fluid can
vary quickly (arrows)
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collections of fauna at hydrothermal vents

(Tunnicliffe 1991).

The first—and to date best studied—cold-seeps

were discovered in the Gulf of Mexico in the

1980s (Paull et al. 1984; Kennicutt et al. 1985).

Cold seeps inhabited by dense communities are

now known from more than 30 locations in the

world (Sibuet and Olu 1998; Tyler et al. 2003).

Conditions at cold seeps are often hypoxic, as a

result of the removal of free O2 in the deep-sea

water by spontaneous reaction with sulfides con-

tained in the fluid diffusing from the sediment. In

contrast to hydrothermal vents, these sulfides are

biogenic in nature: anaerobic bacteria in the

sediment utilize sea-water sulfate as the final

electron acceptor for the degradation of hydro-

carbons seeping up (Cordes et al. 2005). A study

at the Brine Pool site in the Gulf of Mexico

showed that oxygen in water samples taken

between the mussels averaged 39 lmol l–1 and

was often undetectable by gas chromatography

( < 5 lmol l–1, Smith et al. 2000).

To date, no physiological work has been

published on invertebrates from whale-fall com-

munities. These animals are also potentially

exposed to lower levels of oxygen. Some studies

report the adaptations of pelagic organisms to low

oxygen levels in oxygen minimum zones (for

example, see Childress 1975; Childress and Seibel

1998), characterized by stable hypoxic conditions.

Benthic invertebrates from oxygen minimum

layer areas are usually small in size (Levin

2003). This may be due to the fact that these

areas are not associated with strong emissions of

reduced fluids that are necessary for local primary

production that is at the base of the very high

biomass that characterizes hydrothermal vents

and cold seeps.

Interestingly the O2 consumption rates of

hydrothermal-vent and cold-seep animals at low

environmental O2 tensions are similar to those of

related, shallow-water species measured at higher

environmental O2 tensions (Childress and Mickel

1985; Fisher et al. 2000; Hourdez et al. 2002),

indicating specific adaptations for O2 uptake in

the former group, such as higher blood O2

affinities and more efficient respiratory organs.

Here, we review morphological, physiological,

and biochemical adaptations of the respiratory

system. To date, these adaptations have mainly

been studied in polychaetes and crustacea but

data on other groups will be discussed when

available.

Gas uptake (and elimination) by an organism is

limited by several factors at different levels

(Fig. 2). At all levels, the gas flow is driven by

convective or diffusive processes, and is propor-

tional to the difference of partial pressure of the

considered gas between two locations, and to a

conductance factor G. Details of parameters

affecting G will be discussed for the different

levels of adaptation considered. At the interface

with the environment, the respiratory exchange

organs (gills, branchiae) are essential for oxygen

uptake. The oxygen that is taken up is then

transported by the circulatory system to the

tissues that need it. The mitochondria, where

oxidative respiration takes place, are the actual

site of oxygen consumption.

2 Adaptations for oxygen extraction

2.1 Ventilation

The first way to improve oxygen extraction is to

renew the diffusion layer at the surface of the gas

exchange organs. The water in the diffusion layer

is indeed quickly depleted in oxygen and its

extraction becomes more difficult. Convective

circulation of water and blood at the gill level

contributes to increase oxygen extraction in an

integrative process. This maintains an optimal

difference of partial pressure between the two

sides of the diffusion barrier.

The gills of annelids are external (i.e., not

contained in branchial chambers) and these

animals have little control over the ventilation

Tissues Vascular system 
Gill

Water 

O2

CO2

O2

CO2

At all levels: 

Mgas = G ∆Pgas
.

∆Pgas gas partial pressure difference 

G conductance

Mgas Gas flow
.

Fig. 2 Conceptual representation of gas flows in a meta-
zoan with a circulatory system. See text for details
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of the gill surface by water, except through

movements of cilia which are abundant in vent

species (Jouin-Toulmond et al. 1996; Hourdez

and Jouin-Toulmond 1998; Hourdez et al. 2001).

Perfusion of the gills by body fluids may also

increase but this parameter is difficult to measure

in polychaetes, especially in species like scale-

worms whose gills are perfused by the coelomic

fluid, circulated by cilia that line the coelomic

cavity (Hourdez and Jouin-Toulmond 1998).

Decapod crustacea possess a branchial cham-

ber in which water may be circulated by special-

ized appendages, the scaphognathite and

associated epipodites. Although regulation of

ventilation flow rate is well documented for

shallow-water species (McMahon 2001) and some

deep-sea species (Belman and Childress 1976), no

study addresses this behavioral adaptation in vent

or seep species. Generally, acute hypoxia induces

a rapid increase in ventilation flow but it slows

down under chronic exposure, probably due to

the high energetic cost of increasing water

pumping (McMahon 2001).

Mollusca circulate water through their mantle

cavity by ciliary movement at the surface of the

gills. This is a normal process for these filter-

feeding animals. However, in clams of the genus

Calyptogena, the digestive system is reduced and

the bulk of the nutrition is obtained through

symbiotic bacteria contained in the gill filaments

rather than through water filtration (Kennish and

Lutz 1992). The respiratory function may well be

the only one remaining in these clams, in addition

to harboring the symbiotic bacteria.

2.2 Gill surfaces

The conductance G is a function of the ratio of

surface area over diffusion distance. Extraction of

oxygen across gills can thereby be increased by

increasing the total surface area or by decreasing

the diffusion distance through the epithelium, or

both.

An increased specific gill surface area has been

reported in numerous cold-seep and hydrother-

mal vent polychaetes (Table 2). This is especially

meaningful when compared to close relatives

from well-oxygenated environments. In the fam-

ily Polynoidae (scaleworms), littoral species are

usually devoid of gills whereas about half of the

hydrothermal vent and cold-seep species possess

well developed gills (Hourdez and Jouin-Toul-

mond 1998; Hourdez unpub. data). This increase

in area for gas exchange has also been reported in

benthic invertebrates from oxygen minimum

zones all around the world (Levin 2003).

Besides an increase in gill surface area, a

reduction of the diffusion distance can also help

gas exchange across the gills. Most of the vent

species studied to date show very short diffusion

distances (Table 2). These short distances are

possible through the use of intraepidermal blood

vessels found in the gills of the polychaetes from

hypoxic environments (Jouin and Gaill 1990;

Hourdez et al. 2001). These intraepidermal exten-

sions of blood vessels are absent in the gills of the

shallow-water trichobranchid polychaete Terebel-

lides stroemii, a species closely related to alvinel-

lids (Jouin-Toulmond and Hourdez 2006).

The scaleworm Branchipolynoe spp. is an excep-

tion to this reduced diffusion distance. However,

their gills are mere finger-like extension of their

body-wall that are perfused by the coelomic fluid

and not by blood vessels. The bodywall is very

Table 2 Gill surface areas and diffusion distances for
annelids from hydrothermal vent (HTV), littoral (Lit.),
and cold-seep (CS) environments

Species Environment Specific
gill surface
area(cm2/g)

Diffusion
distance
(lm)

Alvinella
pompejanaa

HTV 12 1–3

Paralvinella
grassleia

HTV 47 4

Riftia pachyptilab HTV 12 1–3
Branchipolynoe

symmytilidac
HTV 14.2 10

Branchipolynoe
seepensisc

HTV 10.3 9

Branchipolynoe
pettiboneaec

HTV 7.7 10

Glycera convolutac Lit. 1.5–2 ?
Terebellides

stroemid
Lit. 6 5–8

Arenicola marinae Lit. 4 8–14
Methanoaricia

dendrobranchiataf
CS 8 4

a Jouin and Gaill (1990); b Andersen et al. (2002);
c Hourdez and JouinToulmond (1998); d Jouin-Toulmond
and Hourdez (2006); e Jouin and Toulmond (1989);
f Hourdez et al. (2001)
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thin there (typically 10 lm) whereas it is 150 lm

thick anywhere else on the body (Hourdez and

Jouin-Toulmond 1998).

No specific data are available for other taxo-

nomic groups. However, it is well known that

mollusks that are symbiotic with sulfide-oxidizing

or methanotrophic bacteria possess much larger

gills (that contain the symbionts) than species that

are not symbiotic (Childress and Fischer 1992). No

data are available on the diffusion distances and gill

surface areas for crustacea from cold seeps and

hydrothermal vents. However, Williams (1980), in

his original description of the vent crab Bythograea

thermydron, reports that they have large gills,

apparently to facilitate oxygen uptake from the

hypoxic environment. Conversely in Rimicaris

exoculata, the peculiar morphology of the gill

chamber and hypertrophy of the scaphognathite

and first maxillipeds’ epipodites leaves only a

reduced space for gills (Segonzac et al. 1993). A

comparative study of specific gill surface area, and

scaphognathite and perfusion performance among

bythograeid crabs and alvinocarid shrimps is

clearly lacking at present. This is likely to be a

level at which adaptations can be observed as

Johnson and Rees (1988) showed that there were

variations in gill surface areas depending on habitat

and lifestyle in four shallow-water crab species.

3 Adaptations for oxygen transport

Once in the circulatory system, the conductance

for oxygen will depend on the product of the

capacitance (bb) of the blood (i.e., how much

oxygen can be carried per unit volume of blood)

and of the blood flow (Vb). In order to improve

oxygen delivery to the organs, one can either

increase bb or Vb. The presence of oxygen

binding proteins (respiratory pigments) increases

bb, and increased heart rate or stroke volume can

perfuse the tissues with more blood.

3.1 Modulation of heart rate

A measure of the regulation of heart rate in

annelids from hypoxic environments has never

been attempted. However, Mickel and Childress

(1982a) measured variations in heart rate of the

crab Bythograea thermydron as a function of

pressure and temperature. An increase of tem-

perature from 5�C to 20�C triggered an increase

of heart rate, probably in response to an increased

metabolic demand.

3.2 Oxygen binding proteins (OBPs)

Most hydrothermal vent organisms possess respi-

ratory pigments. These were studied in some

mollusks, polychaetes, and crustaceans.

The main properties of OBPs are affinity -

measured by P50, the oxygen partial pressure at

half saturation -, cooperativity - measured by n50

the slope of the Hill plot at P50, and the Bohr

effect - measured by / ¼ D log P50=DpH (Fig. 3).

Depending on their oxygen binding properties,

respiratory pigments may serve to store oxygen,

to facilitate oxygen diffusion, or to actually

transport oxygen from the gas exchange organs

to the tissues. Oxygen storage OBPs usually

exhibit a high affinity (allowing uptake of oxygen

from the circulating OBP), low cooperativity and

are insensitive to pH changes. Conversely, OBPs

that serve as transporters usually exhibit a lower

affinity, some cooperativity and are affected by

changes in pH (Bohr effect). Their cooperativity

allows them to release more oxygen for a given

variation of partial pressure between arterial and

venous blood (Fig. 3). These blood parameters,

however, are not known for the majority of deep-

sea species, and we have to rely on indirect

interpretation derived from affinity, cooperativity

and Bohr effect measurements.

3.2.1 OBP as an oxygen storage system

Respiratory pigments can be used as oxygen

storage. It has been calculated, based on an

oxygen consumption rate independent of the

partial pressure and starting with respiratory

pigments fully saturated, that the bound oxygen

could represent an autonomy of up to 1 h 30 min

in the commensal hydrothermal vent polychaete

Branchipolynoe seepensis (Hourdez and Weber

2005). This value only reaches 30 min in the cold-

seep polychaete Methanoaricia dendrobranchiata

(Hourdez et al. 2002). Very little data are avail-

able in other species. However, in the hydrother-

mal vent copepod Benthoxynus spiculifer, the
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amount of hemoglobin in the body can represent

no more than 2 min of autonomy at 15�C and less

than 30 s at 25�C (Hourdez et al. 2000b). This

hemoglobin pool would only allow very short

forays into anoxic areas to look for food before

the animals have to rely on anaerobic metabolism

for their energetic needs. In such animals, the

hemoglobin’s primary function is more likely in

O2 acquisition from the environment (Hourdez

et al. 2000b), maintaining a free-oxygen (i.e., not

bound to Hb) gradient from outside of the animal

to the internal milieu while the respiratory

surfaces are ventilated.

3.2.2 OBP as a transport system

There is a general trend for a high oxygen affinity,

which would facilitate uptake at the level of the

gills, and a strong Bohr effect (decrease of affinity

when pH decreases) that would allow the release

of this oxygen at the level of metabolically active

tissues. The high affinity for oxygen would leave

little of it free in the body fluids, thereby

maintaining a gradient between the inside and

the outside of the body, even when the environ-

mental levels of oxygen are very low.

3.2.2.1 Mollusks Bivalves, along with vestimen-

tiferans, are the main organisms with symbiotic

sulfide oxidizing and/or methanotrophic bacteria

at hydrothermal vents and cold-seeps (Tunnicliffe

1991). Vesicomyid clams are the only vent and seep

bivalves known to possess circulating respiratory

pigments to date. These Hbs are intracellular

(erythrocytic) and low-molecular weight,

consisting of tetramers made of three different

chains of 13–14 kDa (Terwilliger et al. 1983; Arp

et al. 1984; Zal et al. 2000b). Calyptogena

magnifica erythrocytes suspended in sea-water

after washing show a moderate O2 affinity

(P50 = 8.5 mm Hg, pH 7.15, 8�C (Arp et al.

1984)) that is lowered when the erythrocytes were

suspended in the original serum (P50 = 14.0 mm

Hg, pH 6.75, 9�C). Dissolved in distilled water the

Hb showed a much higher O2 affinity

(P50 = 3.8 mm Hg, pH 6.99, 8�C), suggesting the

presence of intracellular effectors that decrease the

affinity in the erythrocytes (like ATP or 2,3-DPG

for vertebrate Hb). The functional properties of

the Hb were affected by sulfide that oxidizes Hb in

vitro (Terwilliger et al. 1983; Arp et al. 1984) and

impedes measurement of the sulfide sensitivity of

O2 binding (Arp et al. 1984).

The symbiont-harboring gastropod species

Alviniconcha hessleri forms dense populations at

hydrothermal vents in the Western Pacific

(Mariana, North Fiji, and Lau back-arc basins)

where it dominates the fauna. Its modified

gills contain chemoautotrophic sulfide-oxidizing

bacteria that provide the snail with carbon

compounds. These gills also contain a tissue

globin at a concentration of 65 lmol/kg wet

Fig. 3 Saturation curve for a hypothetical oxygen binding
protein (OBP) with a P50 of 10 mm Hg. Dashed curve for
an OBP with a cooperativity coefficient n50 = 1 and solid
line for an OBP with a cooperativity coefficient n50 = 2.5.

For each OBP, the difference of saturation (DSat) is given
for a difference of partial pressure of O2 of 10 mmHg
between arterial blood and venous blood
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weight gill (Wittenberg and Stein 1995). Witten-

berg (1985) also reports the presence of an

intracellular globin in the gills of the mussel

Bathymodiolus heckerae from the Florida Escarp-

ment. Gastropods also possess circulating hemo-

cyanins but there is no published data on their

properties and characteristics for vent species.

The same is true for the hemocyanin of the vent

octopus Vulcanoctopus hydrothermalis.

3.2.2.2 Polychaetes Polychaetes represent an

important proportion of the biomass and

diversity at hydrothermal vents and cold seeps

(Tunnicliffe 1991). They also occupy most of the

ecological niches at hydrothermal vents where

metazoans can be found, from the coldest (and

least constraining) to the warmest. All the species

studied to date possess hemoglobin(s) in high

concentrations, with a high affinity for oxygen

when compared to shallow-water relatives, and a

strong Bohr effect (Fig. 4, Hourdez and Weber

2005).

Vestimentiferan tubeworms (siboglinid poly-

chaetes) are often the most commonly encoun-

tered metazoan animals in hydrothermal vent and

cold-seep communities. They lack a mouth,

digestive tract and anus (Jones 1981, 1988), and

their nutritional needs are entirely provided for

by symbiotic sulfide-oxidizing bacteria harbored

in the ‘trophosome’, an internal, well-vascularized

organ (Cavanaugh et al. 1981; Felbeck 1981;

Felbeck et al. 1981; Jones 1981). The first thor-

oughly studied vestimentiferan was the giant

tubeworm Riftia pachyptila. This worm possesses

two Hbs in its vascular blood and another in its

coelomic fluid (Arp et al. 1990; Zal et al. 1996b).

The blood Hbs are a hexagonal bilayer (HBL) Hb

of ~3.6 MDa (as typically encountered in vascular

blood of other annelids) and a 400 kDa Hb that is

P50 (mm Hg)

Vent and cold-seep speciesNon-vent, non-seep species

10

1

0.1

0.01

100

Arenicola marina
Arenicola cristata

Siboglinum ekmani (S)

Alvinella pompejana (V)

Alvinella caudate (V)

Pista pacifica

Marphysa sanguinea

Eunice aphroditis
Amphitrite ornata

Abarenicola clarapedii

Methanoaricia dendrobranchiata (S) 

Branchipolynoe symmytilida C1 (V)

Branchipolynoe symmytilida C2 (V)

Eupolymnia crescentis

Riftia pachyptila 400kDa (V)

Riftia pachyptila HBL ( V)

Fig. 4 P50 values (log scale) for extracellular Hbs from
vent and seep marine polychaetes compared to non-vent
and non-cold seep species. Experimental conditions and
references: Arenicola marina, pH 7.6, 20�C; Siboglinum
ekmani, pH 6.5, 20�C; Alvinella pompejana, pH 7.6, 20�C;
Alvinella caudata, pH 7.6, 20�C; Pista pacifica, pH 7.0,
20�C; Marphysa sanguinea, pH 7.3, 20�C; Eunice aphrod-

itis, pH 7.0, 20�C; Arenicola cristata, pH 7.7, 20�C; Aba-
renicola clarapedii, pH 7.43, 20�C; Eupolymnia crescentis,
pH 5–7, 10�C; Branchipolynoe symmytilida Hbs C1 and
C2, pH 7.5, 20�C; Methanoaricia dendrobranchiata,
pH 7.5, 20�C; Riftia pachyptila HBL and 400 kDa Hbs,
pH 7.0, 30�C. (V) Vent species, (S) Seep species. After
Hourdez and Weber (2005)
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specific of siboglinid tubeworms. The coelomic

fluid contains another 400 kDa Hb, differing from

the vascular one in its subunit composition (Zal

et al. 1996a). The O2 binding properties of ves-

timentiferan Hbs are similar to those of other

annelids from hydrothermal vents and cold seeps.

In Riftia, both Hb types have very high O2

affinities, with P50 values of 0.47 and 0.27 mm Hg

for the HBL-Hb and the 400 kDa, respectively, at

pH 6.97 and 30�C. The smaller Hb consistently

showed a higher affinity, except at pH values

above 7.6 (Arp et al. 1990), which correspond to

in vivo pH values (Arp and Childress 1981). This

suggests that the O2 affinity difference between

the coleomic (400 kDa) Hb and the vascular

(HBL and 400 kDa) Hbs may easily reverse,

allowing a bi-directional transfer between the

coelomic and vascular compartments. This would

buffer the effects of changes in environmental O2

tension. The two types of Hbs also differ mark-

edly in their pH sensitivity (/ = – 0.35 and –

0.04, for the HBL and 400 kDa Hbs, respec-

tively). The cooperativity is also lower in the

400 kDa Hb than in the HBL Hb (n50 = 1.6 and

2.4, respectively at pH �7), which correlates with

the number of subunits (ca. 24 vs. 144 globin

chains). Hbs from three species of Siboglinum

that occur in hypoxic fjords comprise only

400 kDa molecules (Terwilliger et al. 1987), all

showing very high O2 affinities and a slight

reverse Bohr effect between pH 7.0 and 7.9 (/
= + 0.18 at 15�C and +0.25 at 20�C; (Terwilliger

et al. 1987)). According to our definition, these

properties would favor a storage role for the

400 kDa Hb and a transport role for the HBL Hb.

A key and unique characteristic of vestimentifer-

an Hbs is their ability to bind sulfide reversibly

and with a high affinity (Arp and Childress 1983;

Arp et al. 1984; Childress and Fischer 1992; Zal

1998; Zal et al. 1998). This will be dealt with in a

later section.

Species of Alvinellidae (a vent-endemic

family) and the cold-seep orbiniid Methanoaricia

dendrobranchiata possess a typical extracellular

annelid hexagonal bilayer (HBL) hemoglobin in

their vascular system (Terwilliger and Terwilliger

1984; Toulmond et al. 1990; Zal et al. 1997, 2000a;

Hourdez et al. 2000a). Although the structure of

the Hb is very similar to that of other annelid

hemoglobins, the functional properties show a

high affinity for oxygen and a strong Bohr effect

that allows the release of the bound oxygen near

metabolically active (i.e., acidic) tissues (Terwil-

liger and Terwilliger 1984; Toulmond et al. 1990;

Hourdez et al. 2000a).

In addition to their HBL hemoglobin, alvinellids

also possess a circulating intracellular hemoglobin

contained in coelomocytes (Jouin-Toulmond et al.

1996; Hourdez et al. 2000a), as it is common in

the closely-related terebellids (Weber 1978).

However, in contrast to terebellids where the

oxygen transfer is unidirectional (usually from

extra- to intracellular Hbs), driven by differences

in affinities for oxygen between the extra- and

the intracellular Hbs, oxygen transfer can be

bi-directional in Alvinella pompejana, the only

alvinellid species for which functional properties

were studied for both hemoglobins (Hourdez et al.

2000a). This property most likely allows the

buffering of environmental oxygen variations

using the coelomic compartment as an oxygen

store. This is especially meaningful in the anterior

part of the body where a dense network of

capillaries is surrounded by numerous erythrocytes

(see Sect. 3.3). There, a very important transfer can

occur between the vascular and the coelomic

compartments.

The discovery of large amounts of hemoglobin

in the hydrothermal vent scaleworms Branchi-

polynoe symmytilida and B. seepensis (Polychae-

ta; Polynoidae) came as a surprise as littoral

species of the same family are completely devoid

of circulating respiratory pigments (Hourdez

et al. 1999a). There are two Hbs, one is a dimer

(HbC2) and the other a trimer (HbC1) of

tetradomain subunits. Multidomain (i.e., several

globin domains in the same polypeptide) subunits

are unique not only in the Polynoidae family but

in all polychaetes, indicating that it most likely

evolved in the lineage to which Branhipolynoe

spp. belong. These Hbs are contained in the

coelomic cavity, exhibit a high affinity for oxygen

and a strong Bohr effect (Hourdez et al. 1999b).

Their cooperativity is low (cooperativity coeffi-

cient typically between 1 and 1.9), suggesting a

function of oxygen storage rather than oxygen

transporter. However, the coelomic fluid circu-

lates inside the gills of the branchiate species and
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the hemoglobin probably helps maintain a con-

centration gradient between the hypoxic environ-

ment and the inside of the body. The strong Bohr

effect is also indicative of a role in oxygen

transport but we would have to know the varia-

tion of oxygenation level and pH within the

coelomic fluid to confirm this. In addition to the

Bohr effect, there is a specific CO2 effect in HbC2

(but not in HbC1), independent of pH, which

decreases the affinity when PCO2 increases. This

further increases the unloading of oxygen near

metabolically active tissues (Hourdez et al.

1999b). Hemoglobin has been observed in numer-

ous other hydrothermal vent and cold seep

species of scaleworms (SH pers. obs.). All these

species belong to vent- and seep-endemic

subfamilies of polynoids (Branchiplicatinae,

Branchipolynoinae, Branchinotogluminae, Lepid-

ontopodinae, and some Macellicephalinae). The

two other subfamilies encountered near hydro-

thermal vents (Harmothoinae and Iphioninae)

are not endemic and are only found at the

periphery of the sites, where conditions are less

challenging. Species belonging to these two latter

subfamilies do not possess circulating Hbs. Given

the high metabolic cost of producing such large

amounts of proteins, their presence is most likely

an adaptation to the chronic hypoxia these worms

are exposed to.

3.2.2.3 Crustacea Crustacea are also common at

hydrothermal vents and cold-seeps but all

published data come from hydrothermal vent

species so far. Hemocyanin is the most common

respiratory pigment but hemoglobin has been

found in two species of copepods. The more

mobile nature of large decapod crustacea

(shrimps and crabs) allows them to avoid areas

where conditions are too harsh. Nonetheless, the

conditions they encounter are often hypoxic and

one can expect specific adaptations.

Mickel and Childress (1982b) reported that the

hydrothermal vent crab Bythograea thermydron

can tolerate periods of anoxia. In addition, this

crab can maintain its oxygen consumption rate

constant until a critical P02 value of 12 mm Hg,

i.e., about 7.5% of saturation with air. This value

is 3–4 times the P50 of the hemocyanin contained

in the hemolymph of B. thermydron (Sanders

et al. 1988). This P50 value is small compared to

those found in non-vent species and falls within

the range reported for other hydrothermal vent

species of crabs and shrimps (Fig. 5 and refer-

ences therein). No data are available for cold-

seep endemic species to date. As in polychaetes,

this high affinity helps extract oxygen from the

chronically hypoxic surrounding water. It is com-

pensated by a strong Bohr effect that allows the

release of oxygen near metabolically active tis-

sues (Sanders et al. 1988; Lallier and Truchot

1997; Lallier et al. 1998; Chausson et al. 2001).

The affinity is increased by the presence of lactate

(the final product of anaerobic metabolism in

crustacea) that will thereby favor the loading of

oxygen at the level of the gills if the tissues

produce lactic acid (Sanders et al. 1988). It was

also shown that the affinity is increased by the

presence of thiosulfate, the product of sulfide

detoxification in B. thermydron (Vetter et al.

1987). An effect of lactate has also been reported

for two species of vent shrimps, Chorocaris chacei

(Lallier et al. 1998), and Rimicaris exoculata

(Lallier and Truchot 1997). The vent-chimney

crab Cyanagraea praedator also possesses hemo-

cyanin with a high affinity for oxygen and a strong

Bohr effect (Sanders 1989; Chausson et al. 2001).

Surprisingly, lactate does not have any effect on

the affinity nor the Bohr factor in this species

(Chausson et al. 2001).

In arthropod hemocyanins, there usually is a

decrease of oxygen affinity when the tempera-

ture increases, as a consequence of the exother-

mic nature of this reaction (Truchot 1992).

Interestingly, all the hemocyanins from hydro-

thermal vent species show either no effect or a

slightly reverse effect of temperature on oxygen

affinity (Sanders et al. 1988; Lallier and Truchot

1997; Lallier et al. 1998; Chausson et al. 2001,

2004). More detailed studies will determine

whether the temperature insensitivity is due to

specific adaptations in the hemocyanin molecule

itself or the result of side effects of the overall

oxygenation reactions. Whatever the cause of

this temperature insensitivity, this may well be

an adaptation to the highly variable conditions

(for which temperature is an indicator) encoun-

tered at deep-sea hydrothermal vents: despite
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the changes in temperature, the affinity of

hemocyanin for oxygen will remain high. This

characteristic explains at least in part why the

critical PO2 varies little between 2�C and 20�C

(Mickel and Childress 1982b). The lack of

temperature sensitivity of oxygen binding has

also been observed for shallow water crustacea

that are exposed to highly variable temperatures

such as the hermit crab Pagurus bernhardus

(Jokumsen and Weber 1982) and the shrimp

Palaemon elegans (Morris et al. 1985). In this

context, the study of cold-seep relatives of the

vent species would be most interesting to deter-

mine whether these species that are used to cold

water (with little or no variations of tempera-

ture) have temperature-sensitive hemocyanins.

P50 (mm Hg) 
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Rimicaris exoculata

Segonzacia mesatlantica

Bythograea thermydron

Alvinocaris lusca

Cyanagraea praedator
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Hydrothermal vent species Non-vent species
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25
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Penaeus japonicus

Palaemon adspersus

Homarus vulgaris

Callinectes sapidus

Austropotamobius pallipes*

Nephrops norvegicus

Carcinus maenas

Holthuisana transversa**

Corystes cassivelaunus***

Fig. 5 P50 values for decapod hemocyanins from vent-
endemic species compared to some representative non-
vent species. Experimental conditions and references:
Eupagurus bernhardus 15�C, pH 7.83; Penaeus japonicus
25�C, pH 7.6; Palaemon adspersus 15�C, pH 7.85; Nephr-
ops norvegicus 10�C, pH 7.9; Carcinus maenas 15�C,
pH 7.84; Callinectes sapidus 20�C, pH 7.6; Homarus
vulgaris 15�C, pH 7.9; Holthuisana transversa 25�C,
pH 7.35; Corystes cassivelaunus 10�C, pH 7.9; Austropot-
amobius pallipes 15�C, pH 7.9 (all these species, see review

by Truchot (1992)); Cyanagraea praedator 15�C, pH 7.5
(Chausson et al. 2001); Chorocaris chacei 15�C, pH 7.5
(Lallier et al. 1998); Bythograea thermydron 15�C, pH 7.5
(Sanders et al. 1988); Rimicaris exoculata 15�C, pH 7.5
(Lallier and Truchot 1997); Segonzacia mesatlantica 15�C,
pH 7.5 (Chausson et al. 2004); Alvinocaris lusca 15�C,
pH 7.5 (Sanders et al. 1988). * fresh-water species. **
species with mixed land/water way of life. *** species
living buried in the sand
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In the crab Cyanagraea praedator and in the

shrimp Rimicaris exoculata, there is another fac-

tor—whose identity is still unknown—that

decreases the oxygen affinity of hemocyanin and

that can be eliminated by dialysis (Lallier and

Truchot 1997; Chausson et al. 2001). This phe-

nomenon has also been observed for terrestrial

crabs of the family Ocypodidae (Morris and

Bridges 1985; Bridges et al. 1997), and in the

coconut-tree crab Birgus latro (Morris et al. 1988).

In Ocypodes serratan, this small molecule

( < 5,000 Da) is capable of binding large amounts

of CO2 (Bridges et al. 1997). The factor remains to

be identified and its effect on the hemocyanin

studied.

In a study on Mid-Atlantic Ridge hydrother-

mal vent crab Segonzacia mesatlantica, Chausson

et al. (2004) investigated the effect of severe

hypoxia (6.25 lM O2, i.e., 3.7 times less than the

critical PO2 below which Bythograea thermydron

oxygen consumption drops and the animal goes

anaerobic) on short term—6 h—changes in

hemocyanin composition in the hemolymph.

Comparing two batches of crabs, one maintained

in severe hypoxia, and the other in saturation with

air (referred to as ‘‘hyperoxia’’), the authors

report an increase of the hexameric (from 68% to

72%), the dodecameric (16% to 18%), and a

decrease of the monomeric (from 13% to 7%)

fractions. However, the overall chain composition

did not change significantly. Unfortunately, the

data were obtained from pools of 4 crabs for

each condition, which does not give access to

inter-individual variability. This is especially

important because the dodecameric-to-hexameric

fractions ratio may be variable in natural popu-

lations, as has been shown in the blue crab

Callinectes sapidus (Greaves et al. 1992).

Some species of hydrothermal vent crustacea

have been reported to possess hemoglobin: the

copepods Benthoxynus spiculifer (Hourdez et al.

2000b) and Scotoecetes introrsus (Sell 2000).

Although Hb has been reported in some

bottom-dwelling littoral and lake species (Fox

1957), little is known about Hbs of these animals

probably because of their small size. Interestingly,

these Hb-containing copepods identified by Fox

(1957) were collected from muddy and reduced

environments with low O2 and high sulfide levels.

In the Branchiopod Daphnia magna, Hb synthesis

is induced by ambient hypoxia (Fox et al. 1951;

Kobayashi and Hoshi 1982) and animals with high

Hb concentrations are able to maintain normal

oxygen consumption rates even at low O2 ten-

sions that are lethal for individuals with low Hb

(Kobayashi and Hoshi 1984). The low hemoglo-

bin concentrations reported for the two vent

copepod species make it very unlikely that the

hemoglobin could be used as a significant oxygen

store (Hourdez et al. 2000b; Sell 2000). The very

high affinity of B. spiculifer hemoglobin also

indicates that its main function is to maintain a

concentration gradient from the outside to the

inside of the animal, even when environmental

PO2 are very low (Hourdez et al. 2000b). Hemo-

globin thus extends the inhabitable environment

of small crustaceans like copepods and allows

them to inhabit the base of tubeworm bushes.

3.3 Circulatory system adaptations

In alvinellid polychaetes, the gular membrane

extends posteriorly, enveloping the esophagus

and a very developed capillary network (Fig. 6).

In addition, the peri-esophageal pouch thus

formed contains very numerous erythrocytes

(coelomocytes with high concentrations of hemo-

globin). This setup, with a high density of capil-

laries and coelomocytes, forms an internal gas

exchange system (Jouin-Toulmond et al. 1996).

A study of the functional properties of the Hbs

(the coelomic, intracellular Hb and the vascular,

extracellular Hb) showed that they possess very

similar functional properties under the same

conditions, thereby allowing bidirectional transfer

in the gas exchange system (Hourdez et al.

2000a). This most likely buffers the variations of

oxygen levels inside the body, in particular for the

brain area, directly irrigated by the blood after it

goes through the capillary network (Fig. 6).

4 Adaptations of oxygen cellular utilization

Even though the species studied possess specific

adaptations that allow them to extract oxygen

despite its low levels in the environment, they

most likely often have to rely on anaerobic

metabolism. In addition, sulfide can inhibit the
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electron transport chain (Powell and Somero

1986) and anaerobic metabolism may be happen-

ing even when oxygen is not completely absent.

Hand and Somero (1983) measured enzymatic

activities in order to determine which metabolic

pathways were present in Calyptogena magnifica,

Riftia pachyptila, Bythograea thermydron, and

Alvinella pompejana. All the species studied

exhibit cytochrome c oxidase and citrate synthase

activities, both indicative of aerobic metabolism.

The use of aerobic metabolism was also supported

by the high activity of two glycolytic enzymes,

phosphofructokinase and pyruvate kinase.

Several hydrothermal vent and cold-seep spe-

cies have been studied for their ability to survive

periods of anoxia. The crab Bythograea thermy-

dron can survive at least 12 h (Mickel and

Childress 1982b), the clam Calyptogena magnifica

at least 16 h at 14�C (Arp et al. 1984), and the

siboglinid polychaete Riftia pachyptila at least

36 h at 8�C (Childress et al. 1984), and up to 60 h

at 15�C (Arndt et al. 1998). In the cold-seep

polychaete Methanoaricia dendrobranchiata, a

TL50 of 133.5 h in anoxia without sulfide was

calculated (Hourdez et al. 2002). The ice-worm

Hesiocaeca methanicola, a hesionid polychaete

that lives on methane ice, has a TL50 of 99 h in

complete anoxia (Fisher et al. 2000). All these

data indicate a good capacity of these species to

survive under anoxia for extended durations. This

also indicates a good capability for anaerobic

metabolism.

In B. thermydron, Hand and Somero (1983)

detected high levels of lactate dehydrogenase (a

typical enzyme for anaerobic metabolism in

crustacea). Both the siboglinid R. pachyptila and

the clam C. magnifica exhibited high level of

malate dehydrogenase, a typical enzyme for

anaerobic metabolism in invertebrates other than

crustacea. In Alvinella pompejana, phosphoenol-

pyruvate carboxykinase, alanopine dehydroge-

nase, strombine dehydrogenase, and lactate

dehydrogenase activities, markers of anaerobic

metabolism, were also detected (Desbruyères

et al. 1998). This observation indicates either that

the worms were exposed to hypoxia prior to

collection or that they are pre-adapted to hypoxia

and continuously express these enzymes.

Arndt et al. (1998) studied the effect of pro-

longed anoxia on Riftia pachyptila. These authors

followed the levels of malate, glycogen, aspartate,

and succinate in the tissues for 60 h. From the

high levels (up to 26 mM in the blood) encoun-

tered under normoxia, malate quickly drops and

levels of succinate rise to very high values (up to

17 mM in the blood). Succinate is a well

known final product of anaerobic metabolism in

annelids, along with short-chain volatile fatty

acids (Grieshaber et al. 1994). However, none of

these fatty acids were excreted by the worm.

Glycogen, mainly found in the trophosome, was

only used after 48 h of anoxia. Succinate formed

during anoxia cannot account for the decrease of

malate and glycogen, suggesting that there might

Fig. 6 Anterior circulatory system in Alvinella pompejana
showing the periesophageal pouch containing the capillary
network. Ceolomocytes (not represented) are very dense
in the pouch and in close contact with the capillaries.
Oxygenated blood coming from the gills (branchial

efferent vessels) merge ventrally and the sub-esophageal
vessel can carry this blood to the capillary network where
it exchanges gases with the coelomocytes. These capillaries
then fuse with the supra-esophageal vessel and oxygen can
be sent directly to the cerebral ganglion
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be other end products for Riftia’s anaerobic

metabolism. Arndt et al. (1998) also report the

absence of alanopine dehydrogenase, octopine

dehydrogenase, and strombine dehydrogenase

activities. Lactate dehydrogenase activity was

found to be moderate in the vestimentum and in

the body-wall, and absent in the other tissues

tested. However, only traces of L-Lactate could

be detected in the worms after anoxia exposure,

suggesting a limited importance of this pathway in

anaerobic metabolism. Other opine dehydrogen-

ases activities (using lysine, taurine, etc...) were

not tested.

5 Dealing with sulfide

At hydrothermal vents, oxygen and sulfide con-

centrations vary inversely (Johnson et al. 1988).

Sulfide has a specific effect that affects the

survival of animals. The cold-seep polychaete

Methanoaricia dendrobranchiata has a TL50 of

99.1 h in anoxia +1 mmol l–1 sulfide, 119.6 h in

anoxia +60 lmol l–1 sulfide, and 133.5 h in anoxia

without sulfide (Hourdez et al. 2002).

Sulfide can poison the mitochondrial electron

transfer chain and disrupt the aerobic metabolism

(Grieshaber and Völkel 1998). This may explain at

least in part the high levels of enzymes involved in

anaerobic metabolic pathways as the organisms

may have to rely on it even if oxygen is present as a

result of sulfide poisoning. In addition, sulfide can

bind to hemoglobins and poison oxygen transport.

Organisms that are symbiotic with sulfide

oxidizing bacteria may be protected from sulfide

toxicity by the sink the bacteria represent. How-

ever, when the bacteria are not located in tissues

directly in contact with the sulfide-containing

water, the organism must transport sulfide with-

out being poisoned by it. Sulfide-binding mole-

cules are then necessary. Although other annelid

hemoglobins may bind sulfide none can bind such

large amounts as Riftia pachyptila HBL hemo-

globin, that transports both sulfide and O2 from

the environment to the symbiotic bacteria in the

trophosome, avoiding both poisoning by free

sulfide and spontaneous reaction between the

two molecules. The site of sulfide binding is still

currently debated (Zal et al. 1998; Flores et al.

2005; Numoto et al. 2005; Flores and Hourdez in

press) but it appears clear that it is not bound to

the heme group. Based on crystal structure data,

Flores et al. (2005) challenged the idea that

sulfide was bound to free cysteines in the

400 kDa Hb from Riftia (Zal et al. 1998). The

crystal data showed that the free cysteines were

located in highly hydrophobic pockets that should

keep the sulfide ions from binding. Alternatively,

the Hb possesses zinc ions at specific locations

(bound to histidine residues) that could be sites

for sulfide binding. Flores et al. (2005) and Flores

and Hourdez (in press) also reported that specific

chelation of the zinc ions by TPEN inhibited the

binding of sulfide while this binding was

unchanged after capping of the free cysteines

by NEM. A similar crystallographic study on the

400 kDa Hb from Oligobrachia mashikoi

(another siboglinid polychaete) showed that the

free cysteines were accessible to ethyl-mercury

ions and that there were no zinc ions (Numoto

et al. 2005). The specific amino acids involved in

the binding of zinc in Riftia 400 kDa Hb are not

conserved in the Hb from O. mashikoi. Interest-

ingly, this latter species has been shown to

possess methanotrophic (instead of sulfide-oxi-

dizing) symbionts (Kimura et al. 2003), thereby

relieving the selective pressure to bind sulfide to

transport it to the symbionts. Numoto et al.

(2005) also report that the amount of free sulfide

in solution decreased in presence of that Hb,

suggesting that it did bind sulfide. Some uncer-

tainty remains though as they did not try to

release that sulfide to show it was bound and not

oxidized (Flores and Hourdez in press).

Although the clam Calyptogena body fluid does

bind sulfide (and transports it from its foot that

extends in deep cracks in the basalt to its

symbionts in its gills) the carrier is not Hb but

a large (several million Dalton) zinc-rich mole-

cule (reviewed in Childress and Fischer 1992)

that is a heme-free, glycosylated protein and

could be a lipoprotein (Zal et al. 2000b).

Species that do not have body fluids capable of

binding sulfide may oxidize sulfide in their

mitochondria and even get some ATP out of the

process such as in the polychaetes Arenicola

marina (Völkel and Grieshaber 1997), and the

bivalves Geukensia demissa (Parrino et al. 2000;
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Doeller et al. 2001; Kraus and Doeller 2004) and

Solemya reidi (O’Brien and Vetter 1990).

6 Conclusion

From the limited studies conducted so far on

deep-sea hydrothermal vents or cold seep

endemic species, anatomical and biochemical

approaches have identified general trends regard-

ing their respiratory adaptations to their hypoxic

environment. Large branchial surface areas and

abundant oxygen binding proteins seem to be

shared by crustaceans and annelids inhabiting

these extreme environments with an inclination

to develop oxygen storage mechanisms to buffer

the variations of oxygen supply in the water.

Adaptations to low oxygen levels in invertebrates

from hydrothermal vents and cold seeps seem

similar. It seems however that the seep species are

able to withstand longer exposure to anoxia,

which may be an adaptation to the more stable

conditions encountered at seeps. In this aspect,

benthic species from oxygen minimum zones

(OMZ) may show capabilities similar to those of

the seep species. Very few studies are available to

date but we know that some OMZ species exhibit

enlarged gas exchange surfaces, and high activi-

ties of enzymes involved in anaerobic metabolism

(for review see Levin 2003).

However, in vivo physiological experiments,

although difficult to conduct on these hard-

to-reach animals, are definitely needed in order

to show that the anatomical or biochemical

adaptations identified so far are really at work

in these animals and allow them to maintain an

aerobic metabolism comparable to littoral rela-

tive species despite the potential toxicity of their

surroundings (sulfide, heavy metals).
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Desbruyères D, Chevaldonné P, Alayse A-M, Jollivet D,
Lallier FH, Jouin-Toulmond C, Zal F, Sarradin P-M,
Cosson R, Caprais J-C, Arndt C, O’Brien J, Guezen-
nec J, Hourdez S, Riso R, Gaill F, Laubier L,
Toulmond A (1998) Biology and ecology of the
pompei worm (Alvinella Pompejana Desbruyères
and Laubier), a normal dweller on an extreme deep-
sea environment: a synthesis of current knowledge
and recent developments. Deep-Sea Res Part II
45:383–422

Doeller JE, Grieshaber MK, Kraus DW (2001) Chemo-
lithoheterotrophy in a metazoan tissue: thiosulfate
production matches ATP demand in ciliated mussel
gills. J Exp Biol 204:3755–3764

Felbeck H (1981) Chemoautotrophic potential of the
hydrothermal vent tubeworm, Riftia Pachyptila Jones
(Vestimentifera). Science 213:336–338

Felbeck H, Somero GN, Childress JJ (1981) Calvin-
Benson cycle and sulfide oxidation enzymes in
animals from sulfide-rich habitats. Nature 293:291–293

Fisher CR, Childress JJ, Arp AJ, Brooks JM, Distel D,
Favuzzi JA, Felbeck H, Hessler R, Johnson KS,
Kennicutt MC, Macko SA, Newton A, Powell MA,
Somero GN, Soto T (1988) Microhabitat variation in
the hydrothermal vent mussel Bathymodiolus ther-
mophilus, at Rose Garden vent on the Galapagos
Rift. Deep-Sea Res 35(10/11):1769–1792

Fisher CR (1995) Toward an appreciation of hydrother-
mal-vent animals: their environment, physiological
ecology, and tissue stable isotope values. In: Humph-
ris SE et al. (eds) Seafloor hydrothermal systems:
physical, chemical, biological, and geological interac-
tions. American Geophysical Union, Washington DC,
pp 297–316

Fisher CR (1996) Ecophysiology of primary production at
deep-sea vents and seeps. In: Deep-sea and extreme
shallow-water habitats: affinities and adaptations.
Austrian Academy of Sciences Press, Vienna, pp
313–336

Fisher CR, MacDonald IR, Sassen R, Young CM, Macko
SA, Hourdez S, Carney RS, Joye S, McMullin E
(2000) Methane ice worms: Hesiocaeca methanicola
colonizing fossil fuel reserves. Naturwissenschaften
87:184–187

Flores JF, Fisher CR, Carney SL, Green BN, Freytag JK,
Schaeffer SW, Royer WE (2005) Sulfide binding is

mediated by zinc ions discovered in the crystal
structure of a hydrothermal vent tubeworm hemoglo-
bin. Proc Natl Acad Sci USA 102(8):2713–2718

Flores JF, Hourdez S The zinc-mediated sulfide-binding
mechanism of hydrothermal vent tubeworm 400-Kda
hemoglobin. Cah Biol Mar 47(4), (in press)

Fox HM, Gilchrist BM, Phear EA (1951) Functions of
haemoglobin in Daphnia. Proc R Soc B 138:514–528

Fox HM (1957) Haemoglobin in the crustacea. Nature
179:148

Greaves J, Rainer JS, Mangum CP (1992) Size-exclusion
high performance liquid chromatography of the Do-
decameric and Hexameric forms of hemocyanin from
Callinectes sapidus. Mar Biol 113:33–36

Grieshaber MK, Hardewig I, Kreutzer U, Pörtner H-O
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Abstract Alvinella pompejana, the so-called

Pompeii worm (Desbruyères and Laubier,

1980), is found exclusively in association to high

temperature venting, at the surface of hydro-

thermal chimneys of the East Pacific Rise. The

main characteristics of this emblematic species is

its tolerance to high temperature but its ability

to colonize extremely hot substrates has been

the subject of much controversy. In the last

decade, new tools allowing in situ and in vivo

investigation have been determinant in the

understanding of the strategies and adaptations

required to colonize such an extremely hot

environment. New data relative to the charac-

terization of the animal habitat conditions, on

one hand, to the molecular adaptations of this

organism and the colonization processes by this

species, on the other hand, are now available.

Advanced methods and tools, that have fostered

the physico-chemical characterization of vent

habitats in recent years, are first reviewed.

Factors controlling the physico-chemical vari-

ability of vent habitats and the threats A.

pompejana might effectively face are discussed.

The exceptional thermotolerance of this species

and the maximum temperature it could sustain

are then considered in the light of molecular

data relative to its collagen stability. Life history

traits as well as biological controls on tube

micro-habitat conditions are discussed on the

basis of new in situ and in vivo experiments and

characterization. Finally, the current knowledge

and opened questions related to the molecular

adaptations to chemical stresses are briefly

stated. The ability of Alvinella pompejana to

colonize these substrates is far from being fully

understood, but the exceptional properties of its

extracellular biopolymers and the behavior of

the worm can be now considered as major clues

in the colonization process. Alvinella pompejana

could thus stand at the limits authorized for its

biological machinery in a highly dynamic envi-

ronment where temperature can readily reach

lethal values, but where temperature regulation

by the animal itself would prevent exposure to

deleterious thermal spikes. The dynamic system

associating this pioneer species and its associated

microflora might be viewed as a key to the

subsequent colonization of these environments

by less tolerant species, highlighting A. pompej-

ana as a new type of ecosystem bioengineer.
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1 Introduction

Alvinella pompejana, the so-called Pompeii worm

(Desbruyères and Laubier, 1980) is found exclu-

sively in association to high temperature venting,

at the surface of hydrothermal chimneys of the

East Pacific Rise (Fig. 1). These tubicolous

worms assemble in colonies, forming patches of

various sizes on smoker walls. Alvinella pompej-

ana is a rather small worm compared to other

deep sea vent animals, having a length of about

10 cm (<1 cm in diameter), while the tubeworm

Riftia pachyptila, may reach more than 150 cm in

length (Desbruyères and Laubier, 1980). Unlike

Riftia pachyptila, A. pompejana does not harbor

endosymbionts, but abundant microbial commu-

nities were described, covering the inner part of

its tube and attached to appendages at the back of

the animal (Gaill et al. 1988a). If the role of these

microbes forming dense sulfur filamentous mats is

unknown, the nutrition of the animal is thought to

derive from the grazing of surrounding free-living

microflora.

This species may be associated to other anne-

lids. A second species, Alvinella caudata, has been

described as a congener of A. pompejana (Des-

bruyeres et al. 1998). Although morphologically

different, ecological or physiological differences

between the two species are still not established.

The alvinellid species Paralvinella grasslei, and

the hesionid Hesiolyra bergi are the most abun-

dant polychaete species found in Alvinella pom-

pejana colonies (Desbruyères et al. 1998).

Alvinella pompejana is endemic of the East

Pacific Rise where it is found from 21�N to 32�S

(Hurtado et al. 2004). Conversely, distinct alvin-

ellid species are observed on the Juan de Fuca

Ridge that was separated from the EPR by the

migration of north America plate. Among these,

Paralvinella sulfincola displays a similar associa-

tion to hot fluid emissions on the wall of hydro-

thermal edifices (Juniper et al. 1992).

Alvinella pompejana is one of the emblematic

animals living in the extreme environment of

deep-sea hydrothermal vents (Childress and

Fisher 1992). Several reviews devoted to this

species have been published in the past 20 years,

assessing current knowledge in its ecology (Des-

bruyères et al. 1985), biology (Gaill and Hunt

1991) and, for the last one (Desbruyères et al.

1998), providing a general overview of the

various ecological, physiological and biochemical

studies related to this organims. Desbruyères

et al. (1998)’s synthesis put a particular emphasis

on the physiological adaptations that reflect

a high specialization of the animal to its

environment.

In the first two decades, deep-sea biologists

have come up with spectacular observations

Fig. 1 Alvinella pompejana: the animal outside its tube
showing the white filamentous epibionts (left), inhabited
tubes covering a smoker wall (Elsa, EPR 13�N) (right).

Newly formed mineral surfaces appearing as a black outcrop
at the colony surface, is colonized by a Pompeii worm
pioneer. Shimmering fluids escape this mineral hot spot
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which strongly suggested that this species could

withstand unusually high temperatures, and which

triggered an on-going debate on its upper thermal

limits (Chevaldonné et al. 2000). Alvinella pom-

pejana was hypothesized to be one of the most

thermotolerant metazoans on Earth (Cheva-

ldonné et al. 1992; Cary et al. 1998). While this

species could not be studied in vivo, its maximum

temperature is still not unambiguously assessed.

Conversely, its northern Pacific relative, Paralvi-

nella sulfincola, was very recently confirmed to be

tolerant to temperature of 50–55�C (Guirguis and

Lee 2006), the highest ever found for a marine

metazoan. Even more surprising, this worm was

shown to prefer temperature in the range 40–

50�C.

In the last decade, the field of investigations

related to this animal has been further enlarged,

towards the precise characterization of habitat

conditions, on one hand, the molecular adapta-

tions and life cycle of the species, on the other

hand. New tools allowing in situ and in vivo

investigation have been determinant in the under-

standing of the strategies and adaptations re-

quired to colonize such an extremely hot

environment.

The aim of this article is to review the

challenges and adaptation strategies of A. pom-

pejana to the extreme environmental conditions

of its habitat. The advanced methods and tools,

that have fostered the physico-chemical charac-

terization of vent habitats in recent years, will be

first reviewed. The second and third sections will

focus on the factors controlling the physico-

chemical variability of vent habitats and the

threats A. pompejana might effectively face in

its habitat. The thermal adaptation of this species,

will be considered in a fourth section, in the light

of the findings concerning the molecular proper-

ties of its collagen molecules. The thermotoler-

ance of the worm, as compared to other

metazoans, will be discussed on this basis. Vari-

ous aspects of the colonization strategy of an

extremely hot environment will be then discussed.

Recent results concerning reproduction patterns,

embryos development, and genetic selection in

contrasted habitats will be first presented. The

biological controls on tube micro-habitat condi-

tions will be considered in the following section.

Finally, the current knowledge and open ques-

tions related to the molecular adaptations to

chemical stresses will be briefly stated.

2 Advanced methods and tools for vent habitats

physico-chemical characterization

Since their discovery in the late seventies,

manned-submersibles like the actual Nautile

(Ifremer, France), Alvin (WHOI, USA) or Shin-

kai (Jamstec, Japan) have allowed to access these

unique habitats at depths ranging from 1500 to

3500 m. The limited accessibility of great depths

and the large variability of this environment have

long limited the study of the interactions of A.

pompejana with its exceptional habitat (Des-

bruyères et al. 1998). In the last decade, the

capacity to characterize these habitats has been

further expanded by ROVs (Remote Operated

Vehicles), that substantially enlarged dive time,

but also by the development of a new set of

dedicated instruments. As presented below, ma-

jor instrumental breakthroughs have fostered the

development of integrated approaches and pro-

vided more details on the fine-scale variability of

this environment.

2.1 Temperature measurements

Sensors operating at high hydrostatic pressure

(15–35 MPa, i.e. 150–350 folds the atmospheric

pressure) are a prerequisite for these studies but

they are not the sole condition to obtain relevant

measurement at the scale of organisms. Conven-

tional high pressure temperature probes (e.g.

Pt100 sensors in pressure resistant titanium cas-

ings) can be easily manipulated in real-time or

deployed for long-term autonomous measure-

ments, but these slow-response sensors are not

suitable to characterize the steep fluctuations

encountered the fluid–seawater mixing zone. Fast

response thermocouples have been preferred for

diffuse flow habitat investigation by Johnson

et al. (1986a, 1988a). In a recent study, Le Bris

et al. (2006a) has shown that the amplitude of

temperature fluctuation can be underestimated by

a factor of five when a conventional submersible

probe is used, as compared to a fast miniaturized
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thermocouple. To the exception of the temporal

variability study of Chevaldonné et al. (1991),

temperature ranges reported for the Alvinella

pompejana environment mostly relied on mea-

surements with such conventional temperature

probes (Desbruyères et al. 1985; Chevaldonné

et al. 1992; Sarradin et al. 1998). The fast-

response sensors used in recent studies (Cary

et al. 1998; Di Meo-Savoie et al. 2004; Le Bris

et al. 2005) are expected to provide a more

accurate definition of the temperature variation

at organism scale.

2.2 In situ chemical analysis and sensing

Simultaneous measurements of several physico-

chemical parameters have enabled to correlate

the variability of biologically relevant chemical

factors, such as total dissolved sulfide concentra-

tion, with that of fluid tracers such as temperature

or silicate concentration (Johnson et al. 1986b,

1988a, b). Combining these factors enabled to

highlight marked differences between habitats,

circumventing natural fluctuations in the mixing

ratio and uncertainties due to the instability of

sensor tips (Johnson et al. 1988a, b; Le Bris et al.

2006a). In situ chemical sensing revealed to be the

more relevant method to describe the chemical

and thermal variability in habitats on appropriate

spatial and temporal scales (Johnson et al. 1986a;

Le Bris et al. 2000). The limited sampling capac-

ity of submersibles (4–20 samples per dive

according to the devices used, authors pers.

obs.) and the poor resolution of high volume

fluid samplers (e.g. 200 ml, Sarradin et al. 1998)

make them inadequate to resolve steep and

dynamic gradients. Furthermore, direct chemical

measurement at depth is the only accurate way to

describe the thermodynamically unstable chemi-

cal systems at the mixing interface between the

hydrothermal fluid and seawater. Since the first

studies of Johnson et al. (1988a, b; 1994), spec-

trophotometric flow analyzers have been inten-

sively used in short term habitat studies (Sarrazin

et al. 1999; Le Bris et al. 2003, 2006a). These

micro-flow measurement techniques are, how-

ever, very sensitive to clogging by particulate or

colloid materials, preventing to use them in close

proximity to mineral surfaces, animals or

extracellular matrixes like tubes or mucus. Alter-

native methods based on miniaturized electro-

chemical sensors have enabled a finer spatial and

temporal characterization of habitats (Le Bris

et al. 2001; Luther et al. 1999). While potentio-

metric pH profiles with sub-centimeter resolution

could be obtained using a 2 mm diameter glass

electrode (Le Bris et al. 2005), in situ voltamme-

try revealed to be a powerful technique to

simultaneously detect oxygen and various sulfide

forms in vent habitats (Luther et al. 1999, 2001a).

This electrochemical technique that relates on

individual chemical species, enabled to discrimi-

nate free sulfide forms from those associated with

iron in the aqueous phase (Luther et al. 2001b).

This method is, therefore, of much greater

biological relevance than the total concentration

of sulfide obtained by colorimetry.

Centimeter-scale temperature gradients gener-

ate large discrepancies in combined measure-

ments (Le Bris et al. 2006a). For instance, the

average temperature measured by two tightly

coupled probes can sometimes differ by more

than 20�C (Fig. 2). Miniaturization is therefore a

great technological challenge for the study of

habitat conditions at organism scale. It is a

prerequisite if the sensor tip has to be inserted

through A. pompejana tube openings of a few

centimeters in diameter. Despite the need for

protective casing to support high pressure and

submersible manipulation, sensing tips could be

reduced in size down to 5–8 mm by associating

Fig. 2 Comparison of temperature records obtained with
two combined sensors positioned on two successive points
above an Alvinella pompejana colony (1, 2) (Le Bris,
unpublished): the Victor6000 ROV Pt100 sensor (grey
line) and a miniaturized thermocouple associated to a pH
electrode (thin black line)
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electrochemical sensors and miniaturized thermal

probes (Cary et al. 1998; Luther et al. 1999; Le

Bris et al. 2001; Di Meo-Savoie et al. 2004).

The large variability of vent habitats at short-

scales stresses out the need for precise probe

positioning. In previous studies, uncertainty in

sensor position may clearly have limited the

significance of temperature extremes measured

in close vicinity to animals (Chevaldonné et al.

1992). In recent studies, the use of a small-size

video camera for close-up imaging of the sensing

tip considerably facilitated accurate measurement

positioning and greatly improved the character-

ization of thermal gradients at organisms scale

(Le Bris et al. 2005).

2.3 Sampling of mixing zone fluids

Few analyzers and sensors are still available for

these studies and many chemical parameters

remain inaccessible using these techniques. In situ

approaches, therefore, have to be complemented

with conventional sampling. If the spatial resolu-

tion of measurements can be improved using small

volume sampling devices (e.g. 10 ml, Di Meo et al.

1999), the concentration of metastable chemical

compounds cannot be accurately defined with this

approach. Severe underestimation of the total

sulfide concentration was emphasized when com-

paring in situ analysis and sampling in the same

area for a given temperature (Le Bris et al.

2006b). Despite these limitations, sampling has

been used to estimate the concentration range of

biologically important parameters in vent habi-

tats, such as metals (Cu, Cd, Pb, Zn) and dissolved

gases like CO2 and methane (Childress et al. 1993;

Sarradin et al. 1998; Desbruyères et al. 1998;

Di Meo-Savoie et al. 2004). In situ filtration using

on-line filters enabled to quantitatively estimate

the ‘‘dissolved’’-particulate distribution of metal-

lic elements (Kadar et al. 2006; Sarradin et al.

submitted). Substantial artifacts should still be

expected due to the coexistence of reduced and

oxidized species and the common over-saturation

of these media with respect to several mineral

phases (e.g. FeS, ZnS,..etc). The large modifica-

tions that can occur in the sample composition

before their analysis on board, one to several

hours after collection, are likely to introduce

substantial bias in the definition of in situ concen-

trations. If these data can be used as first order

estimates, their extrapolation to estimate the

exposure levels encountered in habitat should still

be considered with caution.

2.4 Geochemical modelling

Geochemical modeling of habitat characteristics

has been first developed to estimate bioenergetic

budgets of fluid and seawater mixes for chemoau-

totrophic processes (McCollom 1997, 2000). This

approach was also used to simulate physico-chem-

ical conditions in inaccessible microbial habitats

below the seafloor (Bach and Edwards, 2003) or

within chimney walls (Tivey 1995, 2004). The

comparison of empirical data with the prediction

of a simple mixing model, additionally, enables to

quantify the influence of other non-conservative

abiotic or biotic processes on the characteristics of

habitats (Johnson et al. 1988b; Le Bris et al. 2005).

Calculations based on chemical equilibrium ther-

modynamics have also proven to be useful to

complement empirical characterization in vent

fauna habitats above the seafloor, by giving access

to the concentration of species that cannot be

measured directly. The distribution of sulfide

species into labile free sulfide forms and less toxic

iron associated sulfide forms could thus be quanti-

fied from its total concentration and the pH and

iron content of the medium (Le Bris et al. 2003).

3 Physico-chemical variability of hydrothermal

habitats

Habitats associated to deep-sea hydrothermal

vents have been described as some of the most

challenging for animals on Earth. The high insta-

bility of their geological setting, subject to frequent

volcanic and tectonic events, makes these habitats

particularly ephemeral. The resulting chaotic

change in fluid emission intensity and localization

has been shown to induce dramatic changes in

community composition over time (Shank et al.

1998; Tunnicliffe 1991). Extreme physico-chemical

characteristics, as compared to most oceanic

environments, were also highlighted; e.g. temper-

atures exceeding 100�C (Desbruyères et al. 1985;
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Chevaldonné et al. 1992), hundreds of micromolar

contents in sulfide (Johnson et al. 1986b; Luther

et al. 2001b; Le Bris et al. 2003), oxygen depletion

(Johnson et al. 1986b; Luther et al. 2001a, b),

acidic pH (Le Bris et al. 2005, 2006a), CO2-rich

conditions (Childress et al. 1993; Sarradin et al.

1998; Shank et al. 1998), and several order of

magnitude enrichments in various metals with

respect to ocean waters (Johnson et al. 1988b;

Desbruyères et al. 1998; Geret et al. 2002).

To what extend the organisms are exposed to

these physico-chemical extremes, however, has

long been poorly known, mainly because earliest

ecological studies insufficiently accounted for fine-

scale variability within habitats. The methods and

tools presented in the previous section have largely

improved our knowledge of the physico-chemical

variability at the animal-scale, enabling to estimate

the conditions experienced by vent organisms

much more accurately than previously done. The

processes governing the potential exposure of

individuals to physico-chemical threats are also

much better understood. The following synthesis

presents the current knowledge of these control-

ling factors at various scales, from the global

diversity of hydrothermal end-member fluids, to

the variability of source fluid composition at a vent

site, and last but not least, to the small-scale

heterogeneity of habitats at the mixing interface of

the fluid emission and seawater.

3.1 Geological diversity of hydrothermal end-

members

The characteristics of vent habitats are often

referred to the properties of end-member fluids,

i.e. pure hydrothermal fluids that are discharged

on the seafloor without prior mixing with seawa-

ter. These high temperature fluids (300–400�C)

are formed during the course of hydrothermal

circulation below the seafloor, by the interaction

of seawater and heated rocks. Their emission in

seawater results in the formation of the well-

known ‘‘black smokers,’’ mineral edifices mostly

composed of iron, copper and zinc sulfides. The

first global review of end-member fluid composi-

tion by Von Damm (1995), completed by the

more recent data of Charlou et al. (2002) and

Douville et al. (2002) for the mid-Atlantic Ridge,

displays some common chemical features of

major biological relevance over a large set of

active sites. Acidic pH (from 2 to 4), millimolar

contents in sulfide and CO2, and micromolar

contents in numerous transition metals are main

characteristics of these fluids. Active vent sites

can, however, largely differ in the dissolved gases

(H2S, CO2, H2, CH4) and metal content of their

end-members. Their methane and hydrogen con-

tents remarkably depends on the nature of

basement rocks that interact with seawater: fluids

formed in ultramafic rocks such as observed at the

mid-Atlantic Ridge sites Rainbow and Logatchev

(Charlou et al. 2002) were shown to be highly

enriched in methane and hydrogen, whereas these

gases are almost absent of the basalt-hosted

fluids, like those of the East Pacific Rise.

Substantial differences in end-member fluids were

additionally observed at the site scale, in space

and time, and were shown to result of phase

separation in subsurface (Von Damm 1995). In

this case, low chlorinity fluids, depleted in metals

and enriched in dissolved gaseous species, can be

emitted separately from their complementary

brine component in which metals and major ions

like Cl– or Na+ are concentrated. A consequence

of this phenomenon is the great diversity of end-

member fluids among or within active sites of a

vent field, over distances ranging from hundreds

of meters to a few kilometers (Von Damm 1995).

If this local and regional end-member variability

is likely to impact the chemistry of habitats on the

seafloor, it remains hazardous to compare the

conditions experienced in related habitats from

their contrasted properties, like it is sometimes

done for large scale studies (e.g. Desbruyères

et al. 2000). Areas directly exposed to fluids with

temperature over 300�C are obviously abiotic.

Together with a decrease of temperature to

sustainable ranges, additional controls on the

physico-chemical properties of fluid emissions

that fuel vent communities should be

accounted.

3.2 Variability of fluid emissions on the

seafloor

Vent fauna habitats are associated to different

types of fluid emission, distinguished as ‘‘diffuse’’
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vents and ‘‘focused’’ vents. ‘‘Diffuse’’ vents

spread out over large areas and are characterized

by fluids being emitted at low flow rate through

cracks in the basaltic seafloor. The variability of

this type of vent fluids has been extensively

studied on the Galapagos Ridge (Edmond et al.

1979) or the 9�N vent field of the East Pacific Rise

(Shank et al. 1998; Von Damm and Lilley 2004).

Diffuse emissions were first shown to result,

primarily, of the sub-surface dilution end-member

fluids in seawater (Edmond et al. 1979). The

physico-chemical characteristics of these fluids,

however, depicts a more complex combination of

conservative mixing and non-conservative pro-

cesses, such as those induced by mineral precip-

itation or biological activity below the seafloor

(Von Damm and Lilley 2004).

Conversely, focused vents are associated with

the focalized discharge of end-member hydro-

thermal fluids, that can reach several meters per

second flow rates in black smokers. Intense

mineralization, triggered by thermal and chemical

changes at the fluid interface with seawater, leads

to the formation of these mineral edifices and

provides new colonization substrates for animals.

A complex network of cracks, pipes and porous

materials channels the circulation of fluid and

seawater in the smoker wall (Tivey 1995). Dis-

crete fluid outflows should thus be expected to

escape the wall of mineral edifices with a wide

range of flow rates and temperatures. To the

exception of black smokers fluids representing

almost pure geological end-members, the charac-

teristics of these fluid emissions have been much

less studied. Similarly to diffuse vents, a highly

variable composition of vent fluids can be

expected on a single chimney. According to the

modeling work of Tivey (2004), various degrees

of end-member mixing with seawater, conductive

cooling or heating of fluids, and loss or enrich-

ment in chemical elements resulting of molecular

diffusion through the porous minerals, can gen-

erate a wide range of chemical composition in

fluids. Microbial activity could also contribute to

impact fluid properties within hydrothermal edi-

fices, but the extend of this biological influence is

unknown. The mechanisms that control vent fluid

characteristics at the site scales are, therefore,

much more complex than the simple dilution of

the end-member, which prevents to extrapolate

habitat characteristics from end-member fluids

composition.

Tubeworms and bivalves aggregations first

described on the Galapagos ridge were shown to

be associated with vent fluid not exceeding 30�C

(Johnson et al. 1988a; Fisher et al. 1988). This

was later confirmed for similar assemblages on

the East Pacific Rise (EPR) (reviewed in Hessler

and Kaharl 1995). Most of the habitat of other

dominant-taxa described to date associate with

such low temperature fluids, both at diffuse and

focused vents: tubeworms-dominated communi-

ties of the Juan de Fuca Ridge (Tunnicliffe 1991),

mussel and shrimps assemblages of the mid-

Atlantic Ridge (Sarradin et al. 1999) or mussel

and gastropodes-dominated communities of the

back-arc Fidji Basin (Koschinsky et al. 2002). In

contrast, Alvinella pompejana, like the Juan de

Fuca species Paralvinella sulfincola, distinguishes

from other vent species in their exclusive associ-

ation with hot fluid emissions. Dense animal

communities colonize areas of the chimney sur-

face visibly bathed by fluids of temperature

exceeding 100�C (Desbruyères et al. 1985; Tun-

nicliffe and Juniper 1990). The acidic pH and high

sulfide concentration ranges of these fluids sug-

gested that the contribution of end-member to

this medium is much larger than for neighboring

low-temperature vents (Sarradin et al. 1998; Le

Bris et al. 2003). To appreciate the degree of

exposure of an organism to such environmental

extremes, however, requires to consider the

physical and chemical heterogeneity of its sur-

roundings.

3.3 Short-scale heterogeneity in the mixing

zone

The mixing interface between the hot and reduc-

ing vent fluid and cold oxidizing seawater is a

steeply changing environment. Temperature rises

of tens of degrees were described at centimeter-

scales, together with sharp and unpredictable

thermal fluctuations at second to hour scales, in

the habitats of different tubeworm species of the

Galapagos ridge (Johnson et al. 1986b) or the

Juan de Fuca Ridge (Tunnicliffe and Juniper

1990). Temperature in vent habitats was also
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shown to be modulated at daily scale by change in

fluid emissions rates under the influence of tidal

regimes and by longer period variations in deep-

sea currents and hydrothermal emissions (John-

son et al. 1988a; Chevaldonné et al. 1991; Tivey

et al. 2002). Sharp transitions and fluctuations in

chemical conditions correlate to these thermal

changes (Johnson et al. 1986b; Le Bris et al. 2000,

2001). As a consequence, large thermal and

chemical ranges were observed at the scale of

animal aggregations (Johnson et al. 1988b, 1994;

Sarradin et al. 1998; Sarrazin et al. 1999; Le Bris

et al. 2006b), or even single individuals (Sarradin

et al. 1998; Le Bris et al. 2001).

More than differences in source fluids, the

degree of mixing is thus likely to govern the

exposure of organisms to environmental ex-

tremes. Temperature has been considered, in first

approximation, as a proxy for chemical conditions

(e.g. Childress and Fisher 1992; Sarradin et al.

1998), and this factor was used to discriminate the

mosaic of microhabitats, along the gradient of

hydrothermal influence, from the potential

importance of thermal and chemical stresses

(e.g. Mullineaux et al. 2003; Bates et al. 2005).

These approaches were based on the assumption

that habitat conditions could be modeled from

the conservative mixing of the vent fluid and

seawater. This was shown to be valid, in first

assumption, in particular habitats of tubeworms

and clams (Johnson et al. 1988b; Le Bris et al.

2006b). If this model was found to be consistent

for distinct animal assemblages of a same vent

site, this could not be extrapolated to other sites

over the vent field (Le Bris et al. 2006a). For a

large number of habitats, however, the conserva-

tive model fails to describe empirical data (John-

son et al. 1994, 1988b; Le Bris et al. 2000, 2005,

2006a). By comparing the correlation of sulfide

with silicate, a conservative fluid tracer, before

and after complete removal of animals, Johnson

et al. (1994) demonstrated that the non-conser-

vative behavior of sulfide within a mussel bed was

due to its consumption by biota. Major deviations

from the conservative mixing model were also

evidenced within the A. pompejana habitat, using

combined pH and temperature measurements,

and could be attributed to conductive thermal

exchange between fluids circulating inside an

outside the worm tubes (le Bris et al. 2005). In

addition to these biological controls, abiotic

processes, such as precipitation and redox reac-

tions, that are kinetically and thermodynamically

favored in the mixing interface, likely contribute

to control the combination of chemical and

thermal gradients in vent habitats (Fig. 3).

4 Thermal and chemical threats in the A.

pompejana habitat

Alvinella pompejana was shown to occupy,

exclusively, high-temperature habitats on chim-

ney walls from the East Pacific Rise. The

instability of these substrates constitutes one of

the most important physical constraints experi-

enced by these organisms. Frequent and unpre-

dictable changes in fluid emission rate and

spatial distribution characterize the areas where

mineralization processes lead to continuous

reshaping of substrates and circulation networks.

Intense mineral precipitation, furthermore, pro-

gressively encrusts the tubes of these annelids

(Gaill and Hunt 1991), requiring the animals to

continuously secrete tube material to avoid their

tube being entrapped in the growing edifice. In

addition, this environment is under the influence

of hot fluids, with a high hydrothermal signa-

ture, venting from the mineral walls. The

summary of the physico-chemical characteristics

of the Alvinella pompejana habitat proposed in

Desbruyères et al. (1998) was presented by

these authors as a first order-estimate due to

the difficulty to accurately sample this steeply

changing environment. A more precise descrip-

tion of the extreme conditions encountered at

worm scale can now be provided, in the light of

recent studies that have largely benefit of the

technological and analytical efforts provided in

the past 10 years.

4.1 Temperature

One of the first character of vent habitat, as

revealed by temperature monitoring, is the short-

term chaotic fluctuation of temperature that

reflects the turbulent hydrodynamic pattern of

the hot fluid emission in cold seawater. In
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addition to a marked tidal influence, rapid pulsa-

tion and brief spikes were shown as a main

feature of the temperature records at the surface

of the colony A. pompejana (Chevaldonné et al.

1991). A similar short-term pattern was observed

inside tubes (Cary et al. 1998). Comparing sev-

eral-minute scans on different location within the

tube assemblage, Le Bris et al. (2005) have shown

that high variability at tube openings is mostly

restricted to the vicinity of ‘‘hot spots’’ associated

with turbulent plumes of punctual fluid outflows,

the surface of the colony being much more stable

away from these areas.

Despite this high rate fluctuation introduces a

substantial uncertainty in measurements, a

marked spatial heterogeneity of the habitat with

respect to temperature has been emphasized

(which is summarized in Fig. 4). The strong

gradient from the chimney wall to the surround-

ing seawater depicted in Desbruyères et al. (1985)

has been more finely assessed from high-resolu-

tion surveys (Luther et al. 2001b; Le Bris et al.

2005; Di-Meo et al. 2004). While the 2�C back-

ground seawater temperature is generally recov-

ered less than 10 cm above tube openings,

temperatures largely above 100�C are measured

in contact to the mineral substrate directly

beneath the tubes (Fig. 4). The reported temper-

ature maxima for different chimneys range from

125�C (Le Bris et al. 2005) to 175�C in Di Meo-

Savoie et al. (2004) (Table 1).

Temperature variability can also be high,

laterally on smoker walls, between the surface

of worm colonies and bare mineral areas in their

close vicinity where temperature as high as 105�C

(Chevaldonné et al. 1992) or 127�C (Di Meo-

Savoie et al. 2004) have been measured. In

contrast to these temperature extremes, moder-

ately warm conditions were reported at tube

openings, ranging from 6 to 45�C on average

(Table 1). Although limited in amplitude, this

range also reveals significant thermal gradients at

tube openings over the surface of the colony, as

illustrated by Chevaldonné et al. (1991) from

autonomous monitoring. Le Bris et al. (2005)

have shown that the highest values are found in

the vicinity of punctual ‘‘hot spots’’ associated

with turbulent fluid outflows (Fig. 1).

The temperatures determined inside A. pom-

pejana tubes lie within these radial and lateral

gradients at the smoker interface with seawater,

with a maximum of 100�C (Di Meo-Savoie et al.

2004). Cary et al. (1998) first reported an average

temperature of 68 ± 6�C monitored inside a tube

over 2 h, with spikes as high as 81�C. The

Fig. 3 Temperature variability at one point on the surface
of an A. pompejana colony (adapted from in Pradillon et al.
2005a): a—over 7 days, b—a 24 h extract (temperature was

monitored with a slow response autonomous probe,
1 meas./10 min)

Fig. 4 Ranges of temperature (mean values) reported for
different microhabitats associated to Alvinella pompejana
colonies (adapted from Le Bris et al. 2005)
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relevance of this value was strongly debated and

several artifacts were suggested, including distur-

bance of the animal behavior or piercing the tube

when inserting the probe (Chevaldonné et al.

2000). Since that date, Cary and co-workers have

confirmed the ability to reproduce hour-long

temperature monitoring inside tubes, by extend-

ing this study over 32 inhabited tubes (Di Meo-

Savoie et al. 2004). On a single site, different

tubes exhibited large difference in their mean

temperatures, ranging from moderate (29–30�C)

to much higher values (75–84�C).

From temperature records alone, it was impos-

sible to validate tube integrity during scans.

Associating a pH probe with a thermocouple

enabled, for the first time, to exclude the hypoth-

esis of accidental leaks from hot fluids of the

outer medium, while a still warm temperature of

59 ± 6�C was measured (Le Bris et al. 2005). The

near-neutral pH measured inside tubes by these

authors unambiguously distinguished the inner

medium from the acidic fluids circulating outside

tubes (pH < 5). Le Bris et al. (2005) determined

moderately warm conditions in one tube

(59 ± 6�C), while repeated measurement on two

other inhabited tubes revealed average tempera-

ture of 43 ± 2�C and 14 ± 4�C (Le Bris pers.

obs.), again showing a large variability of mean

temperature among tubes.

In both studies, it was recognized that the

relevance of these values to natural conditions

may be limited by disturbance of the animal

behavior, modification of hydrodynamic condi-

tions and subsequent thermal exchange. In the

later study, a much shorter measurement duration

(~1 min) enabled to overcome artifacts due to

heat exchange, that might result of fluid circula-

tion arrest. The fast temperature increase of 57�C

monitored within less than 5 s after insertion of

the probe in an inhabited tube, confirmed that

this temperature was not due to a progressive

conductive heating (Le Bris et al. 2005).

Not only the extreme temperatures encoun-

tered in some tubes, but also the variable

temperature over time support the idea that the

medium is not necessarily in thermal equilibrium

with the worm body. The 2–4 h long temperature

records presented in Cary et al. (1998) and Di

Meo-Savoie et al. (2004) exhibit frequent tem-

perature changes of 10–20�C over a few minutes

and frequent sharp spikes of up to 40�C in

amplitude. The modulation of mean temperature

over more than 2 h in one of the hottest tubes was

shown to range between 60 and 100�C (Di Meo-

Savoie et al. 2004). Furthermore, the large exter-

nal temperature gradient along a tube length of

ca. 15 cm suggests a substantial longitudinal

gradient inside the tube. While Le Bris et al.

(2005) limited the insertion of the probe to a short

distance from the tube opening, not exceeding

2–3 cm, Cary et al. (1998) estimated that their

measurements were performed 6 cm inside the

Table 1 Maximum and mean temperatures reported in the close surrounding of A. pompejana colonies

Local maximum
(�C)

Tube openings (mean)
(�C)

Among tubes (mean)
(�C)

Inside tubes (mean)
(�C)

Desbruyères et al. (1985) 250a ~20 ~100 nd
Chevaldonné et al.

(1992)
105b 20–45 40–80

Cary et al. (1998) nd 22 ± 2.5 nd 68 ± 6
Le Bris et al. (2003) nd 15 ± 6 60 ± 10 nd
Di Meo-Savoie et al.

(2004)
173c 7–40 nd 29–84
127b

Le Bris et al. (2005) 125c 12 ± 7d 61 ± 38 59 ± 6
6 ± 3e

a 20 cm below tube openings
b Bare substrate adjacent to the colony
c Substrate beneath colony
d Above tube openings close to a fluid outflow
e Above tube openings away from outflow, nd: no data
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tube. The higher temperatures monitored in the

later studies may rely on the deeper position of

the probe in the tube.

From these measurements, Cary et al. (1998)

estimated that a gradient of up to 60�C could be

experienced at the scale of the animal. If this

assertion still has to be demonstrated, the

extreme temperature variability inside and out-

side tubes, from the scale of the colony to that of

the organism, undoubtedly present this animal as

one of the most eurythermal on Earth.

4.2 Toxic sulfide

Concentrations of several hundreds of micromo-

les to millimoles per liter have been determined

in situ in the fluids that bathe A. pompejana

colonies (Table 2). These concentrations are the

highest reported in various hydrothermal vent

habitats (Le Bris et al. 2003). Although they are

sometimes distant by less than one meter, the

mixing zone surrounding Alvinella pompejana

appears several times richer in sulfide than the

habitats of tubeworms, for a given temperature

range (Sarradin et al. 1998; Luther et al. 2001b,

Le Bris et al. 2006b).

Micromolar levels of sulfide are lethal to most

aerobic organisms (Visman 1991). Luther et al.

(2001b) proposed that sulfide might be naturally

detoxified in the environment of A. pompejana. A

voltammetric study of sulfide speciation within an

Alvinella pompejana colony revealed that free

sulfide forms, H2S and HS–, were undetectable

while aqueous iron sulfide complexes were

dominant. According to these authors, the for-

mation of these complexes would prevent expo-

sure to more toxic free sulfide forms. This

medium, however, was remarkable in the fact

that iron contents in fluid samples were about

twice higher than total acid volatile sulfide con-

tents (Di Meo-Savoie et al. 2004). Since large

differences in the iron to sulfide ratio were

highlighted in the environment of Alvinella pom-

pejana colonies, even within a kilometer apart

(Table 2), the specific features of Luther and co-

workers study site (Alvinella Stump, EPR 9�N)

cannot be generalized. More generally, a large

range of sulfide speciation patterns should be

expected among sites, the iron to sulfide ratio in

end-members being largely modulated by subsur-

face processes (Von Damm 1995). According to

chemical calculations, the predominance of the

toxic H2S form at nearly millimolar concentration

was predicted for iron-depleted sites (e.g. Genesis

EPR 13�N), while sulfide toxicity would be

effectively attenuated at sites where iron concen-

tration equal or exceed that of sulfide in fluids

(e.g. Elsa EPR 13�N) (Le Bris et al. 2003).

Millimolar sulfide levels are not exceptional for

the deep ocean. For example, concentrations as

high as 20 mM were measured in sediments

associated with methane or hydrocarbon seeps

(Arvidson et al. 2004). The A. pompejana habitat

conditions might, however, require a much higher

tolerance to sulfide than required in organic-rich

sediments where it is a ubiquitous end-member

product of organic carbon remineralization. In

sulfidic sediments, invertebrates were shown to

Table 2 Maximum sulfide content and iron to sulfide ratio at tube openings levels

Reference Vent field/location/year Maximum sulfide (lM) Fe:S

Sarradin et al. (1998) EPR 13�N Genesis/1996 300a nd
Luther et al. (2001b) and

Di Meo-Savoie et al. (2004)
EPR 9�N Alvinella Stump/1999 360 2.0

Le Bris et al. (2003) EPR 13�N Genesis PP12/1999 1520 0.4b

Elsa PP50/1999 563 1b

Le Bris et al. (in press) EPR 9�N M-Vent/2002 916 1.0
Alain et al. (2004) EPR 13�N Genesis PP12/2002 860 <0.01

Elsa HOT3/2002 775 0.8
Elsa PH1/2002 142 0.8
Actinoir PH7/2002 985 <0.01

a Extrapolated from temperature using a locally-defined empirical sulfide–temperature relation
b Estimated from black smoker fluids at the same site
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built tubes or burrows, which enable them to

reduce the level of sulfide in their microhabitat by

ventilating them from the overlying oxygenated

waters (Aller 1982). Much more fluctuating and

sulfidic conditions are found at the openings of A.

pompejana tubes. Even though this animal could

ventilate its microhabitat, it could not avoid

sulfide inputs to the tube.

Furthermore, in contrast to the slightly alkaline

pH of marine sediment pore waters (pH 7.5–8),

pH within or above tubes were shown to be

mostly neutral slightly to acidic (Di Meo-Savoie

et al. 2004; Le Bris et al. 2005). In these condi-

tions, H2S should be thermodynamically favored

over HS– (Millero et al. 1987a), increasing the

potential for sulfide to diffuse across the epider-

mis or respiratory membranes (Visman 1991).

Exposure to toxic sulfide in the environment of

Alvinella pompajana might thus reach some of

the highest levels experienced in the marine

world.

4.3 Oxygen and metals

Oxygen availability in the Alvinella pompejana

environment is still poorly constrained, due to the

inability to stabilize this compound in samples

and the lack of sensors to monitor its concentra-

tion in situ under these fluctuating conditions.

From their voltametric survey of the A. pompej-

ana environment, Di Meo-Savoie et al. (2004)

first reported that oxygen was undetectable inside

tubes, despite a high content of other seawater

oxidizing compounds like nitrate and sulfate. In a

previous study showing a transition between two

dominant phylotypes of the epibiotic community

at the worm scale, Cary et al. (1997) hypothesized

a significant gradient of oxygen in the tube, the

anterior part of the body being exposed to fully

anoxic conditions while oxygen could still be

present in the anterior part.

Oxygen depletion is a general feature of

sulfidic environments, resulting of abiotic or

microbial sulfide oxidation. In contrast, Johnson

et al. (1986b) have shown that, in the tubeworm

habitats, oxygen can coexist with sulfide until

temperature is over 11�C. According to these

authors, the transient occurrence of oxygen in the

turbulent mixing zone would be favored by the

low abiotic sulfide oxidation rate in seawater at

low temperature (Millero et al. 1987a). From the

observation of Johnson et al. (1986b), it was

hypothesized that oxygen could switch from oxic

to anoxic conditions in the medium overlying A.

pompejana colonies (Desbruyères et al. 1998). A

much faster oxygen degradation should, however,

be expected at the higher temperature and higher

sulfide to oxygen ratio that characterize this

habitat and in the presence of metal catalysts.

Considering that sulfide concentration at tube

openings exceed by a factor of 5–10 the oxygen

level of East Pacific Rise deep-waters (110 lM)

(Sarradin et al. 1998), and that high levels of

Fe (II) may substantially increase the oxidation

rate (Zhang and Millero 1994), oxygen is likely to

be rapidly depleted at the surface of Alvinella

pompejana colonies. The competition between

abiotic and biological oxygen consumption should

be much more severe in this case than in

tubeworm habitats. In situ monitoring of oxygen

is still required to quantify its variability in this

environment.

Iron is the most abundant metal in these

environments. To the exception of some sites

with low salinity end-members depleted in metals,

iron concentrations lying around hundreds of

micromolar were measured in the habitat of A.

pompejana (Luther et al. 2001b; Alain et al. 2004;

Di Meo-Savoie et al. 2004). The selectivity of the

analytical method to ferrous iron (Fe(II)) in

Alain et al. (2004), furthermore revealed that this

metastable form of iron for an oxidizing medium

can reach hundreds of micromolar levels in the

fluid surrounding A. pompejana colonies. High

levels of ferrous iron can be particularly toxic for

organisms in the presence of oxygen, due to its

potential to produce highly deleterious oxygen

radicals through its oxidation to ferric iron (Sung

and Morgan 1980; Millero et al. 1987b). Similarly,

sulfide oxidation by oxygen was shown to produce

oxygen radicals (Tapley et al. 1999). Oxidative

stress is thus potentially one of the major threat

encountered in this highly reactive chemical

medium.

In combination to iron, several transition

metals are enriched in the A. pompejana habitat.

Zinc was identified as the second more important

metal constituting chimneys walls colonized by
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alvinellids (Desbruyères et al. 1998) and a main

component of the precipitates intimately associ-

ated with A. pompejana tubes (Zbinden et al.

2003). Highly toxic heavy metals like cadmium

and lead were also shown to be particularly

enriched in the environment of A. pompejana

(Desbruyères et al. 1998). This first study was

unable to distinguish the most toxic labile forms

of these elements from the less reactive particu-

late forms that are likely to be abundant in the

vicinity of hydrothermal smokers. Using in situ

filtration of fluid samples, Sarradin et al. (submit-

ted) recently confirmed that the coarse fraction

(>2 lm) composed of highly crystalline phases

can be much higher than the finer fraction

(<2 lm). The later fraction can still reach a few

lM in zinc and copper, and a few tens of nM in

cadmium and lead, several orders of magnitude

above estuarine and coastal waters (Sarradin

et al. submitted). Much remains to be done, still,

to estimated the toxicity of these metals in the

environment of A. pompejana. Particularly, a

finer porosity threshold would enable to discrim-

inate fine particles from the truly dissolved and

colloidal forms. Owing to the abundance of

animal mucus and microbial polysaccharides in

this medium, it would also be essential to estimate

the fraction complexed by organic molecules that

could be much less reactive than the ‘‘free’’

inorganic species.

4.4 CO2 and pH

If exposure to high level of CO2 has not been

emphasized as a potential threat in previous

reviews, it is worth noting that this environment

is particularly rich in CO2 as compared to the

surrounding deep-sea waters. Concentrations

ranging from 3.5 to 6 mM, 1.5 to about three

times the seawater background, was measured by

Sarradin et al. (1998) in samples collected above

alvinellid colonies. These authors estimate that a

concentration of 17 mM could be reached in this

habitat, largely above the concentrations found in

other hydrothermal habitats (Sarradin et al.

1998). The low pH (5.7–6.7) of corresponding

samples, furthermore, indicates that the relative

contribution of the CO2 species over dissolved

carbonates is higher than in seawater (pH close to

8). At a pH of 7–6, 10–50% of the total inorganic

carbon is under the form of molecular CO2,

whereas it only reaches about 1% of the total in

seawater. Hypercapnia, therefore, constitutes an-

other potential chemical stress to these organisms.

5 Adaptation to temperature

5.1 Thermal tolerance of alvinellids and

related species

In the last years, the development of new types of

high-pressure aquaria (Shillito et al. 2004; Prad-

illon et al. 2004; Guirguis and Lee 2006) have

allowed to examine in vivo the thermal limits of

several hydrothermal vents species inhabiting

chimney walls (Shillito et al. 2001; Ravaux et al.

2003; Lee 2003; Guirguis and Lee 2006; Shillito

et al. 2006). Although very promising high-pres-

sure experiments have demonstrated the capacity

to maintain A. pompejana alive up to 24 h after

recovery (Shillito et al. 2004), its limited survival

after collection did not allowed, to date, in vivo

experimentation on this species. In an effort to

characterize the thermal tolerance of various

species living in close proximity to high temper-

ature emissions, Shillito et al. (2001) considered

the hesionid worm, Hesiolyra bergi, that was

observed crawling at the surface of A. pompejana

colonies and often entering their tube for a few

second to several minutes. These authors have

demonstrated an escape behavior at 35�C and a

lethal limit at 41�C for this congener, which

indicated that high thermal tolerance is not a

prerequisite to live among A. pompejana colo-

nies. The large thermal heterogenity characteriz-

ing these colonies over space and time (Section

4.1), however, precludes to consider this mobile

species as a biological ‘‘thermometer’’, as it was

suggested by Shillito et al. (2001). As reviewed in

Section 4.1, it is now well established that the

surface of the colony is exposed to temperatures

ranging from a few degrees to 45�C, and that the

highest temperatures in this range are restricted

to the vicinity of localized fluid outflows. Addi-

tionally, only part of the 32 tubes surveyed by Di

Meo-Savoie et al. (2004) displayed an average

temperature above 30�C. It is therefore possible
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for Hesiolyra bergi, which is known to be very

active at the surface of the colony, to avoid areas

where it might be exposed to excessive thermal

stress (see Table 1). Similarly, Paralvinella sulfin-

cola and Paralvinella palmiformis, the two alvin-

ellids species of the Juan de Fuca Ridge, were

shown to have very different temperature toler-

ances, despite they can be found in the same

habitat (Guirguis and Lee 2006). While P. sulfin-

cola preference to temperature in range 40–50�C

was established in vivo, the later consistently

avoided temperatures above 35�C.

Paralvinella sulfincola is the only animal that is

now firmly identified to prefer chronic exposure

to temperature as high as 50–56�C. Although

lower than for some terrestrial animals (55–65�C;

see examples in Chevaldonné et al. 1992; Girguis

and Lee 2006), the temperature preference and

tolerance of this species stand at the upper limit

of the accepted range for metazoans. While most

hydrothermal vent animal species where finally

observed to live at ‘‘room temperature’’ (ca.

about 20�C) (see review in Van Dover and Lutz

2004), P. sulfincola appears as an outstanding

thermophilic animal. The association of Alvinella

pompejana to extremely hot substrates, compara-

ble in this respect to the environment of P.

sulfincola (Juniper et al. 1992), supports the idea

that this species would have a similarly high

thermotolerance. If the limits of its thermal

preference and tolerance remain to be empirically

defined, its exceptional thermal adaptation is now

firmly assessed from molecular markers.

5.2 Collagen as a marker of molecular

adaptation to high temperature

The thermotolerance of A. pompejana has been

previously discussed in the light of its biochemical

properties (Chevaldonné et al. 2000). It is, how-

ever, difficult to evaluate from biochemical stud-

ies, as it depends on the versatility of the

definition and the data considered. Most of the

data are usually obtained in vitro and it is obvious

that a diversity of mechanisms involved in regu-

latory processes occur in vivo in living organisms.

Most of these processes have been adapted in

animals during the course of evolution. Some

molecules may provide a highly relevant set of

information when considered as part of a more

integrative physiological approach. This is partic-

ularly valuable for structural proteins whose

stability mostly depends on physical parameters.

Collagen, for instance, is one of the most well

known extracellular proteins of the animal king-

dom and is a relevant marker of thermal adap-

tation. Its stability is critical to the survival of the

animal in controlling the deformation of the body

wall by hydrostatic pressure. This molecule in

Alvinella pompejana has been well characterized

in the last decade (Gaill et al. 2003). It has been

shown that this species has the most thermostable

protein ever known (Gaill 1993) and that pressure

is not involved in such a characteristic (Auerbach

et al. 1995). The temperature at which the colla-

gen molecule is denatured (Tm) is 46�C for the

cuticular collagen covering the animal epidermis

and 45�C (Gaill et al. 1995) for the interstitial one

which is found in the worm tissue (Gaill et al.

1991). The level of thermal stability of Alvinella

pompejana cuticular interstitial collagen is signif-

icantly higher than that of other vent annelids. In

comparison, Riftia pachyptila molecular collagen

stability only reaches 29�C and the collagen of

Paralvinella grasslei has a denaturating tempera-

ture of only 35�C (Mann et al. 1996). Among the

fibrilar collagens of 40 other vertebrates and

invertebrates, Burjanadze (2000) positioned A.

pompejana collagen at the upper limit for melting

temperature, only before that of thermostable

synthetic collagens.

The origin of the thermal stability of this

molecule has been characterized by Sicot et al.

(2000). These authors have shown that this

property is not as new as previously expected

(Hamraoui et al. 1998), but rather that this

species has amplified all the molecular character-

istics which are known to be involved in the

stability of vertebrates or synthetic collagens. The

collagen molecule belongs to a family of extra-

cellular proteins, which are characterized by a

triple helical domain. This domain is composed of

a succession of aminoacid triplets (Gly-X-Y).

Usually the Y position is occupied by a prolin

amino acid that is often hydroxylated. The most

important result of their study is the increase in

proline content and in the number of stabilizing

triplets. Phylogenetic analysis (Sicot et al. 1997,

210 Rev Environ Sci Biotechnol (2007) 6:197–221

123 [328]



2000) indicated that the collagen evolution is in

favor of an adaptive mechanism at the molecular

level in A. pompejana. This is the first example of

a molecular adaptation to temperature in vent

organisms.

Since the synthesis of this protein would be

stopped at a higher temperature, it could be

considered that the Alvinella pompejana maxi-

mum body temperature is about 45�C (Gaill et al.

1991). However, the collagen is not found in

tissues in a molecular form, but in a supramolec-

ular state. Fibrillar structure is the physiological

state of the collagen in metazoan tissues. Once

synthesized, the collagen molecules assemble in

fibrils and such a polymeric organization has a

thermal stability which can exceed by 20�C that of

collagen molecules (Gaill et al. 1988b). Alvinella

pompejana fibrillar collagen assemblage may thus

resist up to 65�C, which is consistent with exper-

imental data (Gaill et al. 1995). If molecular data

let us think that above 45�C, the collagen cannot

be synthesized by the epidermal cells, the worm

could still sustain such a high temperature with-

out any damage in its collagen assemblage (Gaill

et al. 1988b). This means that thermal fluctua-

tions between 40 and 60�C could be easily

supported by this animal. This would also support

the idea of a thermal gradient along the animal

body length (Cary et al. 1998), which is consistent

with the observation that the cuticule of the

oldest worms disappears on their posterior part

(Gaill et al. 1984).

Additional data indicate that molecular char-

acteristics are good tracers of microhabitat char-

acteristics. For example, enzymes involved in the

collagen synthesis, such as prolyhydroxylase, are

shown to function in an opposite way in Alvinella

pompejana than in other metazoans (Kaule et al.

1998). Usually the activity of this enzyme

increases with oxygen concentration. The Alvi-

nella pompejana prolylhydroxylase are only ac-

tive in hypoxic media and, above 10% of

atmospheric saturation, oxygen appears as a

poison for the metabolic machinery of collagen

synthesis. This indicates that the worm is not only

facing the highest temperature ever known for

marine invertebrates but would have a metabolic

machinery adapted for working in low oxygen

environments.

6 Life history traits and colonization process

Alvinella pompejana has been described as a

pioneer on newly formed chimneys (Desbruyères

et al. 1998). Colonization experiments have fur-

ther confirmed the settlement of the first individ-

uals within a few days on colonization devices

deployed over a smoker wall, following the

formation of filamentous microbial mats (Taylor

et al. 1999). The formation of several centimeter-

thick assemblages of tubes within 2 months,

partly encrusted in mineral precipitates, under-

lines a fast colonization process in response to

rapid production of newly available substrates

(Zbinden et al. 2003). Among the processes that

can govern the formation of these new settle-

ments, Pradillon et al. (2005a) considered two

alternative possibilities: the recruitment of larvae

or the migration of post-larvae stages. Almost

nothing is known on the life cycle and dispersal

strategies of vent species. To date, embryos of

only two vent species (Riftia pachyptila and A.

pompejana) have been studied for temperature

and pressure tolerance (Marsh et al. 2001; Prad-

illon et al. 2001). This study is mainly limited by

the fact that catching larvae directly in situ

remains highly challenging. As an alternative to

sampling, in vitro fertilization methods combined

to in vivo experiments revealed to be a very

pertinent approach to obtain essential informa-

tion on the ability of early stages to deal with the

extreme environment of adult colonies (Pradillon

et al. 2001; this issue).

6.1 Embryos development

Pressurized incubators for the culture of cells

embryos and larvae (PICCEL, Pradillon et al.

2004) allowed to investigate some of the life

history traits of A. pompejana. An additional

device named PIRISM (including an underpres-

sure microscopy imaging system) allowed the

observation of the successive cell divisions of the

Pompeii worms embryos at 250 bars without

disrupting the pressure (Pradillon et al. 2005a).

If adult stages of Alvinella pompejana may be

able to resist unusually high temperature for

metazoans (40–60�C), in vivo studies showed that

early embryos are restrained to a much lower
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temperature range (Pradillon et al. 2001). By

mean of in vitro fertilization and incubation of

the fertilized eggs in controlled conditions of

temperature and pressure, they showed that

embryos did not survive a temperature of 20�C,

while that they could develop at about 12�C

(±2�C). The developmental process was shown to

be arrested at 2�C but a transient temperature

increase could trigger development of arrested

embryos. These results lead to the hypothesis

that, in their natural habitat, embryos had to

develop in ‘‘cold area’’ that would exclude the

colonies of A. pompejana where temperature lies

frequently above 20�C (Pradillon et al. 2001).

To test this hypothesis, incubators containing

A. pompejana embryos were deployed in differ-

ent habitats of a single edifice, along a gradient of

hydrothermal influence (Pradillon et al. 2005b).

Embryos incubated on an A. pompejana colony

displayed a very low survival and did not develop.

In contrast, embryos incubated in a Riftia pachyp-

tila clump, about 1 m below, or on the bare

mineral seafloor at the basis of the chimney with

minor influence of hydrothermal activity, sur-

vived well and developed. These results sup-

ported the hypothesis that development outside

of the colony is possible, while it would not be

viable in the adult colony. Punctual measure-

ments close to the incubation device indicated

13 ± 4�C on average but, transient bursts above

20�C were monitored at the surface of the colony,

just a few decimeters apart (Fig. 3). This exper-

iment, however, did not allow to decipher which

factors (average temperature, temperature max-

ima, sulfide levels) predominantly affected em-

bryos survival and development (Pradillon et al.

2001). In summary, it can be said that, in contrast

with the preference of A. pompejana adult stages

for extreme habitat conditions associated with hot

fluid venting, Pradillon and collaborators have

demonstrated the low tolerance of their early

embryonic stage (Pradillon et al. 2001, 2004). As

suggested from these studies, embryos could

disperse through cold abyssal water and later

develop when they find temperature conditions

around 5–10�C. While they were shown to

develop normally at native pressure (250 bars),

however, abnormal development was observed at

atmospheric pressure. This excludes the hypoth-

esis that development could occur in shallower

part of the ocean where the temperature rises

above its low deep-ocean values. Alvinella pom-

pejana embryos should thus find low-temperature

vent habitats to develop, such as those occupied

by tubeworms. Low-temperature areas at the

surface of adults colonies might also provide

suitable habitats for embryos development. This

characteristic of Alvinella pompejana colonies,

that is clearly emphasized by the synthesis of

temperature surveys, could lead to refine the

assumption that early stages are excluded from

the adult habitats.

6.2 Colonization and reproduction

Recent data obtained on the ovogenesis of the

Pompeii worm (Pradillon and Gaill 2003) and on

its reproductive behavior (Pradillon et al. 2005b)

have enabled to conduct a series of colonization

experiments. The experiments were performed

on various sites to compare the size and repro-

ductive maturity patterns of A. pompejana pop-

ulations between recently established patches

and the native colonies on which the coloniza-

tion devices (TRAC; Titanium Ring for Alvin-

ellid Colonization) were deployed (Pradillon

et al. 2005b). Results obtained indicate that

newly opened substrates are colonized mostly

by post-larvae stages, juveniles or adults, migrat-

ing from the adjacent colony, rather than by the

recruitment of larvae. Migration is thought to

occur by means of tube secretion along the

substrates or existing tubes (Gaill and Hunt

1991). Below 50 days, non-reproductive individ-

uals exclusively composed these pioneer popu-

lations even when mature females were present.

The percentage of reproductive female subse-

quently increased to reach almost that of native

colonies in 150 days. Tube production may

involve a large energy investment for each

individual as tube production rates calculated

for short deployments (a few days) showed that

worms could daily produce tube material up to

40% of their own weight (Pradillon et al. 2005b).

Because of resource limitation, females might

not be able to simultaneously sustain tube

secretion for migration processes and gamete

production.
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This study also indicated that female A. pom-

pejana individuals do not reproduce synchro-

nously at the patch scale in contrast to what was

previously suggested at the vent scale (reviewed

in Desbruyères et al. 1998). Such an asynchrony

could be a strategy of adaptation of the Pompeii

worm to respond very quickly to the disturbance

of the fluctuating environment. Pradillon et al.

(2005b) have proposed a model of colonization in

which opening of a new substrate will be followed

by migration of non-reproductive individuals,

then succeeded by a maturation stage before

fertilization and spawning, which has to be tested

in the future. The morphology of the A. pompej-

ana larvae is still unknown, as are the habitats

where their recruitment is undergone. This issue

will be further explored in the next years thanks

to the molecular probes that have been designed

(Pradillon et al. in press) and will be of great help

to detect these larvae and to define more

precisely their distribution.

6.3 Temperature as a genetic selection factor

in colonization

With the aim of investigating selection forces in

these extreme and contrasted environments, Pic-

cino et al. (2004) have highlighted significant

genetic differentiation between A. pompejana

settlements on small young chimney, versus older

edifices, using the two major allozymes, Pgm90

and Pgm100, of the Pgm-1 locus coding for

phosphoglucodismutase. Phosphoglucodismutase

is a relay enzyme between glycogen metabolism

and glycolysis, a major energy pathway for

organisms living in hypoxic to anoxic environ-

ments. Their results suggest a significant selection

pressure between populations of recent colonies

on young chimneys and those forming mature

colonies on older edifices (Piccino et al. 2004).

This study additionally revealed that allozyme 90

that occurred at highest frequency on young

chimneys was shown to be more thermostable

and it optimum is 3�C higher (55�C vs. 52�C) than

allozyme 100. On the basis of these biochemical

data, the observed genetic selection was attrib-

uted to the thermal characteristics of the habitat,

Pgm-1 alleles 90/90 and 90/100 being favored

among colonizers of newly formed high temper-

ature habitats. Habitat instability was suggested

to counterbalanced this selective force and main-

tain the percentage of 100/100 over time at the

metapopulation level.

Considering the physiological differences that

were emphasized between early colonizers and

later migrants, and the temperature gradient

across the dense layer of tubes at the interface

of the mineral wall and surrounding seawater

(Section 4.1), one could also consider that the

settlement of pioneers could induce major change

in the structure of physico-chemical gradients in

this environment. Co-evolution of the habitat and

the A. pompejana population would then be

possible and could be further tested in future

studies.

7 Microhabitat bioengineering

Even though this animal could be adapted to

sustain micro-habitat temperatures of 55–60�C,

such a high thermal tolerance is still insufficient to

explain its ability to colonize environments with

temperature over 100�C. Resolving this apparent

contradiction between the thermal adaptation of

this organism and its maximum habitat tempera-

ture, clearly, relies on the large temperature

gradients occurring at the organism and colony

scales. How the worm could maintain its position

in a sustainable thermal range within such steep

gradients and chaotic fluctuations has long been

puzzling. Advanced knowledge of the processes

controlling small-scale environmental variability

and colonization patterns have provided keys to

this enigma.

7.1 Tube as a protective barrier to the hot

vent fluids

The ability of the adult stage to colonize new

substrates likely relies on its capacity to contin-

uously build a tube that is progressively embed-

ded in the mineral. One of the most remarkable

adaptation of A. pompejana, with respect to other

alvinellid species, consists in this tube (Gaill and

Hunt 1991). While the other species are embed-

ded in the mucus layer they secrete, Alvinella spp.

are the only species that forms such an ‘‘exoskel-
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eton.’’ This concentrically multilayered structure

secreted by the animal has a considerable thermal

and chemical stability, as compared to other

annelid tubes (Gaill and Hunt 1986). This assem-

blage of biopolymers is composed of about 50%

of proteins, forming a liquid crystalline-like

organization (Gaill and Bouligand 1987). This

exopolymer cannot be destructurated within the

0–100�C range, while neither strongly acidic nor

alkaline solution causes major degradation (Gaill

and Hunt 1986). Such a hydrophobic extracellular

structure was hypothesized to protect the worm

from the fluids migrating on their outer environ-

ment (Gaill and Hunt 1991). The micro-analysis

of mineral precipitates formed at the outer and

inner faces of the tube, have emphasized a strong

mineralogical gradient and first confirmed that

the tube acts as a very robust barrier against the

vent fluids (Zbinden et al. 2003).

Alvinella pompejana spends most of the time

inside its tube. Unless mechanically disturbed,

individuals were never observed swimming or

crawling out of their tube (authors pers. obs.).

Intermittent and partial exposure of their body at

the openings of tubes has been frequently

described. Chevaldonné and Jollivet (1993) esti-

mated an average 10 min delay between two

exposures but this corresponded to the maximum

duration of the video sequences analyzed, sug-

gesting that this time lapse could be even higher.

The use of ROVs for in situ chemical surveys

have expended the capacity of observation over

several tens of minutes to more than 1 h and this

interval now appears much more variable than

suggested by this study (authors, pers. obs.). The

correlation of this behavioral feature with to local

physico-chemical conditions could be further

explored using video imagery and analysis com-

bined to continuous physico-chemical monitoring.

7.2 Buffering of microhabitat conditions by

the animal

The circulation of fluids inside the tubes has long

been questioned. Contradictory hypotheses con-

cerning the driving processes involved in the

renewal of the internal medium were proposed.

Early reviews suggested a U-shape tube opened

on both side, through which seawater could be

drawn by conduction (Desbruyères et al. 1998).

Gaill and Hunt (1991) proposed a ‘‘thermal

siphon’’ mechanism in which the median part of

the tube in contact to the hot chimney wall is

conductively heated, while the conditions at tube

openings are much colder. In contrast, Cary et al.

(1998) suggested that the tube would channel the

hot fluids escaping the chimney wall. None of

these hypotheses, however, could be fully dem-

onstrated until additional clues were provided by

the recent studies of Di-Meo Savoie et al. (2004)

and Le Bris et al. (2005). Analyses of magnesium,

sulfate and nitrate in micro-samples furthermore

revealed that the medium inside tubes is com-

posed of up to 72–91% seawater (Di Meo-Savoie

et al. 2004), in apparent contradiction with the

high temperatures reported in some tubes. Using

pH as a tracer of the vent fluid, Le Bris et al.

(2005) demonstrated that the tube is filled from

the medium overlying the colonies, while the fluid

circulating outside tubes is mostly dominated by a

very acidic fluid indicating a high hydrothermal

signature. Interestingly, neither the conditions

inside tube nor those outside tubes consistently

reflected conservative mixing of the vent fluid

escaping the chimney wall and seawater. Conduc-

tive heat exchange through the tube wall could

only explain these unusual physico-chemical fea-

tures (Le Bris et al. 2005).

Geochemical modeling not only suggested a

heating of the internal medium, but also a

substantial cooling of the fluid migrating outside

tubes along to its pathway through the colony (Le

Bris et al. 2005). By this mechanism, the Alvinella

pompejana colony was proposed to act as a heat

exchanger at the interface of the chimney wall

and seawater. If the driving forces that enable this

medium to circulate through the tube are still

unknown, an effective contribution of the animal

to the renewal of the medium filling its tube is

obvious from the observation of its behavior.

Very brief outward/inward displacements are

shown to be accompanied with expulsion of

particulate materials at tube openings (authors

pers. obs.). It is not known if active ventilation is

also undergone when the worm is fully inside its

tube, like described for other tube-dwelling or

burrowing annelids (Mill 1978). As previously

proposed, thermal convection, driven by conduc-
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tive exchange through the tube wall, could addi-

tionally favor the circulation of fluids inside the

tube (Gaill et al. 1991; Le Bris et al; 2005).

Such a possibility for this environment to be

buffered in temperature, with the temperature

threshold being directly under animal control

rather than be driven by chaotic changes in

turbulent hot fluid emissions, is likely to be

determinant in the ability of Alvinella pompejana

to deal with extreme habitat temperature. Fur-

thermore, even though the dynamics of these

processes have to be elucidated, cooling of the

fluids migrating through the tube assemblage

could be of main ecological importance, favoring

the subsequent arrival of less tolerant animal

species like Hesiolyra bergi.

7.3 Mutualistic association with microbes

High densities of microbial sulfur filaments were

described partly covering the inner face of the

tube or attached to appendages on the dorsal part

of the worm body (Desbruyères et al. 1985; Gaill

and Hunt 1991). Among all alvinellid species,

A. pompejana is the only one to possess this

obligate epibiotic association (Desbruyères et al.

1985). The contribution of the associated micro-

flora to the mechanisms that protect these worms

from the environmental threats remains putative.

Its role in buffering temperature at the surface of

the animal has been recently suggested (Di Meo-

Savoie et al. 2004). Its influence on the tube

micro-habitat could, additionally, rely on the

reduction of sulfide levels. Most of the microor-

ganisms related to A. pompejana belong to the

�-subdivision of proteobacteria (Campbell et al.

2003), as in the vast majority of hydrothermal

habitats where this phylogenetic group was shown

to be prevalent (Nakagawa et al. 2005; Takai

et al. 2005). This is also the case of early micro-

bial colonizers at the surface of mineral substrates

or the colony itself (Taylor et al. 1999; Alain et al.

2004). According to Takai et al. (2005), a sulfide-

oxidizing metabolism can be suspected for these

communities when living at the oxic–anoxic

interface. Genes associated with sulfur-related

metabolisms were described, both, for the dom-

inant epibionts and tube-associated communities

(Haddad et al. 1995; Cary et al. 1997; Campbell

et al. 2001, 2003). Despite several attempts, how-

ever, none of the strains isolated from the A.

pompejana habitat could be related to the dom-

inant phylotypes (Campbell et al. 2003). It is

therefore impossible to estimate the rate of

sulfide oxidation in this environment, or the

potential for local chemosynthetic primary pro-

duction from this energetic pathway. Using a

culture independent approach, Campbell et al.

(2003) have recently shown that members of both

the epibiotic and surrounding free-living bacterial

communities could display a chemolithoauto-

trophic form of growth. Furthermore, showing

that a gene encoding for ATP citrate lyase, a key

enzyme in the rTCA cycle, is expressed, these

authors have shown that these chemolithoauto-

trophs would use the reverse tricarboxylic acid

cycle, a metabolic alternative to the Calvin-

Benson cycle generally associated with hydro-

thermal vents invertebrates.

Microorganisms that utilize the rTCA cycle

have shown a capacity to grow rapidly with a

dynamic supply of both sulfide and oxygen

(Taylor and Wirsen 1997). The formation of a

dense filamentous sulfur mat of several centime-

ters thick within 3 days, in a titanium support

deployed for an Alvinella pompejana colonization

experiment, was interpreted as an illustration of

the rapid growth of these microbial communities

and shown to immediately precede the arrival of

the worms (Taylor et al. 1999). The local abun-

dance of such microbes may provide a substantial

nutritional benefit for Alvinella pompejana that

does not harbor endosymbiotic bacteria and must

derive their nutrition from bacteria grazing (Des-

bruyères et al. 1985).

The sustained level of CO2 fixation of bacteria

using rTCA was also presented a potentially

important primary production process in active

hydrothermal vent systems (Wirsen et al. 2002). If

the �-proteobacteria described by Campbell et al.

(2003) could have similarly requirements for

growth than those of the shallow water arcobacter

strain studied by Wirsen et al. (2002), these

primary producers should find ideal conditions

within Alvinella pompejana tubes. Not only this

strain is characterized by microaerophilic to

anaerobic growth (Wirsen et al. 2002), but the

permanent supply of electron donor (H2S and S0)
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and acceptors (O2, NO3
–) to the medium in the

ventilated tube could maintain a high microbial

growth rate. If this still has to be demonstrated,

the ability of A. pompejana to form dense

colonies on bare substrate within a few weeks

might also depend on this mutualistic process

between A. pompejana and the chemoautotrophs

colonizing its tube.

8 Molecular adaptation to chemical stresses: first
results and open questions

As suggested previously, the collagen-associated

enzymatic processes were shown to be remark-

ably adapted to low oxygen levels. In comparison

to other marine annelids, major respiratory

adaptations to hypoxia have been described for

this species, emphasizing a major evolutionary

trend at the molecular level (reviewed in Hourdez

and Weber 2005). Haemoglobins of Alvinella

pompejana, described in (Zal et al. 2000) and

recently revisited using cryoelectron microscopy

by Jouan et al. (2003), exhibit very high affinity

for oxygen as compared to related species living

in normoxic environments (Toulmond et al. 1990;

Hourdez et al. 2000), consistently with the low

oxygen availability expected in this environment.

Sulfide is known to inhibit a variety of enzymes

and proteins involved in the aerobic respiration

processes (Visman 1991). Adaptation to sulfide

has been demonstrated for a variety of vent

organisms (Powell et al. 1987). Sulfide binding by

haemoglobin is a prerequisite for Riftia pachyptila

to transfer large amounts of sulfide to its sulfide-

oxidizing symbionts, while preventing its delete-

rious effects (Childress and Fisher 1992). Sulfide

binding properties of haemoglobin have also been

suggested as the most important detoxification

mechanism in the non-endosymbiotic alvinellid,

Paravinella sulfincola (Martineu et al. 1997).

Comparatively, these authors did not find any

sulfide binding properties for A. pompejana

hemoglobin, even though substantial H2S con-

centration was observed in its blood.

A recent study of enzymatic oxidant defense

and aerobic metabolism (Marie et al. 2006) has

shown that Paralvinella grasslei would regulate its

enzymatic system as a response to ambient

oxidative stress. Furthermore, this stress would

be independent of the respiration process, but

could be rather due to the high level of oxygen

radicals in the environment or their formation in

tissues due to metal oxidation. This enzymatic

defense system still has to be studied in vivo for

A. pompejana. Desbruyères et al. (1998) reported

another potential molecular adaptation in re-

sponse to the high heavy metal enrichment in the

body of this species. The high concentration of

metalothioneins-like proteins in digestive tracks,

parapod and dorsal epidermis was suggested to

reflect a response of the worm to potential metal

toxicity.

In fact, most remains to be done in the study of

Alvinella pompejana response to chemical stress

in this particularly harsh environment. Since the

late nineties, no new data have been published on

the adaptation of this species to hypercapnia,

heavy metal toxicity or oxidative stress. Further

developments in high-pressure technologies

should provide access to this species for in vivo

experimentation in the near future (Shillito et al.

2004). In addition, a large scale sequencing

project of the Pompeii worm has started in 2004

(Zal et al. in press), opening the way to powerful

and efficient functional analyses especially in

proteomics and structural genomics.

9 Conclusion

The strongly chaotic, steeply changing and

ephemeral environment of the A. pompejana

environment is undoubtedly some of the most

challenging encountered on Earth. The excep-

tional thermal characteristics of its collagen is the

best example of the adaptation of this organisms

to this hot environment on evolutionary time-

scales. The ability of Alvinella pompejana to

colonize these substrates is far from being fully

understood, but the exceptional properties of the

tube and the behavior of the worm can be now

considered as a major clues in the colonization

process. From a more complex combination of

adaptive and behavioral responses, a dynamic

scheme can be proposed to understand the way

colonies are established. Alvinella pompejana

could thus stand at the limits authorized for its
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biological machinery in a highly dynamic envi-

ronment where temperature can exceed lethal

limits, but where micro-habitat thermal regula-

tion by the animal would prevent exposure to

deleterious temperature spikes. Ecologically, the

dynamic system associating this pioneer species

and the associated microflora might be viewed as

a key to the subsequent colonization of these

environments by less tolerant species, highlight-

ing A. pompejana as a new type of ecosystem

bioengineer. Only part of the puzzle is now

solved. Much remains to be known concerning

the molecular adaptation of this organism to the

combination of multiple thermal and chemical

stresses, that make this habitat one of the most

extreme marine environments.
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Abstract All biological processes of life on

Earth experience varying degrees of pressure.

Aquatic organisms living in the deep-sea, as well

as chondrocytic cells of articular cartilage are

exposed to hydrostatic pressures that rise up to

several hundred times that of atmospheric pres-

sure. In the case of marine larvae that disperse

through the oceanic water column, pressure

changes might be responsible for stress conditions

during development, limiting colonisation capa-

bilities. In a number of biological systems, life

strategies may be significantly influenced by

pressure. In this review, we will focus on the

consequences of pressure changes on various

biological processes, and more specifically on

animals living in the deep-sea. Revisiting general

principles of pressure effects on biological sys-

tems, we present recent data illustrating the

diversity of effects pressure may have at different

levels in biological systems, with particular atten-

tion to effects on gene expression. After a review

of the main pressure equipments available today

for studying species living naturally at high

pressure, we summarise what is known concern-

ing pressure impact during animal development.

Keywords Hydrostatic pressure Æ
Deep-sea organisms Æ Hydrothermal vents Æ
Developmental processes Æ Adaptation Æ
Stress response

1 Introduction

One of the most widespread extreme environ-

ments that can be found on Earth includes almost

75% of the marine biosphere, and is located

below 1000 m depth (Somero 1992; MacDonald

1997). When ‘deep’ means deeper than 1000 m,

these biotopes include more than half (� 62%) of

the volume of the global biosphere (Jannasch and

Taylor 1984). The definition of an ‘extreme

environment’ is still debated and no consensus

has been achieved today (Rothschild and Manci-

nelli 2001). One could argue that an extreme

environment is characterised by values of phys-

ical geochemical or biological parameters that are

challenging for organisms survival (temperature,

pressure, pH, presence of predators). Such

definition is relative to the considered organism.

As such, deep-sea animals which are adapted to

high pressure values will view the ocean surface

with its atmospheric pressure as an extreme

environment.

In the marine environment, pressure is a

natural parameter, which may play a role in
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adaptation processes. It forms an absolute con-

tinuous gradient from the surface to the deep

oceanic trough (11,000 m), increasing by 0.1

atmospheres (atm)1 every 10 m. Aquatic envi-

ronments thus exhibit a wide range of hydrostatic

pressure from micro-pressure generated by a few

centimetres of water column up to 1100 atm in

oceanic troughs. Almost all marine organisms are

distributed between a high and a low depth limit.

The size of this range varies according to species,

from a few tens of metres up to several hundreds

of metres (Tyler and Young 1998). In some

species, the distribution depth range also varies

according to the ontogenic stage. Although

organisms vertical distributions are probably

shaped by several physical and biological factors,

pressure might significantly influence larvae col-

onisation patterns in the deep-sea, and later adult

distributions (Tyler 1995; Young et al. 1996;

MacDonald 1997; Tyler and Young 1998).

Pressure effects are also of interest in the

biomedical science field since they are responsible

for a number of pathologies. In the human hip

joint, pressure of 100–200 atm have been re-

corded (Hall et al. 1993). Cells of articular

cartilage are constantly influenced by mechanical

stress when forces are transmitted across joints

(Hodge et al. 1986). These mechanical constraints

influence cell metabolism, for example by mod-

ifying extracellular matrix secretion, which is

responsible for specific pathologies (Urban

1994). Blood pressure is another example. In

glomerular capillaries of rat kidneys, blood

pressure is typically 0.06 atm above atmopheric

pressure in healthy animals. Only increases of

0.02 atm above this level are responsible for

tissue sclerosis (Kawata et al. 1998).

Pressure generates mechanical stresses with

consequences at different levels of organisation.

Specifically, it has been shown that exposure to

pressure higher than the native pressure experi-

enced by an organism triggers an increase in the

expression of heat shock proteins (HSP) (Elo

et al. 2000; Sironen et al. 2002; Elo et al. 2005),

which are known to be involved in general stress

situations (Feder and Hofmann 1999). In parallel,

repression of cell cycle control factors has also

been observed, explaining cellular growth arrest

in relation to pressure stresses.

The effect of pressure on developmental pro-

cesses is now a rapidly growing research theme.

Indeed, mechanical deformation that occurs dur-

ing cell movements in embryonic morphogenesis

seems to be involved in controlling the expression

of genes associated with morphogenesis. Evi-

dence of such mechanically regulated process

were found in early embryogenesis in Drosophila

(Farge 2003), or later, during organogenesis in

larval stages of zebrafish (Hove et al. 2003).

An increasing number of observations then

suggest that physical environmental factors such

as pressure may greatly impact regulatory devel-

opmental processes in marine organisms. Data

are available concerning temperature tolerance of

coastal or deep-sea species. Generally speaking,

deep-sea species have to face two main parame-

ters, namely temperature and hydrostatic pres-

sure. It is important to recognise the impact of

each of these two parameters in controlling

colonisation processes, species distribution, and

more generally their role as selective factors in

species evolution. At deep-sea hydrothermal

vents, besides high hydrostatic pressures, organ-

isms are also submitted to steep chemical and

temperature gradients. Several vent species have

been studied as models for understanding adap-

tations to extreme environments (Gaill 1993;

Gaill et al. 2000; Van Dover and Lutz 2004).

Aspects of pressure effects on biological sys-

tems discussed here focus on eukaryotic organ-

isms as recent reviews have detailed the influence

of pressure on prokaryotic systems (Abe et al.

1999; Bartlett 2002).

2 Pressure effects on biological systems

2.1 Principles of pressure effects

Pressure effects on any physiological or biochem-

ical system basically result from the compression

of the system, according to Le Chatelier’s princi-

ple, which states that at equilibrium a system

1 1 atmosphere � 0.1 MPa. Here, for ease of recognition of
the corresponding depth, we will indicate pressures in
atmospheres. In aquatic environments, pressure increases
by 1 atmosphere every 10 m.
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tends to minimise the effects of disturbing exter-

nal factors. Increasing pressure therefore favours

reduction of a system’s volume. Whether increas-

ing pressure will inhibit, favour or have no

significant effect on a biological process depends

mainly on the volume change incurred by this

process. Processes that occur with volume in-

crease are inhibited by pressure increase, whereas

processes that occur with volume decrease are

favoured by pressure increase. For instance,

electrostatic and hydrophobic interactions that

maintain the quaternary structure of oligomeric

proteins or multi protein assemblages result in a

positive volume change (Table 1). Relatively

moderate pressure increase may therefore induce

dissociation of oligomeric proteins by weakening

interactions between subunits (Gross and

Jaenicke 1994; Mozhaev et al. 1996; Silva et al.

1996). Conversely, protein primary structure is

almost pressure insensitive since volume change

occurring with covalent bonds exchange is nearly

zero (Table 1). Pressure also affects the equilib-

rium and rate constants of reactions (e.g. enzy-

matic reactions, ligand binding reactions), in a

way that depends respectively on overall volume

and activation volume changes that occur during

the reactions (Balny et al. 2002; Mozhaev et al.

1996). Reactions occurring with negative volume

change proceed faster with increased pressure,

whereas those occurring with a positive volume

change tend to be inhibited (Somero 1992;

MacDonald 1997).

Physico-chemical parameters, such as temper-

ature and pH, also influence biological systems

and may exacerbate or minimise pressure effects.

The effects of pressure and temperature on

equilibria or kinetics are usually antagonistic.

An increase of pressure at constant temperature

leads to a compression and an ordering of the

molecules, whereas an increase of temperature at

constant pressure leads to a loss of molecule

ordering (Behan et al. 1992). For instance, in lipid

membranes, a pressure increase of 1000 atm is

equivalent to a temperature decrease of 20�C.

Pressure increase and temperature decrease

result in similar effects, i.e. by ordering structures

and reducing flexibility in lipids, nucleic acids and

carbohydrates (Balny et al. 2002). For proteins,

pressure and temperature act in synergy and

promote protein denaturation and loss of function

(Balny et al. 1997). However, mechanisms by

which pressure and temperature act are different,

since pressure effects result only from volume

change, whereas temperature affects both energy

and volume.

Pressure also favours ionisation of weak acids.

In the yeast Saccharomyces cerevisiae, vacuoles

become more acidic in proportion to increasing

hydrostatic pressure (Abe et al. 1999). Since

dissociation constants of weak-acids are pressure-

sensitive, the analysis of pressure effects on

pH-dependant processes may be difficult.

2.2 Levels of the pressure effects

Pressure effects on organisms result in perturba-

tions at each level of biological organisation

(Table 2). At the molecular level, macromolecu-

lar protein assemblages such as cytoskeleton

tubulin and actin are dissociated by pressure in

the range of a few hundreds of atm in both

shallow-water and terrestrial organisms (Salmon

1975a, b; Begg et al. 1983; Swezey and Somero

1985; Bourns et al. 1988). Enzymatic reactions

are affected according to the volume change

occurring with the catalysed reaction (for review

see Somero 1992). Lipid bilayers of biological

membranes have been extensively studied for

pressure effect since they are one of the most

pressure sensitive molecular assemblage (Wann

and MacDonald 1980; Somero 1992; MacDonald

1997). In 1 atm-adapted organisms, pressure

increase tends to reduce membrane fluidity

(Behan et al. 1992). Membranes of deep-sea

organisms exhibit changes in lipid composition,

with increase in the fraction of unsaturated fatty

acids allowing the maintenance of fluidity under

Table 1 Pressure effects on molecular interactions (From
Mozhaev et al. 1996)

Type of interaction Pressure effect

Covalent bond Nearly zero
Electrostatic interactions Destabilisation
Hydrogen bonds Stabilisation
Hydrophobic interactions Destabilisation
Stacking interactions

between aromatic rings
Stabilisation
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pressure (Cossins and MacDonald 1984; DeLong

and Yayanos 1985). Consequences of pressure

impact on biological membranes are numerous at

higher organisation levels. Cellular processes

involving membranes, such as osmoregulation

(Sébert et al. 1997), or action potential transmis-

sion in nervous cells (Wann and MacDonald 1980;

Siebenaller and Garrett 2002) exhibit pressure

sensitive behaviour. At the level of organisms,

pressure effects are clearly visible in the high

pressure neurological syndrome (HPNS), which is

characterised by motor coordination impairment,

spasm or even paralysis. This has been repeatedly

reported in 1-atm adapted organisms exposed to

high pressure or pressure-adapted organisms

exposed to atmospheric pressure (Yayanos 1981;

Treude et al. 2002). These perturbations

result mainly from impairment of cell membrane

functionality.

2.3 Effects of pressure on gene expression

Pressure also has effects on the expression of

genes. Many recent studies addressing regulation

of gene expression in response to mechanical

stress due to pressure have focused on articular

cartilage cells (chondrocytes). These cells are

naturally exposed to high pressures during move-

ments, and anomalies in pressure regimes to

which these cells are submitted may trigger

pathologies (Urban 1994). Articular cartilage

has to resist mechanical stress to protect bone

ends from excessive loading. Chondrocytes, which

are involved in matrix production of various

cartilaginous tissue, are constantly influenced by

mechanical stress when forces are transmitted

across joints (Hodge et al. 1986). In a standing

position, compressive forces up to 200 atm may

rise within joint articular cartilage (Muir 1995). In

vitro studies using chondrocytic cell lines have

shown that they respond to high pressure changes

by altering their synthetic capacity depending on

the type, timing and mode of pressure variations

(Parkkinen et al. 1993a; Lammi et al. 1994; Smith

et al. 1996). Both the frequency and the ampli-

tude of the forces applied on the cartilage affect

the synthesis rate of cartilage-specific proteogly-

cans (Hall et al. 1993; Parkkinen et al. 1993a).

Continuous high pressure inhibits macromolecule

synthesis and secretion, reduces the steady-state

level of aggrecan mRNA, alters the shape of the

Golgi apparatus, and disturbs the stress fibre

organisation of microfilaments (Symington et al.

1991; Hall et al. 1993; Parkkinen et al. 1993b,

1995; Lammi et al. 1994; Jortikka et al. 2000).

Stress response has been detected in chondro-

cytic cells submitted to continuous high hydro-

static pressure regimes (Table 3) (Kaarniranta

et al. 1998; Elo et al. 2000, 2005; Kaarniranta et al.

2000). Several heat shock proteins (HSP) are

up-regulated, among which Hsp70 is the most

intensively induced. Hsp70 level is increased

through stabilisation of mRNA rather than tran-

scriptional activation (Kaarniranta et al. 1998).

This stabilisation also requires protein synthesis

(Kaarniranta et al. 2000). Continuous high hydro-

static pressure also increases synthesis of HSP 90,

and slightly up-regulates the glucose related

protein GRP 78, which also responds to stress

situations (Elo et al. 2000). Continuous high

hydrostatic pressure increases levels of interleu-

kin-6 mRNA (Takahashi et al. 1998), which has

been shown to increase HSP 90 expression in

mouse cells (Stephanou et al. 1998). HSP 90 would

then increase the activity of the nitric oxide

synthase complexe, increasing nitric oxide in the

cell, which would in turn inhibit proteoglycan

synthesis (Lammi et al. 1994; Garcia-Cardena et al.

1998; Elo et al. 2000). In bovine chondrocytes, high

hydrostatic pressure has been shown to result in

the secretion of aggrecans exhibiting retarded

migration on agarose gels (Lammi et al. 1994),

which would indicate misfolding. Changes in GRP

78 levels, which plays in protein folding in the

reticulum, would support this idea (Elo et al. 2000).

High pressure treatment has been repeatedly

reported to cause growth arrest (Abe and Hori-

koshi 2000; Koyama et al. 2005). Transcriptomic

analysis in chondrocytes showed up-regulation of

mRNA levels of several genes that mediates

growth arrest (Table 3) (Sironen et al. 2002). In

the yeast Saccharomyces cerevisiae, high hydro-

static pressure treatments were shown to induce a

decrease in mRNA levels of genes involved in

cell-cycle progression (Table 3) (Fernandes et al.

2004). These studies also demonstrate a reduced

level of genes involved in protein synthesis

(Fernandes et al. 2004; Elo et al. 2005).
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3 High pressure equipments

Most studies focusing on pressure effects were

conducted with 1 atm-adapted organisms. Deep-

sea species have evolved adaptations to life at

high pressure. They are, one the other hand,

sensitive to low pressure in most cases (Yayanos

1981; Yayanos and Dietz 1983). Mechanisms

governing sensitivity to high or low pressure

might be differently controlled and deep-sea

organisms might bring useful data to better our

understanding of pressure effects on biological

systems.

Organisms living below 2000 m depth do not

survive retrieval from their deep-sea environ-

ment, if they are not maintained close to their

native pressure during collection or returned to it

shortly after collection (Yayanos 1978, 1981;

Treude et al. 2002). Further, there is evidence to

suggest that, even at depths of 1000 m, substantial

adaptation to high pressure regimes characterises

many resident invertebrates. Simulating natural

high pressure is therefore essential for maintain-

ing animals in a sufficiently good condition to

allow physiological and behavioural studies

(Wilson and Smith 1985; MacDonald 1997; Shillito

et al. 2001, 2004, 2006; Ravaux et al. 2003). A few

large (several litres) volume vessels are now

functioning in different laboratories worldwide

and provide isolated chambers where collected

specimens are maintained under continuously

controlled pressure and temperature (Shillito

et al. 2001; Koyama et al. 2002) (See Table 4).

In addition, some of these vessels offer imag-

ing facilities, which allow the observation of

behavioural response. For instance, they permit

Table 3 Effects of pressure changes on gene expression in 1-atm adapted organisms

Species Gene Pressure
treatment

Effect References

Saccharomyces
cerevisiae

HSP (12, 30) 2000 atm,
30 min

Increase mRNA level (Fernandes et al. 2004)

Carbohydrate metabolism 2000 atm,
30 min

Increase mRNA level (Fernandes et al. 2004)

Cell cycle 2000 atm,
30 min

Decrease mRNA level (Fernandes et al. 2004)

Protein synthesis and fate 2000 atm,
30 min

Decrease mRNA level (Fernandes et al. 2004)

Nitric oxide synthase 2000 atm,
30 min

Increase mRNA level (Fernandes et al. 2004)

Chondrocytic
cell line

HSP (70) 300 atm,
12 h

Increase mRNA and
protein levels

(Kaarniranta et al. 1998;
Elo et al. 2000)

HSP (90) 300 atm,
12 h

Induce protein
synthesis

(Elo et al. 2000)

GRP 78 300 atm,
12 h

Increase protein level (Elo et al. 2000)

HSP (40, 27) 300 atm,
12 h

Increase mRNA level (Sironen et al. 2002)

GADD 45, GADD 153, p21, tob
(promote growth arrest)

300 atm,
12 h

Increase mRNA level (Sironen et al. 2002)

Id family 300 atm,
12 h

Decrease mRNA level (Sironen et al. 2002)

Cytoplasmic dynein light chain 300 atm,
12 h

Decrease mRNA level (Sironen et al. 2002)

NIP3 (apoptosis related gene) 300 atm,
12 h

Decrease mRNA level (Sironen et al. 2002)

Interleukin-6 300 atm Increase mRNA levels (Takahashi et al. 1998)
Eukaryotic elongation factor 2 300 atm Decrease protein level (Elo et al. 2005)

Hela S3 cells Core and H1 histone 414 atm Decrease mRNA level (Symington et al. 1991)
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heat-resistance investigations on live inverte-

brates endemic to the hottest part of the hydro-

thermal vent biotope: the wall of active vent

chimneys. Polychaete worms (Hesiolyra bergi)

from the East Pacific Rise (Shillito et al. 2001),

and shrimps (Rimicaris exoculata, and Mirocaris

fortunata) from the Mid-Atlantic Ridge (Ravaux

et al. 2003; Shillito et al. 2006) were exposed to

rising temperature in the vessel IPOCAMP TM

(Incubateur Pressurisé pour l’Observation et la

Culture d’Animaux Marins Profonds), and their

behavioural and biochemical response analysed.

These studies proved that restoration of pressure

conditions was crucial for accurate determination

of the thermal limits of the organism studied

(Shillito et al. 2006). Physiological analysis of the

salinity tolerance, osmotic and ionic regulation

capabilities and hormonal homeostasis regulation

of the vent crab Bythograea thermydron (Marti-

nez et al. 2001; Toullec et al. 2002) were also

performed in pressure vessels. The effects of

reactive oxygen species to which hydrothermal

fauna are particularly exposed in their natural

environment and which are known to damage the

genetic material was investigated in hydrothermal

polychaetes maintained under pressure (Dixon

et al. 2002). Pressure vessels were also used to

develop cultures of cells isolated from hydrother-

mal vent organisms (De Cian et al. 2003).

Due to different experimental requirements

such as incubation periods over several days

without depressurisation, or microscopic imag-

ing, studies on embryonic stages were conducted

in separate dedicated pressure vessels. We

recently developed such small vessels, PICCEL

(Pressurised Incubators for the Culture of Cells,

Embryos and Larvae) (Pradillon et al. 2004).

Since many changes that are induced by moder-

ate pressures (hundreds of bars) are rapidly

reversible after depressurisation (Begg et al.

1983; Bourns et al. 1988), our vessels can be

connected to visualisation chambers allowing

microscopic observation of embryos under pres-

sure. With such equipment, we were able to

perform analysis of the pressure and tempera-

ture resistance of larval stages of hydrothermal

vent organisms. These various pressure appara-

tus thus provide insights into the different life

stages of deep-sea organisms.

4 Pressure in developmental processes

4.1 Early studies on mitotic apparatus

Early studies reporting pressure effects on eggs

and embryos were motivated by an interest in the

gel-sol properties of cytoskeleton proteins in the

study of division mechanisms. Pressure was then

used as a tool for disrupting tubulin and actin

filaments, revealing the importance of their

physical state in the mitosis mechanisms (Mars-

land and Landau 1954; Zimmerman and Mars-

land 1964; Marsland 1970; Zimmerman 1971).

These experiments also pointed out cytoskeleton

structures as being pressure sensitive so limiting

the depth at which certain species’ larvae can

develop.

4.2 Pressure tolerance in early life stages

More recently, pressure effects on developing

embryos were analysed in order to estimate the

extent to which pressure is tolerated, how this

might limit dispersal during embryonic and

larval life, and if this limited tolerance might

be responsible for bathymetric distributions

observed in adult populations (Young and

Cameron 1989; Young and Tyler 1993; Young

et al. 1996, 1997; Tyler and Young 1998; Tyler

et al. 2000). Most studies of this type focused

on echinoderms, and demonstrated that early-

life-stages can tolerate only a defined pressure

range. However, in many cases, embryonic and

larval stages seemed to be able to tolerate large

pressure changes, perhaps reflecting a much

larger vertical distribution than that observed in

adults (Fig. 1). For instance, embryos of the

shallow-water sea urchins Echinus esculentus

and E. acutus are able to develop under

pressure up to 100 atm, larval stages can toler-

ate pressures up to 200 atm, whereas adults are

restricted to the first few tens of metres depth

(Tyler and Young 1998). On the other hand,

embryos of the deep-sea species E. affinis,

which live around 2000 m depth, cannot devel-

op at pressure lower than 100 atm (Tyler and

Young 1998). Interestingly, embryos obtained

from adults of E. acutus collected in a

deeper population at 1000 m depth showed a
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particularly wide pressure range, and authors

hypothesised that this particular population was

in the process of migrating to the deep-sea.

Studies on echinoderms also evidence the

effect of temperature on embryonic pressure

tolerance. Pressure tolerance of embryos of the

Antarctic echinoderm Sterechinus neumayeri is

reduced when embryos are exposed to low

temperature (Tyler et al. 2000). In temperate

and tropical regions, the temperature decreases in

the first 1000 m of the water column, and is

almost constant from 1000 m down to the sea

bottom. Therefore temperature, pressure or a

combination of both might affect larval physiol-

ogy in the upper part of the ocean, and explain

observed distributions of organisms. However, for

depths below 1000 m, or for regions where the

water column is nearly isothermal, pressure is

likely to be the main factor influencing vertical

distribution of larvae.

Deep-sea hydrothermal vents are then excep-

tional with regards the steep temperature gradi-

ents that occur around these fluid emissions

(Johnson et al. 1986, 1988; Le Bris et al. 2005).

Here, temperature has been suggested to explain

species distributions. Larvae of these animals

might have to face both changes in temperature

as well as changes in pressure when travelling

through the water column between vent sites.

To date, only embryos of a few vent species

have been studied for temperature and pressure

tolerance. This is due to the fact that catching

larvae directly in situ is highly challenging

because larval density is low and few data are

available on their in situ distribution (Mullineaux

and France 1995; Mullineaux et al. 2005). As an

alternative, in vitro fertilisation methods were

developed, using dedicated pressure vessels

(Pradillon et al. 2004), where embryos could

be incubated under controlled pressure and

temperature.

Studies on the annelids Alvinella pompejana

and Riftia pachyptila, both inhabiting hydrother-

mal vents from the East Pacific Rise (EPR) at

2500 m depth demonstrate the low thermal toler-

ance and the need for native pressures in early

embryos of these species (Marsh et al. 2001;

Pradillon et al. 2001, 2005). The limited embryonic

temperature tolerance was particularly significant

in A. pompejana because adults of this species live

closest to the vent fluid in the hydrothermal

biotope, and are exposed to temperatures close
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to 50�C (Cary et al. 1998; Le Bris et al. 2005).

Embryos do not survive temperatures above 20�C,

and develop well around 5–10�C at native pressure

(Pradillon et al. 2001, 2005). Embryos are then

likely to leave hydrothermal vents and disperse

through the water column.

Both embryos of A. pompejana and R. pachyp-

tila are unable to develop normally at atmospheric

pressure, but the upper and lower pressure limits

allowing successful development have not yet been

determined. In A. pompejana, 1-atm raised

embryos exhibit abnormal distribution and relative

size of the blastomeres (Fig. 2) (Pradillon et al.

2005). Abnormal morphology was also demon-

strated in developmental stages of 1-atm species

exposed to high pressure (Young and Tyler 1993;

Tyler and Young 1998). Another effect of pressure

was on developmental rates: embryos incubated

under native pressure developed at slower rates

than embryos incubated at atmospheric pressure at

the same temperature (Fig. 3).

Temperature and pressure tolerances of

embryonic stages are viewed as potential limiting

factors in larval dispersal. Early larval stages of

the shrimp Mirocaris fortunata, collected on a

Mid-Atlantic Ridge vent site at 1650 m depth,

were found to be able to develop at 1 atm,

provided that temperature remained low (10�C)

(Tyler and Dixon 2000). These results then agree

with other studies that previously speculated that

early life stages of vent shrimps should be able to

disperse towards surface waters (Pond et al.

1997). In A. pompejana, and R. pachyptila,

embryos do not seem capable of migration

towards the surface, and most probably disperse

through abyssal water. However, embryos of both

species were found to have opposite floatation

rates. Embryos of A. pompejana tend to

sink (Pradillon et al. 2004) whereas those of

R. pachyptila tend rise up through the water

column (Marsh et al. 2001). Different thresholds

for pressure tolerance might thus be expected and

be reflected through different dispersal strategies

by these two species.

Fig. 2 Effects of pressure on early development of
A. pompejana, morphological aspects. (A) Embryo incu-
bated 48 h at 10�C and atmospheric pressure, exhibiting
anomalous blastomere size ratio. (B) Embryo incubated
96 h at 10�C and 250 atm. Scale bars are 50 lm
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Fig. 3 Effects of pressure on developmental rates in
A. pompejana, U: uncleaved embryos, 2c: 2-cells stages,
4c: 4-cells stages, 8c: 8-cells stages, ‡ 16c: 16-cells stages
and more. Embryos were incubated 48 h at 10�C (modified
from Pradillon et al. 2005)
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4.3 Mechanical signal in embryonic

morphogenesis

Recently, emerging evidence indicated a role of

mechanical forces in modulating the expression

of developmental genes. Mechanical strains have

been shown to be involved in morphogenetic

movements that occurr during embryonic devel-

opment (Farge 2003; Hove et al. 2003; Brouzes

and Farge 2004; Brouzes et al. 2004; Supatto

et al. 2005). The morphogenetic movements that

lead to geometric shape changes are controlled

by patterned gene expression. In turn, morpho-

genetic movements seem to be able to modulate

the expression of developmental genes, through

the generation of localised mechanical strains on

cells. In Drosophila embryos, the first morpho-

genetic movement of gastrulation which is asso-

ciated with mesoderm formation, is the ventral

furrow invagination. This step is characterised

by strong and complex cell shape changes. The

genetic control of the different phases of meso-

derm invagination has been related to the

expression of two zygotic genes, twist and snail.

Both genes appear to be necessary for the

coordinated apical constriction phase (Brouzes

et al. 2004). Farge (Farge 2003) showed that the

expression of twist can be triggered by tissue

shape changes at the time of ventral furrow

formation. The existence of mechanical induc-

tion of twist was proposed in response to

mechanical strains experienced by mesodermal

cells during mesoderm invagination. ß catenin /

armadillo seems to mediate the twist mechano-

transcriptional event (Farge 2003). These exper-

iments suggest that mechanical strains may

activate specific transduction pathways leading

to modulation of the expression of specific

genes.

Mechanical forces related to hydrodynamic

flows have also been proposed to play a signifi-

cant role in organogenesis, such as in lung and

cardiac morphogenesis. For instance, intra-

cardiac fluid forces in the zebrafish embryo heart

were demonstrated recently to be necessary for

proper heart development (Hove et al. 2003).

Similarly, the glomerulus morphogenesis of kid-

ney is induced by hemodynamic forces in zebra-

fish (Serluca et al. 2002).

5 Conclusion

Pressure has a wide range of effects on biological

systems, and as an environmental parameter, may

influence distribution patterns of marine organ-

isms. Embryonic stages which have the potential

to disperse through the water column, therefore

being exposed to pressure changes, have been

demonstrated to tolerate pressure variations to a

certain extent. Limits in their physiological toler-

ance might explain vertical distributions of adult

populations. Mechanisms governing pressure re-

sponse during development, and particularly gene

expression regulations, are still unknown for

marine species. However, an increasing number

of data from other systems such as cartilaginous

cell lines are now becoming available.

Finally in model organisms used in develop-

mental studies, more and more examples indicate

the existence of a reciprocal interplay between

expression of some developmental genes and the

mechanical forces that are associated with mor-

phogenetic movements or with hydrodynamic

flow during development. Future challenges lie

in deciphering the underlying molecular mecha-

nisms of the interplay between mechanical forces,

genetic expression, and developmental processes.
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Abstract The Arctic and the Antarctic differ

by age and isolation of the respective marine

faunas. Antarctic fish are highly stenothermal, in

response to stable water temperatures, whereas

the Arctic ones are exposed to seasonal and lati-

tudinal temperature variations. The knowledge of

the mechanisms of phenotypic response to cold

exposure in species of both polar habitats offers

fundamental insights into the nature of environ-

mental adaptation. In the process of cold adap-

tation, the evolutionary trend of Antarctic fish

has led to unique specialisations, including

modification of haematological characteristics,

e.g. decreased amounts and multiplicity of hae-

moglobins.

Unlike Antarctic Notothenioidei, Arctic teleo-

sts have high haemoglobin multiplicity. Although

the presence of functionally and structurally dis-

tinct haemoglobins is a plesiomorphic condition

for many perciform-like fishes, it seems that the

oxygen-transport system of teleost fish in the

Arctic region has been adjusted to temperature

differences and fluctuations of Arctic waters,

much larger than in the Antarctic. The amino-

acid sequences used to gain insight into the evo-

lution history of a and b globins of polar fish have

clearly shown that Antarctic and Arctic globins

have different phylogenies, leading to the

hypothesis that the selective pressure of envi-

ronment stability allows the phylogenetic signal

to be maintained in the Antarctic sequences,

whereas environmental variability would tend to

disrupt this signal in Arctic sequences.

Keywords Antarctic Æ Arctic Æ Evolution Æ Fish Æ
Globin gene Æ Haemoglobin

Abbreviations

Hb Haemoglobin

mya Million years ago

1 Introduction

In the biosphere, organisms have succeeded in

adapting to a variety of environmental conditions.

The diversity of life forms suggests that adaptation

has been reached by species in all regions of the

Earth. The cellular macromolecules, proteins and

nucleic acids are very sensitive to environment

perturbations. Temperature, hydrostatic pressure,

medium cellular composition and oxygen avail-

ability may profoundly affect cell physiology.

Adaptation implies keeping the structural and

functional features of the cellular biochemical
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constituents and an adequate level of energy

turnover in response to variable environmental

conditions. Certainly, temperature is the most

important physical factor affecting life.

Current evidence suggests that the cost of life for

tropical fish is higher than that of a polar counter-

part (Clarke and Johnston 1999). Low temperature

may strongly influence metabolic-process rates. It

slows all physiological processes, changes protein–

protein interactions, reduces membrane fluidity

and increases the viscosity of biological fluids. In

general, proteins from organisms living at low

temperature are less stable in comparison to those

isolated from organisms living at temperate lati-

tudes. Lower stability seems to be due to greater

conformational flexibility. Cold-adapted species

have enzymes with higher catalytic activity either

over a wide temperature range, or specifically at

low temperature. Increased protein flexibility is

generally conferred by few amino-acid replace-

ments. The changes that enable enzymes and pro-

teins to function in cold habitats are subtle and

often challenging to identify, because it can be

difficult to discriminate which changes are due to

selective pressure, and which are instead function-

ally neutral. Enzymes with low optimal tempera-

tures frequently contain specific replacements, with

higher number of polar and lower number of

hydrophobic residues, and fewer hydrogen bonds

and ion pairs. Minor mutations, also distant from

the active site, may lead to adaptive changes in the

protein functional properties (Fields and Somero

1998). The reader interested in the effect of tem-

perature on protein stability and flexibility, enzyme

activity and metabolism is addressed to Hochachka

and Somero (2002).

Variations in diurnal time scale may have very

significant physiological and evolutionary conse-

quences. Undoubtedly, the knowledge of the

physiological costs linked to thermal adaptation

may help to understand how species have re-

sponded to climate change in the past and how

different communities respond to climate change

nowadays. An organism may respond to envi-

ronmental temperature changes, in attempting to

maintain physiological rates, by one or more of

three strategies: (i) the quantitative strategy,

changing the amount of a given molecule; (ii) the

qualitative strategy, expressing a molecule variant

with different thermal response; (iii) the modu-

lative strategy, adjusting the membrane compo-

sition to maintain membrane fluidity (Logue et al.

2000).

The evolutionary reconstruction of species

thermal histories, in order to identify which bio-

chemical characters or physiological traits are

acquired or lost in polar habitats, is not a easy

task. One pathway is the comparative approach,

studying these adaptations in homologous species,

living in different thermal habitats. Generally the

success of a comparative approach is strongly

dependent on the selection of organisms. The

effects of phylogenenetic correlations must be

distinguished from the effects of natural selection

and adaptation. In Arctic and Antarctic fish,

molecular phylogenies are complete enough to

allow the interpretation of phylogenetic trees

based on sequences of macromolecules of physi-

ological interest (e.g. globins) in the light of trees

based on other molecular tools used as markers of

species phylogeny.

In simpler words, the ‘‘phylogenetic inference’’

must not produce misunderstandings in the

interpretation of adaptations, especially when

comparing distantly related species.

Here we review recent advances in our

knowledge on the structure, function and evolu-

tion of the oxygen-transport system, in particular

haemoglobin (Hb), in polar fish. Part of the re-

view is focussed on molecular phylogenies based

on Hb genes of Antarctic and Arctic fish involved

in cold-adaptation. Molecular phylogeny has re-

vealed different adaptive scenarios in the two

polar regions. Comparing a trait in phyletically

unrelated taxa permits to study convergent and

parallel evolutionary trends. In this regard, such a

study aims at deciphering whether the ‘‘solu-

tions’’ evolved by Arctic fish in response to

freezing temperatures are similar to those of their

phylogenetically unrelated Antarctic counter-

parts. In freezing environments of both polar re-

gions those fishes that have evolved antifreeze

molecules, secreted into their biological fluids at

high concentrations, survived. Arctic fish secrete

similar antifreezes into their blood, but these are

derived from a different gene. This is a classic

example of convergent evolution (Chen et al.

1997a, b).
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2 The Antarctic habitat

In the late Paleozoic, about 250 million years ago

(mya), land masses were assembled within a sin-

gle large continent, Pangaea. About 200 mya,

Pangaea split into two parts, Laurasia in the

northern hemisphere and Gondwana in the

southern one. Fragmentation of Gondwana into

the modern southern continents initiated

135 mya, and the Antarctic continent reached its

current geographic location approximately

65 mya. Final separation of East Antarctica from

Australia and West Antarctica (the Antarctic

Peninsula) from South America occurred about

35–40 mya and 22–23 mya, respectively. With the

opening of the Drake Passage, the isolation of

Antarctica was completed (Kennett 1977). This

event produced the Circum-Antarctic Current

and the Polar Front, a well-defined, roughly cir-

cular oceanic system, running between 50�S and

60�S. Along the Front, the surface layers of the

north-moving Antarctic waters sink beneath the

less cold and less dense sub-Antarctic waters,

generating virtually permanent turbulence. Just

north of the Front, the water temperature has an

abrupt rise of ca. 3�C, a critical factor for eco-

system isolation and adaptation. The Antarctic

experienced a slow and discontinuous transition

from the warm-water system of the early Tertiary

(15�C) to the cold-water system of today

(–1.87�C). Antarctic fish have evolved in a marine

habitat whose temperature has decreased over

the past 50 million years at a rate of 0.4�C per

million years, and perhaps more rapidly since the

onset of the Miocene (25 mya). Unlike temperate

counterparts, Antarctic fish express their genes

and proteins in an extremely cold thermal regime.

To compensate for the rate-depressing effect of

low temperature on metabolic processes, these

fish have restructured many of their bio-molecu-

lar systems through mutation and selection, to

preserve biological activity in such an extreme

environment.

2.1 The Antarctic ichthyofauna: the dominant

suborder Notothenioidei

Research on Antarctic fish has provided impor-

tant insights into details of thermal adaptation.

Investigating the remarkable adaptations at the

molecular level in fish living in this extreme

environment can provide new perspectives when

studying processes in conventional organisms.

Currently, research on polar-fish evolution is

experimenting new methodologies (e.g. genom-

ics) to study adaptations. Polar scientists will be

challenged by the need to compare phylogeneti-

cally related species living in different habitats, in

order to discriminate the signal due to phylogeny

from the influence of a true adaptive variation.

These results may obviously be reached only in

species for which clear phylogeny exists. The

molecular approach will contribute to predicting

the effects of global warming on bio-geographical

distribution and survival of highly specialised

cold-adapted organisms, and to establish corre-

lations with changes generated by man-induced

impacts on the ecosystem.

The largely endemic suborder Notothenioidei,

mostly confined within Antarctic and sub-Ant-

arctic waters, is the dominant component of the

Southern Ocean fauna, and is one of the most

thoroughly characterised perciform fish group of

the whole world, in ecology, life style, physiology,

biochemistry and evolution. In this regard, the

Arctic is still way behind. Antarctic notothenioids

are stenothermal (Eastman 1993, 2005). They live

between 2�C and –1.86�C, the freezing point of

sea water, and die at temperatures of 4–6�C. In

only ten million years, they appear to have lost

the ability to cope with higher temperature. The

notothenioid stenothermal phenotype reflects

evolutionary adaptive changes in the molecular

and cellular machinery. Examples include effi-

cient microtubule assembly (Detrich et al.

1989, 2000) and apparent loss of inducible heat-

shock response at constantly cold temperatures

(Hofmann et al. 2000).

With the local extinction of most of the tem-

perate Tertiary fish fauna as the Southern Ocean

cooled, the suborder experienced extensive radi-

ation, dating from the late Eocene, approx.

24 mya (Near 2004), that enabled it to exploit the

diverse habitats provided by a now progressively

freezing marine environment.

Evidence of temperature change in Antarctic

marine habitats is beginning to appear. Temper-

ature changes in polar oceans are particularly
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difficult to predict, because of insufficient

knowledge concerning how the sea ice is likely to

change. Whilst terrestrial species are adapted to

very variable conditions and may have good

chances of surviving in changing environments,

marine species face more severe problems in re-

sponse to climate change. They have evolved in

an environment with the lowest temperature on

Earth, and have lost the ability to cope with

temperature change. A rise in sea temperatures of

only 2�C could potentially compromise survival of

many Antarctic benthic species. They may be one

of the most vulnerable faunal groups on Earth to

increasing temperature. At organismal level,

animals have three mechanisms for coping with

change: they can (i) use physiological flexibility,

(ii) evolve new adaptations, (iii) migrate to other

sites. Despite these three possibilities, Antarctic

fish seem to have poorer prospects than other

faunal groups elsewhere.

Notothenioids fill a variety of ecological niches

normally occupied by taxonomically diverse fish

communities in temperate waters. However, as

the suborder is absent from the Arctic, compari-

sons to study cold adaptations can be made only

with taxonomically distant groups (such as Gadi-

dae, for instance). Some ‘‘minor’’ fish families,

represented in both polar oceans, are extremely

useful for comparing Arctic and Antarctic evo-

lution. Fishes of the family Liparidae and of the

suborder Zoarcoidei are the second and third

components of the Antarctic ichthyofauna after

Notothenioidei.

2.2 The oxygen transport in Antarctic

notothenioids: haemoglobin, a model

molecule for studying thermal adaptation

During the process of cold adaptation, the evo-

lutionary trend of Antarctic notothenioids has led

to unique specialisations, including modification

of haematological features. In the past few dec-

ades, these features have been extensively inves-

tigated in many notothenioid species.

Whilst there is an increasing understanding of

evolutionary adaptation to temperature in some

biological processes, several key questions often

remain open about the structure–function rela-

tionships associated with thermal adaptation of

proteins. Proteins, e.g. Hb, are highly sensitive to

temperature, therefore their structural and func-

tional properties mirror the thermal conditions

encountered by species during their evolutionary

histories. In polar fish, the evolution of Hb in-

cludes adaptations with implications at the bio-

chemical, physiological and structural levels. The

Hb molecule has evolved structural and func-

tional diversity to adapt and modify its features

under selective pressure of all types, but both the

predominant helical structure and a large number

of amino-acid residues are well conserved. The

amino-acid sequences of a large number of Hbs

are known, and reveal homologies that reflect

phylogenetic relationships between different

groups of organisms. Alignment of sequences is

informative for the phylogenetic relationships

among Hbs in bacteria, fungi, protists, plants and

animals. Hbs have been at the forefront of studies

of evolution at the molecular level. Sickle-cell

anaemia was the first recognised ‘‘molecular dis-

ease’’ (Pauling et al. 1949), caused by a single

nucleotide polymorphism. The first protein crys-

tal structures, of myoglobin and Hb, provided the

basis to understand the relationship between

changes in amino-acid sequence and in protein

structure (Kendrew et al. 1958; Perutz et al.

1965). Globin subunits also provided the classic

example for theories and structural studies of

allosteric conformational transitions (Monod

et al. 1965; Perutz et al. 1987).

The primary role of Hb in carrying oxygen

to vertebrate tissues is probably the origin of

its adaptation to widely different environmental

conditions, but its specialised function imposes

severe structural constraints on the molecule.

Hence, it is not surprising that only a small

fraction of the residues of the polypeptide

chains are allowed to be replaced during evo-

lution. According to the species-adaptation

theory of Perutz (1983), the replacement of few

key amino-acid residues leads to new functions.

However, the development of knowledge on

Hbs of a constantly increasing number of

organisms has indicated that the situation is far

from being simple. In polar fish, for instance, it

is virtually impossible as yet to ascribe a

molecular adaptation to a specific amino-acid

substitution. Indeed, the situation is much more
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complex, and is probably linked to the combi-

nation and interplay of a number of factors in

the architecture of the globin tetramer. The

crystal structure of two functionally very dis-

tinct Antarctic Hbs, surprisingly displaying 95%

sequence identity (D’Avino et al. 1994; Ito

et al. 1995; Mazzarella et al. 1999), have high-

lighted that often fish Hbs do not obey the

classical structural dogmas. It appears that the

possession of one or more given residues does

not in itself necessarily afford a specific adap-

tation and/or function; rather, this function may

be activated or not, depending upon other

factors. Cold adaptation is likely to be mostly

based on derived features at higher and more

integrated levels than the primary structure.

All subunits of fish Hbs display sequence

homology that reflects gene duplication during

phylogeny. Within different species, the transport

of oxygen can be modulated by changes in the Hb

structure and allosteric-ligand concentration

(ATP for most teleost fish), and by changes in the

expression of multiple Hbs, which are likely to

display different functional features.

During evolution, complex and sophisticated

molecular mechanisms, such as modulation by

pH, carbon dioxide, organophosphates and tem-

perature, have been developed to regulate oxygen

transport by Hb. The decreased oxygen affinity of

Hb at lower pH values in the physiological range

is known as the alkaline Bohr effect, reviewed by

Riggs (1988). In many Hbs from teleost fishes,

when the pH is lowered, the oxygen affinity de-

creases to such an extent that Hbs cannot be fully

saturated even at very high oxygen pressure. In

addition, cooperativity is totally lost and the

oxygen capacity of blood undergoes reduction of

50% or more of its value at alkaline pH. This

feature is known as the Root effect, reviewed by

Brittain (1987, 2005). The physiological role of

the Root effect is to secrete oxygen against high

oxygen pressures into the swimbladder (when

present) and to the eye choroid rete, following

local acidification of the blood in a countercurrent

capillary system. Among Antarctic fish (all lack-

ing the swimbladder), the few species possessing

Hbs without a Root effect, as well as Hb-less

Channichthyidae (see below), lack the choroid

rete.

How are these molecules adapted to ade-

quately provide oxygen to the tissues under ex-

treme conditions? The ice-cold Antarctic waters,

perennially near freezing, contain much higher

concentrations of dissolved oxygen than any other

marine habitat. The solubility of oxygen in water

is inversely correlated to the water temperature,

and the oxygen saturation in the Antarctic waters

can reach 100%. Therefore, oxygen uptake and

transport are not limiting steps for Antarctic fish.

With the selective pressure for cellular oxygen-

binding proteins relaxed, notothenioids devel-

oped an important haematological difference

from temperate and tropical species, in having

fewer erythrocytes and reduced Hb concentration

and multiplicity. The blood of the modern noto-

thenioid family Channichthyidae is colourless,

because Hb expression was lost altogether (Ruud

1954; di Prisco et al. 2002). In the seven red-

blooded Antarctic notothenioid families, eryth-

rocyte cells are an order of magnitude lower than

in temperate fish, and are reduced by over three

orders of magnitude in the 16 ‘‘icefish’’ species of

the family Channichthyidae (Eastman 1993). This

may be advantageous in coping with increased

viscosity of body fluids at low temperature, and is

partially compensated for by increased blood

volume and higher cardiac output (Egginton et al.

2002); icefish have large gills, and also highly

vascularised, scaleless skin, which favours cuta-

neous respiration. The Hb content of erythrocytes

is variable and in some species seems positively

correlated to life style (Eastman 1993).

The vast majority of notothenioid species have

a single Hb (Hb 1), accompanied by minor Hbs

(Hb C in trace amounts, and Hb 2, ca. 5% of the

total), having one of the globins in common with

Hb 1 (di Prisco 1998). The amino-acid sequences

and the similar functional features of major and

minor Hbs (which, with few exceptions, show pH

and organophosphate regulation, namely the

Bohr and Root effects) in a given species, led us

to propose that in the Antarctic families minor

Hbs are vestigial (or perhaps larval) remnants,

devoid of physiological importance at least in the

adult state (di Prisco 1998). Multiplicity of Hbs in

fish usually reflects the need to respond to vari-

able environmental conditions or different habi-

tats. In comparison with temperate species,
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Antarctic notothenioids have lost globin diversity

(high sequence variation), which led to the

hypothesis that in the Antarctic thermostable

environment the need for multiple Hbs may be

reduced, and the rate of change in the primary

structure may be constant and similar for all taxa.

Higher Hb multiplicity and strong globin diver-

sity, typical of temperate and tropical environ-

ments, but observed to somewhat lower extent

also in the Arctic, might be linked to the varia-

tions in physico-chemical features (essentially

temperature and oxygen availability) characte-

rising these environments. A single Hb present in

lower amounts than in temperate fish can be re-

garded as the consequence of a less critical role of

the oxygen carrier in Antarctic notothenioids,

possibly in keeping with the sluggish mode of life,

slower metabolism, as well as the peculiarity of

the cold environment (high stability and con-

stancy of physico-chemical conditions). It is be-

yond doubt that Channichthyidae are not

disadvantaged by their lack of Hb.

The oxygen affinity (a property which controls

both the binding of oxygen at the exchange sur-

face and its release to the tissues) of the Hbs of

many Antarctic species is quite low, as indicated

by the values of p50 [the overall affinity of Hb for

oxygen is expressed as the gas partial pressure

required to achieve half-saturation (p50)]. This

feature is probably linked to the high concentra-

tion of oxygen in the cold Antarctic waters and

hence to water temperature.

The high sequence identity observed among

Hb 1 and among Hb 2 of most Antarctic species

seems due to the long isolation of these fish (see

chapter Globin evolution).

3 The Arctic habitat

Unlike Antarctica, the Arctic marine ecosystem is

more susceptible to influences by both global and

local sources. Although the temperature record

across the Arctic regions is not complete, warm-

ing appears to be concentrated in the last century

(Moritz et al. 2002). The Arctic, mostly covered

by the sea, lies above the Arctic Circle between

North America, Greenland, Europe and Asia and

its geography is very complex. The Arctic Ocean

is almost completely surrounded by land and

influenced by large populations and industrial

activities.

Satellite data and surface-based observations

indicate that the Arctic sea ice has declined about

7% since 1978 (Johannessen and Miles 2000;

Hasselmann et al. 2003). The melting of sea ice

and the reductions in the extent of ice cover and

thickness are dramatically and potentially devas-

tating to some species. If the sea ice cover con-

tinues to decrease, marine ice algae would also

disappear due to substrate loss. The algae decline

may cause a cascade effect to higher trophic levels

in the food web.

3.1 The Arctic icthyofauna

Although high latitudes and cold climates are

common to the Arctic and Antarctic, in many

respects the two regions are more dissimilar than

similar. Antarctica has been isolated and cold

longer than the Arctic, where the ice sheet

developed at least 10 million years later. The

modern polar ichthyofaunas differ in age, ende-

mism, taxonomy, zoogeographic distinctiveness,

biodiversity and range of physiological tolerance

to environmental parameters (Eastman 1997).

The Arctic fish fauna (Andriashev and Chernova

1995) includes 96 families comprising 416 species

(358 marine and 58 freshwater). There are no up-

to-date figures for endemism, although Briggs

(1974) quotes 20–25% for marine species. The

North-Sea fish fauna includes 170 species of 69

families (Zijlstra 1988).

3.2 The oxygen transport in Arctic fish

The comparison of the biochemical and physio-

logical adaptations between cold-adapted and

temperate notothenioids has been a powerful tool

to understand whether (and to what extent) an

extreme environment has required specific adap-

tations. If this approach has been useful for

understanding evolutionary histories, a logical

extension includes the comparison of the fish

faunas of the two polar oceans. The Arctic species

investigated so far are characterised by higher

biodiversity and, unlike Antarctic notothenioids,

have high multiplicity of Hbs. For instance, the
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blood of the spotted wolffish Anarhichas minor, a

benthic, sedentary fish of the family Anarhich-

adidae (order Perciformes, suborder Zoarcoidei)

contains three functionally distinct major Hbs,

whose amino-acid sequences and oxygen-binding

properties have recently been described (Verde

et al. 2002). High multiplicity and functional dif-

ferences have also been observed (Verde et al.

2006) in the Gadidae Arctogadus glacialis (Arctic

cod), Boreogadus saida (polar cod) and Gadus

morhua (Atlantic cod). The family Gadidae

(Svetovidov 1948) comprises a group of benthic

and pelagic species inhabiting coastal regions and

continental shelves of northern oceans. Although

cods are one of the most studied groups because

of their importance in fisheries, their phylogeny

and molecular adaptations are far from being

established.

In comparison with notothenioids, which lost

globin diversity probably because of environ-

mental (temperature) stability, the oxygen-trans-

port system of Arctic species has plesiomorphic

features secondarily involved in cold adaptation

and temperature fluctuations (namely higher

multiplicity of Hbs and higher globin diversity).

Low oxygen affinity and strength of the Root ef-

fect resemble the values found in most Antarctic

notothenioids (Parisi et al. in preparation). The

presence of multiple Hbs may contribute to

maintain Hb concentration in erythrocytes higher

than if there were only a single Hb. In many cases,

polymorphism may have no visible phenotypic

effect and no obvious correlation with environ-

mental conditions. As mentioned above, it is not

always clear whether multiple Hbs offer any

selective advantage.

4 Globin evolution

Within the study of the molecular bases of cold

adaptation in fish inhabiting the polar habitats,

and taking advantage of the information available

on Hb structure and function, the evolutionary

history of the a and b globins of Arctic and

Antarctic fish Hbs has been analysed.

In Arctic and Antarctic fish, molecular phy-

logenies are complete enough to allow the inter-

pretation of trees based on primary structures of

macromolecules of physiological interest (e.g.

globins), in the light of trees based on other

molecules used as markers of species phylogeny.

Table 1 lists the species examined and the

a- and b-globin amino-acid sequences used in the

phylogenetic analysis. Sequences not available in

data banks are in Stam et al. (1997).

Phylogenetic analysis was performed on the

multiple alignments constructed with the pro-

gramme CLUSTAL X. The inferred Neighbour-

Joining (NJ) trees for a and b globins are

reported in Figs. 1 and 2. The genetic distances

were measured according to the p-distance

model. We chose p-distances to evaluate to what

extent the resulting tree differs from the ex-

pected interrelationships among species in a gi-

ven cluster of orthologs (i.e. gene copies

diversified from an ancestral speciation). When

evolutionary pressures and rates of change are

the same across taxa, similarity is proportional to

phylogeny, and in that case a phenetic tree (NJ

tree used with p-distances) reflects the phyloge-

netic tree. Using corrected distances or likeli-

hood methods that incorporate models of

sequence evolution would have ‘‘buffered’’

effects from variation in selective pressures,

making results very difficult to interpret (Verde

et al. 2006).

According to previous results (Verde et al.

2003, 2004a, b), globin paralogs (e.g. gene copies

originated by duplication in a given genome)

currently found in Antarctic fish diverged

approximately 250 mya, i.e. at the onset of the

Mesozoic; hence, unlike antifreeze glycoproteins

(AFGP), whose appearance coincided with cool-

ing of the Antarctic continent (Chen et al. 1997b),

Hb diversification in major and minor groups

appears less stringently correlated to changes in

the environmental conditions.

The time of the gene-duplication event that

gave origin to the two paralogous groups of major

and minor Hbs is similar, suggesting that they

diverged long before the first stock of ancestral

notothenioids. This event concomitantly involved

also a number of Arctic and temperate sequences,

such as those of A. minor, Chelidonichthys kumu,

Thunnus thynnus and G. morhua (b chain only),

because they fall in the same clade of the

Antarctic globins.
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The NJ trees (Figs. 1, 2) are in agreement with

those obtained by morphological analysis and se-

quence studies on mitochondrial RNA (Ritchie

et al. 1996) and give strong support to the mono-

phyly of Antarctic notothenioids. They are in

agreement with those recently obtained using the

Maximum Likelihood (ML) method (Giordano

et al. 2006) and the obtained topology is in general

agreement with the hypothesis of four groups of

globins, namely ‘‘Embryonic Hb Group’’, ‘‘Not-

othenioid Major Adult Hb Group’’, ‘‘Anodic

Adult Hb Group’’ and ‘‘Cathodic Adult Hb

Group’’ (Maruyama et al. 2004).

The inferred NJ trees for C a and b globins also

include the Arctic species. In both trees, the glo-

bins of major and minor Antarctic fish Hbs cluster

in two separate, strongly supported groups, with

the anodic and cathodic globins of temperate fish

Hbs forming the first divergence lineage.

Two more perciforms species (temperate

T. thynnus and Arctic A. minor) are included in

the same cluster. According to Maruyama et al.

(2004), a globins that belong to notothenioid

minor Hbs are included in the ‘‘Embryonic Hb

Group’’, all a-globin sequences of the major

notothenioid Hbs are grouped into the ‘‘Noto-

thenioid Major Adult Hb Group’’ (Fig. 1).

Likewise, the NJ b-globin tree (Fig. 2) shows

four major clusters, corresponding to the four

groups mentioned above. All b-globin sequences

from the major Hb 1 components (shared by Hb 1

and Hb 2 in most Antarctic notothenioids) belong

to the ‘‘Notothenioid Major Adult Hb Group’’,

b globins that belong to notothenioid minor Hbs

are included in the ‘‘Embryonic Hb Group’’.

Unlike the globins of Antarctic species, the

Arctic globins occupy variable positions in both

trees, suggesting independent evolutionary histo-

ries, with the exception of A. minor which is close

Table 1 List of species and globin sequences investigated

Order and species Globin

Coelacanthiformes
(outgroup)

Latimeria chalumnaea a, b
Scorpaeniformes
Chelidonichthys kumua a, b
Perciformes
Thunnus thynnusa a, b
Anarhichas minorb a (Hb 1), a (Hb 2, Hb 3)

b (Hb 1, Hb 2), b (Hb 3)
Chrysophrys auratusa a, b (Hb 4)
Notothenia coriicepsc Major a (Hb 1),

b (Hb 1, Hb 2)
Minor a (Hb 2)

Notothenia angustatad Major a (Hb 1),
b (Hb 1, Hb 2)

Minor a (Hb 2)
Pleuragramma antarcticumc Major a (Hb 1, Hb 2), b

(Hb 1, Hb 3)
Minor a (Hb 3), b (Hb 2)

Pagothenia borchgrevinkic Major a (Hb 1, Hb 0)
Major b (Hb 1)
Minor b (Hb 0)

Gobionotothen gibberifronsc Major a, b (Hb 1)
Minor a, b (Hb 2)

Aethotaxis mitopteryxc a, b
Trematomus newnesic Major a, b (Hb 1)

Minor a (Hb 2), b (Hb C)
Trematomus bernacchiic Major a, b (Hb 1)

Minor b (Hb C)
Cygnodraco mawsonic Major a (Hb 1, Hb 2),

b (Hb 1)
Minor b (Hb 2)

Gymnodraco acuticepsc a, b
Racovitzia glacialisc a, b
Bathydraco marric a, b
Pogonophryne scottic a, b
Artedidraco orianaec a, b
Salmoniformes
Salmo salara a
Oncorhynchus mykissa a, b (Hb I)

a, b (Hb IV)
Gadiformes
Gadus morhuab a (Hb 2)

b (Hb 2, Hb 3)
b (additional chain)

Boreogadus saidab b (Hb 1, Hb 2)

Table 1 continued

Order and species Globin

Anguilliformes
Anguilla anguillaa a, b (Hb C)

a, b (Hb A)
Gymnotiformes
Electrophorus electricusa a, b
Siluriformes
Hoplosternum littoralea a, b (Hb C)
Cypriniformes
Cyprinus carpioa a, b
Carassius auratusa a, b
Catostomus clarkiia a

Taxa are arranged according to Nelson (1994)
a Temperate freshwater and marine species; b Arctic spe-
cies; c Antarctic Notothenioidei; d Non-Antarctic Noto-
thenioidei

304 Rev Environ Sci Biotechnol (2006) 5:297–308

123 [364]



to the notothenioid clades. Showing low identity

with temperate species, the globin sequences of

the Arctic zoarcoid A. minor are consistent with

species history, as A. minor consistently appears

close to the notothenioid clades (Verde et al.

2002) as predicted by teleostean phylogenies

(Chen et al. 2003; Dettaı̈ and Lecointre 2004,

2005; Miya et al. 2003). By contrast, Arctic gadi-

form sequences occupy different positions in the

two trees with regard to temperate and Antarctic

sequences. For instance, the b1 chain of the polar

cod B. saida is included in the clade of the other

non-Antarctic species, but its position is remote

from all the other globins (Fig. 2). The two b
chains of the Atlantic cod G. morhua appear

closely related, probably as a result of a relatively

recent gene duplication event (Fig. 2).

In the tree of Fig. 1, the a2 chain shared by

A. minor Hb 2 and Hb 3 is close to the major

Antarctic globins, whereas a1 of Hb 1 appears

more closely related to minor Antarctic globins.

In the tree of Fig. 2, the position of the A. minor

b1 chain shared by Hb 1 and Hb 2 falls into the

group of the major Antarctic globins, whereas

the Hb 3 b2 chain appears well separated from the

subclades of major and minor Antarctic globins.

The b1 chain in common to Hb 1 and Hb 2 of

cold-adapted B. saida outgroups with respect to

the other sequences. In G. morhua, b2 (Hb 2, Hb

3) and another b chain (possibly belonging to a

larval Hb, and whose sequence has been deduced

from DNA) constitute a clade characterised by a

node supported by a high bootstrap value (Fig. 2).

Interestingly, the divergence time of these two

Fig. 1 Phylogenetic tree of amino-acid sequences of a
chains from Antarctic, Arctic and temperate fish Hbs.
Bootstrap values (percentage of 10,000 replicates) are
given at the nodes. Major (normal lettering) and minor

(bold) Hbs from Antarctic fish; Hbs from Arctic (italic and
grey) and temperate fish (underlined). The coelacanth L.
chalumnae (outgroup) is indicated. N. angustata is a
temperate notothenioid
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sequences is more recent than other paralogous

globin families, such as those of major and minor

Antarctic Hbs.

The constant physico-chemical conditions of

the Antarctic ocean and the stable life-style of the

Arctic zoarcoid A. minor is matched by clear

grouping of ‘‘cold’’ fish-globin sequences,

whereas the variations typical of the Arctic ocean,

associated to fish displaying pelagic and migratory

life style, correspond to high sequence divergence

observed in the gadids. The positions of the glo-

bin sequences of the Arctic zoarcoid A. minor are

consistent with species history, as A. minor

appears close to the notothenioid clades as

predicted by teleostean phylogenies (species

phylogeny is not disrupted by sequence

adaptations).

5 Concluding remarks

The most stable thermal environments are aqua-

tic; research on polar fishes has provided impor-

tant insights into the details of thermal

adaptation. The remarkable differences in the

oxygen-transport system between Arctic and

Antarctic bony fish indicate that distinct evolu-

tionary pathways in the regulatory mechanisms of

the fish oxygen-transport system have been fol-

lowed in the two polar environments. The

Fig. 2 Phylogenetic tree of amino-acid sequences of b
chains from Antarctic, Arctic and temperate fish Hbs.
Bootstrap values (percentage of 10,000 replicates) are
given at the nodes. Major (normal lettering) and minor

(bold) Hbs from Antarctic fish; Hbs from Arctic (italic and
grey) and temperate fish (underlined). The coelacanth L.
chalumnae (outgroup) is indicated. N. angustata is a
temperate notothenioid
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different phylogenetic histories of Arctic and

Antarctic fish depend on the respective habitats.

Although both are cold, the Arctic and Antarctic

habitats differ in many aspects. Indeed, in the

Arctic isolation is less pronounced and the range

of temperature variations is wider than in the

Antarctic. Therefore, it is not surprising that the

Arctic ichthyofauna, distributed across a much

more complex oceanographic system than the

Antarctic one (dominated by a single taxonomic

group), is characterised by high diversity, also

reflected in the phylogeny of a given trait. For the

Arctic ichthyofauna, we can speculate that it may

have been advantageous to maintain a multiple-

globin system, helping to deal with environmental

changes and metabolic demands. Multiple Hbs

may protect against deleterious mutational chan-

ges in the globin genes, provide higher total Hb

concentration in the erythrocyte (according to the

phase rule, in a saturated solution, multiple pro-

teins afford higher total concentration than a

single protein), and increase the expression rate

of the genes (Verde et al. 2006).
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Abstract Organisms from yeast to mammals

contain cysteine-rich, heavy metal binding pro-

teins termed metallothioneins. The putative roles

of these proteins are trace metal homeostasis and

detoxification of poisonous heavy metals. The

highly conserved chemical composition and the

structural constraints led to the conclusion that

metallothioneins of different origin must display

remarkably similar features. The present review

aims at surveying the studies carried out on the

metallothioneins of Antarctic Notothenioidei, a

dominating fish group endowed of a number of

striking adaptive characters, including reduced

(or absent) hematocrit and presence of antifreeze

glycoproteins. Given the unique peculiarities of

the Antarctic environment, a comparative study

of the features of notothenioid metallothioneins

could provide new insights into the role of these

proteins in physiology and toxicology. The results

summarized here show that the metallothioneins

of this fish group display a number of features at

the level of evolution, expression pattern, struc-

ture and function remarkably different from those

of mammal metallothioneins.

Keywords Antarctic fish Æ Evolution Æ Function Æ
Mammals Æ Metallothionein Æ Structure

Metallothioneins

Metallothionein (MT) is a low-molecular weight

protein rich in thiol groups and heavy metals

(Kagi 1993; Karin 1985). Since its discovery, MT

was identified as a cadmium-binding protein and,

for this very reason, has been considered an

important factor involved in the protection of

organisms from the harmful effects of toxic heavy

metals such as cadmium and mercury. The

improvement of analytical techniques and the

increased understanding of the mechanisms of

MT induction has strongly encouraged the use of

MT as an environmental marker for metal pol-

lution (Dallinger et al. 2000, 2004). On the other

hand, a number of evidence indicate that MT can

act as scavenger of free hydroxyl and superoxide

radicals (Kumari et al. 2000; Wright et al. 2000;

You et al. 2002) and that MT synthesis can be

induced by oxidative stress in a fashion similar to
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heavy metals (Cai et al. 1999; Kondoh et al.

2001).

From the numerous amino acid sequences

available, it appears that the most striking pecu-

liarity of MT is the particular arrangement of the

20 cysteines, organized in two distinct metal–thi-

olate domains (Kagi 1993). The structural fea-

tures of MT have been elucidated by X-ray

crystallographic studies (Robbins and Stout 1991)

and NMR analysis (Capasso et al. 2003a; Narula

et al. 1995; Wang et al. 1994; Wang et al. 1995).

From these studies, it appears that the structures

of the two domains depend on the conserved

arrangement of the cysteines in the polypeptide

chain. In mammalian MT, the N-terminal b-do-

main contains three metal ions and nine cysteines

arranged to form a cyclohexane-like structure,

whilst the C-terminal a-domain has four metal

ions and 11 cysteines arranged in a bicyclonon-

ane-like structure.

In spite of several decades of studies, the exact

function of MT is still matter of debate. The

biosynthesis of MT is enhanced not only by

environmental factors, but also by hormonal hu-

mors that modulate MT expression during

embryonic development (Rosenthal et al. 2004).

The intracellular concentration of MT is largely

variable and is usually affected by a number of

factors, including exposure to heavy metals,

cytokines and inflammatory agents (Blaise et al.

2002; Cajaraville et al. 2000; Dallinger et al. 2000,

2004; Rodriguez-Ortega et al. 2002). Transcrip-

tional activation by heavy metals of MT genes is

mediated by trans-acting proteins binding to

DNA regulatory elements located in the pro-

moter of MT gene(s) (Samson and Gedamu

1998). DNA methylation is another factor that

regulates MT synthesis through the silencing of

the expression of their genes (Riggio et al. 2003).

The response to a variety of stimuli justifies the

definition of ‘‘protein for every season’’ given to

MT, and explains the interest dedicated to MT by

scientists operating in different fields, from toxi-

cology to physiology, from molecular to devel-

opmental biology. Until recently, a great deal of

knowledge on MT structure and function relied

on studies carried out on MT of mammalian ori-

gin. Recent studies carried out on invertebrate

MTs have revealed the existence of striking dif-

ferences between these MTs and those of mam-

malian origin. The lobster MT, for example,

consists of two beta domains made of nine cys-

teine residues bound to three equivalents of metal

(Munoz et al. 2000a, b). In mammals, four MT

isoforms have been detected: MT-I and MT-II are

the major ones and are expressed in most organs,

whereas MT-III and MT-IV are specifically

expressed in neurons and epithelial cells, respec-

tively. Compared with the multiplicity of mam-

malian MT, a different situation is observed in

invertebrates and lower vertebrates, in which one

or two distinct MT isoforms have been isolated.

Certain mollusks posses two distinct MT isoforms

that are differentially regulated by toxic and

physiological factors (Dondero et al. 2005). In

most fish, only one MT gene is expressed, with the

exception of trout (Bonham and Gedamu 1984),

zebrafish, carp (Ren et al. 2000) and gobio

(Knapen et al. 2005) which have two or three MT

isoforms.

A better understanding of the biological role of

MT requires the investigation in different organ-

isms, by combining phylogenetic, structural and

functional approaches. Because most studies

concerned MT of mammalian origin, the conclu-

sion that MT from different organisms possesses

identical structural–functional properties was not

adequately supported. For such a purpose, the

Antarctic continent provides an excellent oppor-

tunity for studying an unusual fish fauna in which

organism evolution and adaptation are directly

linked to peculiar environmental conditions. The

present review describes the results of works

carried out in recent years in our laboratory on

MT from Antarctic fish.

The Antarctic environment

Antarctica is gaining increasing attention from the

scientific community in relation to the effects on

global change and biodiversity preservation

caused by the environmental impact. Antarctica is

one of the most isolated regions in the world: it

was encompassed in the super continent Gondw-

ana originated from the fragmentation of Pangea

and successive continental drift. Following

Gondwana breakup, Antarctica remained in con-
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tact with South America, Australia and New

Zealand until the end of Cretaceous, when it at-

tained the present position at the South Pole

(Eastman 1993). Owing to the progressive cooling,

the Antarctic continent underwent a drastic

change of its climate; today, the temperature of

the seawater is constantly close to –1.9�C that is

the equilibrium temperature of seawater with ice.

Antarctica became isolated from the other conti-

nents about 25 MY ago, following the opening of

the Drake Passage and formation of the Polar

Front, an oceanic frontal system running between

50� S and 60� S: this barrier prevents fish migra-

tion from and to Antarctica. The geographical

isolation of Antarctic fish and the drastic climatic

conditions were probably the main reasons of the

specializations achieved during cold adaptation.

Antarctica is at the moment the only region of the

globe, which has very little suffered from the ef-

fect of environmental disturbance caused by an-

thropic activities. With good reasons, it has been

considered the largest natural laboratory existing

on the planet.

Unlike other marine habitats, the Antarctic

Ocean is a closed basin, isolated from other areas

by the Polar Front, resembling ancient lakes: fish

living in such a kind of habitat exhibit monophyly,

endemism and speciosity. The continental shelf of

Antarctica constitutes a habitat harboring two

dominating fish groups, represented by liparids

and notothenioids. Notothenioids form a perci-

form suborder, comprising 120 species mostly

endemic to the waters surrounding Antarctica

(Eastman 1993). Phylogenetic relationships

among notothenioid taxa have been recon-

structed on the basis of morphological (Eastman

1993) and molecular data (Bargelloni et al. 1994).

From all of the above, it is apparent that noto-

thenioids diverged quite recently (10–15 MY

ago), likely from a single ancestor, thus providing

an ideal system for evolutionary studies at a

comparative level. This group includes highly

cold-adapted and remarkably stenothermal fish:

some species, such as the members of hemoglo-

binless family of Channichthydae (icefish), can be

regarded as the most extreme forms of a series

with diminishing hemoglobin content. Antarctic

fish have evolved a number of adaptation mech-

anisms to cope with the prohibitive conditions of

their habitat. The ecological importance of noto-

thenioids in the Antarctic marine ecosystem and

their remarkable adaptation to this extreme

environment explains the great efforts that have

been devoted to studying notothenioid physiol-

ogy, producing a great wealth of data at both

functional and biochemical levels.

Metallothioneins in red-blooded and

hemoglobinless notothenioids

In early studies, any attempt to isolate MT from

the liver of the icefish Chionodraco hamatus was

unsuccessful. A low-molecular weight zinc moiety

isolated from liver displayed features totally

unlike MT. This zinc-containing protein has a

molecular mass of 11 kDa and is characterized by

low cysteine content and abundance of glutamate

and aspartate (Scudiero et al. 1992). It is likely

that the acidic amino acid residues are involved in

metal complex formation, but it is not clear

whether the zinc-containing protein from icefish

liver can fulfill some, if not all, functions ascribed

to MT. In contrast, appreciable amounts of MT

were found in the liver of the red-blooded noto-

thenioid Trematomus bernacchii.

In spite of the apparent lack of MT in icefish

liver, a DNA fragment was isolated from the

products obtained by RT-PCR of RNA extracted

from icefish liver, containing an open reading

sequence encoding an MT homologous to MTs of

red-blooded notothenioids. Using icefish MT

cDNA as a probe, it was possible to estimate MT

mRNA expression by Northern blotting of total

RNA extracted from liver of both the red-bloo-

ded T. bernacchii and hemoglobinless C. hamatus.

The results showed that large amounts of MT

mRNA were present in the red-blooded species

as well as in icefish (Scudiero et al. 1997). Hence,

the presence of a transcript in icefish without any

appreciable amount of protein suggests that MT

deficiency in icefish is not the consequence of

gene inactivation as in the case of hemoglobin

genes (Cocca et al. 1995). Since icefish MT

mRNA appears to be both stable and transla-

tionally inhibited, it is likely that these properties

depend on the presence of regulatory elements in

the 5¢- and 3¢-UTRs (Carginale et al. 1999) in a
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way similar to that found in mice (Nishimura

et al. 1996; Vasconcelos et al. 2002).

Further studies unraveled the presence in the

icefish liver of a second cDNA encoding a second

MT isoform. According to the nomenclature

adopted for mammal MT isoforms, the proteins

obtained by translation of the two cDNAs were

termed MT-I and MT-II. Although Northern blot

analyses confirmed the presence in liver tissue of

significant endogenous levels of MT mRNA,

without a concomitant accumulation of MT pro-

tein, high levels of both MT mRNA and MT

protein were detected in specimens of C. hamatus

treated with CdCl2 solution (Carginale et al.

1998). Quantification of the MT-I and MT-II

transcripts from control and Cd-treated icefish

showed an alteration in the ratio of the two MT

isoform transcripts. Constitutively expressed

transcripts consisted mostly of MT-II, whereas

the MT-I transcript was preferentially expressed

after cadmium induction (Carginale et al. 1998).

These results, while confirming the existence of a

discrepancy between MT mRNA and MT protein

levels, showed that production of MT in icefish

could be triggered by heavy metals, suggesting the

existence of a double mechanism of regulation,

one acting at a transcriptional level and another

at a post-transcriptional level. In addition, the

genes encoding MT-I and MT-II appear to be

differentially regulated by cadmium.

Tissue-specific expression of MT isoforms

in notothenioids

Several lines of evidence indicate that MT-I and

MT-II isoforms are differentially accumulated in

mammal tissues as a function of the zinc status

and age of the animals (Huber and Cousins 1993;

Sato et al. 1994). In addition, isoform-specific MT

induction and expression in different tissues have

been demonstrated in mammals (Klaassen and

Lehman-McKeeman 1989; Mididoddi et al. 1996;

Pauwels et al. 1994).

Accumulation and expression of MT and MT

mRNA have been investigated in different tis-

sues of the red-blooded notothenioid Notothenia

coriiceps (Scudiero et al. 2000). The expression

levels of MT genes were assessed by Northern

blotting using as hybridization probe the

homologous MT cDNA. In order to compare

MT levels with the amounts of transcripts found

in different tissues, MT content was determined

by silver saturation assay in brain, kidney and

liver of N. coriiceps. A high MT content was

found in brain (43 lg/g wet tissue), whilst the

MT amounts measured in liver and kidney were

18 lg/g and 4.6 lg/g wet tissue, respectively.

The lack of proportionality between MT con-

tent and MT mRNA levels resulted evident also

in this case by comparing MT content with the

amounts of the MT transcript in the three

organs. Among the tissues examined, kidney

had the highest transcript level (206 arbitrary

units, a. u.) against 122 a. u. of brain and 62 a.

u. of liver. Zinc and copper were present at

comparable levels in all the tissues examined.

The relative abundance of the MT-I and MT-

II transcripts in tissues was assessed by running

PCR reactions in the presence of a radiolabeled

nucleoside triphosphate using a primer matching

exactly with the RNA of both isoforms. By

exploiting the presence of a PVU II site in the

MT-II cDNA, which was absent in the MT-I

cDNA, it was possible to estimate the relative

amount of the two MT isoforms, by measuring

the radioactivity in the fragments generated by

the PVU II cleavage. By comparing these values

with the estimated amounts of total MT mRNA

obtained by Northern blotting, it was possible to

calculate the levels of MT-I and MT-II tran-

scripts. The results of such analysis showed that

the MT-I and MT-II transcripts are present at

about the same levels in liver, whereas the MT-

II transcript is more abundant in both brain and

kidney, representing approx. 75% of the total

MT mRNA (Scudiero et al. 2000). Both MT

transcripts had the capacity to act as templates

when assayed in an in vitro translation system

(Scudiero et al. 2000).

Regulation of MT expression in notothenioids

Expression of MT is controlled at the transcrip-

tional level by several agents, including metals,

hormones and free radicals (Andrews 2000; Im-
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bert et al. 1990; Thiele 1992). Heavy metals are

the most general and powerful of these inducers;

their action is mediated by short cis-acting ele-

ments present in the MT gene promoter, termed

metal responsive elements (MREs) (Culotta and

Hamer 1989; Searle et al. 1987; Varshney et al.

1986). MREs have been shown to mediate tran-

scriptional response of MT genes to zinc and

cadmium through trans-acting binding proteins

(MTF) (Auf der Maur et al. 1999; Brugnera et al.

1994; Dalton et al. 2000; Koizumi et al. 1999;

Seguin and Prevost 1988). Recent evidence indi-

cate that MTF1 functions as mediator of MT

induction in conditions of physiological stress

(Murphy et al. 2005). Several additional cis-acting

elements have been identified in human MT

genes, which are involved in the regulation of

basal and induced expression of MT genes (An-

drews 2000; Friedman and Stark 1985; Samson

and Gedamu 1998).

In order to investigate the regulation of noto-

thenioid MT encoding genes, about 1,000 bp of C.

hamatus MT-I and MT-II gene promoters were

cloned and sequenced (Scudiero et al. 2001).

Analysis of these regions revealed that, unlike the

regulatory regions of mammal MT genes, both

promoters are rich in A–T content and lack a

canonical TATA-box that in both cases was

modified into a TTTA sequence. Apparently, this

substitution results in a lowered metal inducibility.

Several cis-regulatory sequences were identified

(Fig. 1). The MT-I promoter contains four MREs

organized into a single proximal cluster located

within the first 300 bp from the ATG codon. Such

organization, recently found also in zebrafish

(Dalton et al. 2000; Yan and Chan 2002, 2004), is

typical of mammal MT promoters, which do not

generally contain distal MRE sequences (Imbert

et al. 1990; Samson and Gedamu 1998). The first

MRE is located from –116 bp to –123 bp up-

stream the transcription starting site. Two MREs

are located with a reverse orientation from

–140 bp to –147 bp and from –179 bp to –186 bp,

respectively. Finally, the last MRE is located with

the forward orientation from –256 bp to –263 bp.

In addition, the MT-I promoter region of

C. hamatus contains a transcription factor-1 site

(Sp-1) located from –78 bp to –86 bp (Fig. 1).

The MT-II promoter region contains seven

MREs organized into proximal and distal clusters,

like in other fish (Chen et al. 2004). The three

MREs of the proximal clusters are localized from

–128 bp to –135 bp, from –151 bp to –158 bp and

from –190 bp to –197 bp. The last two MREs have

a reverse orientation in the 5¢-flanking region. All

the four MREs forming the distal cluster have a

reverse orientation and correspond to the

positions from –541 bp to –548 bp, from –574 bp

to –581 bp, from –585 bp to –592 bp and from

–923 bp to –930 bp. In addition, two sequences

similar to the activator protein-1 (AP-1) were

identified: one located from –27 bp to –35 bp

upstream the ATG codon, and the other in the

distal portion of the MT-II promoter sequence,

from –633 bp to –640 bp (Fig. 1). A comparison

between the MT-I and MT-II promoter regions

shows that only the first three proximal MREs are

conserved, both in position and sequences.

Deletion mutants were constructed by PCR

using appropriate oligonucleotide primers. Func-

tional analysis of MT-I and MT-II promoters was

performed by introducing deletion mutants of the

5¢-flanking regions into a vector plasmid, directly

upstream the firefly luciferase reporter gene.

Fig. 1 Schematic representation of MT-I and MT-II gene
promoters of the notothenioid Chionodraco hamatus. The
boxes represent specific transcription motifs. The right

pointing arrows indicate forward and the left pointing
arrows reverse orientation of the motifs
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Each construct was then tested by transfection in

HepG2 cells in the absence and presence of zinc

or cadmium (Scudiero et al. 2001). The results

indicated that the different number of MREs in

MT-I and MT-II promoters is responsible of the

different activity and inducibility by metals. The

MT-II promoter with seven MREs shows high

sensitivity to metals, maximal activity being elic-

ited at 50 lM Zn2+. Removal of the most distal

MRE considerably modifies the sensitivity to zinc:

in this case, Zn2+ concentration must be raised to

150 lM to achieve a stimulation of approx. 50%

of that observed with the complete MT-II pro-

moter in the presence of 50 lM Zn2+. Cells

transfected with the promoter region containing

only the proximal cluster display a remarkable

decrease in promoter efficiency. Hence, the dis-

tally located MRE cluster in the MT-II promoter

is required for maximal response to zinc. Appar-

ently, the three MREs of the proximal cluster

form a functional unit, as removal of a single

MRE from the cluster results in a complete loss of

both basal and metal-induced activity.

For the MT-I promoter, the presence of the

distal 5¢-flanking region reduces the activation of

the reporter gene. Such a distal region contains no

known transcription enhancer element, as the two

motifs from –562 to –555 and from –932 to –925

differ from the MRE consensus sequence in a

single base substitution that, however, is suffi-

cient to inactivate MRE function (Samson and

Gedamu 1998).

In conclusion, there is a striking difference

between promoter sequences of MT isoforms in

notothenioids, whereas the corresponding coding

sequences display a high level of similarity.

Therefore, the divergence of the MT isoforms

proceeded independently of the functional mod-

ifications in the promoter regions. Likely, the

differences found in the promoter regions are

responsible for the differential expression of the

MT isoforms described in the previous section.

The higher sensitivity of the MT-II promoter to

Zn2+ might result in a preferential expression of

MT-II isoform in tissues with a low cytoplasmic

concentration of Zn2+. The expression of the MT-

I gene is expected to occur preferentially in tis-

sues with a higher Zn2+ level, or in response to an

increased concentration of toxic heavy metals.

Hence, the MT-I gene can be considered a ‘‘me-

tal-shock gene’’.

Evolution of Antarctic fish MT

As mentioned above, compared with multiplicity

of mammalian MT, most fish apparently have a

single MT gene expressed (Chan 1994; Kagi

1993) with the exception of the already cited

cypriniforms (Knapen et al. 2005; Ren et al.

2000). A comparative study on MT in closely

related fish was performed to shed some light on

MT evolution. Sequence analysis of piscine MT

contributed to answering the question of whe-

ther multiple MT genes were present in some

teleost groups and how multiplicity arose. In

order to address the above question, the pattern

of MT evolution was investigated in Antarctic

notothenioids.

Eight species of notothenioids were examined

using RT-PCR to detect the presence of tran-

scripts encoding distinct MT isoforms. The re-

sults showed the existence of two MT isoforms

in each of the fish species examined. Phyloge-

netic analysis carried out by neighbor-joining

analysis and maximum parsimony reconstruction

indicated that at least two paralogous MT genes

are present in notothenioids (Bargelloni et al.

1999). Apparently, this multiplicity originated

after the divergence of the notothenioid ancestor

from the other fish lineages examined. Hence,

the gene duplication event that gave origin to

the two paralogous MT genes in notothenioids is

distinct from the duplication that gave origin to

the MT isoforms in salmonids and cyprinids,

probably as consequence of diploidization

occurred in the last two lineages.

Phylogenetic analysis carried out in mammal and

fish MT showed that the divergence of Antarctic

MT begun about 10 MY ago (Capasso et al. 2003b),

i.e., after the biogeographical segregation of the

Antarctic continent. The phylogenetic divergence

of fish and mammals is mirrored by marked physi-

ological differences between these two groups.

Mammals are typical homeotherms, whereas fish

are poikilotherms, which equilibrate the body tem-

perature with the environmental temperature,

being generally incapable to retain heat.
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Antarctic notothenioids are characterized by a

marked stenothermy and their metabolism is

adapted to cope with the extreme condition of the

Antarctic continent. At the protein level, cold

adaptation is achieved through an increased

flexibility of the polypeptide chain (Marshall

1997). It turned out that the hydropathy of 24 MT

from mammals and fish, including eight notothe-

nioids, showed a highly significant regression

when plotted against optimal organism tempera-

ture. The hydropathy of the ancestral sequences

inferred at the nodes of the tree was used to

estimate the corresponding temperature using the

regression model. The results showed that the

node characterizing mammal MT is temperate,

whereas the nodes along the fish lineage are cold

(Capasso et al. 2003b). Recent studies carried out

using phylogenetic comparative methods indicate

that the observed variations in MT hydropathy

are due to phylogenetic contingency rather than

adaptation (Scudiero et al. 2005).

Structure, stability and conformational dynamics

of notothenioid MT

A noteworthy observation derived from the

phylogeny of notothenioid MTs concerned

Notothenia coriiceps, in which the two MT iso-

forms appear to be both more similar to MT-II of

other species owing to a gene conversion event

(Bargelloni et al. 1999). In all our structural–

functional studies, we have employed a

recombinant MT prepared by cloning the

N. coriiceps MT-II cDNA in E. coli cells.

In an early study carried out on the N. coriiceps

MT, NMR spectroscopy unveiled a selective

broadening of the heteronuclear spectra reflecting

higher structural flexibility of this protein with

respect to mammal MT (D’Auria et al. 2001).

More precisely, two-dimensional [1H, 113Cd]-cor-

relation experiments on N. coriiceps MT showed

a difference in intensity of the [1H, 113Cd]-corre-

lations between the a- and b-domain that is

apparently higher than in the corresponding

spectra of mammal MT. The fact that the ob-

served broadening does not affect the homonu-

clear spectra suggest an exchange phenomenon

involving the metal ions that is much more pro-

nounced in fish MT than in mouse MT.

The full three-dimensional structure of

N. coriiceps MT was obtained by combining 1H

NMR experiments and heteronuclear [1H, 113Cd]-

correlation spectroscopy (Capasso et al. 2003a).

Likewise other MT, the N. coriiceps MT is com-

posed of a N-terminal b-domain with nine cyste-

ines and three metal ions and a C-terminal

a-domain with 11 cysteines and four metal ions

(Fig. 2). The two domains are linked by two

lysine residues. The position of the 9th cysteine of

the a-domain of fish MT is different from the

corresponding cysteine residue of mammal MT.

Previous studies carried out by infrared

spectroscopy had revealed the presence in the

N. coriiceps MT of a band, which for its typical

position in the spectrum and for its sensitivity to

temperature, was assigned to a-helices whose

content was about 5% of the total secondary

structure of the protein (Capasso et al. 2002). In

keeping with these results, NMR spectroscopy

data unraveled the following secondary structure

elements: one a-helical region and one 310 helix in

nearly all structures of the bundle of the a-do-

main, and one a-helical stretch in most structures

of the b-domain (Capasso et al. 2003a).

The lower average number of nuclear

Overhauser effects (NOEs) per residue in the

b-domain of the N. coriiceps MT results in a lower

precision of the structure determination for

the backbone when compared to the a-domain

(Table 1), suggesting a higher flexibility of the

b-domain with respect to the a-domain. The

architecture of both domains is determined by

the Cd–Cys clusters, as is the case for all MT.

N. coriiceps MT, however, like other fish MT, has

a significant sequence difference involving Cys54

that is not aligned with the corresponding Cys of

mammal MT (Capasso et al. 2003a). Such a dif-

ference has important consequences on the

structure of the a-domain: the main consequence

is the formation of a differently oriented loop in

N. coriiceps MT with respect to the corresponding

loop of mouse MT-I. In N. coriiceps MT, this loop

is rotated downward, opening a wide channel.

The different orientation of the loops is accom-

panied by notably different arrangement of the

charged residues on the surface. The sequence of

the a-domain of Notothenia MT has the same

number of basic and acidic residues as the mouse
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MT, but their distribution on the surface is dif-

ferent mainly as a consequence of the misaligned

Cys54. The charge distribution on the surface of

the a-domain is rather different in fish and mouse:

the negative charges in the fish domain are con-

centrated around the mouth of the channel

described above. On the other hand, the different

distribution of charge in the fish b-domain is ex-

pected, because of the presence of an additional

acidic residue with respect to the corresponding

mouse domain (Capasso et al. 2003a).

Experiments carried out with the aid of ultra-

violet spectroscopy and circular dichroism show

that the optical properties of fish and mouse MT

are differently sensitive to temperature. The

shape of the absorption curve varies with the

temperature, but the change in absorbance at

254 nm is more pronounced for N. coriiceps MT

than for its mammalian counterpart (Table 2).

Such an effect can be attributed to changes in the

dissociation constant of the metal–thiolate com-

plex. The circular dichroism of heated MT is also

drastically modified (Table 3), with the progres-

sive quenching of the wide positive band near

260 nm when the temperature is increased from

25�C to 95�C (D’Auria et al. 2001).

Fig. 2 Backbone structure of the N. coriiceps metallothi-
onein obtained by NMR. (A) Backbone heavy atoms
(N, Ca and C¢) of residues 2–28 of the energy-minimized
structure of the b-domain. (B) Backbone heavy atoms

(N, Ca and C¢) of residues 31–60 of the energy-minimized
structure of the a-domain. The metal ions are indicated by
the element symbol

Table 1 Restraints and structural statistics

b-Domain (4–30) a-Domain (31–60)

Restraints
NOEs

Intraresidue 137 159
Sequential 94 123

Medium range (i < 5) 20 60
Long range 2 31

Dihedral angles 63 50
Total NOEs 253 373
Precisiona

Backbone heavy atoms (Å) 1.61 ± 0.06 0.44 ± 0.7
Sc and Cd atoms (Å) 0.33 ± 0.1 0.21 ± 0.1
All heavy atoms (Å) 2.03 ± 0.12 0.71 ± 0.15

aAverage coordinates of the 20 energy-minimized conformers after superposition for the best fit of the atoms of the residues
indicated in parentheses
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A number of studies suggest that the chiropti-

cal features of MT, responsible of the conspicuous

positive ellipticity at 260 nm, arise from the li-

gand-metal charge-transfer transition of the me-

tal–thiolate complex (Rupp and Weser 1978).

This optical activity has been attributed to the

interaction of dissymmetrical co-ordinated chro-

mophores at the level of the clusters (Willner

et al. 1987). Usually, lysine residues are highly

conserved in vertebrate MT, but their distribution

along the sequence varies in different species.

Recent evidence, from circular dichroism and

NMR spectroscopy studies on a mutated re-

combinant MT, demonstrates that substitution of

glutamate residues for lysines in three CK motifs

in the a-domain resulted in a change of metal–

thiolate interactions in both domains (Pan et al.

1994). As a consequence, the different tempera-

ture-induced modifications of the optical proper-

ties observed in fish and mammal MT may very

well be due to the different number of lysines in

their sequences.

If the different effect of temperature on Not-

othenia and mouse MT suggests a difference in

the stability of metal–thiolate complex in the two

proteins, one should also expect differences in

metal mobility between fish and mouse MT. The

results of Zn2+/Cd2+ exchange experiments show

that Notothenia MT displays a better metal ex-

change capability with respect to mouse MT, as

demonstrated by a higher number of Cd2+ ions

substituting for Zn2+ in Notothenia MT. Such an

exchange is probably favored by the net negative

charge present in fish MT that lowers the stability

of the Zn2+–thiolate complex in the [Zn2+
7]-MT

(Capasso et al. 2003a).

To investigate the conformational dynamics of

mouse and fish MT, the fluorescence intensity

decays of the two proteins in the presence of

anilino-naphthalene-sulfonate (ANS) were mea-

sured by using the frequency-domain method

(Lakowicz et al. 1986). The fluorescence data

showed that the Notothenia MT possesses a more

flexible structure and that a temperature increase

results in an increased flexibility of the protein

structure (Capasso et al. 2002). As the ANS

molecules bind to the hydrophobic sites along the

whole protein chain, the fluorescence data indi-

cate that the effect of temperature is not

restricted to the metal–thiolate complex only, but

interests the overall structure of the protein.

Interdomain cross-talk in fish and mammal MT

Previous studies carried out on individual domains

of human MT showed that the a- and b-domain

differ markedly in terms of chemical reactivity and

metal binding capacity (Jiang et al. 2000; Salgado

and Stillman 2004). In the frame of the compara-

tive studies on fish and mammal, physically iso-

lated MT domains were investigated to establish

their influence on the physico-chemical and func-

tional differences observed in the whole MTs. For

such a purpose, recombinant a- and b-domains of

both fish and mouse MT were prepared by het-

erologous expression in E. coli cells (Capasso

et al. 2005). NMR spectra of N. coriiceps MT

domains appeared to be almost superimposable

on those of the parent MT, suggesting an apparent

lack of interaction between the two domains in the

protein. However, certain dynamic and physico-

chemical features of the isolated domains are un-

like those of MT. The temperature induced

changes in the spectral properties of the isolated

domains of fish and mouse MT and of the parent

MT are summarized in Tables 2 and 3. It is evident

that the spectral properties of both fish and mouse

Table 2 Temperature-induced changes in UV spectra in fish and mouse MTs and their individual domains

Absorbance at 254 nm

Molecule Fish Mouse

25�C 90�C D (%) 25�C 90�C D (%)

Metallothionein 0.480 ± 0.0006 0.440 ± 0.0005 8.3 0.380 ± 0.0004 0.372 ± 0.0004 2.1
a-domain 0.530 ± 0.0006 0.430 ± 0.0004 18.9 0.530 ± 0.0005 0.500 ± 0.0006 5.7
b-domain 0.332 ± 0.0003 0.295 ± 0.0003 11.1 0.330 ± 0.0004 0.295 ± 0.0002 10.6
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a-domains are affected by temperature to a larger

extent than the whole MT molecules are (Ta-

ble 2). The spectral profiles of both a-domains are

restored when the temperature is brought back to

25�C. The CD spectra of the b-domains display a

remarkable instability with the temperature: the

Cotton effect at 260 nm is irreversible lost at 50�C.

Interestingly, the circular dichroism spectrum of

the fish a-domain resembles that of MT: the molar

ellipticity at 260 nm of the a-domain accounts for

approx. 80% of the molar ellipticity of the whole

molecule. The chiroptical properties of the b-do-

main are much less pronounced, and molar el-

lipticty contributes only 20% to the total.

Nevertheless, ellipticity of the parent MT turns

out to be approx. the sum of the contribution of

the two domains (Fig. 3).

The thiol reactivity of the isolated domains

with dithionitrobenzoic acid (DTNB) reflects the

behavior of the whole MT. The thiol reactivity of

the a-domain is higher for mouse MT than for fish

MT, whereas the b-domain is equally reactive in

both MTs (Capasso et al. 2005). As mouse MT is

more reactive than its piscine counterpart, the

contribution of the a-domain appears determi-

nant. As reported above, the number of metal

equivalents exchanged per mole of protein is

higher in fish MT than in mouse MT (Capasso

et al. 2003a). Conversely, the final number of

metal equivalents exchanged is the same for both

fish and mouse a- and b-domains, but the rate of

exchange is different for the two domains: indeed,

in the b-domain of fish MT, the exchange occurs

at a higher rate than in the corresponding mouse

domain, providing evidence of a stabilizing effect

on the metal–thiol interactions exerted by the

a-domain and the destabilizing effect of the

b-domain (Capasso et al. 2005).

Table 3 Temperature-induced changes in CD spectra in fish and mouse MTs and their individual domains

Molar ellipticity at 260 nm

Molecule Fish Mouse

25�C 90�C D (%) 25�C 90�C D (%)

Metallothionein 130,000 ± 156 70,000 ± 90 46.1 130,000 ± 145 90,000 ± 110 30.7
a-domain 90,000 ± 115 65,000 ± 80 27.8 95,000 ± 115 65,000 ± 70 31.6
b-domain 21,500 ± 30 n.s.a – 15,000 ± 20 n.s.a –

aNot stable

Fig. 3 Circular dichroism
spectra of N. coriiceps MT
and of the two isolated
domains. The solid line
refers to the parent MT
molecule; dashed and
dotted lines to the a- and
b-domain, respectively
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All these results provide evidence in favor of

the interaction of the two domains in the MT

molecule, in spite of the elusive evidence pro-

vided by structural studies. The apparent lack of

NOEs between pairs of protons belonging to

different domains can be explained by the fact

that they are so weak as to be virtually unde-

tectable amongst the stronger intraresidue NOEs.

In addition, NMR data reflect time scales of only

micro- to nano-seconds whereas functional data

depend on events taking place in shorter times.

Conclusions

For many years, MTs have been studied in rela-

tion to their putative roles in heavy metal toxi-

cology, but with time it became more clear their

implication in various kinds of functions besides

heavy metal detoxification. The ubiquitous dis-

tribution of this protein in a large number of

organisms found an explanation in the protective

function played by MTs against a variety of stress

factors and in their role in mineral metabolism.

Evidence exist that mice carrying null alleles for

both MT-I and MT-II suffer from zinc deficiency

and zinc toxicity (Kelly et al. 1996) and are more

sensitive to acute cadmium intoxication (Liu

et al. 2002).

Although the lack of MT in icefish with a

concomitant expression of non-translated mRNA

was at a first sight intriguing, the induction of MT

synthesis by cadmium indicates that MT produc-

tion is not impaired in this organism, but only

temporarily suppressed. Presumably, owing to a

reduced oxygenation dictated by the lack of an

oxygen carrier in icefish, the metabolism is slowed

down in this species and production of free radi-

cals occurs at a lower rate. In addition, the Ant-

arctic environment with its low pollution level is

expected to have little or no effect on MT

induction by heavy metals. That MTs play an

important role in Antarctic fish is demonstrated

by the presence of a tissue-specific expression of

the two isoforms found in all the notothenioid

species examined. The different organization of

the promoter regions of the MT genes may ac-

count for the different expression pattern.

Apparently the genes encoding the two MT iso-

forms evolved by at least one gene duplication

event that occurred along the notothenioid line-

age.

The data summarized in the present review

show that the chemical, structural and dynamic

features of N. coriiceps MT differ markedly from

those of its mammalian counterpart. Although

the presence of a more flexible MT in poikilo-

therms and of the more rigid protein in homeo-

therms suggests an adaptive scenario, the

clustering of MT according to their flexibility

appears to be the consequence of their descent

from a common ancestry (Scudiero et al. 2005).

The different flexibility distinguishing fish and

mammal MT is linked to the evolution of the

a-domain: such a feature is probably the conse-

quence of the different position of a cysteine

residue in the a-domain and to the different

electrostatic charge present on the two proteins

(Capasso et al. 2003a).

The structural similarity of the a- and b-do-

mains in the MT of different origin suggests that

the MT gene evolved by duplication of an

ancestral gene coding for a polypeptide folding

like one of the two domains. This is particularly

evident by looking at the alignment of the a- and

b-domains of mammal MT-I shown in Fig. 4, in

which about half of the amino acid residues,

including seven cysteines out of 12, appear to be

conserved. Moreover, the consensus motif

CXCXXXCXCX located near the center of the

MT molecules in invertebrates and in the

b-domain of vertebrate MTs, is also present in the

a-domain under the form of the variant

CXXCXXXCXCX. According to Nemer and

coworkers (Nemer et al. 1985), this motif ‘‘may

be considered the core upon which a diversity of

types of MTs has been constructed’’.

The evolution of an MT made of two different

domains may be relevant to explain the functional

differences of the two domains: the more stable

a-domain is apparently involved in metal detoxi-

fication, while the more labile b-domain is more

likely responsible of zinc homeostasis (Zangger

et al. 2001). The functional specialization of the

two domains is particularly evident in MT-III.

MT-III is expressed exclusively in mammal brain

and is featured by a marked inhibitory activity of

the neuronal growth (Uchida et al. 2002).

Apparently, the MT-III inhibitory activity is
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linked to the b-domain because the insertion of

critical residues present in the b-domain of MT-

III into MT-I elicits the inhibitory response in the

latter (Romero-Isart et al. 2002).

From what has been reported above, it turns

out that after four decades of intensive studies,

metallothioneins still represent an interesting

field for future investigations, as many aspects

on the role of these proteins remain to be

clarified. A crucial point deserving further

investigation is to establish whether different

MTs have the same function, and why some

organisms need multiple forms of MT and

other organisms (like birds) have only one MT

gene. Another outstanding question concerns

the dynamic features of the MT molecule that

allow the cooperation of the two distinct do-

mains in spite of any apparent physical inter-

action.
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Abstract The recognition of the important role

of the polar habitats in global climate changes has

awakened great interest in the evolutionary biol-

ogy of the organisms that live there, as well as the

increasing threat of loss of biological diversity and

depletion of marine fisheries. These organisms

are exposed to strong environmental constraints,

and it is important to understand how they have

adapted to cope with these challenges and to what

extent adaptations may be upset by current cli-

mate changes. Adaptations of the dominant

group of Antarctic fish, the suborder Notothe-

nioidei, have been thoroughly investigated by

several teams. Considering the amount of infor-

mation available on cold adaptation, the study of

fish adapted to the extreme conditions of the

polar seas will allow us to gain invaluable clues on

the development, impact and consequences of

climate and anthropogenic challenges, with pow-

erful implications for the future of the Earth.

Keywords Antarctic Æ Antifreeze glycoprotein Æ
Arctic Æ Climate change Æ Cold adaptation Æ Fish Æ
Globin
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1 Introduction

Evolutionary adaptations of the diverse assem-

blage of fish that thrive in Arctic and Antarctic

marine habitats pertain to an important area of

polar biology. Examination of these adaptations

paves the way to more general and wider

perspectives with marked social implications.

Organisms living in the polar regions are

exposed to strong environmental constraints.

Understanding how these organisms have

evolved to cope with these challenges requires

the elucidation of the molecular processes

underpinning evolutionary adaptations. Much of

our knowledge of the effect of the environment

on vertebrate physiology and evolution has

come from fishes, which share many basic

physiological mechanisms with humans. How-

ever, their body is submerged in water, and the

close physical and physiological interaction with
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the aquatic environment makes them sensitive

sentinels of environmental challenge and offers

important advantages for defining the organism–

environment interface and the mechanisms of

temperature adaptation. A new powerful aid to

evolutionary biology and ecology has been re-

cently provided by molecular biology, which

allows us to explore the function of individual

genes. Nowadays molecular phylogeny is essen-

tial for studying evolution, and important in-

sights come from both protein (e.g.

haemoglobin) and nucleic acid sequences

(mitochondrial genes: e.g. 12S and 16S rRNAs;

nuclear genes: e.g. 28S rRNA, genes encoding

globins, antifreeze glycoproteins, tubulins, myo-

globin, etc), as well as large-scale chromosome

change (Stam et al. 1997, 1998; di Prisco 1998,

2000; Bargelloni et al. 2000; Pisano et al. 1998,

2003).

Fish have developed both cellular and

molecular mechanisms of cold adaptation, and

these are fully representative of the suite of

strategies adopted by organisms under strong

evolutionary pressure. Cold adaptation is an

important part of a refined physiological equi-

librium, which remains unmodified in the ab-

sence of disturbances due to climate change.

When disturbances do occur, evaluating the re-

sponse of cold adapted organisms will yield

important indications of general trends. Classes

of organisms which will be affected include

polar (especially Antarctic) fish.

All organisms, both terrestrial and marine,

are susceptible to environmental changes, but

small or non-motile organisms are particularly

vulnerable. As is common in evolution, if a

species fails to adapt to climate-change

requirements exceeding the internal flexibility

limits or fails to migrate, its fate will be

extinction. The Antarctic benthos is vulnerable

(Peck 2005), strongly suggesting that, compared

to temperate environments, long-term survival

of these organisms under current rapid climate

change involves far higher risk. Peck summar-

ised the strategies by which Antarctic organ-

isms, and the benthic species in particular, may

enhance their chances of survival in changing

environments: (i) Using the margins of internal

physiological flexibility and capacity to sustain

new biological requirements. The margin range

is often narrow, thus the efficiency of this

ability is poor. (ii) Adapting to the new con-

ditions and altering the range of biological

capacity. This strategy depends on magnitude

and rate of change, and aquatic habitats change

temperature at a far slower rate than terrestrial

ones, possibly creating fewer adaptation prob-

lems to most fish species. It also depends on

rates of production of new characters via

modification of the genetic code (phenotypic

variance), which in turn depends on genetic

variations between individuals, number of tar-

get offsprings for selection, gene flow. As an

overall result, adaptation processes in fish may

be slower than at lower latitudes. (iii) Migrat-

ing to areas where conditions are favourable.

This depends on ability to disperse and avail-

ability of suitable sites. Although the absence

of wide latitudinal gradients in the Antarctic

continent minimises the advantage of migra-

tion, it highlights the importance of the sub-

Antarctic as a critical, geographically adjacent,

research area, largely populated by eurythermal

fish. These live in a more variable (flexible)

environment, where changes might be faster

and larger than in the High Antarctic. Histor-

ically, this area may have been a site of long-

term acclimation, because some cold-adapted

notothenioids also inhabit sub-Antarctic waters

(e.g. South Georgia, Bouvet), where in shallow

waters the temperature may reach +4�C.

There is not much knowledge on the capacity

of the polar marine fauna to respond to on-going

climate changes. Consequently, several investi-

gators are becoming engaged in this analysis.

Given the amount of information available on

cold adaptation, the study of fish of the polar seas

will provide invaluable clues to the development,

impact and consequences of climate change, and

hence on the future of the Earth.

Many of the arguments regarding dangers of

climate change for life as well as the research

strategies aimed at minimising risks mirror our

own opinions. This review focusses on the re-

sponse of polar fish to climate change but will also

hopefully stimulate the exchange of ideas on how

climate change may affect the whole Earth Sys-

tem.
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2 The polar habitats, and the respective

ichthyofaunas

Although high latitudes and cold climates are

common to both polar habitats, in many respects

the two regions are more dissimilar than similar.

Geography, oceanography and biology of species

inhabiting the polar regions have often been

compared (Dayton et al. 1994) to outline the

differences between the two polar ecosystems.

The main differences between the Arctic and the

Antarctic regions are the greater age and isola-

tion of the latter. The exchange of Atlantic and

Arctic waters through the passage between

Greenland and Svalbard was not possible until

27 million years ago (Eastman 1997). The Arctic

region was in a high-latitude position by the early

Tertiary, but the climate remained temperate

with water temperatures of 10–15�C. During the

Miocene, about 10–15 million years ago, Arctic

land masses reached their present positions and

temperatures dropped below freezing. Permanent

ice cover was formed ca. 0.7 million years ago

(Eastman 1997). In contrast, the Antarctic has

been isolated and cold longer than the Arctic,

with ice sheet development preceding that in the

Arctic by at least 10 million years.

During the fragmentation of Gondwana, Ant-

arctica played a key role in altering ocean circu-

lation and forcing climate toward cooling. With

the opening of the Drake Passage around 22–

25 million years ago (Kennett 1977), separation

of Antarctica from South America was complete.

This event allowed the inception of the Circum-

Antarctic Current and the establishment of the

Polar Front, a roughly circular oceanic system

running between 50�S and 60�S. Just north of the

Polar Front, the surface water temperature has an

abrupt rise of ca. 3�C. Because of this, the Polar

Front acts as an efficient barrier for migration in

both directions and hence has caused adaptive

evolution to develop in isolation.

Although the influence of evolution obviously

extends to the most extreme environments,

Antarctica has not traditionally been considered

as one of the notable evolutionary sites (com-

pared with, for example, the East African Great

Lakes, Lake Baikal, or the Galápagos). This is

perhaps because research has emphasised aspects

of extreme biology rather than unifying principles

of evolutionary biology (Eastman 2000). How-

ever evolution is at work in the Antarctic, and

there are clear signs of the growing efforts of

scientists to provide insights into evolutionary

processes and raise the visibility of Antarctic

evolutionary biology.

Over the past 30–40 million years, in parallel

with the diversification of the teleost suborder

Notothenioidei, the physico-chemical features of

the Antarctic marine environment have experi-

enced a slow and discontinuous transition from

the warm-water system of the early Tertiary

(15�C) to the cold-water system of today

(–1.87�C). As conditions of extreme temperature

developed, fish evolved physiological and bio-

chemical mechanisms of adaptation to survive in

the cold. On the Antarctic shelf, the cosmopol-

itan temperate ichthyofauna from the late Eo-

cene was almost completely replaced by the

highly endemic, cold-adapted modern fauna. The

capacity to adapt is variable. Organisms that

nowadays can hardly tolerate temperature

changes as small as 1–2�C are defined steno-

thermal; other organisms (eurythermal) can

withstand much wider temperature variations

(Hochachka and Somero 2002). Many polar fish,

indeed polar ectotherms in general, appear to be

highly stenothermal, and are thus likely to be

among the first class of organisms to be affected

by warming. In fact, many stenothermal fish

species die when exposed to 4�C (Somero et al.

1998). Few investigations on acclimation have

revealed wide differences; acclimation of noto-

thenioids at 0–4�C allows survival at 6–8�C

(Lowe 2005), but we know very little about their

ability to acclimate in the longer term. In a wide

range of taxa, physiological performance is im-

paired at temperatures only slightly above those

experienced in the field (Clarke et al. 2006).

Amongst the physiological mechanisms underly-

ing lack of survival, failure of oxygen supply is

possibly the major factor (Pörtner et al. 2004),

with transfer to anaerobic metabolism correlated

to a dramatic decrease in oxygen content in the

blood, mitochondria and tissues at temperatures

close to those of survival (Hardewig et al. 1999).

Eurythermal fish face lower threats due to

environmental change.
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Because of the isolating barrier of the Polar

Front, the climatic features of the Antarctic

waters are more extreme and constant than those

of the Arctic. In the Arctic isolation is less strin-

gent, and the range of temperature variation is

wider, both in the ocean and on the surrounding

lands, thus facilitating migration and redistribu-

tion of the fauna. The colonised terrestrial por-

tions are extensive; they are directly linked to

temperate areas, producing wide and complex

terrestrial mechanisms of feedback to the climate,

which add to those originating from ocean and

atmosphere circulation. The anthropogenic im-

pact on the environment is also far greater (see

below).

Throughout the Cenozoic, regional tectonic

and oceanographic events have played a key role

in delimiting the two polar ecosystems and in

influencing the evolution of their faunas, whose

composition and diversity are strongly linked to

geological history. Because of the differing tec-

tonic and climatic histories outlined above, the

modern polar ichthyofaunas differ from each

other in age, endemism, taxonomy, zoogeo-

graphic distinctiveness, range of physiological

tolerance to various environmental parameters,

and biodiversity (Eastman 1997). Both the Ant-

arctic and the Arctic possess cryopelagic taxa

living at the sea ice-water interface. Freshwater

habitats exist in the Arctic, but are more limited

in the Antarctic, with consequent limitations to

species diversification and current biodiversity.

There are adaptive radiations of fish, isopods and

amphipods in the Antarctic but not in the Arctic.

The Antarctic fauna includes 322 species

grouped in 50 families (Eastman 2005), whereas

the Arctic fauna includes 416 species (58 are

freshwater species) grouped into 96 families

(Andriashev and Chernova 1995). In Antarctica,

endemism of the benthic fauna is 88% and rises to

97% when only the dominant suborder Notothe-

nioidei is considered. In the Arctic, endemism for

marine fish is 20–25% (Briggs 1974). The Arctic

fauna has no endemic higher taxonomic category

equivalent to the Antarctic notothenioids, and

there has been no comparable adaptive radiation

of any fish group. Arctic fish are generally more

eurythermal and euryhaline (i.e. they can tolerate

relatively large changes in ambient salinity) than

their Antarctic counterparts and the North

Atlantic and North Pacific character of the mar-

ine fauna reflects the continuity of shelf areas

between the Arctic and boreal regions.

The differences in the two polar environments

are differently reflected in global changes.

Accordingly, comparative studies of these two

ecosystems are likely to provide powerful evolu-

tionary insights into the relationship between

environment and evolutionary adaptation. In

summary, the Arctic is the connection between

the more extreme, simpler Antarctic oceanic

system and the more complex temperate and

tropical systems.

3 Specialisations, cold adaptation and evolution

There are serious difficulties in establishing

consensus on objective criteria to identify a phe-

notypic trait as an adaptation. This issue will not

be discussed here. Adaptation remains a slippery

concept (di Prisco and Giardina 1996), and arti-

cles with extensive discussion on this and related

issues are available to the interested reader (e.g.

Reeve and Sherman 1993; Garland and Carter

1994; Mongold et al. 1996; Montgomery 2000).

Evolutionary adaptation to temperature is a

multivariate problem, with complexity at organ-

ismal, cellular and molecular levels. Antarctic fish

have developed a number of adaptive specialisa-

tions in many biological features, e.g. freezing

avoidance, polymerisation of tubulins and actins,

enzyme catalysis, haematological parameters and

oxygen transport, heat shock, and neurobiology

(reviewed in di Prisco 1997; Römisch and

Matheson 2003). Some of these contribute to

making Antarctic fish quite unique. An excellent

book (Eastman 1993) provides extensive infor-

mation on the evolution of Antarctic fish. We

know less about Arctic fish, in which many spe-

cialisations have not been investigated, and a few

have not been found.

The recognition of important role of the polar

habitats in global climate changes has recently

awakened great interest in the evolutionary biol-

ogy of the organisms that live there, as well as the

increasing threat of loss of biological diversity and

depletion of marine fisheries. Recent evidence
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has indicated that global change is already

affecting the physiology and ecology of some

species (Hughes 2000; Walther et al. 2002). Also

natural variations might be responsible for some

of the observed trends, regional and short-term

climatic variations seem to be more frequent and

intense in recent years, and human-induced

climate change is very often the most likely cause.

Only two adaptive specialisations will be

briefly mentioned here. These are the changes in

expression of globin genes, and antifreeze. Polar

fish are the only vertebrates endowed with these

two adaptations. Both have required costly and

complex anatomical, ecological, physiological and

biochemical adjustments and compensations, and

both have tight links with the temperature of the

environment. Hence warming, albeit small, may

have a significant impact.

3.1 Haematology; loss of expression of globin

genes

Specialised haematological features are among

the most striking adaptations developed by the

Antarctic ichthyofauna during the evolution to

low temperature. Seven of the eight families of

the dominant suborder Notothenioidei have

haemoglobin (Hb), but in lesser amount and

multiplicity than other fish. Work is currently in

progress in our laboratory on the structure/func-

tion of Hbs from bony and cartilaginous Antarc-

tic, sub-Antarctic, Arctic and temperate fish.

Phylogenetic analysis of the globin primary

structures indicates that Arctic globins differ sig-

nificantly from those of notothenioids (Verde

et al. 2006a). The constant physico-chemical

conditions of the Antarctic sea is matched by

clear sequence grouping, whereas the variability

typical of the Arctic sea and the greater com-

plexity of its ichthyofauna is matched by a higher

globin diversity. The Hb system of species

belonging to all red-blooded notothenioid fami-

lies of Antarctic and temperate Notothenioidei

(the best characterised group of fish in the world,

not only from the viewpoint of oxygen transport)

and of Arctic fish has been discussed in a Review

article (Verde et al. 2006b).

The coastal waters of Antarctica are cold and

oxygen-rich. The metabolic demand of polar fish

for oxygen is relatively low, the solubility of

oxygen in their plasma is high, but the energetic

cost associated with circulation of a highly cor-

puscular blood fluid is large. With the selective

pressure for erythrocytes and oxygen carriers

relaxed and with the cells posing a rheological

disadvantage in the temperature-driven increase

in blood viscosity, notothenioids have evolved

reduced haematocrits, Hb concentration/multi-

plicity and oxygen affinity. It should be kept in

mind that oxygen binding is generally favoured at

low temperature.

A unique evolutionary specialisation in adult

vertebrates was first reported by Ruud (1954).

This was the colourless blood of an Antarctic

‘‘icefish’’ being devoid of Hb, a feature subse-

quently found to be shared by the 16 icefish species

of the notothenioid family Channichthyidae. The

genome has lost the genes coding for Hb (Cocca

et al. 1995; Zhao et al. 1998). The blood has a very

small particulate fraction (mostly leukocytes, and

some erythrocyte-like cells), and icefishes main-

tain normal metabolic function by delivery to tis-

sues of the oxygen physically dissolved in the

blood. Reduction of the haematocrit to near zero

appears advantageous because it diminishes the

energetic cost associated with circulation of a

highly viscous, corpuscular blood fluid (Wells

et al. 1990; di Prisco et al. 1991; Eastman 1993).

The globin-gene status in notothenioids has

been characterised, and potential evolutionary

mechanisms leading to the Hb-less phenotype

have been evaluated (Cocca et al. 1995; Zhao

et al. 1998; di Prisco et al. 2002). Icefish retain

genomic DNA sequences closely related to the

adult a-globin gene(s) of its red-blooded noto-

thenioid ancestors and contemporaries, whereas

its ancestral b-globin-gene sequences have either

been deleted or have diverged beyond the limits of

detection. It was proposed that expression of adult

globins was abrogated by a single, large-scale

deletional event in the ancestral channichthyid,

that removed almost the entire notothenioid glo-

bin gene complex with the exception of the 3¢ end

of the a-globin gene of the major Hb component.

This transcriptionally inactive remnant, no longer

under positive selection pressure for expression,

subsequently experienced random mutational

drift, without, as yet, complete loss of sequence
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information. These a-globin genetic remnants

should indeed prove useful as tools for develop-

ment of a molecular phylogeny of icefishes and for

calibration of a vertebrate mutational clock free of

selective constraints.

Resting icefish do not seem at all disadvan-

taged by their alternative oxygen-transport strat-

egy; nevertheless they are quite vulnerable to

stress. For instance, we have constantly observed

high and progressive mortality when keeping live

specimens in tanks supplied with circulation of air

and cold sea water, following gill-net fishing.

Antarctic fish may lack the heat-shock response,

namely they do not express stress or chaperone

proteins (Hofmann et al. 2005). This would limit

the ability to respond to stress factors, such as

additional thermal challenges.

3.2 Antifreeze compounds in Antarctic

and Arctic fish

The evolution of antifreeze glycoproteins (AF-

GPs) in Antarctic and Arctic fish is a classical

example of adaptation developed independently

at both poles. To avoid death by freezing at sub-

zero temperatures, fish in these environments

have evolved antifreeze molecules secreted at

high concentrations into their blood (reviewed by

Cheng 1998). Because of the constant freezing

temperatures, Antarctic notothenioids synthesise

AFGPs constitutively, whereas in Arctic fish

AFGPs exhibit seasonal patterns of biosynthesis.

This is an efficient energy-saving strategy, that

avoids costly biosynthesis when freezing is not a

danger. At the same time, it suggests that even a

small increase in environmental temperatures will

not pass unnoticed in biosynthesis control.

The evolution of AFGPs is one of the most

intriguing evolutionary adaptations, and meets

the criteria for a ‘‘key innovation’’ (Eastman

2000). Most of our knowledge on the molecular

and physiological bases of this exciting and

unique adaptive strategy comes from the studies

of the team of A. DeVries (for a review, see

Cheng and DeVries 1991).

Recent developments of these studies have

addressed the genomic bases for AFGP abun-

dance and heterogeneity (Cheng 1996; Hsiao

et al. 1990), and the evolution of AFGP genes. In

Antarctic notothenioids the AFGP gene evolved

from a functionally unrelated pancreatic trypsin-

ogen-like serine-protease gene, through a molec-

ular mechanism by which the ancestral gene

provided the 3¢ and 5¢ ends (namely the front and

tail) of the emerging AFGP gene (Chen et al.

1997a; Cheng 1998). In the notothenioid genome,

the detection of a chimeric AFGP-protease gene

intermediate, of a protease gene still bearing the

incipient coding element, and of independent

AFGP genes, reveals a remarkable case of the

preservation in the genome of ‘‘evolution in ac-

tion’’ (Cheng and Chen 1999). Analysis of AFGP

in the Arctic cod (Boreogadus saida, family

Gadidae) showed that the genome of this species

(phylogenetically unrelated to notothenioids,

which belong to a different superorder and order)

contains genes which encode nearly identical

proteins. This would suggest a common ancestry.

However the genes of the two fish groups are not

homologous and therefore have not followed the

same evolutionary pathway. Assuming an

endogenous, yet unknown genetic origin, the cod

AFGP genes have evolved from a different, and

certainly not trypsinogen-like, genomic locus

(Chen et al. 1997b; Cheng 1998). This is one of

the most powerful examples of convergent evo-

lution at the molecular level yet established.

The study of freezing avoidance in Notothe-

nioidei is now developing along new perspectives,

linked to the recent discovery of AFGP-deficient,

but freeze resistant, notothenioids in early life

stages (Cziko et al. 2006). The absence of AFGP

production in larvae suggests that suitable freez-

ing resistance may temporarily be afforded by

alternative mechanisms.

4 The impact of Global Climate Change in polar

environments

Given the differences in topography and glacia-

tion history, the Antarctic and Arctic Oceans may

respond differently to climate change, but both

habitats appear sensitive. Small temperature

differences may have great impacts on the phys-

iology of stenothermal organisms as well as on the

extent of sea ice, hence on the life history and
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biology of many species. At present, despite cli-

mate change, the polar regions offer an important

opportunity to study species biodiversity in rela-

tively undisturbed environments. In absolute

terms, this rare advantage mostly refers to the

Antarctic. National territorial claims are still not

accepted, and international initiatives and

organisations, e.g. the Antarctic Treaty System

and the Committee for the Conservation of

Antarctic Marine Living Resources (CCAMLR),

prevent, or at least limit, commercial activities

(exploitation of natural resources, industry, fish-

ery, etc) with their consequent anthropogenic

impacts. Thus, the main direct influence on the

Antarctic marine ecosystem comes from global

climate sources.

The Arctic lies between North America,

Greenland, Europe and Asia beyond the Arctic

Circle and its geography is very complex. Unlike

in the Antarctic, other human-induced impacts

add to those due to climate change. Unlike the

Antarctic Ocean, the sea is almost completely

enclosed and influenced by large human popula-

tions in extensive colonised land areas and by

industrial activities. The marine ecosystem is

strongly influenced also by local sources, with far

greater anthropogenic impact on the environ-

ment. Pollutants generated in Europe, Asia and

North America are efficiently carried into the

Arctic by atmospheric and oceanic circulation

processes, and into the ocean via the huge rivers

of northern Europe; some sea areas contain sig-

nificant amounts of radionuclide pollution. Na-

tional sovereignties bring about further

difficulties on political grounds.

4.1 Impacts and concerns

Climate change is already having significant

impacts on marine and terrestrial systems

(Hughes 2000; Walther et al. 2002), and will

continue to influence biological diversity. Many

species are susceptible to this environmental

change, and those of the marine environment are

particularly vulnerable, even though warming is

more evident in the air than in the sea. The

northern and southern regions are undergoing

relatively rapid environmental changes, in many

instances due to the combined effects of natural

climate change and human activity. Despite

resistance from commercial interests, the aware-

ness that the anthropogenic impact is an increas-

ingly crucial factor in accelerating/causing climate

change is steadily spreading within the global

public opinion.

Present patterns of biodiversity and distribution

are a consequence of processes working on both

evolutionary and ecological timescales. Among

the ecological factors controlling distribution and

biodiversity of the modern polar ichthyofaunas,

the most important are temperature, ice cover,

oxygen, light, UVB and wind. Besides being lar-

gely interconnected, these factors are not con-

stant, and vary over a range of temporal scales

from less than daily through seasonal to inter-an-

nual. Variability is of fundamental importance to

ecosystem dynamics. The system may be disrupted

if the pattern of environmental variability is upset

(e.g. through a change in the relative frequency of

‘‘good’’ and ‘‘bad’’ years).

The most important anthropogenic changes

currently affecting the Antarctic are accelerated

global warming and increased UVB levels.

Although more limited, illegal fishing and intro-

duction of alien species are further threats. In

contrast to these widespread phenomena, pollu-

tion and visitor pressure are causing only local ef-

fects on diversity. Many of these changes have

complex and interacting effects. For example, an

impact on the lowest or highest level in a food web

can propagate through to affect other taxa indi-

rectly. Thus UV impact on primary producers may

affect consumers and higher levels in the food web.

The following is a pertinent example. The

western side of the Antarctic Peninsula is cur-

rently subject to one of the fastest rates of climate

change on the planet (Cook et al. 2005), leading

to reduction of annual mean sea-ice extent

(reviewed in Clarke et al. 2006). There are indi-

cations that Pleuragramma antarcticum, a key fish

species of the trophic web and whose reproduc-

tion is closely associated to sea ice, has disap-

peared, undergoing replacement by myctophids, a

new food item for predators (M Vacchi, personal

communication; WR Fraser, Regional loss of

Antarctic Silverfish from the western Antarctic

Peninsula food web, in preparation, 2006). This

event is suspected to be caused by seasonal
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changes in sea-ice dynamics, upsetting reproduc-

tion processes.

The ecological and evolutionary consequences

of global climate change are a great concern also

for the Arctic. All sub-Arctic regions are highly

ecologically sensitive, implying that anthropo-

genic warming will affect habitat and species

resilience and may potentially induce dramatic

changes in community dynamic and structure,

with compelling social and economic implications.

A very partial overview of recent reports is

summarised below.

Although the temperature record across the

Arctic regions is not complete, warming appears

to be concentrated in the last century (Moritz

et al. 2002). Climate change has completely

changed the life style, entirely dependent on

marine food, of the human population living in

the Bering Sea area, raising both scientific and

political concerns (Smetacek and Nicol 2005).

Fish stocks in the Bering and Barent Seas have

fluctuated significantly in the last decades as a

result of changes in fishing pressure in response

to climate conditions, such as storm frequency.

Climate models have recently indicated that the

retreat of Arctic sea ice (it has declined ca. 7%

since 1978) is unrelated to natural climate vari-

ability and is caused by anthropogenic impact

(Johannessen and Miles 2000; Hasselmann et al.

2003). According to current models, by the end of

the century the Arctic Ocean might be essentially

ice-free during the summer. The reductions in the

extent of cover and thickness of Arctic sea ice are

dramatic, and potentially devastating to some

species. If the sea-ice cover continues to decrease,

marine ice algae would also disappear due to loss

of habitat, and this may cause a cascade effect to

higher trophic levels in the food web: zooplank-

ton feed on algae; many fish (e.g. cod) feed on

zooplankton, and sea birds and mammals in turn

feed on fish. The same reasoning also applies to

the Antarctic Peninsula.

A ‘‘polar amplification’’ of the anthropogenic

warming has been predicted and is strongly sup-

ported by recent accelerations of glacier retreat

(Dyurgerov and Meier 2000), sea-ice thinning and

permafrost degradation (Oechel et al. 2000).

High-latitude Arctic lakes are extremely sensi-

tive to climate change, because even slight

warming results in decreased ice cover. Lake ice

has a deep significance for these ecosystems since

only the coldest sites may retain ice cover

throughout the summer. Smol et al. (2005)

analysed 55 palaeolimnological records from Arc-

tic lakes and showed that many Arctic freshwater

ecosystems have experienced dramatic and unidi-

rectional regime shifts within the last 150 years.

The remoteness of these sites and the ecological

features of species involved in such changes, driven

by climate warming through lengthening of the

summer growing season, have prompted the au-

thors to suggest that the chance to study Arctic

ecosystems unaffected by human influences may

have already disappeared. Similar changes have

been documented in Antarctic maritime lakes

(Quayle et al. 2002; Hodgson et al. 2004).

The responsiveness of species to recent and

past climate change does raise the possibility that

human influence may cause a major extinction

event in the near future for some vulnerable

species. Thomas et al. (2004) have performed a

complete analysis of the extinction risk from

climate warming. The alarming conclusion,

namely that many of the extant species could be

driven to extinction by climate change over the

next 50 years, is compelling and provides impor-

tant arguments urging new policies aimed at

reducing the impact of warming due to human

activity. Indeed, at present, the awareness of

global warming has prompted scientists and gov-

ernments to consider whether climate change in

combination with its strong acceleration due to

human influence might cause extinction of species

inhabiting environments covered by sea ice. Such

an event may be averted only by resorting to

concerted, multidisciplinary, international efforts

aimed at protecting the Arctic and its marine life.

Table 1 summarises some recent changes and

trends detected in the world physical features in

the recent past (Hughes 2000).

4.2 Cold-adapted organisms and climate

change: pathways of research

Given the enormity and breadth of the biological

impact of global environmental change, it is

important to pinpoint the areas of future re-

search. The development and growth of research
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on adaptations to polar environmental conditions

are relatively recent events, and have originated

from the increasing number of nations which have

engaged in polar-science programmes. Adapta-

tions of the polar ichthyofauna in response to

environmental change are commanding attention

as biodiversity and climate change are increas-

ingly considered in a global context. There is

ample evidence that recent climate changes (see

also Table 1) already cause physiological prob-

lems to a broad range of species, drive evolu-

tionary responses (Thomas et al. 2001, 2004;

Walther et al. 2002), and produce micro-evolu-

tionary changes in some species (Rodriguez-

Trelles and Rodriguez 1998). But species do not

live in isolation and it is necessary to evaluate

responses at community and ecosystem levels.

Ecologists and physiologists are thus faced with

the very difficult challenge to predict the effect of

warming, not only on individual species, but on

the community as a whole (Clarke et al. 2006).

For instance, ice-shelf collapse increases the

number of icebergs, increasing the impact by

scouring on biodiversity of the benthic fauna as

well as on the food web. Although the changes in

sea temperature are as yet small, increasing

warming may cause sub-lethal effects on physio-

logical performance and potential disruption in

ecological relationships (Clarke et al. 2006).

Most of the work at the molecular and eco-

logical levels in cold-adapted habitats has, for

very good reasons, concentrated on Antarctic fish

species. Understanding the impact of past, current

and predicted environmental change on biodi-

versity and the consequences for Antarctic-eco-

system adaptation and function is a primary goal.

The critical examination of Antarctic ecosystems

undergoing change provides a major contribution

to the understanding of evolutionary processes of

relevance to life on Earth. How well are Antarctic

organisms able to cope with daily, seasonal and

longer-term environmental changes? Another

key question in Antarctic biology is whether cli-

mate change will result in either relaxation of

selection pressure on genomes, or tighter con-

straints and ultimately extinction of species and

populations.

Only recently, essentially due to commercial

implications, has the Arctic habitat been receiv-

ing extensive attention. The urge to study the

molecular mechanisms underlying fish thermal

adaptations and biodiversity also at the North

Table 1 A few recent changes and trends in some physical features of the Earth (Hughes 2000)

Feature Change, trend Reference

Sea level Rise by 10–25 cm over the
past 100 years

IPCCa (1995)

Ocean
temperature

Warming in the Atlantic,
Pacific and Indian Oceans
and near the poles
(consistent with the observed
sea-level rise)

Epstein et al. (1998)

Sea ice Arctic: continuous decrease in
summer sea ice coverage since 1990;

Maslanik et al. (1996)

Antarctic Peninsula: dramatic retreat
of some ice-shelves between 1945 and 1985

Vaughan and Drake (1996)

Air
temperature

Increase of ca. 0.6�C over the past 100 years;
models predict increase of 1–3.5�C by 2100;
warming higher at higher latitudes, in winter
and in night-time

IPCCa (1995)

Increase of ca 2.5�C between 1945 and 1990;
ca. 110-m upward elevation of 0�C isotherm in the
tropics in the 1970s and 1980s

Vaughan and Drake (1996),
Diaz and Graham (1996)

Glaciers European Alps: loss of ca. half of surface areas
and volume since mid 1800s, with strong acceleration
since 1980;

Haeberli and Beniston (1998)

5–10-fold acceleration of permafrost warming since late 1980s

a IPCC: Intergovernmental Panel on Climate Change (1995)
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Pole is becoming stronger as efforts to understand

cold adaptation widen and shift to a more ana-

lytical phase. The Arctic offers a remarkable

opportunity to develop comparative studies on

evolutionary differences among cold-adapted

species and on how organisms from the polar

habitats are affected by (and respond to) climate

change. Comparing southern and northern polar

processes may shed light on the evolutionary

pressures and provide insight into gene selection.

Climate change will affect every aspect of an

organism’s biology, from cellular physiology and

biochemistry to food web and habitat. Organisms

must alter their physiology/biochemistry to cope

with changes in enzyme activity and DNA dam-

age, by means of phenotypic responses (occurring

within the lifetime by enzyme activation/inhibi-

tion and induction/repression of gene regulation),

and genotypic responses (occurring over a much

longer timescale through the selection of benefi-

cial mutations. Arising naturally through errors in

DNA replication, these may be accelerated by

increased UV radiation that places additional

demands on DNA repair mechanisms, giving

greater opportunity for errors). As polar scien-

tists, we fully acknowledge the need to establish

the links between North and South, in spite of the

fundamental physical and biological differences

between the two regions. In addition, under-

standing the adaptation-response mechanisms in

species living in both polar habitats will offer an

ideal background for extrapolation to lower

latitudes.

In addition to adaptation, other key themes

include life cycles (tactics and strategies to re-

spond to environment features), micro-evolu-

tionary processes driven by anthropogenic

impact, interactions between changing abiotic

conditions (e.g. temperature, UVB) and biotic

responses, modelling of interactions between

environmental change and organism responses

(to facilitate predictions of change), development

of conservation policies.

The synergy of disciplines is essential. Studying

the response of (micro) evolutionary processes to

changes in selection pressures needs collaboration

with physical sciences and modelling. Analyses of

adaptive evolution across the biological organi-

sation from molecules to species must integrate

physiology, biochemistry/molecular biology,

morphology, taxonomy, biogeography, ecology,

ethology. Investigating changes in the physical

environment that have driven evolution over

geological time requires collaboration with

palaeoscience, geophysics, glaciology and ocean-

ography. Statistical and molecular genetic ap-

proaches are needed to monitor the biodiversity.

This multidisciplinary approach will allow to

establish links between tectonics, climate evolu-

tion, glacial processes and evolution. For exam-

ple, palaeobiological data can be used to assess

the age of Antarctic habitats and species; these

results can then be combined with molecular

estimates of divergence time and disturbances of

the mechanisms of adaptation.

5 Concluding remarks

The largest challenge facing humankind is the

management of the Earth System to ensure a

sustainable future. To this end, understanding of

the functioning of the Earth System in the context

of both natural and anthropogenic change is

essential. The polar habitats and their biota are an

instrumental part of the Earth System, not only

influencing the pace and nature of environmental

change, but also responding to it in an integrated

system of biologically modulated connections.

The Antarctic offers an immensely valuable,

regionally focussed approach. Its ecosystems offer

examples of how both structure and function have

evolved (the history of the notothenioid radiation

was successfully investigated by the Network on

the Biology of Antarctic Fishes, funded in

1994–1997 by the European Science Foundation),

and the likely responses of species and ecosystems

to change induced by a wide variety of natural

and anthropogenic processes, as well as the ways

in which their responses feed back to influence

these processes.

In 2004 the Scientific Committee on Antarctic

Research (SCAR), fully aware of the problems

inherent to climate change, launched the 8-year

international programme ‘‘Evolution and Biodi-

versity in the Antarctic: the Response of Life to

Change’’ (EBA). It integrates research across a
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wide variety of fields, from functional genomics

and molecular systematics to ecosystem science

and modelling, and draws on and contributes

information to a wide rage of related fields, such

as climate modelling and tectonics. Its major

intention is to provide a platform for interactions

amongst disciplines and researchers that are

essential to understand the role of biodiversity in

the Earth System and its responses to change, by

offering the Antarctic context, and establishing

crosslinks with the Arctic, enhancing our ability

to achieve a sustainable future for all life. EBA

will provide SCAR and the international scientific

community with the best possible estimate of the

consequences for the Antarctic of continued

environmental change.

Together with another international pro-

gramme that highlights the importance of the sub-

Antarctic, named ‘‘International Collaborative

Expedition to collect and study Fish Indigenous

to Sub-Antarctic Habitats’’ (ICEFISH), EBA has

been selected by ICSU/WMO (International

Council for Science of UNESCO/World Meteo-

rological Organisation) as potential ‘‘Lead Pro-

ject’’ for the International Polar Year (IPY 2007–

2008). IPY will take place half a century after the

International Geophysical Year (IGY, 1957–8), to

which we owe countless outstanding milestones of

Polar Science. Such event is timely, given the

increasing concerns expressed by the Antarctic

Treaty System regarding the responses of Ant-

arctic environments to natural and anthropogenic

disturbances, and the request for information

regarding ways in which these responses can be

distinguished and mitigated to ensure long-term

conservation of Antarctic environments and their

biodiversity.

New information, including the choice of suit-

able target species, long-term data sets and the

concerted efforts from international multidisci-

plinary programmes, will help us to identify the

responses of vulnerable species and habitats to

climate change. This preliminary step is required

to establish efficient strategies aimed at neutral-

ising threats to biodiversity: in particular, before

they become hopelessly irreversible, those

which are essentially driven by anthropogenic

contributions.

It will not be an easy task, but in the fertile

scenario of polar research this demanding chal-

lenge is well worth to be pursued.
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Abstract This paper reviews literature on

psychosocial adaptation in isolated and confined

extreme (ICE) environments, focusing on polar

work groups and expedition teams, and simula-

tion and actual space crews. Long-duration mis-

sions may involve chronic exposure to many

stressors that can negatively impact behavioral

health, performance and even safety. In the last

decades, anecdotal evidence has been replaced by

scientific studies, identifying temporal, social, and

individual determinants of psychosocial adapta-

tion, and pointing to countermeasures that may

minimize or prevent potential problems. Still,

many issues remain that require additional

investigation, specifically in relation to the inte-

gration of psychosocial and neurobiological

adaptation. A recognition of ICE environments

as natural laboratories for studies of fundamental

questions within psychology may attract more

scientists to the field.

Keywords Health Æ Behavior Æ Psychology Æ
Interpersonal Æ Culture Æ Countermeasures Æ
Isolated and confined extreme environments

1 Introduction

Characteristics and determinants of human

adaptation in extreme and unusual environments

has been a central interest of a considerable

number of psychological researchers and also of

those who are responsible for planning and

carrying out expeditions involving such environ-

ments. Any environment to which humans are not

naturally suited, and which demands complex

adaptation can be considered an ‘‘extreme envi-

ronment’’ (Kanas and Manzey 2003). Still, a

definition of ‘‘extreme environment’’ in a psy-

chological sense needs to consider that people

may react differently to the same environment.

Several researchers have argued that the crucial

determinant of the stress response is not the

environment itself but rather the meaning that

the individuals attach to their experiences

(Levine and Ursin 1991). This paper concentrates

on a subset of environments that share a number

of similarities that most people are likely to find

inherently stressful: polar work groups and
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expedition teams including Antarctic winter-over

personnel, and crews of manned space missions

and space simulation experiments. Although

distinct in many aspects, a commonality of these

situations is an isolated, confined, and extreme

(ICE) environment in which the harsh physical

surroundings present many challenges and dan-

gers, including the need to work in microgravity

with the threat of hazardous radiation exposure,

or in extreme cold, donned in bulky clothing. In

times of crisis, evacuation from these isolated

environments may be difficult if not impossible.

Challenges from the personal perspective may

also include the necessity to interact with a small

number of possibly mixed gender, culturally di-

verse individuals living and working in close

quarters, for example, in a small Antarctic winter-

over field station, or in a tent at the end of a day

of trekking. Moreover, the safety of each person

is dependent on others in the group, necessitating

highly adaptive group functioning and optimal

behavioral health.

In this paper, we review research dealing with

characteristics and determinants of human adap-

tation in these settings, focusing on individual

psychological reactions and group dynamics.

The commonalities between the environments

has led to the view that research on human

interactions in polar expeditions or research sta-

tions can be viewed as a space analogue, and

informative about living and working in space

(Stuster 2005). Nonetheless, the variability that

may exist between ICE settings and even between

crews operating within the same physical context

needs to be recognized. An Input-Process-Output

model provides one framework for sorting the

myriad of factors affecting human adaptation in

ICE environments, and may guide comparisons

across settings. Variables and their interrelations

are portrayed in Fig. 1. In addition to the accu-

mulation of scientific knowledge, a merit from

such studies may lie in their applied value for the

development of evidence-based countermeasures

to minimize psychological and interpersonal

problems among personnel operating in these

environments.

2 Environments

2.1 Antarctic station

The psychology of human experience in Antarctica

extends back to the very first winter-over experi-

ence, the Belgica Expedition of 1898–1899. The

field of Antarctic or polar psychology, however,

began as a scientific enterprise under the leader-

ship of men such as Eric Gunderson of the United

States, Jean Rivolier of France, and Tony Taylor of

New Zealand soon after the International Geo-

physical Year (1956–1957) and the establishment

of permanent research stations on the ice. At

present there are 47 such stations located

throughout the Antarctic and sub-Antarctic

Mission attributes 
e.g.tasks,workload, 
duration, danger, 
communication withthe
outside 

Individual
psychological
adaptation

Group dynamic 

Performance, error 
management, safety

Individual health and 
wellbeing 

Physical conditions, 
e.g. temperature, 
microgravity, weather
conditions, dark-light 
cycle

Habitability and life
support, e.g. space, 
noise, facilities and 
supplies for personal

Crew characteristics 
e.g. size, heterogeneity,
member attributes 
(previous experience,
profession, training, 
gender, age, culture)

Fig. 1 Factors affecting
human adaptation in ICE
environments
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regions, operated by 20 different nations. The

populations of these stations range from 14 to 1100

men and women during the summer months

(October–February) and from 10 to 250 during the

winter months (March–September). Over the

course of a year, the human population of

Antarctica varies from approximately 1000 to 5000

men and women, most of who are between the ages

of 18 and 60 years. For varying periods of time,

depending on their location, the stations are

physically isolated from the outside world, with

darkness and weather conditions preventing trav-

eling to and from the continent with no prospect of

medical evacuation.

2.2 Polar expeditions

Polar expeditions are usually conducted in the

spring or summer months when weather condi-

tions are most favorable, and are intended to

recreate the experiences of the early polar

explorers, set new records for speed and distance,

conduct scientific research, and transport supplies

and equipment to remote locations. While some

expeditions use traditional modes of travel (sled

dogs, skis, snowshoes), others use more modern

modes of transportation (snowmobiles, tractors,

tracked vehicles). Ocean voyages in small sailing

craft also fall into this general category. Another

form of polar expedition is the summer camp.

Such camps are usually for scientific (e.g., glaci-

ology, geology, marine biology) or commercial

(e.g., mineral and oil exploration) purposes.

Camps range in size from 3 to 300 individuals who

reside in tents, Quonset huts, or other temporary

shelters. There are also ocean voyages in larger

scientific research or commercial (Mallis and

Deroshia 2005) exploration vessels. The duration

of this form of expedition ranges from two weeks

to three months, usually during the summer.

2.3 Space missions

When manned spaceflight began in the early

1960s, the impact of psychosocial factors on

astronaut behavior and performance was per-

ceived to be minimal, at least from the U.S.

perspective. Space missions had no more than

three individuals, were exclusively male, and were

drawn from the ranks of test pilots or scientists

with pilot experience. With the advent of space

stations (e.g., Skylab, Salyut, Mir, and the Inter-

national Space Station (ISS)), the duration of

space missions increased to six months or longer,

and crews became more multinational and het-

erogeneous in terms of gender, cultural back-

ground, and professional training. These changes

have been assumed to increase the psychosocial

demands of the missions and consequently the

need for countermeasures aimed to minimize

dysfunction in this area (Leon 1999) . Future large

advances in the evolution of human space explo-

ration might include a return to the Moon and the

establishment of a lunar station as a permanent

habitat, as well as flights of humans to our

neighboring planet Mars.

Several studies addressing such mission sce-

narios have recently been conducted by NASA,

ESA and in Russia (e.g. Horneck et al. 2003;

European Space Agency (ESA) 1992). Technol-

ogy is just one important aspect of such long-

duration space missions. In addition, a number of

medical and psychological challenges need to be

considered, which might become a limiting factor

for prolonged human expeditions into low Earth

orbit and beyond. This is particularly true for

human missions to Mars, which might not be

psychologically comparable to any other under-

taking humans have ever been attempted.

Specifically, such long-duration missions will re-

quire increased crew autonomy and reliance on

automation. Also, the distance from Earth either

will impede or make impossible the traditional

level of communication and support by control-

lers on Earth which have existed in previous

manned missions (Manzey 2003; Sandal 2001b).

To date, there have been few research opportu-

nities for collecting psychological data during

actual space flights, and much of current

assumptions are based on data from personnel

operating in so-called analogue environments in

which people are exposed to many of the same

stressors as those experienced by astronauts in

space, although without such environmental

components as microgravity and radiation expo-

sure. In addition to evidence from Antarctica

winter-over groups and polar expeditions, space

simulation studies have been conducted by the
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use of hyperbaric chamber facilities in which

multinational crews have been confined for peri-

ods ranging from 28 to 240 days. A basic aim of

these studies has been to approximate the living

conditions of astronauts on a space station in

terms of operational, technical and medical

requirements.

3 Issues

3.1 Psychological functioning

3.1.1 Psychological adaptation and time patterns

ICE environments have a significant influence on

behavioral functioning. The alterations in light-

dark periodicity in polar regions disrupt the

circadian sleep cycle, resulting in considerable

sleep disturbances during the darkness period,

and an associated decline in subjective feelings of

well-being and alertness in polar areas (Bhargava

et al. 2000; Natani et al. 1970; Palinkas et al.

1995a; Palinkas et al. 1996). Also in space, the

loss of the 24-h light/dark cycle, circadian dis-

ruption, microgravity, and workload demands

may result in performance decrements, decreased

alertness and sleep disruptions (Mallis and Der-

oshia 2005). Subjective reports from astronauts

(Santy et al. 1988), as well as results from sleep

monitoring studies (Gundel et al. 2001), show

that sleep in space is shorter, more disturbed, and

often shallower than on Earth, though with a

considerable degree of inter-individual variation.

Other psychological stress reactions have also

been reported. During the long winter-over peri-

od in Antarctica, personnel have reported in-

creases in depressive mood, psychosomatic

complaints, and interpersonal conflicts, and a

decrement in work performance (Bhargava et al.

2000; Ikegawa et al. 1998; Palinkas et al. 1995a, b,

1996; Palinkas and Johnson 1990). Likewise

anecdotal and behavioral evidence from space

missions show that crewmembers have experi-

enced psychological reactions that have included

lapses of attention, emotional liability, psychoso-

matic symptoms, irritability toward crewmates

and/or mission control staff, and a considerable

decline in vigor and motivation (Kanas and

Manzey 2003; Suedfeld 2005). According to

Russian space psychologists and flight surgeons, a

psychiatric condition that affects the emotional

state of cosmonauts during prolonged missions is

asthenia. This syndrome, that refers to a psychi-

atric diagnostic category, is defined as a weakness

of the nervous system that may result in fatigue,

irritability and emotional liability, attention and

concentration difficulties, restlessness, heightened

perceptual sensitivities, palpitations and blood

pressure instability, physical weakness, and sleep

and appetite problems (Kanas et al. 1991; 2001a,

b; Myasnikov and Zamaletdinov 1998). Although

‘‘asthenization’’ is carefully monitored, and a

number of countermeasures are employed to

prevent it from progressing, empirical evidence

for its existence as a discrete pathological entity

has been equivocal (Kanas et al. 1991, 2001a, b).

Yet, other studies have either found no evi-

dence of psychological or psychiatric symptoms

or suggested that such problems pose little threat

to the health and well being of the crew or to the

success of the mission (Leon et al. 1989). Such

studies suggest one of four possibilities: (a) Iso-

lated and confined environments are no more

stressful than other environments (Suedfeld and

Steel 2000); (b) highly motivated, self-selected

individuals who volunteer for such long-term

missions are capable of maintaining high levels of

performance over long periods of time (Palinkas

et al. 2000); (c) motivated individuals simply do

better than others; or (d) psychological reactions

are strongly affected by interpersonal and cultural

factors. Supporting the latter, Ritsher et al. (2005)

have presented data indicating that psychological

reactions to being in space are expressed differ-

ently by people from different cultural back-

grounds. Clearly, the resolution of this issue needs

further clinical and empirical studies.

While the majority of research has focused on

potentially adverse health effects based on a

pathogenic model, there has also been an

emphasis on psychological resilience and positive

aspects. Studies of groups working in polar

regions over relatively shorter periods and light

conditions have found what is often referred to as

a ‘‘salutogenic’’ effect’’ (Antonovsky 1979), likely

associated with removal from the time pressures
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and stressors encountered in the home setting

(Palinkas et al. 1995b; Sandal 2000). In addition,

expedition studies have shown that positive mood

prevailed over negative mood over the course of

the trek (Atlis et al. 2004; Kahn and Leon 1994;

Leon 1991; Leon et al. 1989, 1991, 2002), and

depressive mood decreased (Palinkas et al.

1995b). Many polar and other ‘‘capsule environ-

ment’’ crews also reported long-term positive

after-effects subsequent to their stay (Suedfeld

and Steel 2000).

The timing or sequencing of mood changes and

social tensions over the course of a polar or space

sojourn has been examined, particularly the

presence of a ‘‘third quarter phenomenon’’

(Bechtel and Berning 1991). This term refers to

an increase in negative mood and social interac-

tions during the third quarter of the stay, as per-

sonnel contemplate the duration of time

remaining before the end of their particular ICE

experience. The attention to the third quarter

phenomenon can be traced back to Rohrer’s

(1961) observation of Antarctic and submarine

missions, in which he described three stages of

crewmember response: initial anxiety over new

experiences in the mission, mid-mission monot-

ony and depression as tasks become routine, and

late-mission euphoria and immature behavior as

the end is anticipated. Elements of these stages

have been reported during long-term Russian

space missions and confinement studies, but

empirical evidence for the existence of specific

critical phases has been equivocal (Bhargava

et al. 2000; Gushin et al. 1997; Leon et al. 2002;

Palinkas 2003; Palinkas et al. 2000, 2004b; Sandal

2000, 2001a; Sandal et al. 1996; Steel and Sued-

feld 1991; Stuster et al. 2000; Wood et al. 1999).

For example during a 438-day MIR mission,

Manzey and Lorenz (1998) monitored different

indicators of mood, but found little indications to

support a stage model of adaptation. In another

study, Kanas et al. (2001a, b) studied time-related

changes of crew interaction and crew-ground

communication. Again, only few indications of a

stage model was found. Yet, the issue of critical

periods in adaptation is important and needs

more research attention, given that such knowl-

edge may enable crewmembers and outside per-

sonnel to prepare for problems and intervene

before maladjustments result in adverse opera-

tional or health impacts (Sandal 2001b). Sandal

et al. (1996) found different time patterns in

psychological reactions when comparisons were

made between polar expeditions and crews con-

fined in hyperbaric chambers. They suggested

that a stage-model of adaptation is probably more

relevant for groups undergoing prolonged con-

finement in which boredom and monotony are

prominent stressors. Thus, time in itself may not

be a strong predictor unless taking into consid-

eration aspects of the environment.

3.1.2 Cognitive adaptation

A related issue regarding psychological function-

ing in polar and space environments is a need to

understand and assess patterns of cognitive

adaptation. Poor performance due to failure of

cognitive adaptation is identified in NASAs

Bioastronautics Roadmap as a potential risk to

long-duration missions in space. Human perfor-

mance in space can suffer from both microgravity

effects involving vestibular and sensory-motoric

processes as well as non-specific stress effects re-

lated to workload, sleep disturbances and other

factors of extreme living and working conditions

in space (Leone 1998; Kanas and Manzey 2003).

Empirical studies addressing possible effects of

spaceflight-related stressors on human cognitive

and psychomotor performance have focused pri-

marily on elementary cognitive and psychomotor

tasks. Most of them have been conducted during

short-term ( < 30 days) spaceflights (Benke et al.

1993; Manzey 2000). In spite of the comparatively

small number of studies and the differences in the

methodological approach, they have revealed a

fairly consistent pattern of effects.

Whereas performance in elementary cognitive

tasks such as memory-search, logical reasoning, or

mental arithmetic seem to remain largely unim-

paired in space, disturbances have been found in

perceptual-motor and attention tasks (Bock et al.

2001; Manzey and Lorenz 1998). The origin of

these effects, i.e. whether they reflect effects of

microgravity on the central nervous system or

unspecific stress effects of workload and fatigue,

has remained unclear. Studies of cognitive
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performance in polar environments suggest that

such performance is certainly impaired under

conditions of hypothermic exposure to cold

(Coleshaw et al. 1983), performance may either

increase (Mäkinen et al. 2005; Palinkas et al.

2004b), decrease (Barabasz et al. 1983; Palinkas

2001a; Reed et al. 2001), or remain unchanged

(Le Scanff et al. 1997) under non-hypothermic

exposure. The reasons for these observed differ-

ences remain to be determined.

3.2 Group dynamics

Living and working in a relatively small group in

an isolated, confined and demanding environment

are likely to pose challenges to interpersonal

relationships. Studies in ICE environments have

identified a number of factors that impact the

efficiency and quality of interpersonal relation-

ships, including crew structure and cohesion,

leadership style, gender and cultural background

of crew members, and inter-group relationships

(Gushin et al. 1998; Gushin et al. 1997; Kanas

1990; Kanas et al. 1996; Kanas and Manzey 2003;

Sandal 2000). While these factors are general

predictors of satisfaction and efficiency in orga-

nizational settings (McKenna 2001), there are

important questions about how these relation-

ships are influenced by ICE conditions, as well as

potential time effects.

3.2.1 Crew tension and cohesion

Polar expedition teams and space crews often

experience greater social cohesion by virtue of

undergoing a common experience (Atlis et al.

2004; Leon and Sandal 2003; Stuster 1996).

Nonetheless, confinement in a small space with

the same people for a long time, under conditions

of danger, discomfort, fatigue and other stressors,

is a potential catalyst for interpersonal hostility.

Research has consistently demonstrated that

interpersonal conflict and tension is the greatest

source of stress in Antarctica (Stuster et al. 2000).

Still, inhabitants in ICE environments often seem

to be reluctant to express tension openly; rather,

it is reflected indirectly in territorial behavior,

withdrawal from interaction with others, and

clique formation that may occur along national or

vocational lines (Kanas 1990; Sandal et al. 1995).

One explanation may be the mutual interdepen-

dence among the participants. While formation of

group identity appears to facilitate the adjustment

of individuals to the ICE conditions, participants

who do not conform to the group’s norm tend to

be socially isolated (Palinkas and Johnson 1990) .

During space simulation studies in hyperbaric

chambers, analysis of communication networks

indicated that one crewmember became more

and more in the periphery of crew interaction,

and at the same time was rated less positively by

other crewmembers (Sandal 2001a; Sandal et al.

1995). ‘‘Scapegoats’’ may serve to maintain har-

mony between the other crewmembers because

that person becomes the target of intra-group

hostility and aggression. However, these individ-

uals are vulnerable for poor psychosocial adap-

tation. Problems such as scapegoating are well-

documented from more usual working life, but

normally individuals who are discomforted by an

interpersonal experience have the opportunity to

withdraw from interaction, or to seek the com-

panionship and support of other people. Under

isolated conditions where there are no possibili-

ties for escape from the adverse situation, the

scapegoat is probably at higher risk for some type

of health or other adaptation problem.

Tension may also be a consequence of individual

patterns of adaptation to ICE environments such

as refraining from relying on their fellow crew

members for support Palinkas (2003) has distin-

guished between social dynamics as a stressor and

social support as a mediator of the stress–perfor-

mance relationship. He pointed out that individu-

als seem to adapt to ICE environments by

refraining from reliance on their fellow crew

members for support largely because these crew

members are facing the same stressors (Palinkas

2003). Relevant to this point, Sandal et al. (1998)

found that seeking social support as a coping

mechanism was related to poor psychological

adjustment during long-duration submarine

missions.

Not all isolated and confined crews experience

high levels of tension. Studies of Antarctic winter-

over crews have found that group cohesion varies

from one year to the next (Palinkas 1989), and
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across national stations (Palinkas et al. 2004b).

Use of multidimensional scaling of data collected

from the winter-over crews at the South Pole

during the same three-year period revealed three

distinct patterns in crew structure that seemed to

have important implications with respect to ten-

sion and anxiety, depression, and anger and

hostility (Palinkas, 2003). The crews character-

ized by a clique structure exhibited significantly

higher levels of tension and anxiety, depression,

and anger than did the crews characterized by the

core-periphery structure throughout the entire

winter. Similarly, Sandal et al. (1995) found

marked differences in crew structure and group

cohesion between space simulation studies in

hyperbaric chambers. One distinction between

the crew that was highly unified and cohesive

compared with the other one, was that the former

had been selected based on interpersonal

compatibility.

3.2.2 Leadership

The execution and maintenance of leadership

may be challenging in ICE settings in which par-

ticipants live close together for prolonged peri-

ods. Communication analysis and post-mission

interviews suggested that the authority of the

Commander was challenged by other participants

during several space simulation studies in hyper-

baric chambers (Sandal 2001a, 2004; Sandal et al.

1995). In another study, lasting for 135 days,

Kanas and his colleagues (Kanas et al. 1996)

found a significant drop in a measure of

task-oriented, instrumental characteristics of the

appointed Commander over time, which was

interpreted as status leveling where the leader

assumed a more equal role. Status leveling may

be unfortunate in emergency situations in which

clear and unambiguous leadership is required.

Successful leadership during long-term missions

must be flexible. For example, studies of polar

expeditions found task leadership to be more

important during the initial stages, while sup-

portive leadership became more important during

the later phases of the expedition (Stuster 1996).

Reviews of studies of personnel in different ICE

environments have highlighted characteristics of

the best leaders, including the perception by

group members that the leader is a role model,

soliciting subordinates’ advice and judgments

when necessary and appropriate, sensitive to

subordinates’ personal problems and well-being,

and clearly communicating roles and responsi-

bilities (Nicholas and Penwell 1995; Stuster

2005). These aspects are not unique to ICE

environments, but have consistently been found

to relate to group efficiency, motivation and

satisfaction in more customary organizations

as well, often referred to as transformational

leadership (Bass and Avolio 1995; Hetland and

Sandal 2003).

3.2.3 Heterogeneity

Heterogeneity in cultural background and gender

are assumed to increase the risk of interpersonal

tension and miscommunication among isolated

and confined personnel. The term ‘‘culture’’ has

been defined as widely shared beliefs, expectan-

cies, and behavior of members of a group on an

organizational, professional or national level

(Hofstede 1980). Evidence from cross-cultural

research suggests that the greater the cultural

differences among people, the greater will be the

difficulties in establishing harmonious and pro-

ductive relationships (Berry 2004). Based on

studies of aircrews (Helmreich and Merrit 1998),

large national differences have been identified in

individualism, preferred leadership style, and

adherence to rules and procedures. It is reason-

able to assume that differences could well impede

teamwork in the demanding environment of

space and polar settings. Interpersonal tension

related to language and cultural differences has

been reported from both long-duration Russian

missions involving people from other nations and

earthbound ICE environments. For example,

during the Salyut 6 mission, a visiting cosmonaut

from Czechoslovakia felt socially isolated and

complained of being restricted from doing pro-

ductive work by his Russian crewmates who were

concerned that their foreign guest might inad-

vertently make an operational error (Kanas et al.

2000). Language and cultural factors were found

to socially isolate crewmembers representing

minority cultures during EUROMIR missions

(Kanas et al. 2000), a 240 days space simulation
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study (‘‘SFINCSS’’) in hyperbaric chambers

(Sandal 2004), and on research stations in Ant-

arctica (Sandal 2000). Also, the two former

studies showed that the minority crewmembers

reported being more unhappy about their work

environment.

Clear differences in perceived leader support,

work pressure, and managerial control were

found between Russian and American crew

members who stayed and worked together on

MIR (Kanas et al. 2000). Yet, with the exception

of the International Space Station, spaceflight

experiences with multi-cultural space crews, so

far, stem from missions where cross-cultural as-

pects were inevitably confounded with ‘‘host’’–

‘‘guest’’ differences, i.e., the missions usually in-

volved one ‘‘dominant culture’’ being the host for

crew members from other countries, organiza-

tions and professions. This was also the case for

the ‘‘SFINCSS’’ confinement study. The relatively

small sample sizes also make it difficult to isolate

the effects of culture from other factors, such as

the personalities, motivations and professional

training of crewmembers and the organizational

setting in which the project was conducted.

Moreover, the interplay between national, orga-

nization and professional cultures is conceptually

complex and needs to be further explored.

Belonging to the same organizational culture

(such as the European Space Agency) may reduce

the impact of national diversity. It is also possible

that on a national level, cross-cultural issues may

have minimal impact on crew behavior and

performance in space since astronauts and cos-

monauts are all part of a common professional

‘‘microculture’’. So far, very few systematic

studies have addressed these issues.

A number of polar, space, and simulation

chamber groups have been composed of single

gender as well as mixed gender teams (Leon

2005). Women in mixed-gender polar and space

simulation groups have often assumed or been

placed in a more nurturing and less dominant role

and reported feeling stressed by their concerns

about other team members (Leon et al. 1989),

and have assumed the role of ‘‘peacemaker’’

(Leon et al. 2004; Sandal et al. 1995). All-men

expedition teams have exhibited marked com-

petitiveness and little sharing of personal

concerns, while all-women expedition groups, or

women in mixed gender groups have shown a

greater cooperative orientation, supportive rela-

tionships, and concern about the welfare of their

team members (Bishop 2002; Koscheyev et al.

1992; Leon and Sandal 2003; Rothblum et al.

1998). Based on qualitative interviews, Rosnet

and her colleagues (Rosnet et al. 2004) concluded

that including women in wintering-over groups on

Antarctic stations had positive effects on the

general climate of the group by reducing rude

behavior, but it also seems to cause stress due to

rivalry, frustration, and sexual harassment.

Experiences from the ‘‘SFINCSS’’ confinement

study also point to possible problems of inter-

personal tension. In this study, a conflict situation

developed due to unwanted sexual advances

toward the lone female crew member, a Cana-

dian, by one of her seven male crewmates who

was a Russian (Sandal 2004). Considerable cul-

tural and gender differences in attitudes toward

women team members have also been noted

(Leon 2005; Leon et al. 1991, 1994).

The Dutch anthropologist, Hofstede (1980)

identified important national differences in the

view of appropriate gender role behavior, and

unless addressed, such differences may cause

conflicts and tension in multinational and mixed-

gender settings. However, it is also important to

consider that in certain cultures, attitudes about

appropriate roles for men and women are

changing, and an increasing proportion of indi-

viduals of both sexes are engaging in non-tradi-

tional occupational or other pursuits. Relevant to

this point, Musson, Sandal, and Helmreich (2004)

found no significant differences in personality

scores between final stage men and women

astronaut applicants. Moreover, within each gen-

der, there are considerable individual differences

in personality, behavioral characteristics, skills,

and interests that influence task performance and

other behaviors in a particular milieu, whether in

ICE or other environments.

3.2.4 Inter-group relations

Long term co-habitation and shared experiences

in a highly unique environment are factors

that facilitate the development of strong group
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identification, and therefore help account for the

frequently observed psychological distance be-

tween ‘‘insiders’’ and ‘‘outsiders’’. Direction of

aggression to outside personnel has been reported

during both Russian and American space missions

(Kanas et al. 2001a, b), in Antarctica, and during

space simulation studies (Gushin et al. 1997;

Kanas et al. 1996; Sandal 2001b; Sandal et al.

1995). Some of these incidents have been inter-

preted as a displacement of tension/aggression to

help maintain harmony within the crew. This

process is often referred to as the ‘‘us vs. them’’

phenomenon, and appears to be one mechanism

that functions to unite the confined personnel.

Gushin (1995) has noted the tendency of space

crews to avoid sharing feelings with others

(‘‘psychological closing’’) and information filtra-

tion in crew-ground communications. A concern is

that these characteristics may also interfere with

the capacity of the crew to accurately receive and

process information from the ground, thereby

resulting in errors in judgment and a decrement in

performance.

A potential deleterious outcome of strong

group-cohesion coupled with ‘‘psychological dis-

tance’’ to outsiders is a phenomenon known as

‘‘groupthink’’, identified by several characteristics

such as denial of conflicts, a tendency to channel

aggression outside the group, and the existence of

external pressure (Janis 1972). Groupthink has

been associated with lower-quality performance

because group members are too concerned with

getting along and reluctant to express disagree-

ment; clearly, this could endanger a mission in

situations of crisis.

3.3 Personality predictors of adaptation/

optimal performance

Psychological adaptation to isolated and confined

environment varies with factors such as person-

ality traits, physiological and circadian rhythm

characteristics (Mallis and Deroshia 2005; Van

Dongen et al. 2003), prior experience, and train-

ing background. However, astronauts, polar

expedition members and personnel who winter-

over in Antarctica seem to possess common

characteristics that differentiate them from peo-

ple in general. Steel et al. (1997) found that

Antarctic expeditioners scored higher on mea-

sures of extraversion and openness to experience

and lower on measures of neuroticism than pop-

ulation norms. High achievement orientation and

low stress reactivity have been found to be pre-

dominant characteristics in many polar team

members (Atlis et al. 2004; Kahn and Leon 1994;

Leon 1991; Leon et al. 1989), Antarctic scientists

(Butcher and Ryan 1974) , and astronaut appli-

cants at NASA (Musson et al. 2004). These traits

are strongly related to coping with stress and

adaptation across populations (see Sandal et al.

1998). Variation in personality traits found in ICE

groups is normally much smaller than is typically

found in the normal population (Palinkas

2003; Sandal 2000; Sandal et al. 1996). Due to

‘‘restriction of range’’, baseline measures of

personality therefore may be a relatively weak

predictor of behavior in ICE settings. Nonethe-

less, personality assessment has been recognized

by space agencies and researchers as a helpful

tool in screening out unsuitable astronaut candi-

dates (Santy 1994).

Several studies have linked superior perfor-

mance to a personality profile characterized by a

combination of high levels of instrumentality and

expressivity along with lower levels of interper-

sonal aggressiveness and low competitiveness in

settings that include aviation (Chidester et al.

1991), military training (Sandal et al. 1998, 1999),

short-term space simulation studies (Sandal et al.

1996), and polar expeditions (Leon and Sandal

2003). Likewise, research in which personality

traits have been validated against criteria of

astronaut effectiveness during short-term space

missions and training sessions have identified high

agreeableness and low aggressiveness as general

characteristics of high performers (Rose et al.

1994). These personality traits have therefore

been designated as ‘‘the right stuff’’ for team

operations in stressful environments. Referring to

the so-called five-factor model of personality

(McCrae and Allik 2002), Suedfeld and Steel

(2000) proposed that the traits of conscientious-

ness and agreeableness would be optimal indica-

tors of adaptive personality functioning.

Interestingly, retrospective analysis of personality

scores of final stage astronaut applicants showed

no differences based on personality clusters on
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those selected vs. those deselected (Musson et al.

2004).

However, not all of these personality charac-

teristics have been demonstrated to be predictive

of optimal performance in ICE environments. For

instance, a study of French expeditioners found

that performance was associated with low scores

on extraversion and assertiveness (Rosnet et al.

2000). A person–environment fit model of

behavior suggests that the optimal individual

characteristics in relation to performance are

mediated by environmental factors and mission

characteristics, including the duration and crew

characteristics (Ursin et al. 1992). For instance,

Palinkas and Browner (1995) found that while

several features of personality and social factors

were associated with concurrent measures of

depressive symptoms, pre-deployment levels of

depressive symptoms were the only independent

predictor of late-winter depression. A similar

prospective screening study of Antarctic winterer-

over personnel (Palinkas et al. 2000) showed that

the best performers were characterized by low

levels of neuroticism (emotional liability), low

desire for affection from others, low levels of

boredom, low need for order, and a high tolerance

for lack of achievement. The authors argued that

under conditions of isolation and confinement,

satisfying a need for achievement and order is

often restricted by the environment itself, and that

individuals wishing to complete projects on sche-

dule become frustrated at delays in communica-

tion with the outside, constant equipment failure,

or absence of necessary supplies. Consequently

crewmembers adapting best are those most able to

revise their expectations to fit the situation.

In the context of long-duration space missions,

the most severe stressors may involve monotony

and boredom resulting from low workload, hypo-

stimulation, and restricted social contacts includ-

ing isolation from family and friends. A number

of factors may affect the coping ability of

crewmembers in dealing with these living condi-

tions. These include their unique onboard expe-

riences, personality traits, leisure activities,

particular coping strategies, and the kind of social

and emotional support available. Antarctic stud-

ies evaluating personnel in a range of occupa-

tional positions showed an association between

adaptive functioning and narrow interests and a

low need for stimulation (Biersner and Hogan

1984). A personality trait termed ‘‘absorption’’

(Tellegen and Waller in press) has been identified

in studies of different expedition teams (Atlis

et al. 2004; Kahn and Leon 1994; Leon 1991;

Leon et al. 1989). This characteristic refers to the

ability to become highly engrossed in a particular

activity to the exclusion of attending to other

events that are happening around the person. For

example, becoming so engrossed in the beauty of

the Antarctic landscape that the monotony of the

extensive physical exertion in a cold and windy

environment is not processed as uncomfortable.

In a related manner, a number of astronauts have

commented that their most enjoyable leisure

activity in space was simply looking out the

porthole at the beauty of the Earth. This

engagement in the beauty of the environment or

becoming highly engrossed in a particular

task would likely be highly adaptive in coping

with the exigencies of living in an ICE environ-

ment, including space, for an extended period of

time.

4 Future challenges

Despite the advances in our understanding of the

human challenges in polar and space environments

that have occurred in recent years, a number of

issues remain that require additional investigation.

One of the primary issues related to psychological

functioning concerns the integration of psychoso-

cial and neurobehavioral adaptation. These two

domains are usually examined separately and

considered individually as risk factors for poor

performance (Health Sciences Policy Board 2005).

Nevertheless, studies in both space and polar

environments suggest that both are interrelated.

For instance, changes in thyroid and catecholamine

function in polar environments have been linked to

poor mood and impaired cognitive performance

(Reed et al. 2001). Similarly, stress and mood are

believed to influence endocrine, immune, and

cardiovascular function in space (Kanas and

Manzey 2003; National Research Council 2000).

Ultimately, solutions to human challenges in these

environments will require multidisciplinary efforts
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and approaches to understanding the social and

environmental factors that contribute to impaired

physiological functioning and the neurobehavioral

changes that precede behavioral changes and vice

versa. Such efforts will include the formation of

interdisciplinary teams of investigators and the

development of integrated models of human

adaptation that are specific to these environments.

Future research should also be devoted to

improving our understanding of performance and

workload (National Research Council 1998), and

the development and evaluation of behavioral,

operational and pharmacotherapeutic counter-

measures designed to reduce the risk of impaired

cognitive performance in both types of environ-

ments (Palinkas 2001a). The degree of autonomy

that crews expect to have from controllers can

have a big impact tension and cohesion during

missions (Kozerenko et al. 1999). According to

Kanas and Manzey (2003), providing the crew

with as much freedom as possible to plan and

schedule activities on their own initiative repre-

sents a countermeasure for dealing with possible

impairments of work satisfaction and motivation.

A particular concern in planning for long-

duration missions is how to deal with significant

psychological problems and psychiatric disorders

that may develop in initially healthy individuals.

This situation would affect not only the disabled

person, but could also have a detrimental effect

on overall crew performance, safety, and poten-

tially, the success of the mission. Information on

serious behavioral health problems in space is not

publicly available due to issues of confidentiality.

However, considering the commonalities between

certain polar and long-duration space conditions,

including the impossibility of evacuation during

specific periods of the mission, it may be possible

to generalize about the probability of serious

problems developing in space by extrapolating

from Antarctic health data.

Aggregation of data on the Australian Na-

tional Antarctic Research Expeditions (ANARE)

collected over a 25-year period indicated a rate of

morbidity for mental health disorders below 4%

(Lugg 2005). Research conducted on members of

the United States Antarctic Program suggest

that approximately 5% of winter-over personnel

experience symptoms that fulfil criteria for a

psychiatric disorder and are severe enough to

warrant clinical intervention; Palinkas et al.

1995a; Palinkas et al. 2004a). Psychiatric debrief-

ings of 313 men and women conducted at

McMurdo and South Pole between 1994 and 1997

revealed that 3.8% of personnel experienced

mood disorders (depression), 3.8% experienced

adjustment disorders, 2.6% experienced sleep

disorders, 1.3% experienced alcohol or drug-

related disorder, and 1.0% experienced person-

ality disorders (Palinkas et al. 2004a). Although

these rates are lower than what might be experi-

enced in the general population in the United

States, they are noteworthy in that these men and

women are required to undergo psychiatric

screening prior to the austral winter. However, if

a serious psychiatric problem developed in space,

for example, a paranoid reaction or immobilizing

depression, this could seriously jeopardize the

mission. Therefore, the development and imple-

mentation of psychological, pharmaceutical, and

other countermeasures to deal with these poten-

tial problems is extremely important.

With respect to interpersonal relations and so-

cial dynamics, there remains a need to identify the

criteria to be used in screening and selection of

teams intending to live and work in polar and space

environments. The research described in this paper

has identified several important predictors of

individual performance, but studies identifying the

determinants of successful group performance re-

main to be accomplished (National Research

Council 1998). Research on predictors of individ-

ual performance provides little guidance regarding

optimal combinations of individual characteristics

across group members and whether crews should

be selected on the basis of homogeneous or com-

plementary characteristics (Palinkas 2001b). Sim-

ilarly, operational and political considerations may

preclude the screening and selection of personnel

strictly on the basis of psychosocial characteristics

(National Research Council 1998). However, an

understanding of the effect of these considerations

on overall group performance remains to be

determined.

The difficulty in overriding such selection

considerations also points to the need for fur-

ther research on the development of policies,

programs and countermeasures designed to
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prevent poor psychosocial and neurobehavioral

adaptation in polar and space environments.

Prevention is a more cost effective approach to

addressing poor adaptation since evacuation from

such locales is expensive if not impossible during

particular time periods, and treatment of adap-

tation-related problems may be costly, time-con-

suming, and feasible only if necessary resources

are readily available (e.g., access to qualified

personnel to conduct crisis intervention under

periods of acute stress, or medications which have

bioavailability under conditions of extreme cold

or microgravity). Moreover, loss of productivity,

increased risk of accidents and co-morbidity

can be minimized if not avoided altogether

through prevention. Preventive countermeasures

or interventions would include training in inter-

personal relations and social dynamics, leadership

skills and individual coping strategies (National

Research Council 1998; Palinkas 2001b), the

design and construction of facilities that allow for

privacy and space while fostering a sense of

community and promoting social interaction

(National Research Council 1998), and the

development and evaluation of nutritional and

pharmacologic countermeasures designed to

reduce the adverse effects of the physical envi-

ronment (i.e., cold, darkness, microgravity) on

psychosocial and neurobehavioral adaptation

(Palinkas 2001a). However, evidence-based re-

search is required to support the use of one or

more of these countermeasures. Provision of in-

flight support is another important countermea-

sure to prevent feelings of boredom, monotony

and isolation during long duration space flight.

Attention should be given to enhancing individ-

ually tailored leisure time activities that take into

account changing interests and needs over the

course of the mission (Kanas and Manzey 2003;

Kelly and Kanas 1994). Other important support

activities include private psychological confer-

ences, providing informal space-ground contact

and news from Earth (preferably in the crew

member’s native language and from homeland

news sources), and opportunities to maintain

close contact with family and friends on Earth on

a regular basis. In-flight support of crew members

has been applied in Russia since the earliest days

of manned spaceflight, and continues to represent

one of the main countermeasures in today’s ISS

program.

Finally, research is required to facilitate the

positive aspects of living and working in polar and

space environments. Although the positive ben-

efits of successfully coping with the challenges of

such environments have been repeatedly dem-

onstrated (Palinkas 2003; Suedfeld and Steel

2000), it is still unclear whether polar expedi-

tioners and astronauts can be trained to experi-

ence such benefits, or whether they are inherent

features of particular personality types. In either

instance, as is the case with prevention, selection,

training, and support are likely more cost-

effective than treatment (Palinkas 2003, 2001b) in

dealing with the human challenges of polar and

space environments. However, as with preven-

tion, the development of an evidence base for the

use of specific strategies is needed. Such proce-

dures are likely to include both programs de-

signed to screen for and select individuals most

likely to have such positive experiences in these

environments, as well as training programs to

increase the likelihood of such experiences in all

polar expeditioners and spacefarers.

5 Concluding remarks

ICE environments have long been viewed as

natural laboratories for the study of the effects of

isolation and confinement on human behavior.

Research results from these settings contrast with

the early laboratory studies in which participants

were exposed to highly artificial situations,

involving isolation from other people and a sharp

reduction in the level of variability of physical

stimulation and very restricted mobility (Zubek

1969), or military subjects confined in windowless

suites of rooms with only research tasks to per-

form (Haythorn and Altman 1966). A large

number of subjects failed to complete several

weeks of confinement due to perceived high

‘‘stress’’ and from outbursts of hostility. This sit-

uation differs profoundly from the successful

adaptation generally reported from groups in less

artificial environments. While the last decades

have witnessed an increased research interest in

ICE environments, most of this research has
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focused on the abnormality of the setting. As no-

ted by several researchers (Palinkas 2003; Sued-

feld 1998), the opportunities that these settings

offer for exploring more fundamental and global

psychological issues may not have been suffi-

ciently recognized. Contrasting with most natural

settings in which people operate, the level, inten-

sity, rate of change, and diversity of physical and

social stimuli, as well as behavior settings and

possible behaviors are more restricted (Suedfeld

1998). Thus, ICE environments offer a high de-

gree of control over the variables that impact on

psychosocial processes while avoiding the artificial

conditions of the traditional laboratory. For in-

stance, Palinkas (2003) suggested that the ice is an

ideal laboratory for the examination of seasonal

variation in behavior related to environmental

phenomena, such as cold temperature and limited

exposure to daylight. More generally, it is an ideal

laboratory for understanding how biological

mechanisms and psychological processes interact

within a well-defined environment. As such, ICE

environments provide unique opportunities for

gathering new knowledge and having an impact on

serious problems in non-extreme environments, as

well as furthering knowledge about optimal

adaptation in polar and space settings.
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Abstract This paper will first review the issue of

hypometabolism in mammals with a focus on the

strategies these animals evolved to cope with life

challenge in hostile environments (e.g., cold

weather and/or shortage of food). The different

types of natural hypometabolism (hibernation,

torpor, winter sleep) will be briefly described as

well as major adaptations in body temperature,

and energy and cell metabolism. In the second

part of this review the issue of inducing a hypo-

metabolic state in mammals will be afforded with

special attention paid to changes in body tem-

perature and metabolism, regulation of gene

expression and the possible role of hibernation

inducing factors. Finally, an overview of the

potential of inducing a hypometabolic state in the

human as related to the broad field of biomedi-

cine will be given.

Keywords Body temperature Æ Extreme

environments Æ Hibernation Æ Human Æ
Mammals Æ Metabolism Æ Transplantation Æ
Surgery

1 Natural hypometabolism in mammals

1.1 Hibernation, torpor, winter sleep

Mammals have evolved the ability to produce

endogenous heat to maintain a high and constant

body temperature over a wide range of ambient

temperatures, thus achieving a high degree of

independence from the restrictions imposed by

the environment. However, in many mammals,

especially the small ones, the cost for the ther-

moregulatory heat production can exceed the

energy supply when the environmental conditions

become adverse (low ambient temperature, water

or food scarcity). In order to survive, these ani-

mals have evolved the capacity of entering a state

of torpor. This is a natural hypometabolic state

characterized by a drastic reduction of body

temperature, metabolic activity, heart rate, and

energy demand as well, which may last from a few

hours to some weeks, thus facilitating survival

(reviews in Lyman et al. (1982), French (1988).

Unlike ectotherms (e.g. frogs and snakes),

hypometabolic mammals are able to leave this
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depressed metabolic state at any time, using the

endogenously produced heat to restore a normal

body temperature.

The natural hypometabolism of mammals

varies depending on the timing, duration and

depth.

Aestivation and hibernation are considered as

seasonal torpors, being both characterized by

subsequent torpor bouts. In fact, the seasonal

torpor never spans the entire hibernating season,

but it is interrupted by periodic arousals and brief

normothermic periods (see Sect. 1.2.5). Some

common groups characterized by seasonal torpor

include the hedgehogs, marmots and woodchucks,

ground squirrels and bats. In these animals, dur-

ing the pre-hibernating phase, a drastic, rapid

weight gain occurs, and exposure to low ambient

temperature results in hibernation with body

temperature decreasing to near 0�C.

However, in some species a hypometabolic

state can be induced at any time of the year by

proper environmental stimuli. A typical form of

such non-seasonal torpor is the daily torpor,

with a duration of less than 24 h and a body

temperature ranging 10–25�C (considerably

higher that that found during hibernation).

Moreover, the daily torpor appears to be inte-

grated into the normal circadian rhythm of

activity and rest, although the torpor is not re-

stricted only to the normal rest phase of the

animal (Körtner and Geiser 2000). Marsupials,

insectivores, chiropterans, primates and rodents

have members which exhibit daily torpor. The

Syrian (golden) hamster (Mesocricetus auratus),

can enter deep torpor (body temperature

decreasing to about 5�C and lasting a few days),

but requires a long preliminary period of cold

exposure.

A particular type of natural hypometabolism

is represented by the winter sleep in bears.

During winter dormancy, bears do not eat,

drink, defecate or urinate and they use fat

exclusively as their energy source. The bear

hibernates at a near normal body temperature

(31–35�C), and its metabolic depression is much

less than that found even in the daily torpor. In

addition, unlike torpid animals, when disturbed

the bear is easily aroused into a mobile, reactive

state.

1.2 General aspects of natural

hypometabolism

Despite the different torpor types, the patterns of

metabolism, heart rate, respiratory rate and body

temperature of the natural hypometabolism are

basically similar, differing only in their quantita-

tive aspects. Thus, there is a physiological con-

vergence in achieving a hypometabolic state for

energy conservation.

Typically, a torpor bout consists of entry into,

maintenance of and arousal from hypometabo-

lism. During entry into the hypometabolic state, a

progressive inhibition of heart and respiratory

rate and a fall in oxygen consumption and body

temperature occur. During the hypometabolic

bout, which may last from hours to weeks, all

physiological functions are kept at a minimum:

heart rate decreases to 1/30 or less, oxygen con-

sumption to 1/100 of their euthermic levels; pro-

longed apnoea (40–150 min) as well as Cheyne–

Stoke breathing (apnoea followed by bursts of

breathing) can occur; body temperature is main-

tained near ambient temperature (sometimes

near 0�C). Arousal from torpor is a chain-reaction

event requiring from 20 min to 30 min in small

hibernators to a few hours in larger animals:

substrates are mobilized for energy production,

the cardiovascular system is stimulated for tissue

perfusion and the non-shivering thermogenesis in

the brown adipose tissue starts.

Unfortunately, in spite of extensive studies on

hibernation, the basic mechanisms of the natural

hypometabolism are still unknown.

Whatever the mechanism utilized by the

hibernator, the final goal is to reach a hypomet-

abolic state in which energy consumption is re-

duced to a minimum. That means that a novel

regulation of metabolic and physiological path-

ways is needed to allow survival.

1.2.1 Temperature

During torpor, body temperature is still con-

trolled by a CNS regulator: thermosensitive neu-

rons within the hypothalamic region induce cyclic

bursts of metabolic heat production if cooled

below a certain set-point (Buck and Barnes 2000).

Photoperiod duration would play also a role in
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the modulation of body temperature (Heldmaier

et al. 1989).

The tissue mainly responsible for non-shiver-

ing thermogenesis is the brown adipose tissue

(BAT), a unique lipid storing tissue which grows

substantially during the pre-hibernation period.

During hibernation, BAT is apparently quies-

cent, although the brown adipocyte nuclei

maintain an ‘‘active’’ configuration (Zancanaro

et al. 1993), but it switches to vigorous thermo-

genesis in the early phase of arousal (Horwitz

et al. 1985): fatty acids are oxidized in special-

ized mitochondria where an extensive uncou-

pling of oxidative phosphorylation occurs with a

consequent heat production (Himms-Hagen

1986).

1.2.2 Homeostasis

The extraordinary capacity of varying body tem-

perature in hibernators implies structural and

molecular adaptation of cell and tissue compo-

nents to maintain homeostasis.

Cell membranes are particularly sensitive to

temperature modifications: as the temperature is

lowered, the microviscosity of the lipid environ-

ment increases, probably influencing the activity

of enzymes therein during hibernation. Particu-

larly interesting is the ability of a hibernator’s

cells to maintain the intracellular Ca++ homeo-

stasis by down-regulating the activity of the spe-

cific channels in the cell membranes (Wang et al.

2002).

Ventilation is decreased during hibernation

and entrance into hibernation is also accompa-

nied by a decrease in the respiratory exchange

rate, possibly by a retention of carbon dioxide in

body fluids.

A dramatic reduction of heart rate and cardiac

output takes place during hibernation, whereas

stroke volume increases. A key phenomenon to

be explained is the hibernator’s heart ability to

cope with lowering body temperature skipping

fatal arrhythmia (Johansson 1996). Blood clotting

times are dramatically increased during hiberna-

tion, thereby alleviating the risk of thrombus

formation when blood flow is reduced. The

mechanism involved could be a reduction in

platelets blood count or an increase of the liver a

2-macroglobulin, a universal protease inhibitor

(Srere et al. 1995).

The kidney activity is markedly reduced during

hibernation (Zatzman 1984) in association with

lower kidney blood flow and reduction or cessa-

tion of glomerular filtration rate; despite this, the

fine structure of the organ is well preserved

(Zancanaro et al. 1999).

During hibernation, animals show a remark-

able suppression of responsiveness to stimuli;

however, handling, re-warming, or exposure to

daylight are able to induce arousal: it is apparent

that hibernation, unlike coma, results from a

highly regulated process rather than a loss of

function. Several brain areas seem to be involved

in regulating metabolic depression during hiber-

nation. The hippocampus, septum, and hypothal-

amus retain periodic electroencephalographic

(EEG) activity at temperatures below which

EEG in other structures becomes isoelectric

(Pakotin et al. 1993). The hypothalamic

nuclei—the suprachiasmatic nucleus (containing

pacemaker cells for circadian rhythms), the lat-

eral septal nucleus, the medial septum—as well as

the supraoptic and paraventricular nuclei show

modifications related to the hibernating state

(O’Hara et al. 1999;). Moreover, the preoptic/

anterior hypothalamic area might play a role in

hibernation due to the presence of sleep pro-

moting and temperature sensitive neurons therein

(Heller 1979).

1.2.3 Energy

The primary energy source utilized during hiber-

nation is the lipid accumulated in the white adi-

pose tissue, while the utilization of carbohydrate

is drastically reduced, even in daily torpor.

During the summer and fall months hiberna-

tors became hyperphagic and prepare for hiber-

nation drastically increasing their spring body

weight, probably because of the combined action

of environmental factors (Körtner and Geiser

2000), enzymes responsible for lipogenesis

(Mostafa et al. 1993) and specific neuropeptides

able to regulate food intake (Boswell et al. 1993).

During hibernation mitochondria preferen-

tially utilize lipid reserves to produce ATP,

probably due to the activity of leptin, responsible

Rev Environ Sci Biotechnol (2007) 6:47–60 49
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for mobilization of fat (Rousseau et al. 2003), and

of enzymes responsible for fatty acid degradation

(Kabine et al. 2003). Accordingly, the enzymes

responsible for fatty acid utilization increase

(Kabine et al. 2003); many mitochondria-encoded

genes are up-regulated to facilitate the transport

rate of fatty acids (Hittel and Storey 2002) and

the thermogenic activity, especially in BAT (Liu

et al. 2001). However, the mitochondrial proton

conductance is unchanged during hibernation

(Barger et al. 2003), supporting the idea that the

reduced metabolism in hibernators is a partial

consequence of tissue-specific depression of sub-

strate oxidation (Martin et al. 1999).

However, some tissues, such as brain, need

carbohydrates for their metabolic functions.

Since the level of glycolytic activity remains low

during hibernation and torpor (Heldmaier et al.

1999), the gluconeogenesis (the resynthesis,

mainly in liver and kidney, of glucose from

amino acids, lactate, glycerol) is the only means

of regeneration of carbohydrate reserves during

hibernation. Accordingly, the adrenocortical

cells, involved in regulation of metabolic pro-

cesses such as protein and lipid catabolism for

gluconeogenesis, maintain an ‘‘active’’ arrange-

ment (Malatesta et al. 1995; Zancanaro et al.

1997).

1.2.4 Cell metabolism

The hibernator cells undergo striking seasonal

morpho-functional modifications, due to the

drastic reduction of metabolic activities. During

hibernation, the proteosynthetic apparatus (RER

and Golgi complex) undergoes reduction in

various cell types (e.g. Malatesta et al. 1998,

2001, 2002), consistently with the drastic reduc-

tion in protein synthesis rate (Hittel and Storey

2002; van Breukelen and Martin 2002a). How-

ever, some proteins become more abundant

during hibernation than in euthermia; for

example the myoglobin of the skeletal muscle

(Postnikova et al. 1999) as well as the intestinal

stress protein GRP75 (Carey et al. 2000) are

overexpressed in hibernating ground squirrels

and the phosphoprotein named pp98 is specifi-

cally expressed in the brain only during hiber-

nation (Ohtsuki et al. 1998).

The transcriptional activity too is severely

inhibited during hibernation (van Breukelen and

Martin 2002b). During hibernation a differential

expression of several genes in various tissues

occurs (see van Breukelen and Martin 2002a).

Some genes can be up-regulated in some tissues

while in others are down-regulated (e.g. Eddy

and Storey 2003), or genes generally silenced in

a tissue can be activated during hibernation

(Andrews et al. 1998). Accordingly, cell nuclei of

hibernating mammals undergo important struc-

tural reorganization during the hypometabolic

period: various nuclear bodies containing tran-

scription and splicing factors and even regulatory

factors of the circadian rhythm (Zancanaro et al.

1993; Malatesta et al. 1994a, b, 1995, 1999, 2003;

Tamburini et al. 1996) form during the lethargic

period and disappear upon arousal (Malatesta

et al. 1994a, 2001). In addition, chromatin

organization changes suggesting a decrease in

biosynthetic activities (Kolaeva et al. 1980;

Giacometti et al. 1989).

1.2.5 Periodic arousals

No mammalian hibernator remains continuously

at low body temperature all winter long, but all

rewarm and then briefly maintain euthermia at

periodic intervals throughout the dormant season.

The duration of these euthermic episodes de-

pends on the animal size and the frequency of

arousals is related to changes in ambient tem-

perature (Strijkstra and Daan 1997).

The reason for such periodic arousals is still

unknown, and the hypotheses are numerous and

heterogeneous. Some authors suggested as a

trigger for periodic arousal the accumulation of

ketone bodies in the blood, due to a shutdown in

mobilization and utilization of carbohydrates

(Baumber et al. 1971); however, other authors

found that elevated ketone levels are associated

with increased survival time in hypoxia (D’Alecy

et al. 1990). It has been suggested that periodic

euthermic episodes may serve to replenish car-

bohydrate reserves (Galster and Morrison 1975)

or to allow ‘‘normal’’ sleep (Daan et al. 1991).

Other authors suggested that the periodic rew-

arming may be related to replacement of mRNA

lost during torpor due to degradation processes
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(Knight et al. 2000). It has been found that peri-

odic arousals allow for degradation of ubiquity-

lated proteins accumulated during hibernation in

the gut (van Breukelen and Carey 2002), thus

restoring protein pools, as well as for the resto-

ration of the host-defense mechanisms which ap-

pear to be downregulated during hibernation

(Prendergast et al. 2002).

1.3 Hibernation triggers

It is evident that survival of natural hibernators

under hypometabolic conditions implies the

coordination of multiple new regulatory pathways

involving different districts of the organism. The

whole phenomenon probably occurs through se-

rial metabolic events, but what are the factors

responsible for the initiation of the cascade?

Unfortunately, this fundamental question remains

unanswered.

Among the different mechanisms reputed to be

involved in hibernation (e.g. resetting of the

temperature set-point, gene expression regula-

tion, new metabolic balance), the potential role of

several neuropeptides and transmitters can be

regarded as a candidate for control systems of

hibernation. In particular, endogenous opioids

seem to play a basic role in regulating the hiber-

nation cycle. In fact, it has been found that

neuronal complexes immunoreactive for endoge-

neous opiates, especially enkephalin, and also

for vasopressin, somatostatin, substance P, corti-

cotropin-releasing factor and serotonin, are

involved in the neuroendocrine control of hiber-

nation (review in Nurnberger 1995). Opioids have

been shown to cause changes similar to those

observed during the annual cycle of mammalian

hibernators, such as an increase in feeding at low

doses and anorexia at high doses (Nizielski et al.

1986), bradicardia and hypotension (Kunos et al.

1988), respiratory suppression (Yeadon and Klit-

chen 1989), and lowering of set-point in thermo-

regulation (Burks 1991). Moreover, it has been

shown that blockade of endogenous opioid

activity by exogenous opioid antagonists shortens

hibernation bouts or induces premature arousal

(Wang 1993). Finally, opioids belonging to all of

the three opioid families (proopiomelanocortin,

proenkephalin and prodynorphin) have been

found in the brain of ground squirrels (Cui et al

1996), showing specific increase in selected brain

districts (hippocampus, septum, hypothalamus)

during hibernation. All these data strongly sug-

gest an involvement of endogenous opioids in

regulating the hibernation cycle.

A natural proto-opioid whose chemical iden-

tity is not yet completely clarified has been found

in blood and urine of lethargic—but not euther-

mic—hibernators like bats, brown bears and

woodchucks (Bolling et al. 1997a). It is consid-

ered a powerful metabolic inhibitor since it can

induce hypometabolic effects in hibernators when

administered to active animals in summer, prob-

ably via the interaction with the peripheral and

central opioid receptors (Benedict et al. 1999).

Because of these capability, it has been called

Hibernation Induction Trigger (HIT) and is at

present the most interesting candidate as regula-

tory factor of natural hypometabolism.

2 Induced hypometabolism in mammals

Due to the lack of complete scientific data on

mammalian natural hypometabolism, a large

amount of speculation must be used in planning

experimental designs to induce a reversible hyp-

ometabolic state in non-hibernating species.

However, on the basis of the available knowl-

edge, some selected mechanisms could conceiv-

ably lead to induce hypometabolism in mammals.

2.1 Changing body temperature

Lowering of ambient temperature could help

inducing hibernation since, in general, decrease in

body temperature parallels the fall in metabolic

rate in hibernators (Geiser 2004). The decrease in

body temperature is apparently a key factor to

reduce the rate of metabolic and enzymatic

activities on a purely thermodynamic drive;

however, during entry into torpor metabolic rates

drop rapidly even before a significant decrease in

body temperature (Ortmann and Heldmaier

2000) suggesting that low temperature alone

cannot explain this phenomenon. Moreover,

when a non-hibernator is exposed to low

environmental temperatures, body temperature
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begins to fall and hypothermia ensues; the

homeostatic mechanism of shivering fails, the

heart fibrillates and ventilation stops. Neuropro-

tective adaptations existing in hibernators have

been reviewed by Drew et al. (2001).

Hibernating animals retain the ability to sense

and defend body temperature; however, when

they enter torpor their hypothalamic set-point for

body temperature regulation is gradually lowered

(Heller 1979). Therefore, resetting of the body

temperature set point should help getting a hyp-

ometabolic state. It is generally accepted that the

set-point is reset during fever, therefore it is

regulatable. Unfortunately, the mechanism by

which the set-point is determined is still a mystery

(Cooper 2002). Possible targets are ‘‘cold’’ and

‘‘warm’’ thermosensitive neurones in the hypo-

thalamus; their firing rate could be affected by

thermoregulatory neurotransmitters such as

catecholamines, serotonin, dopamine, GABA,

glutamate, acetylcholine, or nitric oxide (Gerts-

berger 1999); however, all these molecules have

many important effects on different body systems

other than affecting temperature.

Maybe an ischemic preconditioning could help

the induction of a hypometabolic state. In fact,

recent research has shown that before entering

the true hibernation phase, animals go through a

number of cycles where metabolic rate and body

temperature drop briefly. This could be a natural

form of hypothermia preconditioning. Interest-

ingly, studies in non-hibernators have shown that

one or more short periods of ischaemia substan-

tially improve the ability of cells and organs to

tolerate a subsequent, longer period of ischaemia.

For instance, repeated myocardial stunning in

dogs (Di Carli et al. 2000) proved to be at the

basis of prolonged and reversible reduction in

systolic functions. In the same model, suspended

animation by hypothermia can allow survival

after a 60 min cardiac arrest (Nozari et al. 2004).

In addition, recent reports indicate that induced

hypothermia in swine does not affect learning and

memory (Alam et al. 2002); moreover, it has a

direct effect on the post shock immune/inflam-

matory system (Chen et al. 2005).

Lowering temperature could imply freezing

process. However, some hibernators (nonmam-

mals and mammals) are able to survive body

temperature as low as – 3�C by adopting the

strategy of super cooling to resist freezing (Lee

and Costanzo 1998). Frogs are able to produce

and introduce in the bloodstream low molecular

weight, cryoprotective carbohydrates (especially

glycerol) before cooling (they are echtotherm

animals). On the other hand, super cooling can be

dangerous because it is a metastable condition

where ice nucleation starts with ease. Interest-

ingly, it has been found (Lee et al. 2000) that in

rats infusion of the long-lasting volume expander

hetastach was able to improve survival during

hypothermia (22�C).

2.2 Changing metabolism

During torpor bouts, hibernating species are able

to down regulate their cellular metabolic activity

to a new hypometabolic steady state (down to

1/100th of basal metabolic rate) without damage

during the prolonged cold exposure as well as

during the transitions between warm and cold,

and vice-versa.

Basically, a new balance between the ATP

demand and the ATP supply is established

(Boutilier 2001). Consequently, during natural

hibernation mitochondrial activity drastically de-

creases and lipids become the preferential energy

source (Geiser et al. 1994). On this basis, it could

be hypothesized that a shift from carbohydrate to

lipid utilization could be useful to promote a

hypometabolic state. To this aim, hormones such

as leptin, responsible for fatty acid mobilization

(Rousseau et al. 2003), could represent a key

factor. Moreover, during hibernation, several

mitochondrial functions undergo modifications, in

association with increased activity of the enzymes

responsible for fatty acid transport and utilization

(e.g. acyl-CoA oxidase, pyruvate dehydrogenase

kinase) (Kabine et al. 2003; Hittel and Storey

2002). Changes in mitochondrial enzyme activity

similar to those reported in hibernating animals

have been observed in non-hibernators under

conditions favouring a shift from carbohydrate to

fatty acid oxidation. For example, pyruvate

dehydrogenase kinase levels increase in humans

fed on an isocaloric, high-fat diet (Peters et al.

2001), and acetyl-CoA carboxylase decreases

during starvation, when lipid becomes the main
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fuel source. Therefore, the change in metabolic

fuelling could facilitate torpor entrance. How-

ever, the activation/deactivation of mitochondrial

functions in hibernators appears as a quite com-

plex phenomenon in which numerous and various

factors seem to be involved. In fact, in addition to

mitochondrial enzyme activities modifications,

calcium ions are responsible for the inactivation

of the intramitochondrial ATPase, thereby pre-

venting the exhaustion of cellular ATP in de-

energized mitochondria (Bronnikov et al. 1990)

and the intracellular pH also plays a regulatory

role (Malan et al. 1988). Moreover, the drastic

reduction in ATP production should be accom-

panied by a contemporary counterbalancing de-

crease in ATP consumption. In hibernating

animals, all metabolic activities undergo a more

or less profound depression: and the mechanisms

responsible for the natural hypometabolic state

identified so far are mostly based on the revers-

ible phosphorylation of several regulatory en-

zymes (MacDonald and Storey 1999, Arendt

et al. 2003) as well as on the differential enzyme

control at different body temperatures (van Bre-

ukelen and Martin 2001). These mechanisms ap-

pear again very complex and based on the

coordinated functional modifications of different

factors.

Recent studies (Blackstone et al. 2005) have

demonstrated that hydrogen sulphide (H2S)

administration is able to induce suspended ani-

mation by inhibition of the cytochrome C oxy-

dase. Mice exposed to up to 80 ppm H2S had a

90% drop in their metabolic rate without

showing any behavioural or functional damage

at arousal.

2.3 Regulating gene expression

Some seasonal hibernators can enter the hiber-

nation condition even in the absence of external

input from environmental cues; this provides

evidence that the ability to hibernate is driven by

a molecular genetic mechanism rather than being

an acute response to e.g., low ambient tempera-

ture. Therefore, interventions at the gene

expression/transcription level could be envisaged

in non-hibernators in order to achieve a

hypometabolic state. However, when a gene

modification is planned, any cascade effects at the

systems level must be taken into account.

For instance, the expression of a particular

factor involved in the induction of a hypometa-

bolic state could be forced, or, more simply, fuel

storage could be increased. In hibernators, lipid

accumulation is achieved by a careful balance of

increased plasma insulin in the presence of unal-

tered glucagon levels. According to the ‘‘sliding

set-point’’ hypothesis (Mrosovsky and Fisher

1970), adipose tissue mass is controlled by a

hypothalamic ‘‘lipostat’’ that senses body lipid

content and initiates compensatory changes in

appetite and energy expenditure to maintain a

seasonally appropriate level of adiposity, leading

to fat gain during late summer and autumn and

loss during winter. Molecular support for a lipo-

stat has come from the recent cloning of the leptin

(lep) gene, which was first identified as the

defective gene in obese ob/ob mice (Zhang et al.

1994). In humans, mice, and rats, blood concen-

trations of leptin, a 16 kD protein, are propor-

tional to total body fat, and leptin production is

hypothesized to function as a peripheral signal-

ling component of the lipostat, with high levels

causing decreased food intake and increased

energy expenditure and low levels resulting in

greater hunger and energy conservation

(Stephens and Caro 1998).

Another interesting opportunity would be to

induce the regulated expression a2-macroglobu-

lin, a protein playing an important role in pre-

venting blood clotting (Srere et al. 1995). During

induced torpor, in fact, blood circulation would

be severely slowed down, and the risk of impair-

ing microcirculation is high. The presence of this

protein has been shown to enhance survival in

hibernators.

Nevertheless, the simplest and more attractive

possibility for inducing a hypometabolic state in

non-hibernators would be represented by the

modulated expression of HIT, the elusive protein

factor present in the blood and urine of natural

hibernators; HIT is reputed to initiate the cascade

effect finally leading to hypometabolic state. The

rationale for this intervention will be discussed in

the next section.
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2.4 Triggering hibernation

An accessible strategy to get an induced hypo-

metabolic state in non-hibernators could be based

on interference with primary cell functions

responsible for the regulation of the whole cell

metabolism.

There is clear evidence for depression in the

cold and reactivation during arousal for protein

translation and protein synthesis in natural hib-

ernators, indicating a role for temperature in

depressing transcriptional and translational

activities. However, hibernators employ mecha-

nisms to preserve mRNA pools that could aid in

the resumption of gene expression during the

interbout arousal when protein pools are

replenished. Moreover, in hibernating animals

cell nuclei undergo modifications of their con-

stituents involved in RNA transcription and

splicing (Zancanaro et al. 1993; Malatesta et al.

1994a, b, 1995, 1999, 2001, 2003; Tamburini et al.

1996), probably facilitating the transitions in-

volved in the euthermia-hibernation-arousal cy-

cle. Such a deep modification of cellular activities

in hibernation needs a complex coordination, and

HIT or other natural opioids can be regarded as

candidates for such a role (see Sect. 1.3). HIT has

never been completely characterized, and there

are also contradictory results as to its efficacy.

Nevertheless, in principle, a HIT-like molecule

(i.e. a trigger) must exist. A recent report sug-

gests that woodchuck plasma (containing HIT) is

effective in protecting skeletal muscle from

ischemia/reperfusion in non-hibernators (Hong

et al. 2005).

Some recent papers have focussed attention on

[D-Ala2, D-Leu5] enkephalin (DADLE), a syn-

thetic delta opioid. DADLE is able to mimic the

effects of HIT (Bolling et al. 1997a, b) as well as

induce a hypometabolic hibernation-like state in

hibernators (Oeltgen et al. 1988; Malatesta et al.

2001); moreover, it has yielded promising results

in non-hibernators, also. The effects of DADLE

have been investigated in in vitro systems, where

the proliferation rate of different cell lines de-

rived from hibernating (woodchuck) and non-

hibernating (rat, human) species was significantly

slowed down (Kampa et al. 1997). DADLE re-

duces both RNA transcription and export to

cytoplasm; moreover, it probably provokes a

cascade effect thus affecting other cellular func-

tions such as protein synthesis and cell prolifera-

tion (Vecchio et al. 2006; Baldelli et al. 2004).

Interestingly, no cytotoxic effects have been ob-

served, according to previous studies demon-

strating a certain antiapoptotic activity of

DADLE (Tsao and Su 2001). Finally, after

removing DADLE from the culture medium, the

effects disappear quite rapidly (Vecchio et al.

2006).

It has been reported that DADLE activity is

associated to binding delta opioid receptors

(Benedict et al. 1999; Bolling et al. 1998); how-

ever, DADLE can be internalized in cells both

exhibiting opioid receptors (not only of delta

type) and devoid of such receptors (Baldelli et al.

2004, 2006; Vecchio et al. 2006). It should be

noted that DADLE is a small, partially lipophylic

molecule; moreover, the opioid peptides enke-

phalins interact with different subtypes of opioid

receptors located in the plasma membrane and in

the cell nucleus, as well as with polyspecific

membrane transporters (see e.g. Hu et al. 2003);

consequently, it is likely that specific receptors are

not needed for DADLE crossing the cell mem-

brane.

At the organ level, DADLE showed promising

results in the experimental preservation of ex-

planted organs: their survival time increased, and

their morphological and functional preservation

improved (Oeltgen et al. 1996; Bolling et al.

1997a, b; Su 2000). When injected intravenously

in a multiorgan block preparation (heart, liver,

lung and kidney), DADLE increases the survival

time from 8 h to 46 h (Chien et al. 1994). In

addition, DADLE is able to increase the survival

time of single organs, such as heart and lung,

which are quite delicate and difficult to preserve

singly (Wu et al. 1996; Bolling et al. 1997a). This

peptide can also ameliorate the functional

recovery of heart tissue after prolonged ischemia

induced in non-hibernating mammals (Bolling

et al. 1997a, b). In this context, there are data in

the literature showing that DADLE administra-

tion helps preserving cell ATP, thereby increasing

myocardial tolerance to ischemia (Bolling et al.

1998). DADLE can also promote the survival of

neurons in the CNS; this effect is achieved by e.g.,
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contrasting the effects of methamphetamine

(which is responsible of the destruction of dopa-

minergic terminals) through the modulated

expression of necrosis tumour factor p53 and c-fos

(Su 2000). Further, DADLE increases the sur-

vival time of the rat brain after hypoxia (Mayfield

and D’Alecy 1994).

At the organism level, some evidence exists of

a DADLE-induced hypometabolic hibernation-

like state in natural hibernators during summer-

time (Oeltgen et al. 1988). In addition, DADLE

administration can induce a short hypothermic

effect in cold-exposed rabbits (Vybiral and Jan-

sky 1997) and rats (Biggiogera et al. 2006), sug-

gesting a possible hibernation mimicry in non-

hibernating species.

Notwithstanding the promising results ob-

tained with DADLE, the mechanisms of its action

at the cell level as well on the whole organisms

are still unclear and its effects as well as the

activity of analogous molecules are currently un-

der investigation.

3 Induced hypometabolism in the human

3.1 Hypometabolism in the human

Can we learn from mammalian hibernation how

to achieve controlled metabolic depression/

hypometabolism in the human? Metabolic

depression in hibernation seems to be a robust

evolutionary, entropy-slowing strategy permitting

several species to survive hostile environments.

Non-hibernating animals, inclusive of the human,

do not present such ability, albeit they possess

organs which are diverse as to ischaemia/hypoxia

tolerance; for example, brain and heart are sig-

nificantly damaged after minutes of oxygen lack

whereas the gut and skeletal muscle tolerate well

much longer periods of ischaemia (Hochachka

et al. 1996). To exploit natural hibernation

mechanisms in the human we should assume that

hibernators and man share genes common to all

mammals which are differently expressed in re-

sponse to ambient and/or internal stimuli; this is

actually the case according to some investigators

(Srere et al. 1992; Carey et al. 2003). Interestingly

enough, recent evidence showed the ability of a

primate, the Madagascan fat-tailed dwarf lemur,

Cheirogaleus medius, to suspend endogenous

thermogenesis and hibernate even at 30�C ambi-

ent temperature (Dausmann et al. 2004).

The potential of a controlled, artificially in-

duced hypometabolic state in the human is obvi-

ously enormous; it should be underlined that a

deep hibernating state similar to that of small

mammals (very low body temperature, a few

heart beats per minute, striking reduction of brain

electrical activity) is not needed to get consistent

benefits in the human; indeed, a controlled mild

hypometabolic state would pay enough in terms

of energy saving. Several possible applications of

induced hypometabolism are envisaged in rela-

tion with human life in extreme environments/

conditions e.g., space exploration; of course,

medical and military applications are foreseen,

also.

3.2 Potential applications of hypometabolism

in space exploration

During manned space missions, astronauts are

faced with prolonged low gravity and reduced

physical activity; this has negative effects on the

musculoskeletal apparatus, leading to reduced

muscle and bone mass. Skeletal muscle adapta-

tions include changes in the expression of meta-

bolic, structural, and contractile proteins (Fitts

et al. 2001); moreover, weightlessness during

space flight results in calcium, vitamin D, and

vitamin K deficiency, increased urinary calcium

excretion, decreased intestinal calcium absorp-

tion, and increased serum calcium level, with

decreased levels of serum parathyroid hormone

and calcitriol. Bone resorption is increased,

whereas bone formation is decreased (Oganov

2004). Induced hypometabolism could be an

effective countermeasure, as large hibernating

mammals like bears are able to prevent disuse

atrophy in the bone (Donahue et al. 2005) and

the skeletal muscle (Tinker et al. 1998) A further

advantage would be reducing the overall energy

(food) requirement by the crew, thereby increas-

ing the payload. Moreover, it is well known that

interpersonal problems have been a recurring

problem for long-duration space flights, and even

after completion of the space mission, intense
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psychological effects are reported (Collins 2003).

Therefore, psychosocial elements of behaviour

and performance are likely to have a significant

impact on the outcome of long-duration missions

in space (Palinkas 2001). Maintaining part of the

crew under hypometabolic conditions i.e., un-

conscious, for long time would help with the stress

associated with long-term missions. Of course,

several medical and technical problems must be

addressed and solved before this option come of

time (Ayre et al. 2004).

3.3 Potential applications of hypometabolism

in biomedicine

Inducing a controlled, reversible hypometabolic

state would have profound impact on human

medicine. A few of the more relevant issues are

indicated below.

– Improving cadaver/organ preservation for

transplant. A key factor to improve trans-

plantation success rates is extending storage

times before transplantation. Currently,

refrigeration and perfusion with preservation

solutions are used, but viability of donor or-

gans is limited to hours. Inducing a hypomet-

abolic state in the intact donor would

obviously have impact on this limitation; there

is available evidence that livers from hiber-

nating ground squirrels tolerate cold ischemia

in current preservation solution followed by

warm reperfusion for longer times and with

better quality than livers from rats or summer

squirrels (Lindell et al. 2005); therefore, ap-

plied treatments are envisaged that could

prolong the viability of excised organs in cold

storage and/or improve recovery of function

after implantation (Storey 2004). Hibernation-

related opioids are good candidates (see Sect.

2.4) in this setting.

– Neuro/cardioprotection following ischaemic

accidents. Brain and heart ischaemia is a ma-

jor cause of morbidity and mortality (stroke,

myocardial infarction). Hibernators are toler-

ant to ischaemia as they can survive for long

periods at a greatly reduced blood flow in the

brain with no evidence of neurological dam-

age; further, they show an ability to protect

brain tissue against traumatic injury (Drew

et al. 2001) during dormancy. Therefore,

understanding and transferring the mecha-

nism(s) turning down the brain’s requirement

for oxygen delivery and blood flow, and/or

mimicking hibernation would allow for extra

time to lyse a clot after a stroke or reducing

neuronal damage in the ‘‘penumbra’’ region

surrounding brain haemorrhage. Currently, the

only therapies proven to improve stroke out-

come involve reversing the arterial blockage.

Chemical neuroprotection revealed to be not

effective and exogenous hypothermia yielded

conflicting results (Clifton et al. 2001; Hypo-

thermia after cardiac arrest study group 2002).

– Improving major surgical procedures requir-

ing hypothermia. Moderate to profound

hypothermia is a major current procedure in

open-heart surgery, repairs of the aorta, and

coronary bypass grafting; however, these

procedures are associated with up a 30%

incidence of post-operative neurocognitive

impairment and up to 9% incidence of stroke

(Ahonen and Salmenpera 2004). It should be

underlined that hypothermia is induced in

these patients essentially by cooling i.e., by

means of a physical, non-physiologically con-

trolled mechanism. Cooling (and rewarming)

of patients can be cumbersome. Vasocon-

striction can significantly reduce the efficacy

of surface cooling and the administration of

anaesthetics or alpha-2 adrenergic agonists to

address this problem may lead to hypotension.

Rewarming takes time and may not always be

achievable within appropriate time frames.

Moreover, shivering is likely to accompany

hypothermia; while shivering can be pre-

vented by drugs e.g., meperidine (Giesbrecht

et al. 1997), such a treatment will add signifi-

cant risk to the whole procedure. Therefore,

induction of a controlled, physiologically dri-

ven hypothermia would add much to hypo-

thermic surgery. Lessons learned from how

hibernators obtain reversible lowering of core

body temperature and especially their ability

to manage calcium homeostasis at low tem-

perature (Wang et al. 2002) would help

designing strategies to improve hypothermia

tolerance at the cell and organism level.
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– Improving war surgery. In principle, induced

hypometabolism would help military surgeons

with battlefield emergencies involving profuse

bleeding and/or requiring major surgery in the

zone behind the front by reducing haemor-

rhage and ‘‘stabilizing’’ the patient until arri-

val to the hospital.

It is apparent from the above discussion that

clarifying and/or mimicking the mechanisms of

mammalian hibernation in order to reproduce a

controlled hypometabolism state in the human is

of potential great interest in several settings

involving human life under extreme conditions.

Note added in proof In a very recent paper (Kondo et al.
2006), a hibernation-specific protein (HP) has been iden-
tified as a candidate hormone for hibernation. This protein
occurs in the blood of active chipmunks but, during
hibernation, it accumulates in the brain, where it probably
plays an essential regulatory role.
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Abstract Extreme environments are defined as

the opposite of usual environments where the

evoked physiological responses are unperceiv-

able, repeatable and adjusted to the constraint.

Adaptation strategies to a given environment

show three levels: cultural or technological, where

a buffer space is built to protect the organism

from the hostile milieu, physiological, where

temporary adaptive mechanisms are developed,

and genetic, where full adaptation is possible with

normal life and reproduction. The cost of adap-

tation increases from the genetic level (minimal

cost) to the technological level. These concepts

are illustrated by the example of adaptation to

altitude hypoxia. The technological level is given

by the use of oxygen bottles by high altitude

climbers. The physiological level involves various

physiological and biological systems (increase in

heart rate, ventilation, erythropoiesis, expression

of hypoxia-inducible factors, etc.). The genetic

level has been reached by some animal species

such as Yaks, Llamas, Pikas but has not yet been

demonstrated in humans. Diseases developed

during exposure to acute or chronic hypoxia

may be considered as ‘‘adaptive crises’’ that

mimic the transition to a lower energy level of

adaptation.

Keywords Extreme environment � Adaptation �
Hypoxia � Altitude � Physiology � Genetics

1 Introduction

Survival, life and reproduction in a changing, and

sometimes extreme, environment is a challenge

for thousands of animal species and millions of

humans. Before trying to unravel the physiolog-

ical mechanisms involved in the adaptation pro-

cesses to extreme environments, it is convenient

to start by defining what is ‘‘extreme’’ for living

organisms.

For that purpose, it might be useful to propose

a definition for its contrary. Would the opposite

notion of extreme be ‘‘natural’’ or ‘‘usual’’? The

responses to altitude hypoxia will serve as a

model for the discussion of physiological re-

sponses to environmental changes.

1.1 Proposal

In a usual environment, physiological responses

evoked by the exposure to the environment are

unperceptible and are therefore considered by the

subject as ‘‘usual’’. For example, tachycardia is a

J.-P. Richalet (&)
Laboratoire: « Réponses cellulaires et fonctionnelles à
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normal response of the heart if it happens during

exercise: it is expected, well known, repeatable,

and adjusted to the constraint, so that heart rate

and cardiac output increase in proportion with the

increased oxygen demand. Being out of breath

during a severe effort at high altitude is consid-

ered as a normal response by one individual, but

only if this individual has a previous personal

experience of exercising at high altitude or if he

obtained a complete information of these pro-

cesses before being exposed.

In an extreme, hostile, unusual environment,

local changes of the milieu will trigger strong

reactions from the individual, either at a physio-

logical, psychological or behavioral level. In

response to the changes in the environment, the

organism will try to develop adaptation mecha-

nisms the objectives of which are, at short, medium

or long term, to attenuate the intensity of these

initial intense reactions. Finally, a perfect adapta-

tion would allow to not figure out the extreme

character of the environment so that it is felt as

‘‘usual’’. Do well adapted Tibetans or Quechuas

consider that living at 4,000 m is a problem?

1.2 Mechanisms of adaptation

The impact of environmental changes upon any

organism, human in particular, will depend on the

efficiency of adaptation mechanisms.

These mechanisms can allow:

– to maintain an almost normal activity: the

efficiency is then maximal, there is very little

feeling of the limitations linked to the environ-

mental constraints; example: life under tem-

perate climates at sea-level or moderate

altitude

– to preserve a satisfactory autonomy: reduced

efficiency: activities are limited, physical per-

formance decreases, but life at rest is not a

problem; example: life at high altitude, cold or

desert areas

– to survive: minimal efficiency: the organism

undergoes a dramatic decrease of its autonomy,

survival is possible, but nothing more; example:

the summit of Mount Everest without oxygen

All extreme environments cannot trigger

efficient adaptive mechanisms, even partially

efficient processes for survival. Then this type of

environment is considered as lethal: prolonged

underwater life without air supply, exposure to

toxic acids, etc.: the efficiency is null. Between the

usual environment where we develop everyday

life and the lethal space where survival is impos-

sible, there lies the extreme environment where

an ‘‘acclimatization field’’ is possible. The concept

of extreme environment is relative to a given

species. The natural environment for ‘‘extremo-

philes’’, bacteria living at extreme pH of 3 or less,

or temperatures of 85–100�C (Niehaus et al.

1999) is not compatible with the survival of most

other species, especially mammals. However, the

tendency to ‘‘anthropocentrism’’ tends to let

some authors define an extreme environment as

an environment extreme for humans (Fig. 1).

When full or partial adaptation is possible, it

can develop at three different levels (Ruffié

1982):

– cultural level

– physiological level

– genetic level

Cultural or technological adaptation deals with

behavioral changes at the individual or social

level. The individual can use technological means

(oxygen bottles, diving or space suit) to fight the

negative effects of the environment: it is dressed

up to protect himself against these adverse

effects. For that purpose, it creates a ‘‘substitution

space’’ that will protect him against the damage

caused by the environment, like a ‘‘buffer’’ or

‘‘microclimate’’, impeding or reducing the contact

between the organism and the stressing milieu.

Depending on the tightness of the relation

between this buffer and the individual, its eco-

nomical cost will vary a lot. As an example, there

is an increasing cost from the diving suit of the

diver to the submarine and to the underwater life

support station. Similarly, from the historical

Appolo cabin to the space shuttle and to an

orbital station or colony on Mars. The greater is

the autonomy given to the subject, the higher the

cost of the technological device.

In this cultural strategy of adaptation, there is

no attempt to adapt the organism to the environ-

ment. On the contrary, the objective is to shield

the individuals from the deleterious effects of the
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milieu, thanks to the interposition of a buffer

substitution space. No evolution is possible, from

a genetic point of view, since there is no pressure

upon the organism.

The physiological adaptation level allows the

development of adaptive mechanisms the objec-

tive of which will be to recreate, at the cellular

level, an environment similar to the usual or

natural environment. Once again, we deal with a

substitution space, but at the level of the organ or

the cell. Thus at high altitude, ventilation and

heart rate increase in order to increase the flux of

oxygen to the tissues, and as a consequence, so

that the mitochondria ‘‘sees’’ almost the same

level of oxygen pressure: the mitochondria should

not know that it stays at high altitude...

Similarly, during an exposure to cold, skin

vessels constrict, shivering process produces heat

so that the temperature of the central organs

remains constant (‘‘usual’’). Brain is warm, even

if the skin sensors detect a cold ambient temper-

ature. An essential characteristic of these physi-

ological adaptive mechanisms is that they

disappear when the organism is withdrawn from

the hostile milieu: red cells produced at high

altitude are progressively destroyed when coming

down to sea level.

The genetic level allows a normal activity in an

environment which is supposedly extreme, since

the adaptive mechanisms are engraved in

the genome. For the corresponding species, the

environment is thus considered as ‘‘natural’’ and

the cost of adaptation is minimal for a given

individual. By definition, the appearance of a

genetic adaptive process to a given environment

makes the status of this type of environment to

switch from ‘‘extreme’’ to ‘‘usual’’. This transition

is only possible if the individual—by way of its

species—has been exposed for numerous gener-

ations to the stressors of the milieu.

1.3 Cost of adaptation

Adaptation has an energetic cost which will

depend on the level of complexity of the involved

mechanisms. The cost of genetic adaptation is

minimal, by definition, since the exposure to the

environment requires no effort from the exposed

organism. The cost of physiological adaptation is

high since, for example, it implies an increase in

cardiac and respiratory work, an increase in red

cell production, etc. Among the physiological

processes of adaptation, if we take the example

of hypoxia, initial acute mechanisms are more

costly, cardiac work increases proportionally to

heart rate, then with ‘‘acclimatization’’, the

increase in red cells allows a progressive decrease

in heart rate and work and is less costly than

tachycardia. The cost of physiological adapta-

tion can also be very high, unbearable by the

individual who will loose the adaptive physiolog-

ical characteristics he had developed. Alternatively,

Fig. 1 The limits of
adaptation to the
environment. The usual
space is the one for which
physiological responses
are unperceptible,
repeatable and adjusted
to the constraint. The
acclimatization space is
where physiological
responses are necessary to
maintain autonomy. In
the lethal space,
temporary survival is
possible, only thanks to
technological (cultural)
adaptation
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the mechanisms of adaptation may impose a too

high cost which could trigger a specific disease. As

an example, the resident of the Altiplano or the

Tibetan plateau may develop an excessive poly-

cythemia which makes the blood too viscous,

blocks the circulation in the small vessels and

alters the function of the heart (see below). The

cost of the cultural adaptation level is far the most

elevated, since it supposes the fabrication of tools,

objects, suits, habitats essential for the creation of

the substitution milieu: from the oxygen bottle

(minimal tool to create a normal oxygen pressure

at the mouth level) to the portable hyperbaric

chamber, to the large hyperbaric chamber where a

whole hypoxic environment can be simulated for

days. If we take the example of space exploration,

the cost is increasing from the extravehicular suit

to the space shuttle and to the colony on Mars.

This concept of cost of adaptation has to be

considered here at the individual level. From the

evolutionary point of view, it is clear that the

adaptation processes, as defined by Darwin, rep-

resent a tremendous cost over many generations

of a given species (Fig. 2).

Finally, two types of strategies characterize the

adaptation to extreme environments:

• To shield the organism, as a whole or at the

cellular level, from the stressing milieu, by

interposing a buffer substitution environment,

using technological or physiological processes.

• To ‘‘accept’’ the constraints of the environ-

ment by using or developing, under the

gene-environment interaction, phenotypes

favorable to life in that specific milieu.

1.4 Example: life at high altitude

The environment of high altitude is the only one

for which the human organism is able to develop

very efficient physiological mechanisms of adap-

tation. Thus, acutely exposed to the altitude of

8,848 m (summit of Mount Everest), a non

acclimatized individual looses consciousness and

dies after a few minutes. On the other hand, when

the same individual takes time (3–4 weeks) to get

acclimatized to high altitude, he will be able to

reach the summit, as far as all the other technical

and meteorological constraints have been re-

solved! The organism will immediately react

against the lack of oxygen by triggering physio-

logical responses in order to limit the level of

tissue hypoxia (Richalet 1997; Richalet and Herry

2006; Ward et al. 2000) (Fig. 3).

Chemoreceptors play a key role in this pro-

cess (Lahiri and Cherniak 2001). The involve-

ment of these oxygen sensors and of the

corresponding reflex loop allows to assure a

sufficient oxygen transport to the tissues at the

only condition that the oxygen demand is mod-

est. When the organism increases its energetic

demand, like during exercise, the increase in

ventilation and heart rate is insufficient: the

overall performance of the individual decreases,

the individual is no more able to perform the

same level of energy expenditure than at sea

level. With time and acclimatization, erythropoi-

esis is activated, pulmonary ventilation stays high

while heart rate decreases through a downregu-

lation of cardiac beta-receptors (Richalet et al.

1992). Plasticity of some tissues, skeletal muscle

for example, may also help to cope with the

lack of oxygen (Fluck and Hoppeler 2003).

However, physical performance does not

improve significantly. Full adaptation to the

hypoxic environment is thus impossible by using

only the physiological level.

Fig. 2 At the individual level, the cost of adaptation is
increasing from the genetic level (cost = 0) to the
physiological level (higher cost in acute than in chronic
exposure), and to the cultural level (higher cost, as the
substitution space is more sophisticated). Acute mountain
sickness (AMS) and chronic mountain sickness (CMS) are
adaptation crises that mimic the passage from a high to a
low cost level of adaptation
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Adaptation to moderate altitude is possible,

but the price to pay is a decrease in physical

capacities. Above 5,000–5,500 m, permanent life

becomes problematic: there is no long term

adaptation. Indeed, signs of physical and mental

degradation appear: loss of body weight, muscle

mass, and probably loss of neurons. However, in

spite of these limitations, altitude remains the

only extreme environment for which the human

organism is able to develop such remarkably

efficient mechanisms. Other environments such as

extreme cold are not able to trigger physiological

efficient processes: thermoregulation alone can-

not limit the decrease in central body tempera-

ture and technological and behavioral processes

are necessary to survive. It is not surprising that

altitude hypoxia gives rise to such a reaction,

since oxygen is indispensable for the metabolic

machinery of each cell. It is then understandable

that the Evolution has permitted the development

of numerous and sometimes redundant regula-

tion mechanisms aiming to maintain a sufficient

oxygen supply to the cells.

Adaptation to high altitude also shows a tech-

nological—cultural level: the use of oxygen bottles

for climbing or recovery during high altitude

expeditions is several dozens years old. This use

is now limited to expeditions above 8,000 m and

especially to Mount Everest (8,848 m) and K2

(8,611 m). The objective is to interpose a buffer

space between ambient air and inspired air, thus

recreating at the alveolar level an oxygen pressure

close to the one available at sea level.

The genetic level of adaptation to high altitude

is a well-known phenomenon for a number of

altitude species (Llamas, Bar-headed goose, pla-

teau Pika, Guinea pigs, etc.) (Monge and Leon-

Velarde 1991; Ge et al. 1998; Anand et al. 1986;

Leon-Velarde et al. 1998) However, for humans,

the existence of a genetic adaptation has never

been proven yet: no population living at high

altitude (Andeans, Tibetans, Sherpas, Ethiopians)

has been shown to have specific genetic charac-

teristics directly related to life at high altitude

(Beall et al. 2002; Niermeyer et al. 2001; Ward

et al. 2000). Of course, the way Sherpas run on

the slopes of Everest with heavy loads is certainly

remarkable. However, for the moment, no spe-

cific physiological trait has been evidenced that

would favor the adaptation of some human

populations to high altitude (increased hemoglo-

bin affinity for O2, absence of smooth muscle in

pulmonary vasculature, etc.), as shown in some

animal species. In animals, hemoglobin has been

considered for a long time as the key molecule for

genetic adaptation to hypoxia. There is no

increased number of red cells but a hemoglobin

molecule with high affinity for oxygen. However,

Fig. 3 The steps of
oxygen transport from the
air to the cells in altitude
hypoxia. Oxygen
consumption is
maintained (as far as the
energy needs are not too
high) thanks to many
factors among which an
increase in ventilation, in
cardiac output and in
hemoglobin
concentration
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recent researches address other systems such as

ion channels, vascular response to hypoxia, brain

sensitivity to hypoxia, etc. Yaks and Pikas do not

show pulmonary hypoxic vasoconstriction and

therefore are not exposed to pulmonary hyper-

tension and right heart failure (Ge et al. 1998;

Anand et al. 1986). Some chickens found on the

Peruvian Altiplano show a mutant hemoglobin

with a high affinity for O2 when compared to their

sea level cousins (Mejia et al. 1994). Adaptation

can also be seen at the embryo level: the

permeability of the egg shell of some high altitude

birds is higher than the similar species living at

sea level (Leon-Velarde et al. 1997), cerebral

blood flow of the llama’s fetus does not increase

in hypoxia, as opposed to what happens in sea

level sheep (Llanos et al. 2003).

Further investigations in humans and animal

species adapted to high altitude will be necessary

to better understand how living organisms cope

with hypoxia, using so various strategies.

1.5 Environmental diseases: an appeal

for gene mutation?

Environmental diseases stand for an incomplete

or lost acclimatization to the hypoxic high altitude

environment. High altitude diseases can be

roughly classified as acute mountain sickness

(AMS) with its severe forms, high altitude

pulmonary edema (HAPE) and high altitude

cerebral edema (HACE) (Ward et al. 2000;

Richalet and Herry 2006; Bärtsch et al. 2005).

Acute diseases appear when a sea level native

goes rapidly to high altitude, at the initial phase

when acclimatization processes are not fully

complete. The main manifestations are headache,

digestive symptoms, fatigue, dyspnea, neurologi-

cal disorders. In the case of HAPE or HACE, the

condition may be fatal if reoxygenation is not

accomplished urgently. The precise pathophysi-

ology of these diseases is not fully understood.

However, an increase in vascular endothelial

permeability, associated with an exacerbated

pulmonary vasoconstriction (in the case of

HAPE) are the main responsible factors (Bärtsch

et al. 2005; Richalet 1995; Berger et al. 2005). At

the molecular level, it is not yet clear if one of

the hypoxia-induced factors such as HIF 1a,

endothelin, NO, VEGF or leucotrienes are

involved in these pathological processes (Richalet

et al. 1991; Bärtsch et al. 2005). Genetic factors

have been associated with the susceptibility to

HAPE (Saxena et al. 2005).

Chronic exposure to hypoxia (life time) may

lead to a progressive loss of adaptation to hypoxia:

chronic mountain sickness (or Monge’s disease).

This condition is characterized by a progressive

loss of chemoresponsiveness, decrease in pulmo-

nary ventilation, increased hypoxemia and devel-

opment of excessive production of red cells. This

polycythemia induces an increase in blood viscos-

ity, as well as pulmonary and systemic hyperten-

sion: patients die from cardiac failure or cerebral

stroke (Monge et al. 1992).

I make the hypothesis that these diseases,

encountered in extreme environments, such as

AMS and CMS are the expression of the inca-

pacity of a given genome to react to the stressful

milieu. Moreover, these maladies suggest that a

genetic mutation would lead to a genomic picture

better adapted to the given ‘‘unusual’’ environ-

ment. For example, AMS is the translation of an

incomplete acclimatization process between acute

and chronic hypoxia. CMS is the manifestation of

the incapacity of polycythemia to resolve the

problem of long term living in hypoxia and that a

different hemoglobin, with a greater affinity for

O2, would be more economical and therefore

better adapted to this environment.

From a classical point of view, diseases such as

diabetes are caused by genetic or functional

damages so that the response to a mild stress

can result in a lethal state. Let us consider the

idea that a disease could be a transition between

two states of adaptation. Could diseases in gen-

eral be the expression of a want to have a better

adapted genome to the environment for a given

species? A disease could, of course, appear but

also disappear among a species with the mutation

of a gene. For example, the lactase which favors

the digestion of lactose normally disappears after

the weaning phase, except in certain popula-

tions like in Northern Europe. This dominantly

inherited genetic trait is known as lactase persis-

tence and is much more frequent in countries

where milk is widely used in food, while in

Far East, lactose intolerance is very frequent
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(Swallow 2003).Furthermore, could a given path-

ological state favor the expression of factors with

a mutagenic potential that could modify a specific

gene so that the change in phenotype can be

transferred to the genome of the descendents?

The passage from a given state of adaptation

(cultural—physiological—genetically) is mim-

icked by successive ‘‘crises’’ such as AMS and

CMS for high altitude environment (Fig. 2). The

resolution of each crisis evidences a superior level

of adaptation: the sea level native acclimatized to

high altitude does not suffer any longer from

AMS, the high altitude adapted species do not

show excessive polycythemia like in CMS. There-

fore, AMS lies between cultural and physiological

adaptation, CMS between physiological and

genetic adaptation states.

We have much to learn not only from the

expression of normal adaptive processes, but also

from the malfunction of these mechanisms

through ‘‘adaptation crisis’’. Comparative physi-

ology and genomics are useful tools to better

understand the various strategies used to cope with

environmental changes, especially with extreme

environments. Future investigations would benefit

in focusing on the link between pathophysiological

processes and strategies of adaptations.
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Abstract This work is focused on deserts, as

extreme environments, because the year 2006 has

been declared Year of Deserts and Desertification

by the United Nations (IYDD Program 2006).

The loss of vital resources such as fresh water and

soil, and the depletion of biodiversity are emerg-

ing hazards, able to transform beneficial situations

into extreme environments. Desertification is

generated by land degradation: the loss of bio-

logical productivity is caused by nature or by hu-

man-induced factors and climate change. Nearby

the desertification process there is the increasing

process of salinisation of soil and water, induced

by irrigation itself, or by salt water ingress derived

by tsunamis or hurricanes. Increased research on

the development of salt-tolerant cultivars could,

with appropriate management, result in the

broader use of saline soils. Although careful

application is necessary, the combination of sand,

seawater, sun and salt-tolerant plants presents a

valuable opportunity for many developing coun-

tries. Cooperation among plant ecologists, plant

physiologists, plant breeders, soil scientists, and

agricultural engineers could accelerate the devel-

opment of economic salt tolerant crops. If saline

water is available, the introduction of salt tolerant

plants in poor regions can improve food or fuel

supplies, increase employment, help stem desert-

ification, and contribute to soil reclamation.

Keywords 2006 Year of Deserts Æ Agronomic

resources Æ Demography Æ Genetic manipulation Æ
Halophytes Æ Saline lands Æ Saline soils Æ Salt

tolerant crops Æ Water management

Abbreviations

EC Electric Conductivity

S Siemens

PGI UE Designation of Origin Label

‘‘As citizens of planet Earth, it is not sur-

prising that we turn to Mother Earth – to life

itself – to help our economies to develop in a

way which should not just enhance our

quality of life, but also maintain it for future

generations’’ Janez Potočnik (EU Science &

Research Commissioner)

Introduction

The agricultural issue is a never-ending story.

Even though agriculture is the first human

activity, after years of evolution it still is not able

to feed the global population.
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Agricultural techniques are increasing very

fast, but the global population is increasing even

faster and the gap is not filled until now. To solve

this gap the demographic path should be reduced

and the food production be augmented. Statistics

are revealing that setbacks on hunger nearly out-

weigh progress. Currently there are 852 million

food deprived people in the world. In the worst

affected regions such as sub-Saharan Africa and

Southern Asia the number of hungry people has

increased by tens of millions. More than a quarter

of the children in the developing world are mal-

nourished. In sub-Saharan Africa the number of

underweight children increased from 29 to

37 million between 1990 and 2003 and people with

insufficient food was 34% more. Progress was

made in Eastern Asia where the number of mal-

nourished children declined from 24 to 10 million

and the number of people with insufficient food

decreased by 47%. Even in developing and in-

dustrialised countries the correlation coefficient,

calculated between population growth and per

person aliment growth, from 1995–1997 to 2000–

2002, is only 0,8 (FAO Statistics 2006).

The challenge of the sufficient agriculture

productivity

To obtain food sufficiency it is necessary to invest

more in technology in order not to destroy the

lands and natural resources. Effectively, we face

an increasingly diminished, if not lost, number of

natural habitats and ecosystems. Globally,

unparalleled conflicts and disasters exacerbate

poverty and hunger.

We witness loss of fertile soil and habitats

through conversion by agriculture, infrastructure

or urbanisation, overexploitation of resources,

introduction of non-native species, pollution and

climate change. Climate change could induce sig-

nificant pest damages that are difficult and costly to

address. As Zilberman et al. (2004, p. 375) states

‘‘Differences in soil conditions and solar

radiation across latitudes may also change

yield patterns during and after adjustments

to climate change’’ .... ‘‘Another prominent

secondary affect of climate change concerns

water supply and demand. Irrigation systems

may undergo extensive chemical evolution-

with rising deposition/salinisation in some

areas and soil leaching/depletion in others’’.

Zilberman has documented that changing weather

patterns, ecological conditions and pest problems

will require significant modifications in crop sys-

tems at critical locations and that the challenge

entails not only development of knowledge, but

also significant commitments to education and

technology transfer to promote the right patterns

of adaptation/adoption (idem, p. 376).

Solutions require cooperation for the mainte-

nance of life-support systems and people to en-

sure the access to clean air, clean water, fertile

soils, and biodiversity.

According to the economic theory of globa-

lised markets, the variety of agricultural produc-

tion has decreased until the large utilisation of

few species, especially the most profitable. The

biodiversity is being rapidly homogenised. The

climate change constitutes the major threat to

biodiversity and to our ability to extract resources

sustainably from many ecosystems. An open mind

is necessary to enlarge the range of products that

are utilised worldwide for human beings.

The decrease in the number of species used in

agriculture and in animal husbandry has also

narrowed the genetic base, greatly reducing the

options for adapting to change.

‘‘Of the thousands of plants species deemed

edible for humans, some 20 produce the vast

majority of the world’s food. Staple crops

such as wheat, maize, rice, and potatoes are

used to feed more people than the next 26

crops combined. Likewise, sheep, goat, cattle

and pigs supply nearly all land based protein

for human consumption....humans are

increasingly reliant on a narrow range of

species and then on specific varieties of these

species. This process is accelerated by eco-

nomic policies that encourage production for

export markets’’ (Serageldin 1997, p. 415–16).

The loss of resources and the depletion of biodi-

versity is an emerging hazard, with the ability to

transform fertile conditions into extreme

environments, and thus requires suitable solutions.

Solutions can be found in technical revolutions or
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in implementation of a few minor adjustments to

the new conditions. Major adjustments are re-

quired for marginal areas or extreme environ-

ments. Regarding extreme environments, I will

focus on deserts since this year, 2006, has been

declared Year of Deserts and Desertification by

United Nations IYDD Program 2006.

Desertification and agriculture

Extreme environments are the areas where it is

difficult to survive and where it is difficult to ob-

tain essential food. Many documents about this

topic are based on conventions or workshops

realised by the UN in previous years which have

been declared: 2005 the Year of food and 2004

Year of rice. The year 2003 has been celebrated

as the UN Year of Water, one of the most

important resources for life whose reserves are at

stake. In fact, the loss of productivity can derive

from an unsustainable use of principal resources

such as fresh water and lands. The depletion of

water resources is, among others, at the origin of

the increasing process of desertification.

A decreasing availability of fresh water, or

limited access to water, is a major constraint to

increasing crop production.

In this respect, a solution could be to preserve

water resources and to exploit drought resistance

of crop plants, through dry farming, including

cultivars with minimum water requirements, or to

improve water management practices; we refer

for example to a number of solutions invented for

water saving, such as dry farming, techniques,

irrigation management strategies and irrigation

system control, flood irrigation, spray, drip irri-

gation..... These methods are very simple and they

don’t require expensive experiments or materials,

but they are based on instinctive solutions.

For example the process of desertification

requires:

• Increasing the variety of species;

• Making plant species more tolerant to sand

and salt water.

Nevertheless, salt-tolerant species require spe-

cial approaches that involve breeding and selec-

tion of crops.

In saline agriculture, an alternative is to allow

the environment to select the crops, to match salt-

tolerant plants with desirable characteristics to

the available saline resources.

Another major constraint is the reduced

amount of arable land, set aside for other func-

tions: lands suffer the concurrence of industrial,

residential, tourist, and infra-structural require-

ments. This progressive loss of farmable land is on

a collision course with the expanding global

population, which over the next 30 years is ex-

pected to require an increase in food production

of 20% in developed countries and 60% in

developing nations. The result is that the pro-

gressively growing number of inhabitants have to

face declining resources.

Desertification is generated by land degrada-

tion: the loss of the land’s biological productiv-

ity is caused by human-induced factors or

disasters.

‘‘Disasters will continue to occur, and their

social, economic, environmental impact will

continue to increase’’ (Pearce 2005, p. 436).

Desertification affects one third of the earth’s

surface and over a billion people. Moreover, it

has potentially devastating consequences in terms

of social and economic costs (UN, YDD).

‘‘Desertification and drought cause an esti-

mated loss of $42 billion a year from agri-

cultural production, contribute to food

insecurity, famine and poverty and can give

rise to social, economic, and political ten-

sions that can cause conflicts, further

impoverishment and land degradation,

according to the Convention’s Secretariat.

It is widely recognised that environmental

degradation has a role to play in consider-

ations of national security, as well as inter-

national stability. Therefore, desertification

has been seen as a threat to human security’’

(UNCCD Executive Secretary Hama Arba

Diallo, IYDD Program, 2006).

Throughout the developing world, there are

extensive coastal deserts where only seawater or

almost brackish water and sand are available.
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The disadvantages of sand and saline water for

conventional crops become advantages when and

where salt-tolerant plants are used: in fact among

the 13 mineral nutrients needed by plants, 11 are

present in seawater in adequate concentrations

for growing crops. The high aeration quality of

sand is also valuable. In addition, the infiltration

of water through sand reduces salt build up in the

root zone when seawater is used for irrigation.

These lands are often located in areas of high

nutritional and economic needs as well, so adap-

tation requires a vulnerability assessment of the

population affected and a resilience assessment of

the society involved.

Increased research on the development of salt-

tolerant cultivars of crop species could, with

appropriate management, result in the broader

use of saline soils. Conventional food crops can be

bred or selected to tolerate mildly saline water.

Although careful application is necessary, the

combination of sand, seawater, sun and salt-tol-

erant plants presents a valuable opportunity for

many developing countries.

Anything we can do to help crop plants to cope

with environmental stresses will also raise the

quality and quantity of food for those who need it

most. They will also serve to enlarge the variety

of food.

The direct use of seawater for agriculture is

probably the most challenging potential applica-

tion. This would be based on genetic experiments,

it may be the only viable solution for nutrition

needs worldwide.

Since environmental stress due to salinity is

one of the most serious factors limiting the pro-

ductivity of crops, the innovation of the salt-tol-

erance gene introduced by Eduardo Blumwald,

who led the research team at the University of

Toronto, will have significant implications for

agriculture worldwide. The gene that controls

increased production of the transport protein was

taken from Arabidopsis, a relative of the cabbage

that is commonly used in plant research.

Salinisation

In addition to the desertification advance there is

the increasing process of salinisation of soil and

water, induced by human activity, most of all by

irrigation itself and the large use of fertilisers; or

induced by natural phenomena i.e. salt water in-

gress caused by inundation, erosion, sea-level rise,

subsidence, or derived from extreme events of

tectonic origin, such as tsunamis, or from climate

change, such as typhoons and hurricanes.

Worldwide, an estimated 24.7 million acres

(10 million hectares), of once agriculturally pro-

ductive land, are being lost annually because of

irrigation-induced salinity, according to the US

Department of Agriculture. Crop production is

limited by salinity on 40% of the world’s irrigated

land and on 25% of irrigated land in the United

States. Crop irrigation is an age-old practice that

allows farmers to be less dependent on seasonal

rainfall and the uncertainties of the weather.

However, irrigation also increases the salinity of

soils and water by depositing in the fields soluble

salts such as sodium, calcium, magnesium, potas-

sium, sulfate and chloride that the water has

picked up from the soils and rocks it has passed

through. Eventually, these salts accumulate in the

irrigated soils at levels which decrease the vigour

and productivity of the crops grown there.

Salty irrigation water wreaks havoc on most

plants by upsetting their ability to take in water

through their root cells. In fact, if salt concentra-

tions in the soil are very high, the flow of water into

the plant is actually reversed and the plant dehy-

drates, and dies as water is drawn out of its cells.

Salinity stress is one of the most serious factors

limiting the productivity of agricultural crops, but

previous studies have shown that exogenous fatty

acids or nutrient additives enhanced plant per-

formance in saline environment, even if the

mechanism remains unclear. Other studies have

shown that the application of Bacillus subtilis

ranked first in alleviating the adverse effects of

salinity, if followed by supplemental calcium into

a saline nutrient solution (Saleh et al. 2005, p. 30).

To meet future agriculture needs, a solution is

an environmentally friendly technique which

controls salinisation, uses salt removing crops,

chooses halophytes crops for direct salt water

irrigation, or selects species that have high salt-

removing capacity and commercial value. Some

plants can be integrated into rotation pro-

grammes or planted as intercrops for perennial

plants to control salinisation.
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Solutions

Sometimes solutions are very simple, as demon-

strated during the famous green revolution which

succeeded in cultivating wheat on highlands and

rice in greenhouses, which brought on an excel-

lent production worldwide (Garcı́a Olmedo

2000). Furthermore I spoke of the ‘‘blue revolu-

tion’’ in a paper of mine (Galvani 1994). The blue

revolution is considered as the breeding of fish

instead of fishing. This particularly occurs in the

Po river mouth in Italy where, years ago, a con-

sortium of fishermen imported mussels from the

Philippines. Mussels found a better environment

than their original and thus originated an un-

known activity and a related food industry in one

of the poorest areas of Italy. However the excess

of proliferation generated anoxia in lagoons low

water and market price slow down, and caused a

large indebtedness of the new economic enter-

prises and a related social crisis.

Experiments try to mix different systems

deriving from different areas or different fields of

production as experimented in Italian grape pro-

duction. A very fragile cultivar such as the grape

has been adapted to face conditions alien to its

usual methods of growing. This has been experi-

mented in Italy, a country of great wine produc-

tion, in order to augment the cultivated areas.

Usually, grapes need water in drained soils and so

the best area is on the northern hills, however

experiments on arid areas in Sicily have also been

successful.

As a result, in the framework of the primary

sector all experiments are possible: nature has

infinite possibilities which humans have to play

with. As in children’s games, the simplest toys are

the best ones, even if the advancements of tech-

nology present us the prospects of complicated

ways.

Effectively, revolutions in agriculture are based

on empirical approaches.

Looking towards the future, sometimes means

taking a step to the past, in the sense of becoming

more naive in order to discover thousands of

possibilities hidden by nature, guided not by

ignorance, but by an open mind, enlarged by

cultural evolution.

The best practice would be the exchange of

good ideas worldwide, as demonstrated by the

celebration in the year 2005 of the Microcredit.

Simple solutions can be effective in poor coun-

tries where technology is not affordable.

‘‘Progress has always been heralded by

paradigm shifts that seemed somehow diffi-

cult and dangerous, but moved the world

forward into new realm of freedom and

prosperity’’ (Serageldin 1997cit, p. 418).

Natural disasters

Adverse conditions are caused by natural disasters,

such as earthquakes or the big tsunami in 2004 for

example. Disasters can also be of anthropogenic

origin, directly related to human activity or indi-

rectly, as those climate related; they are acceler-

ated at an increasing pace of destruction caused by

environmental pollution and climate change (Ser-

ageldin 1997cit, p. 417), for climate change may

influence the increase in the magnitude and fre-

quency of disasters (Loster 2003).

Global warming and deforestation are at the

origin of the increasing frequency and danger of

exceptional events, which are able to change

delightful places into deserted areas. These nat-

ural events (Fig. 1) include floods, cyclones,

droughts, hurricanes, among them Katrina which

flattered 150 miles of coastline and Rita which

caused $10 billions in damage in the US Gulf

Coast in 2005, and the big tsunami in Asia in 2004.

As a consequence, the population faces

unforeseen situations and can no longer rely on its

traditions, since inhabitants should take steps to

minimise damage from impact. They are forced to

suddenly abandon previous activities and turn to

new ones.

People in areas which are inundated by sea

water and remain water logged, may consider to

change the land use rather than waiting to reclaim

it for agricultural use immediately.

There is little knowledge available on the

farmers’ recouping capacity following a major

disaster,
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‘‘nonetheless, if capacity is enhanced for

individuals and communities to cope with

current natural hazards, they will be better

prepared for more frequent occurrence in

the future’’ (Newton et al. 2005, p. 545).

Documentation on the current coping mecha-

nisms of farmers and researchers about the

future needs to strengthen the coping strategy of

the farmers in changing scenario of hazard

intensification and vulnerability context (Ahmad

1987).

In non-irrigated areas, the salt tolerant non-

rice crops, like sorghum, chilli, groundnuts etc...

can survive; they can be grown in ridges and crops

can be planted in the middle of the ridge slopes

preferably. Small scale farming can practice this

manually.

Traditional farming efforts usually focus on

modifying the environment to suit the crop; in

saline agriculture, an alternative is to allow the

environment to select the crops, to match salt

tolerant plants with desirable characteristics to

the available saline resources. If saline water is

available, the introduction of salt tolerant plants

in poor regions can improve food or fuel supplies,

increase employment, help stem desertification,

and contribute to soil reclamation.

The threat of rapid global climatic change

makes the safety net of diversity for species even

more important; a species that has many variety is

more likely to include individuals that are

genetically suited to new conditions than a species

that has only one or a few varieties (Hughes et al.

1997, p.73).

It is also important to mention the necessity of

the evolution of policies and traditions. Usually,

traditions are so strong in agricultural communi-

ties that they become impediments to progress

and innovations. Food selection, cooking method,

flavour, consistency, serving time and place are

often established by long tradition, and practi-

tioners are resistant to change.

‘‘New foods that require significant changes

in any of these practices are unlikely to be

readily accepted’’ (Elder 1997, p. 457).

Farming communities should learn how to cope

with the conditions of momentary disasters be-

cause the same situations can become permanent

through:

‘‘Agricultural land affected by sea water in-

gress (or influx) and crop affected to a large ex-

tent, and soil salinity/alkalinity.

• Contamination of domestic water supplying

dug wells/tube wells by salt water.

• Failure of standing crop salt intrusion.

• Uprooted trees along coastal lines.

• Loss of productive lands due to salt water

logging in embankment areas &/or low lying

areas; even the possibility of getting perma-

nently water logged due to large scale

embankment erosion.

• Loss of fertile coastal lands due to sediment

deposits.

• Loss of farmlands due to sea erosion/scouring.

• Loss of irrigation channels, small embank-

ments, sluices and other infrastructure.

• Loss of human capital due to unforeseen food

& nutritional instability.

• Contamination of community water supply.

• Damage of coastal mangroves and shelter

belts.

In this work I voluntarily choose of not using

the ‘‘syndrome approach’’, expression utilised by

the scientists of International Geosphere-Bio-

sphere Program (IGBP) in explaining the earth

resources depletion, because it is a medical-neu-

rological term. I prefer to use ‘‘integrated

approach’’ because our earth isn’t ill, it’s only a

living system, continually changing -as humans- it

only needs interdisciplinary- multi-dimensional

studies and cares.

Fig. 1 Hurricane’s image elaborated by the author
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I accept instead the methodology used by the

ESSP (Earth System Science Partnership 2006)

scientists who pose these questions, in order to

grant a food-secure future for those most vul-

nerable to environmental stress :

• How will global environmental change (GEC)

affect the vulnerability of food systems in

different regions?

• How can we adapt food systems to cope with

GEC and improve food security?

• How will the various adaptation options feed

back on environmental and socioeconomic

conditions? (2006).

Scientists said they hope to develop crops to

feed the world’s growing population with new

solutions found for extreme environments caused

by natural disasters’’ (IARI; website, 2005).

Halophytes

O’Leari stated in 1987:

‘‘Although economic consideration of halo-

phytes and other salt-tolerant plants is just

beginning, they are now receiving increased

attention in arid regions where intensive

irrigation has led to salt soils or where water

shortages are forcing use of marginal re-

sources such as brackish underground water’’.

The issue should be updated in the new millen-

nium due to the increasing actions causing

desertification. Furthermore, production of salt

tolerant plants is one of the ways to utilise the

waste saline lands around the world (Gallagher

1985).

‘‘Salt is vital for human body. Iodine daily

requirement derives from vegetable, rice or

fish. For some people living in the most

impoverished areas in high altitude or far

from the sea this in not possible. Iodine once

present in the soil has long since leached

away, causing catastrophic effects for public

health. Iodine deficiency can lead to neuro-

logical disorders, deafness, psychomotor

retardation, brain damage, mental defi-

ciency, and retarded growth. In Tibet raw

salt is freely available in salt lakes, but it is

the main cause of the nation’s high level of

retarded growth, goitre, and neurological

impairments, because it is non-iodised salt.

The Australia’s Overseas Aid Program has

provided over $2 million to support the

elimination of iodine deficiency in Tibet,

distributing iodised oil capsules to vulnerable

groups’’ (Focus-AusAID 2006, p. 11).

Halophytes (plants that grow in soils or waters

containing significant amounts of inorganic salts)

can harness saline resources that are generally

neglected and are usually considered impedi-

ments rather than opportunities for development

(Aronson 1989).

‘‘In searching for crops for saline agricul-

ture, those that currently comprise the bulk

of human food should be considered as

models –maize, wheat, rice, potatoes, and

barley. If these major crops can be grown

using saline resources, or if new tolerant

crops that are acceptable substitute can be

developed, the world’s food supply will have

a more diverse and vastly expanded

base’’(Pasternak 1987, p.275).

Halophytes have been evaluated as potential

crops for direct seawater or brackish water irri-

gation. They can be developed in three areas: in

coastal deserts using seawater for irrigation, in

inland salt deserts using saline underground or

surface water, in arid-zone deserts using brackish

drainage water for irrigation. Halophytes grown

in desert environments showed levels of biomass

and seed production comparable to conventional

crops.

Scientists exploring seashores, estuaries, and

saline seeps have found thousands of halophytes

with potential use as food, fuel, fodder, fibber,

and other products. Although the direct con-

sumption of halophytes by humans and animals

can be limited, the seeds of many of them are

being considered as new sources of grains or

vegetable oils (Hinman 1984).

Some conventional crops, such as sugar, fod-

der, date palm and culinary beets have halophytic

Rev Environ Sci Biotechnol (2007) 6:3–16 9

123[443]



ancestors, so they can be irrigated with brackish

water.

Barley is the most salt tolerant cereal grain.

Rice cells subjected to salt stress and then grown

to maturity have progeny with improved salt tol-

erance, up to 1% salt.

There are also a number of plants that, al-

though not halophytes, have sufficient salt toler-

ance for use in some saline environments.

The use of water with salt levels equal to, and

even exceeding that of seawater for irrigation of

various food, fuel, and fodder crops has been

reported by many researchers including Boyko

(1996), Somers (1975), Iyengar (1982), Epstein

(1985), Gallagher (1985), Glenn and O’Leary

(1985), Pasternak (1987), Yensen (1988) Aronson

(1989). These scientists have produced grains

oilseed; grass, tree, and shrub fodder; tree and

shrub fuel-wood; and a variety of fibre, pharma-

ceutical, and other products using highly saline

water.

Plants can use salt water at their disposal or

they can even be irrigated with it. In India twenty

species of trees were planted in a trial using saline

water (EC = 4.0–6.1 dS/M) for irrigation and nine

of them were growing well after 18 months

(Yensen 1988).

It is very difficult to exploit all the possibilities

related to salt tolerant species, since it is unlikely

that any species will meet all the requirements:

although selection is usually based on perfor-

mance in a similar environment, some species

‘‘travel’’ poorly (Glenn 1985, p.51). Some show

extreme variation in regard to source and some

perform remarkably well far outside their native

climate; some require different levels of salinity

during the span of their life: responses are vari-

able at seedling, vegetative or reproductive

stages. Adult plants can tolerate salt water better

than younger plants, others tolerate medium root

salinity and not salt spray, other tolerate salt in

leaves and bubble aeration.

Many halophytes have a special and distin-

guishing feature – their growth is improved by

low levels of salt. Other salt-tolerant plants

grow well at high salt levels but beyond a cer-

tain level, growth is reduced. With salt-sensitive

plants, each increment of salt decreases their

yield.

Some halophytes require fresh water for ger-

mination and early growth but can tolerate higher

salt levels during later vegetative and reproduc-

tive stages. Some can germinate at high salinities

but require lower salinity for maximum growth.

Some grow well on permanently wet areas, oth-

er’s best growth occurs where the soil dries out in

the summer.

Some halophytes contain too much salt for

consumption, but a solution is to extract leaf

protein from the salt-containing foliage (Table 1).

Leaf protein can be used to enhance the protein

content of many food products, i.e. in Mexico it is

used to make fortified spaghetti (Carlsson 1983).

Salt-tolerant plants

Salt-tolerant plants (Table 2) can also be used to

produce economically important materials such as

essentials oils, flavours, fragrances, gums, resins,

oils, pharmaceuticals, and fibres. They may also

be marketed for use in landscape gardening and

for their foliage or flowers. In India, peppermint

oil and menthol have been produced in saline

environments. The salt-tolerant kewda, a com-

mon species of screw pine, is used to produce

perfume and flavouring ingredients (Singh 2005).

Grindelia camporum, a salt tolerant resinous

shrub which produces aromatic resin, is used

commercially in adhesives, varnish, printing inks,

soaps, and industrial applications. In Egypt salt

tolerant rushes have a potential use in paper

making. Quinoa is one of the few plants which

Table 1 Leaf protein composition

Component Per 100 g dry matter

True protein 50–60 g
Lipids 10–25 g
Beta carotene 45–150
Starch 2–5 g
Monosaccharides 1–2 g
B-vitamins 16–22 mg
Vitamin E 15 mg
Choline 220–260 mg
Iron 40–70 mg
Calcium 400–800 mg
Phosphorus 240–570 mg
Ash 5–10 g

Source: Carlsson, 1988
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can grow in the salt flats of southern Bolivia and

northern Chile. Seashore mallow can tolerate

2,5% salinity during growth and has seeds yield

ranging 0.8–1.5 tons per hectare, containing 32%

protein and 22% oil. Oilseeds of Salicornia arrive

at a yield of two tons per hectare and its plants

arrive at 20 tons when irrigated with seawater. A

succulent annual herb, Mesembryanthemum

crystallinum, native of South Africa, grows on sea

coasts and salty deserts (Greenwood 1986).

Catharanthus roots, a plant of the coastal sands

of India (Fig. 2), contain alkaloids used for leu-

kaemia, and its leaves are reported to lower blood

pressure and cholesterol.

Fuel-wood and building materials can be pro-

duced from salt-tolerant trees and shrubs using

land and water unsuitable for conventional crops.

Fuel crop plantations established on saline soils

or irrigated with saline water can survive high

temperatures of up to 45–50�C which few food

crops can withstand, allowing better land and

fresh water for food and forage production.

Halophytic grasses, shrubs and trees are all

potential sources of fodder for buffalo and goats,

these are now being examined in many countries.

Salt tolerant crops: Tomatoes

Genetically engineered tomato plants also grow

in salty water. As the first truly salt-tolerant

vegetable, these tomatoes offer hope that other

crops can also be genetically modified for planting

in many areas of the world that have salty irri-

gation water and salt-damaged soils.

The tomato is the most widespread crop plant

in the whole world. It represents the main ingre-

dient in Mediterranean recipes, thus becoming

the major source of vitamin C for the Italian

population and contains other phytochemicals

with a beneficial effect on our health.

Among EU countries, Spain is the principal

producer, Italy being the second, thanks to Sicily

which also obtained a PGI designation (Product

with Geographical Indication). Italy presents the

largest variety of production and this favours a

great deal of research among various agronomic

centres. The most effective research in specific

environmental situations has obtained products of

very high quality. The best quality has been ob-

tained in air-ponic cultures or in rock-wool, cocoa

fibres, peat, compost substrates, utilising saline

water irrigation. The result is a bicolour tomato,

more resistant and with a longer life cycle. Bio-

logical control measures are efficient and used in

glasshouse tomato cultivations but not in the open

field, because of technical and economic reasons.

Experiments gave also origin to the grape to-

mato, such as cherry and cocktail type tomato

(Fig. 3), which have been greatly successful. One

of the new cultivars is Naomi deriving from an

Israelite project which utilises an Italian cultivar

(Trentini and Piazza 2005).

The moderate resistance of tomatoes allows

their utilisation in South Italy where water is

more salty than in northern Italy. In Sardinia

Table 2 Salt tolerant crops. Expressed as conductivity
(Siemens): mS/cm

Moderately
sensible
0–4 mS/cm

Sensible
4–6 mS/cm

Tolerant
6–8 mS/cm

Highly
tolerant
8–12 mS/cm

Carrot Apricot tree Oats Asparagus
Cucumber Onion Cabbage Beetroot
Water melon Lettuce Wheat Barley
Bean Melon Sunflower Rye
Strawberry Potato Olive tree
Apple tree Peach Tomato
Pear tree Rice Rice
Plum tree Soy-bean Spinach
Radish Sorghum
Celery Grape

Pumkin

Source: Saint George Reclamation Consortium, Ferrara
(Italy), 2005

Fig. 2 Flowers of Catharanthus Roseus

Rev Environ Sci Biotechnol (2007) 6:3–16 11

123[445]



(Fig. 4), some experiments in perlite medium

have been very successful, according to the

intentional use of salty water in order to obtain a

more tasty tomato. The Regional Centre for

Agricultural Experimentation (CRAS) obtained

the famous tomato Camone, an engineered to-

mato plant, which although with a bigger market

price - at even six times that of normal tomatoes -

is particularly appreciated by consumers. The

high price is due to the costs of experimentation,

the nursing in greenhouses, air-ponic techniques

over polyethylene substrate, to which marine re-

fined salt has voluntarily been added, in order to

examine its effects. The result is a smaller tomato,

whose size is due to water loss, but more tasty.

Effectively, high salinity decreases the total and

marketable yields of fruits, by reducing the size of

fruits.

Experiments show that the growth of species

on artificial substances with saline soil solutions

was inhibited, to a significant extent, and related

to an excess of K and Cl and a lack of other

essential nutrients, but stimulated growth and

biomass accumulation of some species as Boletus

edulis.

Effectively, a study on market tomatoes

showed that fruits produced under saline condi-

tions were smaller than the controls, but devel-

oped a better colour and had a much better taste.

For example, seeds from a wild tomato, found on

the seashore of the Galapagos Islands, produced

tomatoes that were smaller and bitter. When this

species was crossed with a commercial tomato

cultivar, flavourful fruits, the size and colour of

cherry tomatoes, were obtained in 70% seawater.

Dixon (2005) quotes experiments on antioxi-

dant phytonutrients produced by the terpenoid

and phenylpropanoid which have been increased

simultaneously for the first time, creating an ex-

tra-nutritious tomato.

Tomatoes are a principal dietary source of

carotenoids and flavonoids, both of which are

highly beneficial for human health. Results dem-

onstrate that manipulation of a plant regulatory

gene can simultaneously influence the production

of several phytonutrients generated from inde-

pendent biosynthetic pathways and provide a

novel example of the use of organ-specific gene

silencing to improve the nutritional value of

plant-derived products (Davuluri 2005).

Tomato products are the principal dietary

sources of lycopene and major source of b- Car-

otene, both of which have been shown to benefit

human health. To enhance the carotenoid content

and profile of tomato fruit, transgenic lines have

been produced containing a bacterial carotenoid

gene (crtI) encoding the enzyme phytoene

desaturase, which converts phytoene into lyco-

pene (Römer 2000).

These genetically engineered salt-tolerant

plants actually remove salt from the soil, and

because their salt-storing activity occurs only in

the plants’ leaves, the quality of the tomato fruit

is maintained (Sirigu et al. 1999, p.55).

Blumwald and colleagues have demonstrated

that genetically engineered tomato plants grow

and produce fruit even in irrigation water that is

about 50 times saltier than normal. The plants

were irrigated with water having a salt concen-

tration of 200 mM sodium chloride; more than

Fig. 3 Cherry tomato

Fig. 4 The Italian island Sardinia
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one third as salty as seawater, which is about

530 mM sodium chloride (Caruso 1993, p. 32).

Salt tolerant crops: Asparagus

Asparagus grows wild on sand and is cultivated

experimentally worldwide. In the last decade, the

world productivity has doubled, from 620 thou-

sand tons to 1.2 million. The principal producers

are: China, Perù, USA, Mexico, Spain, Germany,

Italy, Greece, Japan, France. Australia is

becoming one of the most important exporting

countries (Trentini 2004). Asparagus is also

grown in Tunisia where there are yields of up to

8 tons per hectare, when irrigated with salt water;

roughly equal to that in areas irrigated with fresh

water. In Italy it has a productivity of 5–6 tons per

hectare and up to 8 tons in greenhouses.

Asparagus is an excellent crop for developing

countries because it is relatively labour intensive.

It is suited to being grown in south Italy where

more economic development is needed and

intensive labour is possible, due to the higher le-

vel of unemployment than in other parts of the

country. In northern Italy the greatest area of

production is at the Po river delta, where it is

demonstrated that the productivity is higher than

in non sandy and boggy soils.

Italian green asparagus got the important PGI

accreditation by the EU.

Asparagus is a very healthy vegetable, with

positive aspects, according to the ayurvedic

medicine.

It was appreciated by Egyptians and Romans

for its anti-oxidising activity. From a nutritional

point of view it has low cholesterol, low calorie

content and fats, low sodium content, and a high

percentage of alimentary fibres. It is rich in

potassium, vitamin B1, B6, folic acid, calcium,

magnesium, phosphorus, iron, copper, zinc, man-

ganese and antioxidants, however other charac-

teristics should be further investigated (Bordoni

2004, p.54). Research has found varieties which

are adaptable to extreme climates, ranging from

the cold to the equatorial, demonstrating the high

adaptability of this species to different climates,

to the salinity of soil and water; there are in effect

300 hundred varieties. When irrigated, it can

produce 20–25% more than in arid climate

(Falavigna 2004).

Salt tolerant crops: Rice

In Asia, where a large part of the world’s rice is

produced, most of the land has been covered with

salt water by tsunami. The rice yield under these

sub-optimal conditions can be increased by

selecting the appropriate varieties, maybe by

adding a gene for trehalose – a sugar that helps

plants withstand stress – to the rice (Netherlands

Organisation for Scientific Research 2005).

Professor Swaminathan of Japan (IARI, web-

site) discovered in the wake of the disastrous

tsunami, which ravaged many parts of Asia, that

there are many landraces conserved by local

communities in rice and other crops which can

withstand the fury of the tidal waves and salt

water inclusion in the paddy fields.

Some of the rice landraces that survived in

Tsunami are:

• Kuzhivedichan

• Kallurundai

• Kundali

Some suggestions in improved management

practices may help local communities to take

better actions.

It could be possible to interchange the neces-

sary growing stages of plants: i.e. raising the local

salt tolerant rice varieties in good nurseries or

using some crops during monsoon rainy season.

This could be useful for natural saline soil, but

even more so for areas flooded by seawater, as a

consequence of natural disasters such as ty-

phoons, hurricanes or tsunamis. Rice is also used

for land reclamation on sea marshes

Research centres

Using salt tolerant crops is not sufficient in itself

because a large amount of expertise, research,

and laboratory experiments are required, in order

to adapt the different stages of a plant’s life cycle

to its needs or to find the most adapted species to

the local environment.
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Research can then begin on ways to improve

the agronomic qualities of these plants and to

utilise their genetic traits. Genotypes with in-

creased tolerance to water and salinity stress have

been identified and followed in genetic crosses

with conventional genotypes using new tech-

niques in gene mapping and cell physiology. The

transfer of these genes from sources in salt-tol-

erant species to more productive crops will re-

quire modifications in cultural practices as well as

treatment of the plant products. Interdisciplinary

communication is particularly important in re-

search on salt-tolerant plants. Cooperation among

plant ecologists, plant physiologists, plant breed-

ers, soil scientists and agricultural engineers could

accelerate development of economic crops. Fur-

thermore, universities could introduce special

programs to allow extensive study into the special

characteristics of saline agriculture, to fulfil

growing needs in this field. (Central Soil Salinity

Research Institute 2003).

The role of certain specialised research centres

around the world such as the Iowa State Uni-

versity, the Agricultural Centre LA Coast in

Louisiana, the Netherlands Organisation for Sci-

entific Research, the Forestry Division of the

Agricultural Research Organization – Ilanot in

Israel, is important. One of the most important is

the Indian Agricultural Research Institute (IARI)

which is involved in the assessment of the eco-

nomic losses of degraded land in India. Through

multi-disciplinary research programmes, the

Institute aims to tap the uncommon and unprec-

edented opportunities to gain a holistic under-

standing of crop biology.

It is, most of all, an educational centre which

tries to (1) Emphasise utilisation of global plant

genetic resources (2) Concentrate on new and

emerging cutting edge technologies such as

molecular biology and biotechnology and develop

inter-disciplinary centres of excellence.

Another internationally recognised Indian

centre of excellence in salinity research is the

Central Soil Salinity Research Institute (CSSRI)

of the Indian Council of Agricultural Research

(ICAR) in Karnal, which released a new salt

tolerant rice variety (CSR-30) and a new salt

tolerant mustard variety (CS-54).

The CSSRI mission is

‘‘to generate new knowledge and under-

standing of the process of reclamation and

develop technologies for improving and

sustaining the productivity of salty landsand

waters’’ (website 2006).

It is specialised in the determination of the sod-

icity tolerance of crops to develop cropping se-

quences at various stages of reclamation and in

the development of models to study hydrologic

behaviour of alkali watersheds.

In Italy, some institutes, such as the Mario Neri

ICCE, the CRPV and the VPRC are very

renowned in Emilia Romagna region, which is

very focused on agro-food industry and where

there are also dedicated organisms involved in the

reclamation of the delta area in Northern Italy.

With a special background in salt tolerant species,

there are centres in Sicily and in Sardinia. Many

others are in Israel where the climate is very arid

and research centres very advanced.

Italian University centres are today focusing

especially on olive oil, a basic component of the

Mediterranean diet, due to the recent assessments

of its essential qualities of anti-oxidation and its

ability, it seems, to even reduce body weight.

The olive tree is a century-old tree, resistant to

arid climates and poor soils. The extension of

vegetable oil production in African countries, for

example, can be remunerative through the export

to the northern nations with higher GDP, where

the diet is abundant in animal fats and butter.

Due to the fact that centres are generally sus-

tained by international funds, the transfer of

knowledge towards the poorest countries and the

countries where the school system is less ad-

vanced is unavoidable. India has a good education

platform but many Asian and especially African

nations do not have. Exchanging research results

would lead to the creation of a global partnership

for development.

Conclusions

Science and technology can provide a sufficient

standard of living for the human race, but science

and technology alone are not enough; global
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policies are needed, and policies related to land

tenure, forestry and agriculture are critical in this

respect. New partnerships and an increasing

accessibility to information is challenging the

ownership of decision-making and the exchange

of innovations.

However scientists have been trying to develop

salt-tolerant crop varieties using selective breed-

ing techniques throughout the last century, efforts

may be successful only nowadays, in a systemic

synergy, which joins the goals of different bran-

ches of studies, because it is not an easy task.

Also researchers have to overcome the resis-

tance of farmers’ traditions and accepted rules.

Several organisations recognise that advancing

the biodiversity’s sciences and improving public

understanding of it requires effective communi-

cation between the public and the scientific

community (Raven 1997, p. 2). Further experi-

ments on vegetables are required after the several

hazards and illnesses tied to breeding. The eco-

nomic cost of vegetable production is less than

that of animal breeding. Furthermore, and more

notably, the augmentation of meat intake is pro-

gressively dangerous for health, whereas increas-

ing vegetable products in the diet is beneficial.

This does not mean avoiding animal derivates,

but that only a balanced diet throughout the

world permits an inter-and an intra-generational

equity, as requested by the concept and practices

of sustainability.

Researchers need to substantially adhere to the

genes manipulation. If until now GMOs aren’t

legal or generally accepted in Europe, the former

Health Minister of Italy affirms that they can’t be

dangerous, as every one of us and every species is

subject to genes modification for natural causes

and by evolution itself. Nonetheless the solution

isn’t only on gene experiments, able to transplant

salt resistant genes, but in interdisciplinary

approaches involving different scientists.

To invest in further research on agriculture and

fishery is the only solution to join the main scopes

of the UN Millennium Goals, so as to eradicate

extreme poverty and hunger, and at the same

time, to ensure environmental sustainability.

Experiments, deriving from specialised re-

searches, offer us the possibility of production in

marginalised soils such as saline soils.
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Qualità delle acque per uso irriguo. Ministero delle
Politiche Agricole e Forestali. Metodi di analisi delle
acque per uso agricolo e zootec. 8:1–30 Franco An-
geli, Milano

Carlsson R (1983) Tropical plants for leaf protein concen-
trates. In: Telek I, Graham HD (eds) Leaf Protein Con-
centrate. AVI Publications, Westport, US, pp 193–210

Caruso G (1993) Risposta Fisiologica del Pomodoro
(Lycopersicon Esculentum Mill.) alla Concentrazi-
one Salina dell’Acqua d’Irrigazione. Italus Hortus
1:16–19

Central Soil Salinity Research Institute (1998–2000)
AICRP on management of salt affected soils and use
of saline water in agriculture. CSSRI, Karnal, India

Central Soil Salinity Research Institute (1998) 25 years of
research on management of salt-affected soil and use
lime water in agriculture. CSSRI, Karnal, India

Central Soil Salinity Research Institute (2000) 50 years of
natural resource management research. CSSRI, Kar-
nal, India

Cucci G Rubino P, Caliandro AA (2003) Effects of irri-
gation water with different salt concentrations and
SAR values on soil salinisation and sodification. Ital J
of Agr 7(1):41–48

Davuluri GR et al (2005) Fruit-specific RNAi-mediated
suppression of DET1 enhances carotenoid and flavo-
noid content in tomatoes. Nat Biotechnol 23:890–895

Dixon RA (2005) A two-for-one in tomato nutritional
enhancement. Nat Biotechnol 23:825–26

Downton WJS (1984) Salt tolerance of food crops: per-
spectives of improvement. CRC Critical Rev in Plant
Sci 1(3):183–201

Elder J, Ruscello J (1997) The challenge of communicating
biodiversity In: Raven PH (ed) Nature and Human
Society- The Quest for a Sustainable World. In: Pro-
ceeding of the 1997 Forum on Biodiversity. National
Academy Press, Washington D.C., pp 455–461

Rev Environ Sci Biotechnol (2007) 6:3–16 15

123[449]



ESSP – (2006) Earth System Science Partnership (of
IGBP) (PPT Presentation)

Falavigna A (2004) Poche le varietà interessanti. Il Di-
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