
Chapter 4: Control Fundamentals of Small / 
Miniature Helicopters - A Survey1

Miniature helicopters are increasingly used in military and civilian appli-
cations, mainly due to their ability to hover, fly in very low altitudes and 
within confined spaces. However, due to model nonlinearities and inherent 
instabilities, low-level controller design for autonomous flights is a chal-
lenge. This Chapter presents an overview of major accomplishments in the 
area of unmanned helicopter control by several research groups, and fo-
cuses on techniques used for low-level control. It then describes a general 
model suitable for small or miniature helicopter non-aggressive flights and 
compares three different controllers, a PID, a Linear Quadratic Regulator 
(LQR) and an H  controller in terms of their practical implementation to 
achieve autonomous, self-governing flights.    

4.1 Introduction 

The specific type of unmanned helicopter that is considered in this Chapter 
is the ‘miniature version’ of a conventional helicopter with a main rotor 
and a tail rotor as shown in Figure 4.1. This configuration offers many ad-
vantages, but at the same time, it imposes challenges on the design of low-
level controllers.   

Self-governing flights require generation of low-level signals sent to 
actuators as well as decision making related to guidance, navigation, path 
planning, motion planning, mission planning, communications, fault toler-
ance and emergency landing. When focusing only on sensors and actua-
tors, a thorough understanding of helicopter control issues is needed be-
fore designing a controller.

Most control design techniques require at least availability of a system 
model describing plant dynamics, with higher levels of model details and 
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complexity implying a better approximation. Highly complex models are 
not practical for most advanced control design methods. For example, con-
trollers designed assuming linear time-invariant models are usually of high 
order, giving rise to issues related to on-board processing requirements. 
Model reduction techniques are used to overcome such problems [42] 
[13]. Concentrating in non-aggressive flights, it is sufficient to evaluate 
controller design under forward flight and hovering [45]. 

Fig. 4.1. Small helicopter with a custom-made controller and pan-tilt camera.

Helicopter models are derived from first principles where most pa-
rameters have a specific interpretation, or using a ‘black box’ model where 
parameters do not have a physical meaning, or using ‘hybrid models’ that 
combine the previous two. Regardless, experimental data are required to 
tune model parameters via system identification techniques.  

Models derived from the system’s physics, like momentum and blade 
element theory, provide detailed information related to the physics and 
plant behavior [44] [45]; when combined, they offer a good balance be-
tween complexity and accuracy. The momentum method helps assessing 
thrust, forces and moments required to keep a helicopter airborne. The 
blade element method helps computing moments and forces by observing 
the rotor blades from the aerodynamic perspective. However, derivation of 
simple and accurate models for model-based control design requires care-
ful judgment.  
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There is considerable published research in modeling and identification 
of miniature rotorcraft. In [36], a standard rotorcraft system identification 
tool called Comprehensive Identification from Frequency Responses
(CIFER) [61] was applied to the Yamaha R-50 and X-Cell 60 miniature 
helicopters. Scaling rules applied for predicting flying qualities of model 
helicopters based on known parameters of full-size helicopters were ini-
tially studied in [35] and extended in [27] by integrating under the same 
framework first principles and system identification techniques to a Ya-
maha R-50 helicopter. This approach was named Modeling for Flight Si-
mulation and Control Analysis (MOSCA). An accurate model of the 
smaller X-Cell helicopter with significantly different dynamics covering a 
broad spectrum of its flight envelope was proposed in [14].  

The most basic modeling technique requires derivation of equations of 
motion of the fuselage, assuming that it is a rigid body, following the sim-
ple Newton-Euler equations [24] [36] using the concise wrench notation 
and quaternion algebra [19], or the energy oriented approaches such as the 
Lagrange formulation [4].  

The next Section summarizes efforts in control of miniature rotorcraft, 
followed by introduction of concepts and specifications before actual con-
troller design to achieve autonomous stable flight. This is followed by 
modeling fundamentals and an overview of control design techniques suit-
able for small rotorcraft.   

4.2 Contributors to Miniature Helicopter Control 

A sample list of major accomplishments on small / miniature helicopter 
control and research groups that have had an impact on autonomous flight 
are presented below. The list is neither comprehensive nor the most recent 
one as the number of groups worldwide conducting research in this area 
keeps on increasing. 

The IARC/AUVSI Competition

The International Aerial Robotics Competition (IARC) has been organ-
ized by the Association for Unmanned Vehicle Systems International
(AUVSI) since 1991. Four missions have been proposed with increasing 
level of difficulty and realism, being autonomy the main mission tasks re-
quirement.

In its current version, the fourth mission, introduced in 2001, involves 
several behaviors that must be completed in four qualification levels: i) 
L1: Autonomous flight over a distance of 3 km, waypoint following, hov-
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ering over the final waypoint; ii) L2: Identifying a target building and 
open portals autonomously; iii) L3: Entering the target structure and relay-
ing reconnaissance information from within; iv) L4: While previous levels 
can be completed in stages, level 4 requires execution of the three previous 
level behaviors in less than 15 minutes.  
     No team has completed successfully the fourth mission. According 
to [18], the mission is ‘beyond the capability of any system in existence 
today, including those of the super-power’s military machines’.  

The Sugeno Laboratory 

Sugeno’s research towards achieving autonomous flight control of minia-
ture helicopters dates back to 1988 [41]. Most difficulties associated with 
autonomous flight were identified and solved to some extent by designing, 
testing and implementing Fuzzy Logic controllers.  

The Carnegie Mellon University Robotics Institute 

The CMU Robotics Institute group has reported results on autonomous 
flight control of helicopters since the early 1990’s [3]. The CMU group 
was the first one that implemented vision-based techniques for navigation, 
in addition to other traditional sensors commonly used for the same pur-
pose. Besides major accomplishments found in [36] and references there-
in, recent research in robust control for full-envelope flight control is re-
ported in [26].  

Draper Laboratories / MIT 

The UAV designed and built at Draper Laboratories, called the Draper
Small Autonomous Aerial Vehicle (DSAAV), was the only entry in the 
1996 AUVSI competition that achieved fully autonomous flight [20].  

In 2000, a new approach to UAV aggressive maneuvering using hybrid 
control techniques was introduced [32]. The main idea was based on in-
corporating a ‘maneuver automaton’ that selected optimally different con-
trol laws according to the motion primitive that needed be executed. This 
maneuver automaton concept was developed further and tested in simula-
tion within the framework of the Software Enabled Control
(SEC) program [46]. An original avionics system and its application to a 
miniature acrobatic helicopter are also presented in [15] and [58].  

The BEAR Project at UC Berkeley 

The aerobot research team at UC Berkeley has consistently contributed to 



Control Fundamentals of Small/ Miniature Helicopters      77 

the field of VTOL type UAVs since 1996 [54]. Recent research deals with 
control of multiple UAVs [53] and the incorporation of obstacle avoidance 
strategies for navigation in urban environments [51].  

The AVATAR Project at USC 

Research at the University of Southern California started in 1991 with the 
first version of an Autonomous Flying Vehicle (AFV), winning the IARC 
competition in 1994 with the first generation of Autonomous Vehicle Ae-
rial Tracking and Retrieval (AVATAR) helicopters [39]. The AVATAR 
software and control architecture is further explained in [48] along with 
other research efforts in autonomous landing and vision-based state esti-
mation. The AVATAR main feature is its hierarchical behavior-based con-
trol architecture with all behaviors acting in parallel at different levels. An 
autonomous landing approach on a moving target and visual servoing in 
urban areas are the topics discussed in [34] and [50]. Behavior-based ar-
chitectures for helicopter control have also been reported in [39] [11].  

The SEC Program 

The Software Enabled Control (SEC) program started in late fiscal year 
1999 under Defense Advanced Research Projects Agency (DARPA) fund-
ing and sponsorship. Its goal, among other issues, is the search for solu-
tions that would lead to greater levels of autonomy in man-made systems. 
Realization of complex controls for such systems involves major computa-
tional complexity concerns and requires computationally efficient tech-
niques that can be implemented in real-time. Thus, computing plays a 
prominent role when dealing with such man-made systems and complex 
controls.

The main focus of the SEC program was to advance control technolo-
gies that improve UAV performance, reliability and autonomy. One of the 
main results was derivation and implementation of an Open Control Plat-
form (OCP), which enables development and deployment of control func-
tions in terms of objects. In this way, ‘object-oriented’ control components 
are distributed across embedded platforms and enable coordination and 
cooperation among UAVs [46].  
 Further, a component based design environment called Ptolemy was 
developed, integrated with OCP, to allow for model based control design 
of heterogeneous systems taking into account the hybrid nature of most 
technical systems, as well as different models of computation.  
 Major contributions of the SEC program in the field of low-level 
VTOL vehicle control are in deriving several Model Predictive Control 
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(MPC) strategies and the so called mode transition controller that blends 
different linear controllers according to the corresponding appropriate 
flight mode. To this date, the SEC program has been the most comprehen-
sive effort involving major companies and Universities across the US.   

The Georgia Institute of Technology Program  

The Georgia Institute of Technology research group is arguably the one 
group that has contributed the most to the UAV field, not only winning 
most IARC competitions, but also playing the crucial role in developing 
and implementing under the DARPA SEC program. Among the main con-
tributions to the unmanned helicopter community the following stand out: 
i) A prototype implementation of OCP in the form of a fully rigged auto-
nomous helicopter incorporating a fault detection and identification mod-
ule to compensate for collective actuator failures; ii) A control design me-
thodology for accommodating different flight modes and limit avoidance 
through mode transition controllers; iii) A helicopter testbed called 
GTMax, which includes a simulation model of a Yamaha R-Max helicop-
ter with sensors, a ground control station and all baseline on-board rou-
tines. The first two components run on Windows platforms and the on-
board routines run under QNX.

4.3 Challenges and Specifications 

Before any control design takes place, it is essential to define a set of spe-
cifications that relate to the mission type and tasks an unmanned helicopter 
is required to fulfill, which in turn define maneuvers, agility, tracking ac-
curacy and optimality criteria that need be satisfied. Design constraints 
may depend on physical limitations imposed by the flight mechanics and 
instrumentation. Availability of information regarding types of distur-
bances the helicopter will be exposed to, model accuracy and parameter 
uncertainty are also crucial in defining robustness measures. A limiting 
factor is the on-board computing capability that will determine the allow-
able level of software complexity of the control system to be finally im-
plemented. 

In manned aerial vehicles, control systems perform different levels of 
augmentation, while the pilot assesses the ease and precision with which 
tasks are performed; these are the so called ‘handling qualities’ or ‘flying 
qualities’ [44]. In unmanned rotorcraft, handling qualities involve artifacts 
that need be considered as these artifacts will operate at different levels of 
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autonomy [17]. A valid set of goals and identification of critical missions 
and payloads has been defined in [64].   

Regardless, the complete design cycle of control systems for autono-
mous unmanned helicopters is subject to severe challenges [57] with the 
most important listed below:   

Understanding helicopter traits and flight dynamics is a difficult task 
that requires, almost unavoidably, the use of flight simulators and 
learning how to pilot small model helicopters in order to acquire an 
understanding of the process.   
Most system identification techniques cannot be applied directly; 
hence a well trained pilot is needed to excite the most dominant rotor-
craft modes. That is, perform maneuvers that are almost acrobatic 
while preventing the rotorcraft from crashing
Data collection for system identification procedures is not a straight 
forward task, since experiments are limited by fuel autonomy con-
straints.
Due to inherent instabilities, it is practically impossible to perform 
open-loop tests, the exception being hinged test-stands to perform pre-
liminary tests.
The configuration of the rotors forces a helicopter to act as a gyro-
scope creating high degrees of coupling between dynamic modes. 
Modes cannot be easily isolated for analysis usually performed on 
fixed-wing aircraft, where heave, longitudinal and lateral dynamics 
have very distinct features.  
Helicopters can perform several types of flights like hovering, flying 
forward, flying sideward, hovering turn, etc. Flight dynamics are dif-
ferent in each flight mode, so it is very unlikely that a single controller 
will handle all flight modes.  
Rotors are subject to highly nonlinear quasi-chaotic dynamics due to 
their turbulent interaction with air and wind gusts. Blades are flexible 
causing the system to have non-negligible high frequency dynamic 
components. This is a significant hurdle for deriving a high fidelity 
lumped model appropriate for control design. Models for high-fidelity 
simulation are easier to realize through application of computational 
fluid dynamics (CFD) techniques, albeit not applicable to control de-
sign methods.  
Vibration and noise affect main avionic instruments like inertial meas-
urement units, compasses, GPS, etc. This problem may be alleviated, 
but not completely solved by finding appropriate locations for different 
instruments, shielding, and applying mechanical damping measures 
like shock absorbing joints. More recent helicopter designs based on 
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using electric motors offer improved vibration behavior. However, 
they usually offer less flight endurance than their combustion engine 
based counterparts.
Payload limitations may be the main obstacles in miniature helicopters 
preventing the use of higher quality instrumentation, vision systems or 
computing platforms. This factor is tightly coupled to fuel autonomy 
limitations. The more the payload, the less time the helicopter is able 
to maintain autonomous flight.  

4.4 Modeling and Simulation 

This Section begins with a brief introduction to how a helicopter func-
tions, followed by derivation of a model that will be used for simulation 
and controller design.  

4.4.1 Basic Helicopter Function 

A helicopter may be studied as a vehicle with six Degrees of Freedom 
(DOF) that is subject to non-holonomic constraints. It changes its position 
along three coordinate axes, longitudinal X, lateral Y and vertical Z; its at-
titude is described by three angles, pitch ( ), roll ( ), and yaw ( ) as 
shown in Figure 4.2. The configuration space is 3(3) (3)SE R SO . For 
motion planning purposes, the helicopter configuration space may be re-
duced to 3 1R S that corresponds to changing the position and heading, 
since the pitch and roll cannot be chosen arbitrarily.  
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Fig. 4.2. Helicopter and its six degrees of freedom.

Components that produce moments and forces are the helicopter main 
rotor, the tail rotor, the vertical fin and the horizontal stabilizer. The main 
rotor blades can change their pitch simultaneously creating different levels 
of lift. Under manual control mode the pilot may command the pitch of the 
blades by the collective control ( colu ), used to control heave motion. The 
main rotor is affected by the cyclic control that varies the pitch of the 
blades cyclically creating different horizontal propulsive forces at different 
angles. This in turn causes the helicopter to move in the lateral and longi-
tudinal directions. For this reason, cyclic control is usually decomposed 
into lateral and longitudinal components, latu and lonu , respectively. Given 
the rate gyro stabilization mechanism, the pitch of the rear rotor is used to 
counteract the moment created by the main rotor that can make the heli-
copter spin. However, the pitch of the rear rotor can also be commanded 
around the stabilization point allowing the helicopter to change its head-
ing. In real size helicopters this control is accessible through pedals, simi-
lar to the rudder in fixed-wing aircraft, thus the name pedal control, pedu .
The speed of the rotors is usually kept constant through a governor stabili-
zation mechanism within the throttle. When not constant, it creates vari-
able amounts of vertical thrust with a similar effect as the collective con-
trol within certain limits.  

A component that helps stabilizing longitudinal and lateral dynamics 
improving ability to fly a model helicopter is the flybar. The Bell-Hiller 
stabilizer bar provides mechanical rate feedback (damping), but it also in-
creases the dynamic complexity of the main rotor and adds aerodynamic 
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drag. It has been shown that this may be safely eliminated improving 
closed-loop performance under computer control as well as energy sav-
ings, which results in an increase of payload capacity or flight endurance 
as shown in [22].  

4.4.2 Modeling, System Dynamics, System Identification

Considering only the fuselage and the rotors as sources of moments and 
forces it is possible to derive low-fidelity models used for basic assess-
ment of helicopter handling qualities, but not for simulation or control de-
sign. Higher fidelity models require additional state variables that consider 
model dynamics in higher frequency regions, as well as dynamic features 
of the rotor such as flapping and coupling between body and main rotor. In 
most cases, actuators add up additional lags that need be taken into ac-
count as first or second order elements.

A key component of a helicopter model is transformation between ref-
erence frames. Rigid body equations are derived with respect to the body 
frame of reference that is fixed on the helicopter. However, to simulate the 
helicopter in the inertial reference frame, a transformation is needed. If the 
helicopter attitude is parameterized in terms of Euler angles, the resulting 
transformations may be given as rotation matrices that are functions of 
roll, pitch and yaw. Using s , c and t as abbreviations for sin(.), cos(.) and 
tan(.), the respective transformations with variables in the inertial frame 
on the left hand side and variables in the body frame on the right hand side 
are:

x

y

z

v c c s s c c s c s c s s u
v c s s s s c c c s s s c v
v s s c c c w

 (4.1) 

1 sin( ) tan( ) cos( ) tan( )
0 cos( ) sin( )
0 sin( )sec( ) cos( )sec( )

p
q
r

 (4.2) 

For system identification and control design purposes, the helicopter 
nonlinear model may be linearized for specific flight regimes [27] [36] 
[52]. Parameters are extracted such that the model may be written in the 
state-space form: 
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x Ax Bu  (4.3) 

with the state vector x  and the control u given by:  
T

fbu v p q a b w r rx  (4.4) 

lat lon ped colu (4.5)

The state vector includes 11 linear velocity variables2: linear velocities 
in x , y , and z  directions, u , v  and w , respectively; attitude variables: 
roll , and pitch ; angular rates for roll, pitch and yaw: p , q , and r ,
respectively; rotor longitudinal and lateral flapping: a  and b , respec-
tively; yaw rate gyro feedback fbr .

The control vector is composed from deviations from trim conditions 
of the four control variables cyclic ( lat , lon ), collective ( col ), pedal 
( ped ).

The specific state matrices ( A , B ) for different flying conditions and 
different types of helicopters, determined through system identification 
procedures performed before the control system design, have been ob-
tained and tabulated in [52] and [36]. In this Chapter, the parameters ob-
tained for the linearized model of a Yamaha R-50 in hovering flight [36] 
will be used for assessing application of commonly used techniques for 
small helicopter control analysis and design. Since parameters are associ-
ated with linear models, it is expected that they change according to the 
current flight mode. The specific parameter values used in [36] are also 
shown below: 

                                                     
2 A more basic version of the helicopter model may include only eight state va-

riables, neglecting the last three flapping variables and the yaw rate gyro feedback 
[51]. 
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0 0505 0 0 0 0 32 2 32 2 0 0 0 0 0 0
0 0 154 0 0 32 2 0 0 32 2 0 0 0 0 0

0 144 0 143 0 0 0 0 0 166 0 0 0 0 0
0 0561 0 0585 0 0 0 0 82 6 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 21 74 4 109 0 0 0 14 0
0 0 1 0 0 0 8 21 74 0 0 0 0 15 43
0 0 0 0 0 0 9 75 131 0 614

A

0 93 0 0 0
0 0 0301 3 53 0 0 0 0 0 0 0857 4 13 33 1 0 0
0 0 0 0 0 0 0 0 0 2 16 8 26 0 0
0 0 0 1 0 0 0 0 0 0 0 2 924 0
0 0 1 0 0 0 0 0 0 0 0 0 2 924

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

0 6804 2 174 0 0
3 043 0 3 0 0

0 0 0 45 8
0 0 33 1 3 33
0 0 0 0
0 0 7573 0 0

0 7982 0 0 0

B

Given the availability of experimental input - output data and a model 
as the one in (4.3), there are readily available numerical implementations 
of Prediction Error Identification Methods (PEM) that allow for optimally 
determining unknown parameters [29] [30]. Following approaches that re-
semble Maximum Likelihood Estimation (MLE), PEM methods find esti-
mated parameters by seeking minimization of a function which is a norm 
of the prediction error sequence, according to:  

1

1ˆ ( ( ))argmin
M

N

FN
tD

t
N

 (4.6) 

The prediction error sequence is a function of the data, the parameters 
of the assumed model and a stable linear filter ( )L q :

ˆ( ) ( ) ( ) ( )F t L q y t y t  (4.7) 
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Knowing the parameters for a specific flight regime, the main modes 
that define the key dynamics of the helicopter may be obtained via eigen-
values analysis and exciting the system with the corresponding eigenvec-
tors. Given (4.3), there exist seven basic modes under hovering shown in 
Table 4.1.

Mode 
Natural 

Frequency 
(rad/sec)

Damping 
Time

Constant  
(seconds) 

1 0.32 -0.96 3.27 
2 0.41 0.98 2.50 
3 0.61 1.00 1.64 
4 8.36 0.20 0.59 
5 11.86 0.22 0.38 
6 10.28 0.60 0.16 
7 20.86 0.97 0.05 

Table 4.1. Modes in hovering flight. 

Mode 1 is an unstable slow phugoid mode that affects mainly the lat-
eral and longitudinal linear velocities. Mode 2 is a barely under damped 
stable phugoid mode involving the horizontal and vertical linear velocities. 
Mode 3 is a damped mode affecting the heave velocity. Mode 4 is an un-
der damped mode involving roll, pitch and yaw angular rates, as well as 
the heave velocity. This mode shows clearly the gyroscopic coupling be-
tween rotational speeds. It illustrates the fact that attitude dynamics is fast-
er than translational dynamics. Mode 5 is an under damped mode affecting 
the pitch angular rate and the heave velocity. Mode 6 is a relatively fast 
under damped mode showing coupling between yaw and heave velocity.  
Mode 7 is a fast critically damped mode that shows strong coupling be-
tween fast changes in pitch and heave velocity.  

This modal analysis illustrates the degree of coupling among different 
state variables at specific frequencies and helps obtaining a better under-
standing of plant dynamics. It may be used to verify qualitatively correct-
ness of system identification procedures.   

Figure 4.3 shows the plot of singular values against frequencies for the 
used linearized model and obtained modes. The plot provides a graphical 
tool for obtaining a measure of the magnitude of the gain of a multivari-
able system.  
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Fig. 4.3. Singular values of Yamaha R-50 in hovering mode. 

The largest singular value starts declining at a corner frequency of 
0.4rad/sec at -20dB/Dec. The smallest singular value decays rapidly after 
10rad/sec at -60dB/Dec. A resonant peak appears to take place around 
10rad/sec. The frequency response shows that in general, most relevant 
features are found between 0.1rad/sec and 100rad/sec.  

One attribute of helicopter dynamics with important implications for 
control design is the non-minimum phase characteristic. This means that 
when linearized, the model has transmission zeros in the right half plane. 
This fact has been proven in [25], used in [54], and confirmed in [12] and 
[37]. Non-minimum phase systems present and additional challenge for 
application of certain control methods such as in Linear Quadratic Control 
/ Loop Transfer Recovery (LQR/LTR) or for dynamic inversion proce-
dures. It has been shown that under certain assumptions, the system may 
be analyzed as being minimum-phase as highlighted in [54] by using the 
term ‘slightly non-minimum phase’.  
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4.5 Overview of Control Techniques 

Controller design for small unmanned helicopters requires addressing and 
overcoming at least the following characteristics that are specific to these 
flying machines:  

High degree of coupling among different state vector different vari-
ables.
Nonlinear behavior that makes the linear model valid only for certain 
regions of the flight envelope.  
Difficulties associated with obtaining accurate models due to issues re-
lated to application of standard system identification procedures and 
methodologies, resulting in models with high parameter uncertainty.  
Open-loop instability.  
Dynamics spanning a wide range of frequencies.  
Very fast dynamics, especially in the case of very small model heli-
copters.
Diverse sources of noise and disturbances. The helicopter is subject to 
effects of rotor wake, wind gusts, and vibrations. To reduce payload 
the avionics system incorporates lower grade instruments and sensors 
that increase measurement noise. Light structures imply flexibility, a 
major source of unmodeled dynamics.  
To overcome such difficulties, modern Computer-Aided Control Sys-

tem Design (CACSD) technologies offer tools to design controllers that 
satisfy conditions imposed by different applications. Basic approaches and 
commonly used techniques for design of helicopter control systems are 
elaborated next, putting emphasis on simplified techniques with practical 
relevance.

4.5.1 Low-Level Control Architecture

There exist low-level control structures that may serve as a foundation for 
new approaches to designing small helicopter controllers, or for applica-
tion of already well-known methodologies.  

Cascaded Control 

Based on prior experience in piloted aeronautical vehicles [1], the cas-
caded control approach [21] [47] considers that the helicopter control sys-
tem is decomposed into two loops where reference signals for the inner-
loop are produced by controllers in the outer-loop as shown in Figure 4.4.  
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Fig. 4.4. Inner- and outer- loop cascaded control.

The inner-loop stabilizes the helicopter and decouples state variables 
controlling attitude. Typically, design of the inner-loop aims at achieving 
high bandwidth and robust stability. The outer-loop is used for guidance, 
generating velocity commands for the inner-loop. It operates at a slower 
time scale than the inner-loop.  

Further, one of the main tasks of the inner-loop is to provide adequate 
decoupling such that outer-loop controllers may control each variable in-
dependently. Hence, a coupling metric is used to evaluate the degree of 
success with which the inner-loop controllers achieves decoupling.  

Viewed from the behavior-based robotics perspective, the inner-loop 
may be considered as a set of reactive behaviors that act at the lowest level 
of a ‘subsumption architecture’ [7], while the outer-loop includes behav-
iors with higher levels of competence.  

Sensor Fusion in Miniature Helicopters 

Sensor fusion is essential for estimating non-measurable state variables 
and filtering, and also for performing system identification procedures. 
The main task of the data fusion module is to yield optimal estimates for 
key state variables using sensor measurements. State estimation techniques 
are also needed since almost all most small helicopters are equipped with 
low cost light-weight sensors prone to noisy measurements at different da-
ta rates and they are subject to considerable vibration and turbulent gusts. 
Reference [49] offers an excellent comparative overview of avionic sys-
tems and sensor fusion algorithms of some of the early autonomous heli-
copter projects. However, small helicopters are equipped at a minimum 
with the following sensors:

An on-board Inertial Measurement Unit (IMU) with three angular rate 
gyros, three orthogonal accelerometers and three orthogonal magne-
tometers to measure the Earth’s magnetic field, measuring dynamic 
and static attitude of the rotorcraft. The challenge is in estimating and 
eliminating bias drift in IMU measurements. This may be accom-
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plished by including biases as states, and by applying a period of pre-
flight warm up. Attitude measurements may be obtained at relatively 
short sampling intervals, 10ms or 100Hz. When the IMU does not in-
clude magnetometers, they need be added externally.  
A Global Positioning System (GPS) receiver that supplies position es-
timates. GPS receivers have several sources of errors such as atmos-
pheric and multi path effects. Four satellites need be in the Line of 
Sight (LOS) of the receiver – ‘GPS lock’. GPS are relatively slow 
measurement devices and samples can generally obtained at 1Hz, with 
temporary dropouts when GPS lock is lost. A similar technology 
called differential GPS may provide very accurate position estimates 
(2 cm) with the main disadvantage being the need of a base station 
with a precisely known location and higher cost of the receiver.  
A barometric altimeter that is used to provide altitude information. 
This measurement may be considered complementary to GPS read-
ings. Measurements are relatively slow (20Hz) and noisy. However, 
sensor fusion filters can successfully eliminate it. For lower altitudes, 
in particular for enabling autonomous take-off and landing maneuvers, 
ultrasound sensors and radar may also provide accurate altitude read-
ings.

 The Kalman filter (KF) calculates optimal estimates provided that two 
main conditions are met: the system is linear and noise is Gaussian [8] 
[56] [65]. Since helicopter motion equations are evidently nonlinear and 
sensor noise is not necessarily Gaussian, the extended Kalman filter 
(EKF) relaxes the linearity condition by applying linearization of the 
model, implemented in two steps of prediction and update. The EKF 
computational complexity is not greater than the KF; therefore, it is best 
to follow the EKF recursive estimation equations.  
 To derive the EKF equations, it is necessary to know the magnitude 
and model sensor noise and system noise associated with the helicopter 
model. The helicopter model may not incorporate the full state vector of 
(4.4) but only the state variables of the kinematics model. However, the 
state vector may be augmented with the gyro biases to account for the re-
quired assumption of Gaussian noise. The EKF state vector x  usually in-
cludes the inertial position x , y , z , the body frame velocities: u , v , w ,
the attitude quaternion: e0, e1, e2, e3, and the gyro biases: pbias, qbias and 
rbias. The system equation based on kinematics has the form:  

( ) (0 )f vN Qx x a  (4.8) 
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In (4.8), a  and  are measured accelerations and angular rates; its dis-
crete-time version yields the state estimate x̂ according to the kinematics 
model, while the system matrix F  is obtained (before obtaining the Kal-
man gain) calculating the Jacobian of the function ( )f :

ˆ

f
x x

F
x

 (4.9) 

Additional sensing information from cameras can be added to the 
standard instrumentation list shown above. Successful incorporation of vi-
sion to the instrumentation system of autonomous helicopters has been do-
cumented in [9] and [34].  

4.5.2 Control Techniques Applied to Helicopter Flight Regimes 

Linear controllers allow for determining exact measures of closed-loop 
performance, stability and robustness. Nonetheless, these techniques rely 
on the strong assumption of the plant being linear, which holds true only 
for a region of the state-space around an operating point. When a nonlinear 
system traverses different regions of the state space, several linear models 
may be used to approximate the overall nonlinear dynamics. Thus, several 
controllers need be designed and ‘activated’ according to the linear model 
that approximates best local dynamics. Since the controllers do not neces-
sarily have different structures, only parameters may need to change giv-
ing rise to a gain-scheduling scheme. If controllers with different struc-
tures are needed, blending techniques may be necessary to achieve smooth 
transitions between them, as illustrated in Figure 4.5. 

Fig. 4.5. Divide and conquer approach - linear control.
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Coupling Analysis  

The helicopter as a whole may be considered as a square system with four 
inputs and outputs as shown in Figure 4.6, with the best input / output 
pairing shown in Table 4.2.   

Fig. 4.6. Helicopter viewed as a square system.

Input Pairing 
Lateral Cyclic ( latu ), Longitudinal Cyclic ( lonu ) Position in Hori-

zontal Plane 
( x y )

Collective ( colu ) Altitude ( z )

Pedal ( pedu ) Yaw ( )

Table 4.2. Input/output pairing.

However, following decomposition in inner- and outer- loop, internal 
variables to be paired with inputs are not as unequivocal. The most com-
monly used input / output pairs for the inner-loop controller are shown in 
Table 4.3, with each pair often referred to as ‘channel’, sometimes treated 
in isolation for tuning purposes. 

Input Pairing 1 Pairing 2 
Lateral Cyclic 

( latu )
Roll ( ) Lateral speed 

( v )

Longitudinal 
Cyclic ( lonu )

Pitch ( ) Longitudinal 
speed ( u )

Pedal ( pedu ) Yaw rate ( r ) Yaw rate ( r )

Collective 
( colu )

Heave velocity 
( w )

Heave velocity 
( w )

Table 4.3. Most commonly used input/output pairings.  
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Two main metrics are considered to quantify the degree of interaction 
among channels justifying a particular pairing: the relative gain array 
(RGA), or gain array number, RGAN, and diagonal dominance. The 
( )i j th element of the RGA ( )  [16] [57] is calculated for all relevant 
frequencies as:

1[ ( )] ( )ij ij ji
G G  (4.10) 

The RGAN summarizes results obtained from the RGA into one num-
ber according to:

sum
RGA number ( )G I  (4.11) 

Here
sum iji j

A a . It penalizes the off-diagonal elements; there-

fore smaller RGAN implies better decoupling.  
For a square system with n  inputs and outputs, diagonal dominance is 

also used to verify decoupling, its elements being computed as a function 
of frequency according to:   

1
( )

( )
( )

n
iji i j

j
jj

z j
j

z j
 (4.12) 

Values that are smaller than 1 indicate a level of diagonal dominance that 
allows for decoupling. Values greater than 1 indicate high degree of cou-
pling.

Considering the linear model of the Yamaha R-50 in hovering flight, 
Figures 4.7 and 4.8 depict the RGAN and diagonal dominance for the two 
pairings of Table 4.3.   
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Fig. 4.7. RGAN; Yamaha R-50 model, hover condition.
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Fig. 4.8. Diagonal dominance; Yamaha R-50 model, hover condition.

In general, it may be concluded that the helicopter behaves strongly as 
a set of two Two-Input / Two-Output (TITO) system given the coupling 
between the lateral and longitudinal channels, as well as the coupling be-
tween the pedal and collective channels. The latter two may be also ap-
proximated by two Single-Input / Single-Output, SISO, channels. The out-
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put affected by most of the inputs is the heave velocity. The pedal and col-
lective inputs do not have much influence on the upper TITO system con-
taining the longitudinal and lateral cyclic. From Figures 4.7 and 4.8 it may 
be concluded that the first pairing represents a slightly better choice since 
values are smaller.  

Robustness Analysis 

Robustness analysis helps quantify control system stability and perform-
ance under all possible sources of uncertainty and disturbances. UAV de-
ployment does involve factors contributing to unexpected behavior. There-
fore, plant modeling but also the uncertainty resulting from the mismatch 
between a nominal model and the real plant need be considered. Since a 
‘perfect’ physical plant model is unachievable, the helicopter dynamic be-
havior is described by a set of possible linear time-invariant (LTI) models 

 [57]. During flight any perturbed model ( )G s  may be valid as in 
Figure 4.5 where each linear model may be seen as a model incorporating 
uncertainty. A robust controller must guarantee stability and predefined 
performance.

Considering SISO systems, phase and gain margins are usually a good 
measure of ‘slack’ before reaching instability. Robustness analysis in 
MIMO systems requires more elaborate development as gain and phase 
margins of the transfer function matrix elements do not provide sufficient 
information. The generalized configuration depicted in Figure 4.9 will be 
studied.

P

K

u y

Fig. 4.9. Generalized control configuration.

Blocks P , K and  represent the plant, the controller, and source of 
uncertainties. w  models all exogenous inputs to the system. z  represents 
all variables that need be controlled, including performance variables with 
small desired value. u  represents controller inputs and v  all sensor meas-
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urements. The transfer function from inputs  u , w  to output z  has to be 
small in all relevant frequencies and directions. The system of Figure 4.9 
is described by [57]:  

11 12

21 22

( ) ( )
( )

( ) ( )
P s P sz w w

P s
P s P sv u u

 (4.13) 

with 1
11 12 22 21[ ( ) ] ( )lz P P K I P K P w F P K w  (4.14) 

The block diagram of Figure 4.10 shows a one degree-of-freedom con-
troller that will be considered to connect robustness with the traditional 
frequency shaping followed in SISO system design and understand the 
importance of sensitivity functions. Design constraints and closed-loop re-
quirements will be met by ‘playing’ with the singular values of the open-
loop system.

Observing Figure 4.10, relevant multivariable transfer functions may 
be defined [66] [5] [57]: the loop transfer matrix L GK , the sensitivity 
function 1( )S I L and the complementary sensitivity function 

1( )T L I L such that S T I .

Fig. 4.10. One degree-of-freedom control configuration.

Therefore, the closed-loop response, the control error and control effort 
may be obtained, respectively, in terms of L , S and T , as follows:

y Tr Sd  (4.15) 
( )e S d r  (4.16) 
( )u KS r d  (4.17) 
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The greatest and smallest singular value of the particular transfer func-
tion at a particular frequency is utilized to quantify their magnitude. For 
example, the condition for desentization of y  with respect to disturbances 
in a specific frequency band (where the attenuation factor 1 1W  varies 
with frequency) can be given by:  

1
1( ( )) ( )S j W j  (4.18) 

For reference tracking, the condition ( ( )) ( ( )) 1T j T j
should be fulfilled. The control effort can also be reduced by keeping 

( ( ))KS j  bounded. The same condition helps achieving robust stabil-
ity when plant uncertainty is modeled as an additive perturbation, that is, 

pG G . When plant uncertainty is modeled as a multiplicative out-

put perturbation ( )pG I G , then ( ( ))T j  needs be kept small:

1
2( ( )) ( )T j W j  (4.19) 

It is easily verified that for low /high frequencies, respectively:  
1 ( ( ))

( ( ))
L j

S j
 (4.20) 

( ( )) ( ( ))T j L j  (4.21) 

Loop shaping constraints are shown in Figure 4.11.  

Fig. 4.11. Loop shaping constraints.
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As previously mentioned, the Yamaha R-50 parameters obtained via 
system identification procedures have tolerances, and the parameters pre-
sented in Section 4.4.2 represent only dynamics of the nominal model. 
Further, the state variables of (4.3) are handled in the body-fixed frame, 
but the actual rotorcraft needs be controlled in the earth-fixed frame. The 
transformation (4.1) between the two reference frames introduces a nonli-
nearity that may be accounted for as ‘uncertainty factor’. Figure 4.12 
shows a similar frequency response as Figure 4.3 with variations that re-
sult from uncertainties; this singular value plot includes uncertainties due 
to variations of pitch and roll of 20 .
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Fig. 4.12 Singular values of Yamaha R-50 considering uncertainties.

PID Controllers 

Most initial attempts to achieve autonomous helicopter flight have been 
based on PID controller design [2] [23] [36]. Most commercial autopilots 
such as Micropilot’s MP2128-Heli [38] or Rotomotion’s AFCSV2.5 UAV 
Helicopter Controller [62] are based on PID controllers.   

PID controller parameters may be easily adjusted allowing for on-line 
tuning when the model is not known. On the other hand when a sort of ac-
curate model is given, classical design or optimization-based tuning strat-
egies may be attempted [10]. The main disadvantage of SISO PID control-
lers relates to overlooking coupling among controlled variables, limiting 
bandwidth and agility that could be achieved. However, since standard 
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PID controllers are of the SISO type, it is assumed implicitly that con-
trolled variables are not strongly coupled. Figure 4.13 shows the helicopter 
decentralized inner-loop controller structure based on PID controllers.  

Fig. 4.13. Inner-loop PID controllers. 

For the Yamaha R-50 PID controllers are assigned to each channel of 
the plant. The best flexibility is obtained when using two-degree-of-
freedom PID controllers as shown in Figure 4.14 with an anti-windup term 
at the output preventing saturation.  

1
DT s
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iT s
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+
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refu

refu

+

-

Prefilter

Fig. 4.14. Structure of a 2-DOF PID controller.

The lateral and longitudinal channels controlled by the PID compensa-
tors cannot be tuned individually since the diagonal terms of the matrix 
transfer function present unstable non-minimum phase dynamics. How-
ever, iterative tuning of the controllers, starting from rough hand-tuning, 
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gives very good results as validated through experiments conducted with 
the controlled plant. PID controllers have been parameterized using the 
following standard form given by [16]:  

PID
1( ) 1

1
d

p
i

T sC s K
T s s

 (4.22) 

Parameters for all four Yamaha R-50 PID controllers are listed in Ta-
ble 4.4.

Channel 
pK iT dT

Lateral 1.63 0.48 0.096 0.02
Longitudinal 2.17 0.333 0.058 0.017

Pedal 3.74 0.374 0 0 
Collective 9.83 0.983 0.120 0.05

Table 4.4. PID parameters for inner-loop controllers.

Figure 4.15 illustrates the behavior of the PID controllers with respect 
to decoupling using diagonal dominance. The values for the open-loop 
plant are also included for comparison purposes.  
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The singular values of the open-loop transfer function matrix are 
shown in Figure 4.16. Singular values of the plant alone are also included 
to observe the effect of the control on the loop shape.  
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Fig. 4.16. Singular values of the PID control loop.

The singular values show that the integral action provides high gain at 
lower frequencies, guaranteeing good decoupling and low steady state er-
rors. High gain at lower frequencies contributes to achieving a high level 
of agility. High gains at high frequencies indicate potential problems with 
respect to noise sensitivity, especially sensor noise, and high gains at high-
er frequencies points to potential robustness problems. 

Linear Quadratic Control Techniques 

When the plant model is considered as a full MIMO system, the first sys-
tematic technique to control the helicopter is the linear quadratic regulator 
(LQR) design methodology [13] [55] [58]. LQR control has been applied 
successfully to aeronautical control problems [60] mainly due to guaran-
teed robust asymptotic stability of the closed-loop. However, stability 
measures are only valid under the assumption of full state noise-free feed-
back and perfect knowledge of the model. In reality, the helicopter’s non-
linearity makes the model valid within a region around a specific operating 
point used for design. Furthermore, not all state variables can be meas-
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ured, therefore, applying a filter-observer as previously discussed may be 
required. Even in this case, robustness properties do not hold anymore, un-
less observer dynamics are much faster than rotorcraft dynamics.   

In any case, noise presence in measured signals requires studying the 
problem from the stochastic systems perspective. Under this perspective, 
the linear quadratic Gaussian (LQG) control methodology (design) re-
quires obtaining the linear quadratic controller and determining an optimal 
observer. Implementation, design procedures and experimental results of 
LQG control applied to miniature helicopters have been documented in 
[6], [40] and [64]. Designs may be obtained using numerical routines in-
cluded in standard CACSD packages [31].  

In detail, LQR is a full-state feedback control where x  is the state vec-
tor and u  is the control effort designed to minimize the quadratic per-
formance measure described by:  

0
( )

T
V x Qx u Ru dt  (4.23) 

The weighting matrices Q  and R  are design parameters varied to ob-
tain a specified closed-loop dynamic behavior, pole placement, penalizing 
control accuracy and control effort, respectively. Since (4.23) has Q  and 
R  in two bilinear forms, they need be positive semi-definite and positive 
definite, respectively, 0TQ Q , 0TR R . This minimization prob-
lem is translated to the solution of an algebraic Riccati equation given by:  

1 0T TA X XA XBR B X Q  (4.24) 

with a positive semi-definite solution X and control law:   

ru K x , 1 T
rK R B X (4.25)

Design of an optimal observer under the assumption of Gaussian noise 
leads also to an Algebraic Riccati equation whose solution yields a Kal-
man filter. The combination of optimal estimator and linear quadratic reg-
ulator gives the LQG controller. The two components plus integral action 
for tracking reference signals are shown in Figure 4.17 applicable to heli-
copter control.  
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Fig. 4.17. LQG controller as combination of a KF and state feedback [57]. 

In order to guarantee certain robustness properties, particularly consid-
ering the frequency behavior of sensitivity functions over specific fre-
quency ranges, frequency dependent Q  and R  weight matrices need be 
considered in (4.23). To achieve this, it is possible to augment the open-
loop system with fictitious states and apply the standard LQG design pro-
cedure with the help of computerized tools. This method results in gains 
that are not static but have the form of dynamic compensators. This exten-
sion of the LQG methodology is also known as Wiener-Hopf design or 

2H  control. In the case of the 2H  controller, the energy of the impulse re-
sponse of the fictitious plant G  is minimized: 

2
1 tr ( ) ( )

2
G G j G j d  (4.26) 

Although 2H  optimal control design is easily accomplished using 
CACSD tools, considering that the plant is open-loop unstable in some of 
its flight regimes, one should take into account (in order to avoid unex-
pected behavior) measures such as the integrated log of sensitivity magni-
tude [59]:  

0
1

ln det ( ) Re( )
pN

i
i

S j d p  (4.27) 

Here, ( )S j  represents the frequency dependent sensitivity function 
considered in its MIMO form and the summation in the right term is car-
ried over the poles (controller and plant) that lie on the right half plane 
(RHP).
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For the Yamaha R-50, an output feedback LQG controller with inte-
gral action has been designed assuming measurement availability of the 
inner-loop controlled variables. The plant has been augmented with free 
integrators for high open-loop gain at lower frequencies, achieving good 
tracking accuracy and mainly good decoupling. An LQR regulator has 
been designed assuming knowledge of the complete state vector with 

17 170Q and 13 130 5 0 02 0 025 10R I . The Q  matrix has 
four more terms since it includes the states associated with the augmented 
integrators.

Design of the KF involves selection of weights for process and meas-
urement noise, W  and V , respectively, both set to identity matrices for 
simplicity purposes. The states of the integrators do not need be estimated, 
hence 13 13W I  and 4 4V I .

The resulting design can be seen as a 2-DOF controller shown in Fig-
ure 4.18. The integrators have been isolated from the controller to enable 
an anti-windup scheme by using limited outputs.  

Fig. 4.18. LQG with integrator. 

Figure 4.19 presents the resulting diagonal dominance values along 
with those of the plant.  

Singular values of the open-loop system are shown in Figure 4.20 and 
compared against the plant. In general, the loop presents lower gains at 
lower frequencies in comparison to the PID design. Much lower gains at 
higher frequencies show a very good behavior concerning sensor noise. 
Low noise sensitivity is achieved at the expense of slightly lower band-
width, thus agility is not as good as in the case of the PID design.  
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Fig. 4.19. Inner-loop decoupling using LQG control with integration.
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Fig. 4.20. Singular values of the LQGI control loop. 
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Robust control design 

Robust control represents the most widely used and proven design tech-
nique for small-scale helicopters allowing for aggressive maneuvers ex-
ploiting their agile dynamics. Robust controllers have been reported to 
perform better than LQG controllers since they address robustness meas-
ures directly in the controller synthesis process [6] [26] [28] [40] [54] [64], 
while seminal work in robust control has been reported in [5] [57] [66] and 
[67]. Robust control offers several techniques for synthesis of robust 
MIMO controllers with CACSD tools supporting most of these methods 
[5] including MATLAB’s robust control toolbox.  

The 2H and H optimal control tasks consist of finding controllers that 
minimize specific norms of ( )lF P K , with:

2

1 tr ( ) ( )
2

F F j F j d  (4.28) 

sup ( )F F j  (4.29) 

An H  multivariable robust controller with loop shaping is now de-
signed with the same previously used linearized model as basis for devel-
opment. The design methodology follows the loop shaping methodology 
presented in [33] and applied to the Yamaha R-50 [26]. The objective is to 
design an optimal loop-shaping controller for the inner-loop with the goal 
of providing robust attitude stabilization and decoupling of the main four 
channels. The design technique follows three main steps:

The nominal plant G  is augmented with a pre-compensator 1W  and a 

post-compensator 2W  in order to shape the singular values of the 

open-loop transfer function. The augmented plant is 2 1sG W GW ,

with 1W  defining the controller behavior at lower frequencies trying to 

obtain high gain, which in turn yields good tracking behavior and de-
coupling and disturbance rejection. For these reasons, PI-type fre-
quency shapes are selected. For 2W , the objective is to provide enough 

damping at higher frequencies guaranteeing robustness. This is ac-
complished by selecting low pass filters and constant gain terms; as in 
[26] the following weighting functions are proposed:  

1 1 1 1
1 13 3 4 1 63 6.50 3.74 37.4 8.33 10

lat lon ped col
s s s sW W W W
s s s s
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2 2 2 22 2

2028 27951 1 14
80 2500 80 2500lat lon ped colW W W W

s s s s
Both, 1W  and 2W  are diagonal matrices, having the terms above in the 

main diagonal.
Find an optimal controller K  that minimizes the H  norm of the 

transfer function from disturbances to errors - is between 1 and 3: 

1 1min ( )) [ ]s sK

I
I G K G I

K

 using the ncfsyn function from the MATLAB robust control toolbox, 
[K,CL,GAM]=ncfsyn(G,W1,W2)  

Construct the feedback controller by combining the synthesized K
controller with 1W  and 2W , such that 1 2K W K W
After execution, the ncfsyn function returns a valid K  controller, 

the closed-loop system, and the margin 2 68  that is within the accept-
able interval. Figure 4.21 shows the singular values of three systems: 
plant, augmented plant and complete open-loop transfer function with the 
controller. The resulting decoupling is illustrated in Figure 4.22.  
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Fig. 4.22. Inner-loop decoupling using H  control with loop-shaping.

Gain at lower frequencies is higher than in the case of the PID control-
ler, but higher than the one achieved in the LQG design. Hence, decoup-
ling and bandwidth, agility, may be just between both previous designs. 
The behavior at high frequencies is acceptable but not as good as the one 
achieved with LQG design.

Agility Test: Velocity Tracking for a Specific Trajectory 

The three controllers have been used to control the helicopter in a specific 
trajectory very similar to the one shown in Figure 4.23. The velocities 
tracked by all three controllers are shown in Figures 4.24 through 4.26.  
Clearly, the PID design, having the highest gain at lower frequencies, pre-
sents the lowest tracking errors. On the other hand, having the H  design 
the most moderate low frequency gain, it presents relatively larger devia-
tions.

Sensitivity

Figures 4.27 and 4.28 depict the maximum singular values of the sensitiv-
ity functions. In the case of the input sensitivity function, the PID control-
ler displays the best behavior, while the LQG controller presents the high-
est sensitivity to input noise. The output complimentary sensitivity 
functions indicate that the PID controller presents the worst maximum 
value, since it presents high sensitivity to sensor noise. 
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Fig. 4.23. Test trajectory.
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Fig. 4.24. Velocity tracking for PID controller.
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Fig. 4.25. Velocity tracking for LQGI controller.
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Fig. 4.26. Velocity tracking for H  controller. 
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Comparison of the Three Controllers 

The three designs have been subject to three evaluation criteria that are ex-
tremely relevant for practical implementation of self-governing flights: 
agility, ability to handle noise and robustness.  

A comparative study of the three designs reveals that designs are also 
subject to trade-offs and compromises. High degree of agility, low steady 
state errors, robustness against disturbances and robustness against pa-
rameter variations cannot be achieved at the same time. The three designs 
have strengths and weaknesses, and selection of a specific controller de-
pends on the application.  

The LQG design exposes a slightly more sluggish dynamic response 
than the other designs and the worst decoupling behavior of all three. 
However, it has excellent values for output sensitivity and robustness in 
general terms. The PID design focused on agility and decoupling; does not 
provide enough robustness and it is extremely sensitive to output noise. 
The H  design, thanks to the additional design freedom provided by the 
loop shaping methodology, presents a good trade-off between agility, ro-
bustness and noise sensitivity.

4.6 Conclusions and Future Perspectives 

This Chapter presented just a glimpse of controller design for small heli-
copters. Challenges imposed by unmanned helicopters have contributed 
positively to advancing theory and applications of control theory, data fu-
sion, flight control systems, and computer vision. New research fields 
have emerged or gained new relevance as is the case of the SEC program 
that has helped identifying shortcomings and challenges in computer-
based implementation of control systems.  

Stronger demands for higher autonomy levels will lead to improving 
collection and fusion of sensory data and perception provided by diverse 
suites of sensors, computer vision algorithms and better hardware. Like-
wise, higher reliability requirements will lead to development of highly in-
telligent fault-tolerant control systems supporting higher autonomy levels.  

However, there are still limitations that prevent deployment of autono-
mous helicopters in envisioned applications. These limitations not only 
stem from the constrained payload capabilities and flight endurance of 
small size helicopters, but also from perspectives of control, autonomy, 
human robot interaction, and reliability. Most successful autonomous 
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flight control experiments have been carried out under controlled condi-
tions and usually under the supervision of ground operators.  

Most nonlinear or hybrid control techniques found in the literature are 
restricted to moderately successful simulation results. System identifica-
tion procedures still require lengthy data collection experiments performed 
with the help of a skilled pilot. The vision of having UAVs deployed by 
non skilled personnel is yet to be reached. Similarly, the number of human 
operators per UAV is still represented by a ratio much greater than one.  

Stated limitations have not stopped advancement of the unmanned sys-
tems field towards new goals as recommended by [43]. Goals in the next 
years incorporate coordination and cooperation in scenarios where multi-
ple UAVs are required to be deployed. This has generated a profusion of 
research work in topics such as formation control, pursuit evasion games, 
swarming, flocking, etc. It is expected that in the near future, all these new 
theories will blend with intelligent fault-tolerant low-level control systems 
giving rise to fully autonomous swarms of miniature helicopters.  
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