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This chapter provides an introduction to the basic theory of inner models
without fine structure. It assumes that the reader is familiar with Gödel’s
class L of constructible sets; however Sect. 1 begins by recalling the definition
and basic theory of L with an emphasis on the condensation property. This
discussion leads to a consideration of relative constructibility—that is, models
of the form L[A]—and then to L[U ], the minimal model with a measurable
cardinal. A discussion of 0#, and of sharps in general, leads up to a brief
description of the Dodd-Jensen core model Kdj, which links the models L
and L[U ].

Sections 2 and 3 discuss generalizations of the ideas of Sect. 1 to larger
cardinals. Section 2 looks at sequences of measurable cardinals and the mod-
els L[U ] constructed from such sequences. The use of iterated ultrapowers
to compare pairs of models, introduced in Sect. 1 for the model L[U ], is ex-
tended to these models L[U ]. Section 3 introduces the notion of an extender,
a generalized form of ultrafilter used to express cardinal properties stronger
than measurability. Extenders are combined with the ideas of Sect. 2 to
obtain models L[E ], constructed from a sequence E of extenders, which can
contain cardinals up to a strong cardinal.

The definition of models for still stronger cardinals requires an understand-
ing of iteration trees and fine structure, which are not covered in this chapter.
Section 4 gives a brief survey of such larger cardinals, and the current status
of their inner model theory.

The principal goal of research in inner models is to define a core model K
which can coexist with larger cardinals in the universe V . The construction of
the core model is not described in this chapter except for a brief description
of Kdj (which is the core model if there is no model with a measurable
cardinal) in Sect. 1.2. Because of its centrality, however, the core model
itself is mentioned frequently. Briefly, the core model K should have two
properties: (1) it is like L, and (2) it is close to V . The first property is
satisfied by defining it as one of the models L[U ] or L[E ] described in this
chapter. For the second property we can ask for some form of a covering
lemma. In the case when L is the core model—that is, when the only large
cardinal properties which hold anywhere are those which hold in L—the
second criteria is satisfied by Jensen’s covering lemma, which states that
every uncountable set x of ordinals in V is contained in a set y ∈ L of the
same cardinality. This also holds of Kdj when it is the core model—that is,
when there is no model with a measurable cardinal—but for larger cardinals
the core model K can only be expected to satisfy some form of the weak
covering lemma: that (λ+)K = λ+ for every singular cardinal λ.

In the final Sect. 5 there is a further discussion of the core model, but
from a somewhat different perspective. This is not an attempt to describe
the construction of an existing model, but instead is an attempt to answer
the questions “how do we decide that a particular model is ‘the core model’ ”
and “how will we recognize a model, newly discovered in the future, as the
core model”. This attempt is, of course, highly speculative: new discoveries
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may show that models with the properties we are expecting are impossible or
even uninteresting, or a newly discovered model with properties substantially
different from what we expect may play a critical role with respect to larger
cardinals, which demands that it be recognized as the core model.

Most of the topics related to inner model theory which are not covered
in this chapter can be found elsewhere in this Handbook. The core model
and covering lemma are introduced in the chapters [24, 33, 38]. An excel-
lent source for further information on large cardinals is Kanamori’s book
[15, 16]. For more information on L, the standard reference is [3]. The
more recent book [42] is an excellent introduction to inner models and core
model techniques. In this Handbook, fine structure is covered in the chapters
[36, 40].

One other approach to inner models which is not covered in this chapter
is the class HOD of hereditarily definable sets and its variants. The model
HOD has the serious disadvantage that it is not canonical—for example, it
can easily be changed by forcing. However it is frequently used for models in
which the axiom of choice fails, where it usually gives more readable proofs
than do symmetric models, and has been used in studies of determinacy and
of cardinals large enough that the inner models described in this chapter are
unknown or poorly understood.

The major goal of this introduction is to establish notation and a certain
amount of background for other topics in this Handbook. Where sketches of
proofs are given, the intention is not so much to present the proof itself as to
introduce techniques which are important to the further development of the
theory of inner models and core models.

1. The Constructible Sets

1.1 Definition. Gödel’s class L of constructible sets is defined to be L =⋃
α∈On Lα, where the sets Lα are defined by recursion on α as follows:

1. L0 = ∅,

2. Lα+1 = def(Lα, ∈),

3. Lλ =
⋃

α<λ Lα if λ is a limit ordinal.

Here def(Lα, ∈) is the set of subsets of Lα which are first-order definable in
the structure (Lα, ∈), using parameters from Lα.

The most basic property of L is the following:

1.2 Lemma. There is a Π2 sentence of set theory, which we denote by “V =
L”, such that the transitive models of the sentence “V = L” are exactly
the sets Lα and the class L itself. Furthermore, if α is any ordinal then
〈Lν : ν < α〉 is definable in Lα by a Σ1 formula.
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The main content of the sentence “V = L” is the statement ∀x∃α∃y
(y = Lα & x ∈ Lα). See Jech [14, Lemma 13.17] for a proof of Lemma 1.2
in the case that α is a limit ordinal, which is sufficient for most uses which do
not involve fine structure. The use of fine structure goes beyond Lemma 1.2
by splitting the successor interval between Lα and Lα+1 into infinitely many
levels of definability.

The most important property of the constructible hierarchy follows from
Lemma 1.2:

1.3 Lemma (Condensation Lemma).

1. If X ≺1 Lα for some ordinal α, then there is an ordinal α′ ≤ α such
that X ∼= Lα′ .

2. If X is a proper class such that X ≺1 L, then X ∼= L.

That is, if X is a Σ1 elementary substructure of L or of any Lα, then X
is isomorphic, via its transitive collapse, to L or some Lα′ .

The simplest application of Lemma 1.3 is Gödel’s proof that GCH holds
in L.

1.4 Definition. If M is any structure and X is a subset of the universe of
M then the Skolem hull of X in M is the smallest elementary submodel of
M containing X. We write H M(X) for the Skolem hull of X in M.

This definition assumes the existence of such a unique minimal submodel of
M containing X. In all of our applications the model M will have a definable
well-ordering which provides Skolem functions that ensure this. Definition 1.4
can also be used in cases when M is a well-founded class model of ZF. In this
case, provided X contains a proper class of ordinals, the Skolem hull H M(X)
is equal to

⋃
α∈X HVα ∩M(X ∩ Vα), and hence is definable in M.

1.5 Theorem. L |= GCH.

Proof. We work inside L. An easy induction on α shows that |Lα| = |α|
for all infinite ordinals α. Hence, to establish 2κ = κ+ it is enough to show
that any set x ⊆ κ is a member of Lκ+ . To this end, pick τ large enough
that x ∈ Lτ and set X = HLτ (κ ∪ {x}). By Lemma 1.3 there is an ordinal
α such that π : (X, ∈) ∼= Lα where π is the transitive collapse map. Then
x = π(x) ∈ Lα, and |Lα| = |X| = κ so α < κ+. 

The aim of the inner model theory which we will outline in this chapter is
to extend this result to a more general class of models. We will describe (in-
formally, and without attempting a precise definition) a hierarchy satisfying
the analog of Lemma 1.3 as a hierarchy with condensation.
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1.1. Relative Constructibility

Each of the inner models which we will consider is defined as the class of all
sets which are constructible from some specified set or class A. Two notions
of relative constructibility are in general use:

1.6 Definition.

1. If A is a transitive set then L(A) =
⋃

α∈On Lα(A), where the sets
Lα(A) are defined exactly like the hierarchy Lα except that rule 1.1(1)
is replaced by L0(A) = A.

2. If A is any set or class, then L[A] =
⋃

α∈On Lα[A], where the sets
Lα[A] are defined exactly like the hierarchy Lα, except that rule 1.1(2)
is replaced by

Lα+1[A] = def(Lα[A], ∈, A),

where def(Lα[A], ∈, A) is the set of subsets of Lα[A] first-order definable
with parameters from Lα[A], using A ∩ Lα[A] as a predicate.

The class L(A) satisfies ZF and contains the set A, and it can be char-
acterized as the smallest such class which contains the ordinals. It need not
satisfy the axiom of choice, and indeed it is usually used in cases where the
axiom of choice is intended to fail. The most important example is L(R),
the smallest model of ZF containing all the reals.1 This model is heavily
used in studies of the axiom of determinacy (AD), where it reconciles that
axiom with the axiom of choice in the sense that the axiom “L(R) |= AD”
implies many of the same consequences as the full axiom of determinacy, but
is consistent with the axiom of choice in V . We will not consider models of
the form L(A) further in this chapter.

If A is a set then the model L[A] always satisfies ZFC. It need not have
A itself as a member, but the restriction A ∩ L[A] of A to the model L[A] is
in L[A]. The model L[A] can be characterized as the smallest model M of
ZF which contains all the ordinals and has A ∩ M as a member. The case
when A is a class is similar, provided that replacement holds for formulas
with a predicate for A.

In one sense the models L[A] can be fully as complex as any other model
of set theory. This is clear in the case that A is a class, since (assuming
the axiom of global choice) the universe V can be coded by a class A of
ordinals, so that L[A] = V . However, a surprising result of Jensen ([2],
see [10, Theorem 5.1]) shows that A need not be a proper class: he defines
a class generic extension V [G] of the universe V such that V [G] = L[a] for
some a ⊆ ω. Thus any class can be contained in a model of the form L[a],
with a ⊆ ω.
1 Strictly speaking Definition 1.6 does not apply to L(R), since R is not transitive. Taking
L(R) to be L(Vω+1) repairs this defect and also gives a more convenient form to the low
levels of the Lα(R) hierarchy.
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In another sense the models L[A] are quite simple when A is a set—nearly
as simple as L itself. This simplicity appears when working above the set A,
for submodels M of L[A] such that A ∩ L[A] ∈ M . For example, the sentence
“V = L” can be generalized straightforwardly to a sentence “V = L[A]”
which satisfies the following generalization of the Condensation Lemma 1.3:

1.7 Lemma. Suppose that A is a set, and that X ≺1 Lα[A], where α ∈
On ∪ {On}, and the transitive closure of A ∩ Lα[A] is contained in X. Then
there is an α′ ≤ α such that X ∼= Lα′ [A].

Hence the sets Lα[A], with α ≥ rank(A), also form a hierarchy with con-
densation, and it follows that all of the basic properties of L, such as GCH,
♦κ and �κ, hold in L[A]—at least above rank(A)—for the same reason that
they hold in L

Lemma 1.7 does not give any information about the set A itself, and it says
nothing about how models L[A] and L[A′] might be related when A �= A′. If
we are to use the techniques of inner model theory to study the set A, then
we need a version of Lemma 1.7 which does not assume A ∩ L[A] ∈ X. Any
such lemma will require some restriction on the class of sets A for which it
is valid.

Elementary embeddings (or, rather, sets A encoding elementary embed-
dings) have proved to be especially fruitful for this purpose. One reason
for this fruitfulness is that when A and A′ encode different elementary em-
beddings of L[A] and L[A′], respectively, then it is possible, under suitable
conditions, to use the embeddings themselves to modify the models so that
they can be compared. This gives at least a start on the goal of understand-
ing the relationships between distinct models L[A] and L[A′]. This idea may
be seen in the proof of Theorem 1.9 and in the comparison Lemma 2.8 for
sequences of measures.

A second reason for this fruitfulness arises in the consideration of the
embeddings π : Lᾱ[Ā] ∼= X ≺1 Lα[A] arising from a transitive collapse. If
embeddings coded by A are suitably chosen, then the embedding π will be
closely related to the embeddings encoded into A. In this case an analog of
the Condensation Lemma 1.3 may hold without the restriction A ∩ L[A] ⊆ X
needed for Lemma 1.7. This phenomenon often occurs, and is heavily used,
in the analysis of inner models for large cardinals.

1.2. Measurable Cardinals

The simplest, and oldest, example of a model L[A] in which A encodes an
embedding of L[A] is L[U ], the minimal inner model for a measurable cardi-
nal.

1.8 Definition. Recall that a cardinal κ is measurable if there is an elemen-
tary embedding i : V → M , where M is a well-founded class and κ = crit(i).
Here crit(i) is the critical point of i, that is, the least ordinal α such that
i(α) > α.
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The ultrafilter associated with such an embedding i is the set

U = {x ⊆ κ : κ ∈ i(x)}.

This set U is a κ-complete ultrafilter on κ, where κ-completeness means that⋂
X ∈ U whenever X ⊆ U and |X| < κ. Indeed, U is normal, which is

a stronger property: for any function f : κ → κ, if {ν < κ : f(ν) < ν} ∈ U
then there is an ordinal γ < κ such that {ν : f(ν) = γ} ∈ U .

A normal ultrafilter is frequently called a measure. The analogy with
Lebesgue measure on the real line, from which this terminology is derived, is
slightly strained since neither normality nor the property of being two-valued
has an analog in the real line; however this usage has a strong historical basis
(evidenced by the term “measurable cardinal”) and it is useful in a context
such as the present chapter, in which non-normal ultrafilters never appear.

In the other direction, from an ultrafilter to an embedding, the ultrapower
construction gives, for any normal ultrafilter U on κ, an embedding iU : V →
M = Ult(V, U) with critical point κ such that U is the ultrafilter associated
with iU . The ultrapower has the property that M = {iU (f)(κ) : f ∈ V ∩ κV },
and as a consequence iU is minimal among all embeddings related to U in the
following sense: Any other embedding i : V → N with the same associated
ultrafilter U can be factored as

i : V
iU

−→ Ult(V, U) k−→ N,

where the embedding k is defined by k([f ]U ) = k(iU (f)(κ)) = i(f)(κ).
It is easy to see that if U is a normal ultrafilter on κ, then U ∩ L[U ] is

a normal ultrafilter in L[U ]. On its face, the model L[U ] appears to depend
on the choice of the ultrafilter U ; however Kunen [18] showed that it depends
only on the critical point of U .

The proof, which we outline below, uses iterated ultrapowers. We write
iUα : V → Ultα(V, U) for the α-fold iterated ultrapower by U , which is de-
fined by setting Ult0(V, U) = V , Ultα+1(V, U) = Ult(Ultα(V, U), iUα (U)), and
Ultα(V, U) = dir limα′<α Ultα′ (V, U) if α is a limit ordinal.

We will need the fact that every iterated ultrapower Ultα(L[U ], U) is well-
founded. This is easily proved by induction on α: more generally, let M be
any well-founded model containing the ordinals, and suppose that M satisfies
that U is a countably complete ultrafilter. A useful observation is that all
iterated ultrapowers of M are definable subsets of M , and hence we can work
inside M . It is easy to see that Ult(M, U) is well-founded. For any ordinal
α such that Ultα(M, U) is well-founded, it then follows, by working inside
Ultα(M, U), that Ultα+1(M, U) is also well-founded. Hence the least ordinal
α such that Ultα(M, U) is ill-founded would be a limit ordinal. Now call an
ordinal γ U -soft in M if there is an iterated ultrapower iUα by U such that
the set of ordinals in Ultα(M, U) below iUα (γ) is ill-founded. Let γ be the
least U -soft ordinal in M , and let α be least such that iUα witnesses that
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γ is soft. Now if α′ is any ordinal in the interval 0 ≤ α′ < α, then iUα′ (γ)
is, by elementarity, the least iUα′ (U)-soft ordinal in Ultα′ (M, U). But this is
impossible, since for sufficiently large α′ < α there is an ordinal ξ < iUα′ (γ) in
Ultα′ (M, U) such that iα′,α(ξ) is a member of an infinite descending sequence
below iα(γ). Then iUα′,α is an iterated ultrapower of Ultα′ (M, U) by iUα′ (U)
which witnesses that ξ is iUα′ (U)-soft in Ultα′ (M, U).

The proof above can be generalized to any well-founded model M with
ω1 ⊆ M , and to any iterated ultrapower of M by arbitrary measures in
M rather than by the single ultrafilter U . We will later see that the situa-
tion is much more difficult for iterations involving cardinals beyond a strong
cardinal.

1.9 Theorem. Suppose that U and U ′ are normal ultrafilters in L[U ] and
L[U ′], respectively.

1. If crit(U) = crit(U ′) then U = U ′, and hence L[U ] = L[U ′].

2. If crit(U) < crit(U ′) then L[U ′] = Ultα(L[U ], U) for some ordinal α.

1.10 Corollary. The model L[U ] has only the one normal ultrafilter U .

Sketch of Proof of Theorem 1.9(1). The proof of Theorem 1.9 uses the fol-
lowing two observations about the iterated ultrapower Ultλ(L[U ], U), where
λ > κ+ is a cardinal of uncountable cofinality.

(1) The set C = {iUα (κ) : α < λ} is a closed, unbounded set of indis-
cernibles for Ultλ(L[U ], U) which generates its measure iUλ (U) in the sense
that

iUλ (U) = {x ⊆ λ : sup(C − x) < iUλ (κ)}, (17.1)

and therefore Ultλ(L[U ], U) = L[iUλ (U)] = L[Cλ] where Cλ is the filter of
closed unbounded subsets of λ. To see that (17.1) holds, let x be any subset of
iλ(κ) in Ultλ(L[U ], U). Then there is some α0 < λ and xα0 ∈ Ultα0(L[U ], U)
such that x = iα0,λ(xα0). For ordinals α in the interval α0 < α < λ set
xα = iα0,α(xα0), so that x = iα,λ(xα). Then iUα (κ) ∈ x ⇐⇒ iUα (κ) ∈ xα+1 =
iα,α+1(xα) ⇐⇒ xα ∈ iUα (U) ⇐⇒ x ∈ iUλ (U).

(2) Let Γ be the class of ordinals ξ > λ such that iUλ (ξ) = ξ. Then simple
cardinal arithmetic shows that Γ is a proper class, and contains all of its limit
points of cofinality greater than λ.

Now suppose that the models L[U ] and L[U ′] are as in the hypothesis
of Theorem 1.9(1), with κ = crit(U) = crit(U ′). Let λ = (2κ)+. By the
first observation, Ultλ(L[U ], U) = Ultλ(L[U ′], U ′) = L[Cλ], with iUλ (U) =
iU

′

λ (U ′) = Cλ ∩ L[Cλ]. By the second observation Γ = {ξ > λ : iUλ (ξ) =
iU

′

λ (ξ) = ξ} is a proper class.
Let X = HL[Cλ](κ ∪ Γ ∪ { Cλ ∩ L[Cλ]}) ≺ L[Cλ] be the Skolem hull, and

let π : M ∼= X be its transitive collapse. Then X ⊆ ran(iUλ ), so M ≺ L[U ].
However U = π−1(Cλ ∩ L[Cλ]) ∈ M , and the proper class Γ is a subset of M .
It follows by Lemma 1.7 that M = L[U ]. By the same argument M = L[U ′]
and U ′ = π−1(Cλ ∩ L[Cλ]), so L[U ] = L[U ′] and U = U ′. 
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1.11 Theorem (Silver). L[U ] |= GCH.

Sketch of Proof. First we recall Gödel’s proof of GCH for L. Assume V = L,
and fix any set x ∈ P L(λ). Now pick some τ > λ such that x ∈ Lτ , and let
π : Mx

∼= X ≺1 Lτ where |X| = λ, λ ∪ {x} ⊆ X, and Mx is transitive. Then
the Condensation Lemma 1.3 implies that Mx = Lα for some α < λ+, so
that x = π−1(x) ∈ Lα. Thus {z ⊆ λ : z ≤L x} ⊆ Lα, and since |Lα| = λ it
follows that no set in P (λ) has more than λ many <L-predecessors. Hence
otp(P (λ), ≤L) = λ+, so L |= 2λ = λ+.

Now assume V = L[U ], where U is a normal ultrafilter on κ, and fix
a cardinal λ. If λ ≥ κ then Gödel’s proof for L can be easily adapted to L[U ]
by substituting Lemma 1.7 for Lemma 1.3. Thus we only need to consider
the case λ < κ.

Fix a set x ⊆ λ, and pick τ such that x ∈ Lτ [U ]. For convenience, also
let Lτ [U ] satisfy ZF−, the axioms of ZF without the Power Set Axiom; this
will be true if τ is any successor cardinal. Now let X ≺ Lτ [U ] where x ∈ X,
λ ⊆ X, and |X| = λ. If Mx

∼= X is the transitive collapse of X, then
Mx = Lαx [Ux] for some αx < λ+ and some filter Ux which is a normal
ultrafilter in Mx.

In order to conclude, as in the proof for L, that otp
(

P (λ), <L[U ]
)

= λ+,
we need to show that {z ⊆ λ : z ≤L[U ] x} ⊆ Mx. The fact that Ux �= U
is a complication which is not present in L, and we will use the techniques
from the proof of Theorem 1.9 to deal with it. The assumption that Lτ [U ],
and hence Mx, satisfies ZF− makes it is easy to verify that the iterated
ultrapower iUx

κ : Lαx [Ux] → Ultκ(Lαx [Ux], Ux) can be defined and has all
of the required properties: In particular, Ultκ(Lαx [Ux], Ux) = Lα′

x
[iUx

κ (Ux)]
for some α′

x < κ+, and iUx
κ (Ux) ⊆ U since iUx

κ (Ux) is generated by the set
Cx = {iUx

ν (λ) : ν < κ}, which is in U since it is closed and unbounded.
Since iUx

λ �P Mx(λ) is the identity, it follows that {z ⊆ λ : z <L[U ] x} ⊆
P Lα′

x
[Ux](λ) ⊆ Mx, as desired. 

This proof can be interpreted as showing that L[U ] contains a hierarchy
with condensation; however this hierarchy has two flaws: (i) the very exis-
tence of the model L[U ], and hence of this hierarchy, is conditional on the
existence of the normal ultrafilter U , and (ii) unlike the structures Lα, the
structures Mx do not actually satisfy condensation. That is, the model Mx

is not actually an initial segment of L[U ], but only a structure which can be
compared to an initial segment of L[U ] by means of an iterated ultrapower.
The first, and more important, of these two flaws was fixed by the Dodd and
Jensen [4, 6, 5] with their introduction of the original core model Kdj. They
defined a mouse to be a structure M = LαM [UM ] such that (i) M satisfies
the sentence “UM is a normal ultrafilter”, (ii) all of the iterated ultrapowers
of M are well-founded, and (iii) M satisfies a fine structure condition which
implies that there is a ρ ≤ crit(UM ) such that LαM+1[UM ] |=

∣
∣αM

∣
∣ = ρ. The

Dodd-Jensen core model Kdj is defined to be L[M], where M is the class of
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all mice. With the emergence of a general concept of “the core model” (see
Sect. 5), Kdj came to be seen as the core model below L[U ], that is, it is the
core model provided that there is no model with a measurable cardinal.

The weakest mouse is equi-constructible with 0#, which is described in the
next subsection. The model Mx in the proof of Theorem 1.11 is an example of
a mouse; however its construction required starting with the model L[U ] and
it is difficult to prove that such a model exists using any assumption weaker
than a measurable cardinal. Dodd and Jensen threw out the assumption
Mx |= ZF− of Theorem 1.11, and replaced it with clauses (i) and (ii); they
then used fine structure to show that iterated ultraproducts of mice can still
be defined and have the required properties.

The second flaw, the lack of condensation, is only a minor technical prob-
lem at the level of one measurable cardinal but leads to serious difficulties at
higher levels. This problem is corrected by the modern presentation of the
core model. As adapted to the special case of the Dodd-Jensen core model
Kdj, this presentation works as follows: First note that Kdj does satisfy
a form of condensation, for if π : Lα′ [M ′] ∼= X ≺1 Lα[M], then π preserves
the property of being a mouse. It follows that M ′ is contained in M, and
since the Dodd-Jensen mice are well-ordered by relative constructibility it
follows that M ′ is an initial sequence of the class M. We can extend this to
L[U ] as follows: each mouse is a model LαM

[UM ]. Since UM and LαM
[UM ] are

equi-constructible, Kdj can be equivalently written as L[〈UM : M ∈ M 〉] in-
stead of as L[M], and then L[U ] is equal to L[M, U ] = L[〈UM : M ∈ M 〉, U ].
If we let U be the sequence 〈UM : M ∈ M 〉�〈U 〉, then L[U ] = L[U ], and
the transitive collapse of a substructure X ≺1 Lα[U ] has the form Lα′ [U ′]
where, as in the case of Kdj, the sequence U ′ is an initial segment of U . Thus
X ∼= Lα′ [U �α′], which is an initial segment of L[U ] = L[U ].

Notice that this construction has the further advantage of smoothly joining
the construction of Kdj with L[U ] at one extreme and (taking U to be empty)
L at the other.

1.3. 0#, and Sharps in General

This subsection covers the first steps of the core model hierarchy suggested
by the proof of Theorem 1.11. They are the first steps historically, since the
model L[0#] was the first canonical inner model to be extensively studied
other than L and L[U ]. They are also the first steps in the sense that they
lie at the bottom of the core model hierarchy: 0# is, as we will see later,
essentially the same as the first Dodd-Jensen mouse.

Lemma 1.2 implies that if i : L → M , where M is a well-founded class,
then M = L. As Scott [37] observed, it follows that there are no measurable
cardinals in L: otherwise let U ∈ L be a normal ultrafilter on the least
measurable cardinal κ of L. Then iU (κ) > κ; but this is impossible since iU (κ)
is, by the elementarity of the embedding iU , the least measurable cardinal in
Ult(L, U) = L, and that is κ.
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Nontrivial embeddings from L into L can, however, exist in V : for ex-
ample, if U is a normal ultrafilter and iU : V → Ult(V, U) then iU �L :
L → L. Silver’s 0# gives a complete analysis of such embeddings. We
say that a class I of ordinals is a class of indiscernibles for a model M if
for any formula ϕ(v0, . . . , vn−1) of the language of set theory and any in-
creasing sequences (c0, . . . , cn−1) and (c′

0, . . . , c
′
n−1) of members of I we have

M |= ϕ(c0, . . . , cn−1) ⇐⇒ ϕ(c′
0, . . . , c

′
n−1).

1.12 Definition. We say that 0# exists if there is closed proper class I of
indiscernibles for L. In this case we define 0# ⊆ ω to be the set of Gödel
numbers of formulas ϕ(v0, . . . , vn−1) such that L |= ϕ(c0, . . . , cn−1) for any
increasing sequence 〈c0, . . . , cn−1〉 ∈ [I]n.

Since I is a class of indiscernibles for L, this characterization of the set
0# does not depend on the choice of the sequence c ∈ [I]n. The fact that I
is required to be closed implies that the definition of 0# does not depend on
the choice of the class I. It also implies that the members of I possess the
following normality property, which Silver called remarkability : if η is any
ordinal and f : On → On is any map definable in L from parameters in Lη

such that f(c0, . . . , cn−1) = ξ < c0 for some sequence c = (c0, . . . , cn−1) ∈
[I − η]n, then f(d) = ξ for every sequence d ∈ [I − η]n.

Silver showed that if 0# exists then there is a unique maximal class I, the
Silver indiscernibles such that L = HL(I), that is, every set in L is definable
in L from parameters in I. This class can be obtained by starting with any
remarkable class I ′ of indiscernibles. Then HL(I ′) ≺ L is a proper class and
hence is isomorphic to L. If π : HL(I ′) ∼= L is the transitive collapse map,
then I = π“I ′ is a closed class of indiscernibles and HL(I) = L.

Our Definition 1.12 requires that I be a proper class, but Silver showed
that this is not necessary:

1.13 Theorem. If there is an uncountable set of indiscernibles for L then
0# exists. Furthermore, there is a Π1

2 formula ψ such that if a is any subset
of ω, then ψ(a) holds if and only if a = 0#.

Thus for example, the existence of 0# is an immediate consequence of the
existence of a Ramsey cardinal. The following result shows how 0# can be
used to characterize the elementary embeddings from L into L:

1.14 Theorem (Silver). Assume that 0# exists. Then (i) for any strictly
increasing map π : I → I there is a unique elementary embedding i : L → L
such that π = i�I, and (ii) if i : L → L then i“I ⊆ I, and i is determined by
i�I : I → I.

The proof follows easily from the indiscernibility of the members of I
and the fact that every constructible set is definable from members of I:
if x is the unique set satisfying a formula ϕ(x, α0, . . . , αn−1) for some se-
quence (α0, . . . , αn−1) ∈ [I]<ω, then i(x) must be the unique set x′ satisfying
ϕ(x′, π(α0), . . . , π(αn−1)).
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This leaves open one gap in the use of 0# to characterize embeddings from
L into L: the question of whether the existence of such an embedding implies
the existence of 0#. This question was settled by Kunen; the version of the
proof which we sketch below is largely due to Silver and is included because
it involves ideas which are basic to the proof of the covering lemma:

1.15 Theorem. If i : L → L is a nontrivial elementary embedding then 0#

exists.

Sketch of Proof. Let κ = crit(i). We can assume without loss of generality
that i is continuous at every ordinal of cofinality greater than κ: if it is not,
then factor the embedding i as i : L → X := {i(f)(κ) : f ∈ L} ≺ L and
replace i with i′ : L

i−→ X
π−→ L, where π : X ∼= L is the transitive collapse.

We will define, for each ν ∈ On, a class Γν of ordinals which is unbounded
and contains all of its limit points of cofinality greater than κ. If we set
κν = inf(Γν − κ) then the class J = {κν : ν ∈ On} will be a class of
indiscernibles for L, and by Silver’s results this implies that 0# exists.

Set Γ0 = On ∩ ran(i), and if λ is a limit ordinal then set Γλ =
⋂

ν<λ Γν .
Now suppose that Γν has been defined, and write HL(X) ≺ L for the class
of sets definable in L from parameters in X. Then HL(Γν) ∼= L since Γν is
a proper class, so consider the map

iν : L ∼= HL(Γν) ≺ L.

Then Γν+1 is defined to be the set of ordinals ξ such that iν(ξ) = ξ.
Notice that Γν = On ∩ HL(Γν), that κν = inf(Γν − κ) = iν(κ), and that

if ν > ν′ then iν′ (κν) = κν . Now define, for each pair ν′ < ν of ordinals, the
embedding iν′,ν : L ∼= HL(κν′ ∪ Γν) ≺ L to be the inverse of the transitive
collapse of HL(κν′ ∪ Γν). Thus iν′,ν is the identity on κν′ ∪ Γν+1.

We claim that iν′,ν(κν′ ) = κν . This claim is equivalent to the statement
that κν ∩ HL(κν′ ∪ Γν) = κν′ , and if it were false then there would be
α ∈ [Γν ]<ω and a formula ϕ such that

L |= ∃η ∈ κν − κν′ ∃γ ∈ [κν′ ]<ω
(
ϕ(γ, η, α) & ∀η′ < η ¬ϕ(γ, η′, α)

)
. (17.2)

Now the embedding iν′ : L ∼= HL(Γν′ ) ≺ L is elementary, and iν′ (κ) =
κν′ , but iν′ (κν) = κν and iν(α) = α since iν′ �Γν is the identity. Thus
formula (17.2) implies that

L |= ∃η ∈ κν − κ∃γ ∈ [κ]<ω
(
ϕ(γ, η, α) & ∀η′ < η ¬ϕ(γ, η′, α)

)
.

But this is impossible, since any such ordinal η would be in Γν and κν =
min(Γν − κ).

This completes the proof of the claim. Now suppose that c and c ′ are
two increasing sequences in [J ]<ω which differ only in the ith place; say that,
c′
i = κν′ < ci = κν while cj = c′

j for j �= i. Then iν′,ν(c ′) = c, and since
iν′,ν : L → L is elementary it follows that c ′ and c ′ satisfy the same formulas
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over L. But if c ′ and c are any two increasing sequences of the same length
from [J ]<ω, then one can be obtained from the other in a finite sequence of
steps in such a way that each step changes only one element of the sequence.
Hence J is a class of indiscernibles for L. 

The following result of Silver states that if 0# exists then the class L of
constructible sets is much smaller than V :

1.16 Theorem (Silver). Assume that 0# exists, and let I be the class of
Silver indiscernibles. Then (i) every uncountable cardinal κ of V is a member
of I, and indeed |I ∩ κ| = κ, (ii) every Silver indiscernible is weakly compact
in L, (iii) ∀η

∣
∣P L(η)

∣
∣ = |η|, and (iv) ∀η cf(η+L) = ω.

Clause (ii) can be strengthened by replacing “weakly compact” with any
large cardinal property which can consistently hold in L. This fact suggests
that the existence of 0# can be viewed as the weakest large cardinal property
which cannot consistently be true in L, and further experience has supported
this view. Such a statement cannot be proved, or even stated precisely,
without a precise definition of “large cardinal property”; however it is true
for large cardinals inside the core model, and the covering lemma provides
other senses in which L[0#] is a minimal extension of L. For example, if M
is any class model such that M |= λ+ �= (λ+)L for some singular cardinal λ
of M , then L[0#] is contained in M .

Solovay once suggested that L[0#] might be minimal in another sense:
that every real a ∈ L[0#] such that 0# /∈ L[a] would be set generic over L.
This suggestion was refuted by Jensen [2], who used class forcing to construct
a counterexample. A weaker conjecture might be that 0# is the minimal real
which is easily definable; however Friedman [11] has shown that if 0# exists
then there is a set a such that 0 <L a <L 0# and a is a Π1

2 singleton;
furthermore, the set defined by this Π1

2 formula remains a singleton in any
extension with the same ordinals. See [10, Theorem 6.5] for more on this
subject.

1.4. Other Sharps

The process used to define 0# can also be applied to models larger than L.
This process is commonly used in two slightly different contexts: in order to
define the sharp of a large cardinal property, and in order to define the sharp
of a set.

In order to construct the sharp of a large cardinal property, we need to start
with a minimal inner model M for the property such that M has a suitable
inner model theory. For a measurable cardinal, for example, we could take
any model of the form M = L[U ] such that U is a normal ultrafilter in M .
If J is a closed proper class of indiscernibles for M , then we can define
a new real, just as with 0#, to be the set of Gödel numbers of formulas
ϕ(x0, . . . , xn−1) such that M |= ϕ(c0, . . . , cn−1) for any (c0, . . . , cn−1) ∈ [J ]n.



1462 Mitchell / Beginning Inner Model Theory

By using the inner model theory for the model M in question, together
with Silver’s techniques from the theory of 0#, it can be shown that this
construction yields a unique real even though (as in the case of L[U ]) the
model M may not itself be unique.

This procedure is not limited to properties involving a single cardinal. As
we will see shortly, the ideas of L[U ] can be extended to a model M = L[U ],
having a proper class of measurable cardinals, so that M has an inner model
theory similar to that of L[U ]. The procedure described above, applied to
the model M , will then yield a real which is the sharp for a proper class of
measurable cardinals.

The sharp construction was first applied to L[U ] by Solovay, who gave the
name 0† to the resulting sharp for a measurable cardinal. This precedent
has had the effect of leading to a proliferation of typographical symbols for
sharps of various large cardinal properties, the most common of which is 0¶,
used for the sharp of a strong cardinal. The use of these symbols, apparently
chosen on a whim and with no relation to the cardinals they are supposed
to represent, places an unfortunate and unnecessary burden on the reader’s
memory. Fortunately the most important example, the sharp for a Woodin
cardinal, has escaped the use of such symbols. This sharp is important be-
cause a number of applications of Woodin cardinals, particularly to inner
model theory, appear to require the sharp for a Woodin cardinal, rather than
simply a Woodin cardinal itself. It is commonly denoted by M#

1 , where M1

is the standard symbol for the minimal model with one Woodin cardinal.
It is straightforward to generalize the construction of 0# to obtain the

sharp A# for an arbitrary set A of ordinals: If A ⊆ γ, and J is a closed,
proper class of indiscernibles for L[A], then A# is the set of pairs (n,a)
where n = �ϕ� is the Gödel number of a formula ϕ(v, z, u), a ∈ [γ]<ω, and
L[A] |= ϕ(c, A,a) for any c ∈ [J ]n. By use of an appropriate coding, we can
regard A# as a subset of γ.

In particular, this construction can be used to iterate the sharp operation:
Starting with 0#1

= 0#, we define 0#α+1
= (0#α

)#. If α is a limit ordinal
then 0#α

is defined to be a set encoding 〈0#γ

: γ < α〉.
Assuming the existence of a large cardinal (a Ramsey cardinal is much

more than enough) it can be shown to be consistent that 0#α

exists for all
ordinals α. The model L[〈0#α

: α ∈ On〉] forms a hierarchy with conden-
sation, and this hierarchy is an initial segment of the core model hierarchy
toward which we are working. This process can easily be continued: the
model M = L[〈0#α

: α ∈ On〉] is a minimal model for the large cardinal
property “A# exists for all sets A”, and (given a class of indiscernibles for
this model) we can define the sharp for this property. This sharp will be
a subset of ω and it is the next step 0#On

in the desired hierarchy.
On the one hand there seems to be no obvious bound determining how

far the hierarchy obtained through this process can be extended, but on the
other hand it is not clear how to generalize the process to give a uniform
definition, using indiscernibles, of such a hierarchy. The core model provides
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such a definition by replacing the indiscernibles by ultrafilters, as suggested
by the proof of Theorem 1.11. We will conclude this section by discussing
the relationship between ultrafilters and sets of indiscernibles.

1.5. From Sharps to the Core Model

The Dodd-Jensen core model Kdj was briefly described at the end of Sect. 1.3.
This subsection will explain how the concept of a mouse, which they invented
for this model, generalizes and extends the concept of sharps.

Recall that they defined a mouse to be a model LαM [UM ], similar to the
models Mx used in the proof of Theorem 1.11, but with the strong theory
ZF− replaced with a fine structural condition. One of the uses of this fine
structural condition was to allow them to define iterated ultrapowers of mice
and to show that they have the required properties. Silver, Magidor and
others later gave a construction of Kdj without the need for fine structure,
but fine structure is still needed to define core models for larger cardinals.

As in the proof of Theorem 1.11, iterated ultrapowers can be used to com-
pare two mice. This comparison process prewellorders the class of mice, and
shows that they form, in an appropriate sense, a hierarchy with condensation.
The Dodd-Jensen core model is defined to be the model K = L[M], where
M is the class of all mice; the well-ordering of mice and their condensation
properties imply that L[M] is a model of ZF + GCH.

This model cannot contain a measurable cardinal, but Dodd and Jensen
proved a covering lemma for K which asserts that a model L[U ] with a mea-
surable cardinal has approximately the same relation to K that 0# has to L.

The Dodd-Jensen core model can be better understood by considering
a translation from mice to sharps and vice versa. Suppose first that M =
Lα[U ] is a mouse. Then the result of the iterated ultrapower iUOn : M →
M ∗ = UltOn(M, U) is a well-founded model by clause (ii) of the definition of
a mouse. The ordinals OnM ∗

of M ∗ have length greater than On, and On
is the measurable cardinal in M ∗. If we write iUλ for the embedding from
Lα[U ] to Ultλ(Lα[U ], U), then the class I = {iUλ (κ) : λ ∈ On} is a class of
indiscernibles for M ∗.

This class I can be used, as described in the last subsection, to define an
initial sequence of the class of sharps. This sequence of sharps can be defined
by recursion over OnM ∗

, so that the length of OnM ∗
provides an indication of

how long a hierarchy of sharps will be generated before the process generates
a model for which I is not a class of indiscernibles. Clause (iii) of the definition
of a mouse can be used to show that this final model is M ∗.

In discussing the other direction, from sharps to mice, we will use Kunen’s
notion of a M -ultrafilter:

1.17 Definition. A normal M -ultrafilter in Kunen’s sense is an ultrafilter
on P (κ) ∩ M , for some κ in M , such that
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1. If f : κ → κ is in M and {ν < λ : f(ν) < ν} ∈ U , then there is γ such
that {ν : f(ν) = γ} ∈ U , and

2. If x ⊆ P (κ) is a member of M , and |x|M = κ, then U ∩ x ∈ M .

The second condition enables the ultrapower by U to be iterated, even
though U /∈ M . If iU : M → Ult(M, U) then U1 = {[f ]U : f ∈ (κU) ∩ M } is
an Ult(M, U)-ultrafilter, which can be used as iU (U).

A member of the sharp hierarchy is a set which encodes the theory of
a model M ∗, with parameters taken from a class I of indiscernibles for M ∗.
A mouse will be a model Lα[U ], where α is the least ordinal such that U is
not a normal ultrafilter in Lα+1[U ]. We could easily get an M ∗-ultrafilter
U on any limit point of I by setting U = {x ⊆ λ : sup((I ∩ λ) − x) < λ},
the filter on λ generated by I ∩ λ. A better construction, however, uses
the analog of Theorem 1.14 for M ∗ to get an M ∗-ultrafilter on λ = min(I):
let i : I → I be an increasing map such that i(λ) > λ. By Theorem 1.14
the embedding i extends to a map i∗ : M ∗ → M ∗ such that i = i∗�I, and
U = {x ⊆ λ : λ ∈ i∗(x)} is a normal M ∗-ultrafilter.

2. Beyond One Measurable Cardinal

The next step beyond L[U ] is to develop an inner model theory for models
with many measurable cardinals. This is straightforward so long as all of the
measures have different critical points: If U = 〈Uν : ν < λ〉 is a sequence
of measures, with increasing critical points κν , then the model L[U ] has
measures Uν ∩ L[U ], and (as with the model L[U ]) no other measures. If it is
desired to have several measures on the same cardinal then the answer is less
obvious: if U0 and U1 are two measures on a cardinal κ then U0 ∩ L[U0, U1] =
U1 ∩ L[U0, U1] by Kunen’s Theorem 1.10, so the model L[U0, U1] has only one
normal ultrafilter.

A way to proceed is suggested by the following observation of Kunen:

2.1 Proposition. Every measurable cardinal κ has a normal ultrafilter Uκ

which concentrates on nonmeasurable cardinals.

Proof. Suppose as an induction hypothesis that for each measurable cardi-
nal λ < κ there is a normal ultrafilter Uλ concentrating on nonmeasurable
cardinals, and let U be a normal ultrafilter on κ. If U concentrates on non-
measurable cardinals then set Uκ = U ; otherwise

U ′ = [〈Uλ : λ < κ〉]U = {x ⊆ κ : {λ < κ : x ∩ λ ∈ Uλ} ∈ U }

is a second normal ultrafilter on κ which concentrates on nonmeasurable
cardinals. In this case set Uκ = U ′. 

Note that in the second case of the proof, the model L[〈Uλ : λ < κ〉, U ′, U ]
is a model with at least two normal ultrafilters U ′ and U on κ. The following
partial order captures the relation between U ′ and U :
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2.2 Definition. If U and U ′ are normal ultrafilters on a cardinal κ then we
write U ′ � U if U ′ ∈ Ult(V, U).

Thus U ′ � U if and only if there is a function f such that

{α < κ : f(α) is a normal ultrafilter on α} ∈ U

and
U ′ = {x ⊆ κ : {λ < κ : x ∩ λ ∈ f(λ)} ∈ U }.

The argument which Scott used to prove that there are no measurable car-
dinals in L proves the follow proposition:

2.3 Proposition. The ordering � is well-founded.

Proof. Assuming the contrary, let κ be the least cardinal such that the normal
ultrafilters on κ are not well-founded by �. Then there is a normal ultrafilter
U on κ so that {U ′ : U ′ � U } is not well-founded by �. The normal
ultrafilters on κ in Ult(V, U) are exactly the normal ultrafilters U ′ on κ in
V such that U ′ � U , and the �-ordering on these normal ultrafilters in
Ult(V, U) is the same as in V since V and Ult(V, U) have the same functions
from κ to Vκ. Thus the measures on κ in Ult(V, U) are not well-founded
under �. Since Ult(V, U) is well-founded it follows that Ult(V, U) satisfies
that the measures on κ are not well-founded by �, but this is impossible
since, by the elementarity of the embedding i, there is no cardinal λ < i(κ)
in Ult(V, U) such that the measures on λ are not well-founded by �. 

2.4 Definition. The order o(U) of a normal ultrafilter U is its rank in the
ordering �, that is, o(U) = sup{o(U ′)+ 1 : U ′ � U }. The order of a cardinal
κ is o(κ) = sup{o(U) + 1 : U is a normal ultrafilter on κ}.

Thus a measure U has order 0 if and only if the set of smaller measurable
cardinals is not a member of U . A cardinal κ has order 0 if it is not measur-
able, and order 1 if it is measurable, but has no measures concentrating on
smaller measurable cardinals. Since each measure U ′ � U is equal to [f ]U
for some f : κ → Vκ, we have the following upper bound:

2.5 Proposition (Solovay). If U is a normal ultrafilter on a measurable
cardinal κ then o(U) < (2κ)+, and hence o(κ) ≤ (2κ)+.

Under the GCH, it follows that o(κ) ≤ κ++.
The inner models L[U ] for sequences of measures utilize this ordering �.

We give here the original presentation of these models as in [25]. This pre-
sentation is the simplest way to approach these models, and we will show
that it can be generalized with the use of extenders to define inner models
with a strong cardinal. However it is not adequate for dealing with cardinals
very much larger than this; and in Sect. 3 we will follow up by giving a brief
description of the modified presentation now used for the core model and for
inner models with larger cardinals.
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2.6 Definition. A coherent sequence of measures is a function U such that

1. dom(U ) = {(κ, β) : κ < len(U ) and β < oU (κ)}, where len(U ) is a car-
dinal and oU is a function mapping cardinals κ < len(U ) to ordinals.

2. If (κ, β) ∈ dom(U ) then U = U (κ, β) is a normal ultrafilter on κ.

3. If U = U (κ, β) then oiU (U )(κ) = β and iU (U )(κ, β′) = U (κ, β′) for all
β′ < β.

The final clause of this definition is the coherence condition, which can
also be expressed by saying that (iU (κ,β)(U ))�κ+1 = U �(κ, β). Here we write
U �(κ, β) for the restriction of U to

{(κ′, β′) ∈ dom(U ) : κ′ < κ ∨ (κ′ = κ ∧ β′ < β)}

and U �λ for U �(λ, 0). Notice that the coherence condition implies that
U (κ, β′) � U (κ, β) for all β′ < β < oU (κ), so that o(U (κ, β)) ≥ β.

The following theorem is the main result of [25]; it is a generalization of
the Corollary 1.10 to Theorem 1.9:

2.7 Theorem. If U is a coherent sequence of measures in L[U ], then the
only normal ultrafilters in L[U ] are the members of the sequence U .

It follows from Theorem 2.7 that o(U (κ, β)) is exactly equal to β in L[U ],
and that each cardinal κ has exactly |oU (κ)| many normal ultrafilters in L[U ].
Theorem 1.9 itself does not generalize to L[U ]: starting in a model with
κ+ measurable cardinals, where κ is measurable, it is possible to construct
sequences U and U ′ with the same domain such that L[U ] �= L[U ′].

2.1. The Comparison Process

The main difficulty in generalizing the proofs of Theorem 1.9 and Theo-
rem 1.11 to the models L[U ] is in adapting the iterated ultrapowers used in
those proofs. Recall that they used the iterated ultrapower Ultλ(Lα[U ], U),
where λ is some larger cardinal, so that the image iUλ of U is contained in
the closed unbounded filter Cλ on λ. Thus two normal ultrafilters U and U ′

were compared indirectly, via the filter Cλ. In adapting this construction to
the models L[U ] we use iterated ultrapowers to compare sequences U and U ′

directly, through a process known as iterating the least difference.

2.8 Lemma (Comparison). Suppose that Lα[U ] and Lα′ [U ′] satisfy ZF−,
and that U and U ′ are coherent in Lα[U ] and Lα′ [U ′] respectively. Then for
some sequence W and some ordinals ᾱ and ᾱ′, there are iterated ultrapowers
i : Lα[U ] → Lᾱ[W �ᾱ] and i′ : Lα′ [U ′] → Lᾱ′ [W �ᾱ′].

Notice that the sequence W plays the role of the closed unbounded filter
in the proof of Theorem 1.9
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For simplicity, this statement of Lemma 2.8 assumes that the models being
compared are sets; however the process can also be used if one or both of the
models is a proper class, that is, if one or both of Lα[U ] or Lα′ [U ] is replaced
by L[U ] or L[U ′]. In this case one or both of the iterated ultrapowers may have
length On, and one (but never both) of the models Lᾱ[W �ᾱ] or Lᾱ′ [W �ᾱ′]
may have length larger than On. The simplest example of this is when L[U ] =
L[U ], with a single normal ultrafilter, and L[U ′] = L. Then the comparison
consists of iterating U , the only ultrapower available, and U must be iterated
On many times to move it past L. Thus Lᾱ[W �ᾱ] = UltOn(L[U ], U), which
has On as its measurable cardinal and has length greater than On.

Proof of Lemma 2.8. An iterated ultrapower of length θ of a model M is
a family of maps iν,ν′ : M = Mν → Mν′ , commuting in the sense that
iν,ν′ ′ = iν′,ν′ ′ ◦ iν,ν′ whenever ν < ν′ < ν′ ′ < θ, which is defined by recursion
on ordinals ν < ν′ < θ by setting M0 = M and Mν = dir limν′<ν Mν′ for each
limit ν ≤ θ, and for successor ordinals ν +1 < θ letting either Mν+1 = Mν or
else Mν+1 = Ult(Mν , Uν) for some Mν-measure Uν . The iterated ultrapowers
used in this proof are internal, which means that Uν ∈ Mν for all ν < θ. We
write iν for i0,ν .

The proof given before Lemma 1.9 that the model L[U ] is iterable relied
on the fact that every iterated ultrapower of L[U ] is internal to L[U ] in the
stronger sense that every iterated ultrapower of L[U ] is definable in L[U ].
That is not true for the models L[U ] described here, since the choice of which
ultrafilters to use in the iteration may be made externally to L[U ]; however,
every iterated ultrapower of L[U ] can be embedded into an iterated ultra-
power which is definable in L[U ], and thus the argument before Lemma 1.9
shows that every iterated ultrapower of L[U ] is well-founded.

We define two iterated ultrapowers: iν′,ν : Mν′ → Mν on L[U ] and
i′
ν′,ν : M ′

ν′ → M ′
ν on L[U ′], as follows: Suppose that iν : M0 = Lα[U ] →

Mν = Lαν [Uν ] and i′
ν : M ′

0 = Lα′ [U ′] → M ′
ν = Lα′

ν
[U ′

ν ] have already been
defined, where Uν = iν(U ) and U ′

ν = i′
ν(U ′). Let γ = min{αν , α′

ν }. If
U ′

ν�γ = Uν�γ then we are finished, since we can take ᾱ = αν and ᾱ′ = α′
ν

and let W be the longer of the sequences Uν and U ′
ν . In this case we say that

the comparison terminates at stage ν.
Otherwise we define Mν+1 and M ′

ν+1 by the process of iterating the least
difference: Let (κν , βν) be the lexicographically least pair of ordinals such
that κν < γ, βν ≤ min{oUν (κν), oU ′

ν (κν)}, and

Uν(κν , βν) �= U ′
ν(κν , βν), (17.3)

where the inequality (17.3) may hold either because oUν (κν) �= oU ′
ν (κν) and

βν = min{oUν (κν), oU ′
ν (κν)} (so that only one side of (17.3) is defined) or

because there is a set xν ∈ Mν ∩ M ′
ν such that xν ∈ Uν(κν , βν) /⇐⇒ xν ∈

U ′
ν(κν , βν). If βν = oUν (κν) then set Mν+1 = Mν ; otherwise set Mν+1 =

Ult(Mν , U (κν , βν)). Similarly, M ′
ν+1 = Ult(M ′

ν , U ′
ν(κν , βν)) if βν < oU ′

ν (κν),
and M ′

ν+1 = M ′
ν otherwise.
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Note that the ordinals κν are strictly increasing: we have Uν+1�κν + 1 =
Uν�(κν , βν) = U ′

ν�(κν , βν) = U ′
ν+1�κν + 1, where the outer equalities follow

from the coherence condition and the inner equality follows from the mini-
mality of the pair (κν , βν). It follows that iν+1,ν′ (κν) = i′

ν+1,ν′ (κν) = κν for
all ν′ > ν.

In order to complete the proof of the lemma, we need to show that this
comparison eventually terminates. The proof relies on the following observa-
tion:

2.9 Claim. Suppose that τ is an infinite regular cardinal and 〈Nν : ν < τ 〉
is an iterated ultrapower with embeddings jν,ν′ : Nν → Nν′ . Further suppose
that |N0| < τ , that S ⊆ τ is stationary, and that yν ∈ Nν for each ν ∈ S.
Then there is a stationary set S′ ⊆ S such that jν,ν′ (yν) = yν′ for all ν < ν′

in S′.

Proof. For each limit ν ∈ S there is an ordinal γ < ν such that yν ∈ ran(jγ,ν),
so by Fodor’s Lemma there is a fixed γ0 < τ such that the set of ν ∈ S such
that yν ∈ ran(jγ0,ν) is stationary. Since |Nγ0 | ≤ max{|N0| , |γ0|} < τ , there
is a fixed ȳ ∈ Nγ0 such that S′ = {ν ∈ S : yν = jγ0,ν(ȳ)} is stationary. Now
if ν < ν′ are in S′ then yν′ = jγ0,ν′ (ȳ) = jν,ν′ jγ0,ν(ȳ) = jν,ν′ (yν). 

Set τ = (max{α, α′ })+, and suppose for the sake of contradiction that
the comparison does not terminate in fewer then τ steps. By applying the
claim successively to the two iterations of the comparison we get a stationary
subset S0 of τ such that for any two ordinals ν < ν′ in S0 we have iν,ν′ (κν) =
i′
ν,ν′ (κν) = κν′ . It follows that βν < min{oUν (κν), oU ′

ν (κν)} for all ν ∈ S0,
for otherwise if we take any ν′ > ν in S0, then either iν,ν′ (κν) = κν < κν′ or
i′
ν,ν′ (κν) = κν < κν′ .

Thus xν is defined for each ν ∈ S0, and by applying the claim twice again
we get a stationary set S1 ⊆ S0 such that iν,ν′ (xν) = i′

ν,ν′ (xν) = xν′ for each
ν < ν′ in S1. But this is impossible, for since iν+1,ν′ (κν) = i′

ν+1,ν′ (κν) = κν

it follows that

xν ∈ Uν(κν , βν) ⇐⇒ κν ∈ iν,ν+1(xν)
⇐⇒ κν ∈ iν,ν′ (xν) = xν′ = i′

ν,ν′ (xν)

⇐⇒ κν ∈ i′
ν,ν+1(xν)

⇐⇒ xν ∈ U ′
ν(κν , βν),

contradicting the choice of xν and thus completing the proof of Lemma 2.8.


As an example of the use of Lemma 2.8, we sketch the proof of Theorem 2.7:

Sketch of Proof. Suppose that Theorem 2.7 is false, so that there is a se-
quence U such that U is coherent in L[U ] and L[U ] contains a normal ul-
trafilter U which is not a member of the sequence U . We can assume that
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Lemma 2.7 does hold for every proper initial segment of the sequence U ,
that κ and β = o(U) are the smallest ordinals such that there is a normal
ultrafilter U on κ in L[U ] with o(U) = β which is not in the sequence U , and
that U is the first such ultrafilter in the order of construction of L[U ]. Note
that all of these statements can be expressed by sentences in L[U ].

Now apply Lemma 2.8 to the models L[U ] and Ult(L[U ], U) (with α =
α′ = On). We must also have ᾱ = ᾱ′ = On; otherwise if, for example,
On = ᾱ < ᾱ′, then the lemma would fail in Lᾱ[W �ᾱ] = L[W �On], which
contradicts the fact that Lᾱ′ [W ] satisfies the sentence stating that Lemma 2.7
does hold for every proper initial segment of W . Thus we have the following
diagram:

Ult(L[U ], U)
i

L[U ] i′

iU

L[W ]

(17.4)

This diagram obviously commutes on definable members of L[U ], but since
the diagram itself is definable in L[U ], the least element of L[U ] for which it
failed to commute would be definable. Hence diagram (17.4) commutes.

In particular i′(κ) = i iU (κ), so i′(κ) > κ. Since i�κ and i′�κ are the
identity it follows that i′ begins with an ultrapower by a normal ultrafilter
on κ; that is, β0 = β = o(U) < oU (κ) and i′ = i′

θ = i′
1,θ iU (κ,β). But now U =

U (κ, β), for if x is any subset of κ in L[U ] then i iU (x) = i′(x) = i′
1,θi

U (κ,β)(x),
so

x ∈ U ⇐⇒ κ ∈ iiU (x) ⇐⇒ κ ∈ i′
1,θ iU (κ,β)(x)

⇐⇒ x ∈ U (κ, β).



Models L[U ] with higher order measures are more difficult to obtain than
the model L[U ] with one measure. One might try to proceed by analogy with
the model L[U ], choosing a coherent sequence U in V and using the model
L[U ], but this fails on two counts. In the first place it is not clear that there
is a coherent sequence U in V , for example it is not known whether o(κ) = ω
implies that there is a coherent sequence U of measures in V with oU (κ) = ω.
In the second place, if o(κ) > κ+ then it is not clear that a sequence which
is coherent in V need be coherent in L[U ]. The first construction of an inner
model of o(κ) = ω from the assumption oV (κ) = ω used the covering lemma;
however we outline a proof which avoids this. Call a sequence U weakly
coherent if it satisfies conditions 1 and 2 of Definition 2.6, together with the
following weakened coherence condition: if (κ, β) ∈ dom(U ) and U = U (κ, β)
then oV (U) = β.

We first show that the comparison process can be modified to use se-
quences which are only weakly coherent. Notice that this proof requires that
U and W be sequences of measures in V , not just in L[U ] and L[W ]. The
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example described following Theorem 2.7 shows that this hypothesis cannot
be eliminated.

2.10 Lemma. Suppose that U and W are weakly coherent sequences of mea-
sures in V with the same domain. Then L[U ] = L[W ], and U (κ, β) ∩ L[U ] =
W (κ, β) ∩ L[W ] for every (κ, β) in their common domain.

Proof. We compare the model V with itself, using iterated ultrapowers
iν : V = M0 → Mν and jν : V = N0 → Nν . The comparison process is
similar to that in Lemma 2.8 except that we simultaneously compare each of
the sequences iν(U ) and iν(W ) in Mν with each of the sequences jν(U ) and
jν(W ) in Nν . Thus, condition (17.3) of the proof of Lemma 2.8 is modified as
follows: Suppose that Mν and Nν have been defined. Define oMν and oNν by
setting oMν (κ) = oiν(U )(κ) = oiν(W)(κ) and oNν (κ) = ojν(U )(κ) = ojν(W)(κ).
Now let (κν , βν) be the least pair (κ, β) such that one of the following hold:

1. β < min{oMν (κ), oNν (κ)} and there is a set in Mν ∩ Nν on which the
four filters iν(U )(κ, β), iν(W )(κ, β), jν(U )(κ, β) and jν(W )(κ, β) do not
all agree.

2. β = min{oMν (κ), oNν (κ)} and oMν (κ) �= oNν (κ).

Now proceed with a slightly modified version of the proof of Lemma 2.8. In
case 1 pick Uν to be one of {iν(U )(κ, β), iν(W )(κ, β)} and U ′

ν to be one of
{jν(U )(κ, β), jν(W )(κ, β)} so that Uν ∩ Mν ∩ Nν �= U ′

ν ∩ Mν ∩ Nν , and set
Mν+1 = Ult(Mν , Uν) and Nν+1 = Ult(Nν , U ′

ν). In case 2 let Mν+1 = Mν

if oMν (κ) = β and Mν+1 = Ult(Mν , iν(U )(κ, β)) if β < oMν (κ), and define
Nν+1 similarly.

Unlike the proof of Lemma 2.8, the sequence of ordinals κν need not be
strictly increasing; however the sequence is nondecreasing and the fact that
βν+1 < βν whenever κν+1 = κν implies that for each ν there is an n < ω
such that κν+n > κν . This, together with the weak coherence of U and W ,
is enough to show that the comparison terminates at some stage θ.

There is a λ such that either oiθ(U ) = ojθ(U )�λ or ojθ(U ) = oiθ(U )�λ; we
may assume the former. We will show that L[iθ(U )] = L[iθ(W )], and since iθ
is an elementary embedding it follows that L[U ] = L[W ], as was to be shown.

The four sequences iθ(U )�λ, iθ(W )�λ, jθ(U ) and jθ(W ) agree on sets in
Mθ ∩ Nθ, and thus L[iθ(U )] = L[iθ(W )] will follow if we can show that
L[iθ(U )] ⊆ Mθ ∩ Nθ. Suppose the contrary, and let α be least such that there
is a set in Lα+1[iθ(U )] which is not in Mθ ∩ Nθ. Now iθ(U ) and jθ(U ) agree
on all sets in Lα[iθ(U )]. Thus Lα[iθ(U )] = Lα[jθ(U )], and the restrictions
of iθ(U ) and jθ(U ) to this set are equal. However Lα+1[iθ(U )] is equal to
the set of subsets of Lα[iθ(U )] definable over Lα[iθ(U )] using as a predicate
the restriction of iθ(U ) to Lα[iθ(U )], and similarly for Lα+1[jθ(U )]. Hence
Lα+1[iθ(U )] = Lα+1[jθ(U )], and it follows that Lα+1[iθ(U )] ⊆ Mθ ∩ Nθ,
contradicting the choice of α. This contradiction completes the proof of
Lemma 2.10. 
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2.11 Corollary. If U is weakly coherent in V , then either U is coherent in
L[U ] or there is an inner model of ∃κ(o(κ) = κ++).

Sketch of Proof. Let U be any weakly coherent sequence which is not coherent
in L[U ]. Since initial segments of U are also weakly coherent, we may assume
that U has minimal length, so that U �(κ, β) is coherent in L[U �(κ, β)] for all
(κ, β) in the domain of U . In particular, if (κ, β) is the least place at which
U is not coherent in L[U ] then U �(κ, β) is coherent in L[U �(κ, β)], and it will
be sufficient to show that L[U �(κ, β)] |= o(κ) = β = κ++.

To this end, set U = U (κ, β) and consider the following triangle:

L[U ]
j

iU �L[U ]

Ult(L[U ], U)

k

L[iU (U )]

where iU : V → Ult(V, U), j is the ultrapower of L[U ] using functions in
L[U ], and k is defined by k

(
j(f)(κ)

)
= iU (f)(κ).

We claim that iU (U )�κ + 1 agrees with U �(κ, β) on all sets in L[U ]. To
see this, let U ′ be the sequence obtained from U by replacing U �(κ, β) with
iU (U )�κ + 1. Then U ′ is weakly coherent, and has the same domain as U , so
by Lemma 2.10 it is equal to U on sets in L[U ].

This implies that k is not the identity on oj(U )(κ) + 1, since otherwise we
would have k(j(U )�κ + 1) = iU (U )�κ + 1. Since L[U ] and L[j(U )] have the
same subsets of κ, and iU (U )�κ+1 agrees with U on these subsets, this would
contradict the assumption that U is not coherent in L[U ] at (κ, β).

Now let η = crit(k). Then η ≤ oL[j(U )](κ), and since β = k(oL[j(U )](κ)) it
follows that k(η) ≤ β. Also η > κ, and η is a cardinal in L[j(U )] and hence in
L[U ]. But k(η) is a cardinal in L[iU (U )], and hence also in L[iU (U )�κ + 1] =
L[U �(κ, β)]. Thus β ≥ k(η) ≥ κ++ in L[U �(κ, β)]. 

2.2. Indiscernibles from Iterated Ultrapowers

We now look at the use of iterated ultrapowers to generate systems of indis-
cernibles, and at the relation between these indiscernibles and those added
generically by Prikry forcing and its variants. Such forcing is covered exten-
sively in chapter [12].

The simplest case is Prikry forcing [31], which involves only one normal
ultrafilter. Let U be a normal ultrafilter on a cardinal κ, and let iUω : V →
Mω = Ultω(V, U) be the iterated ultrapower of length ω. Then the set
C = {iUn (κ) : n < ω} is a set of indiscernibles over Mω in the following sense:
if x is any subset of iω(κ) in Mω, then there are n < ω and x′ ⊆ in(κ)
in Mn such that x = in,ω(x′). Then for all m ≥ n we have im(κ) ∈ x if
and only if x′ ∈ in(U), which is to say if and only if x ∈ iω(U). Hence C
is almost contained in any set x ∈ P Mω (iω(κ)) such that x ∈ iω(U). By
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Mathias’s genericity criterion [23], this implies that the sequence C is generic
for Prikry forcing over Mω.

In order to extend this construction to the variants of Prikry forcing discov-
ered by Magidor [21] and Radin [32], let U = 〈Uβ : β < η〉 be a �-increasing
sequence of measures on κ, with o(Uβ) = β for β < η and define an iterated
ultrapower iν : V → Mν , of length θ, as follows:

As usual, set M0 = V and set Mν = dir limν′<ν Mν′ whenever ν is a limit
ordinal. Now suppose that Mν has been defined. Set κν = iν(κ), and let
Mν+1 = Ult(Mν , iν(U )βν ) where βν < iν(η) is the least ordinal β such that
{ν′ < ν : iν′,ν(βν′ ) = β} is bounded in ν. If there is no such ordinal β then
set θ = ν and stop the process.

Assuming η < κ++ and 2κ = κ+, Fodor’s Lemma implies that θ < κ++.
If η < κ then a straightforward induction shows that θ = ωη, and that βν is
always the least ordinal β such that ν = ν′ + ωβ for some ordinal ν′ < ν. In
particular βν = 0 if ν is a successor ordinal.

The set C = {iν(κ) : ν < θ} is a closed unbounded subset of iθ(κ), since
the sequence 〈iν(κ) : ν < θ〉 is continuous. If x ∈ Mν and x ⊆ κν then
κν ∈ iν,θ(x) ⇐⇒ x ∈ iν(U )βν ⇐⇒ iν,θ(x) ∈ iθ(U )β , where β = iν,θ(βν).
Thus the sets Cβ = {κν : ν < θ and iν,θ(βν) = β} are sets of indiscernibles
for the normal ultrafilters iθ(U )β on iθ(κ).

We have already considered the case n = 1, when C = C0 is a Prikry
sequence for the normal ultrafilter i(U0) on iω(κ). If η < κ is an uncountable
regular cardinal then Mθ[C] is a generic extension of the model Mθ by Magi-
dor’s generalization [21] of Prikry forcing: the cardinals of Mθ[C] are the
same as those of Mθ, while κθ is regular in Mθ and has cofinality η in Mθ[C].
Notice that C = 〈Cβ : β < η〉 ∈ Mθ[C], since Cβ = {λ ∈ C : o(λ) = β}.

The covering lemma, which is discussed in a separate chapter [24], implies
that these results are the best possible in the sense that if there is a cardinal κ
which is regular in the core model but is singular of cofinality η > ω in V , then
o(κ) ≥ η in the core model. Furthermore, the singularity of κ is witnessed by
a set which is similar to the Prikry-Magidor generic set C described above,
but which may be more irregular: it satisfies o(ν) ≥ lim sup{o(ν′) + 1 : ν′ ∈
C ∩ ν}, while the Prikry-Magidor generic set satisfies the stronger condition
∀ν ∈ C o(ν) = lim sup{o(ν′) + 1 : ν′ ∈ C ∩ ν}. The case of cf(κ) = ω can be
somewhat more complicated.

If κ < η ≤ κ++ then the set C obtained from the iterated ultrapower
described above is generic for Radin forcing [32], or rather for the variant
of Radin forcing described in [26]. It is a closed unbounded subset of iθ(κ)
and it is eventually contained in every member x of the filter

⋂
iθ(U ) on

P Mθ(iθ(κ)). If η ≥ κ+ then the sequence 〈Cβ : β < iθ(η)〉 /∈ Mθ[C], and
the cardinals of Mθ[C] are the same as those of Mθ. If cf(η) = κ+ then
κθ remains inaccessible in Mθ[C], and κ can have stronger larger cardinal
properties in Mθ[C] as the ordinal η becomes larger. For the most important
example, define β to be a weak repeat point in the sequence U if for each
set A ∈ Uβ there is β′ < β such that A ∈ Uβ′ . If η = β + 1, where β is
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a weak repeat point in U , then iθ(κ) is measurable in Mθ[C], with a measure
on iθ(κ) in Mθ[C] which extends the measure i(Uβ) in Mθ.

If the set C is obtained by Radin forcing or, equivalently, by an iterated
ultrapower as described above, then C is eventually contained in any closed
unbounded subset of κ which is a member of the ground model M . It can
be shown [28] that if this additional condition is imposed, then neither the
hypothesis o(κ) ≥ κ+ for preserving the inaccessibility of κ nor the hypothesis
of a weak repeat point for preserving measurability can be weakened. If
this condition is removed, however, then work of Gitik [13], improved by
Mitchell [28], has shown that if M |= o(κ) = κ then there is a forcing to add
a closed, unbounded set C ⊆ κ such that every member of C is inaccessible
in M , while κ is still measurable in M [C]. Gitik also shows that if {ν < κ :
o(κ) > β} is stationary in κ for all β < κ then κ remains inaccessible in κ.
Such sets cannot be obtained by iterated ultrapowers alone, without forcing.
Both of these results are the best possible.

3. Extender Models

The next step above the hierarchy of measurable cardinals is the hierarchy
leading to a strong cardinal:

3.1 Definition. A cardinal κ is λ-strong if there is an elementary embedding
j : V → M such that κ = crit(j), λ < j(κ), and P λ(κ) ⊆ M . A cardinal κ is
strong if it is λ-strong for every ordinal λ.

A cardinal is 1-strong if and only if it is measurable; however an embedding
of the form iU , where U is an ultrafilter on κ, will never witness that a cardinal
κ is 2-strong since U ∈ P 2(κ) − Ult(V, U). An extender is a generalized
ultrafilter designed to represent the stronger embeddings needed for strong
cardinals. Extenders can be equivalently defined in either of two different
ways, as elementary embeddings or as sequences of ultrafilters. We will begin
with the simpler of the two:

3.2 Definition. A (κ, λ)-extender is an elementary embedding π : M → N
where M and N are transitive models of ZF−, κ = crit(π), and λ ≤ π(κ).

The model M need not be a model of ZF; indeed we can typically assume
that κ is the largest cardinal in M since P M (κ) is the only part of M which
will be used for the ultrapower construction. Extenders are so called because
the embedding π can be extended to an embedding on a full model M ′ of set
theory, provided that the subsets of κ in M ′ are contained in those of M :

3.3 Definition. Suppose that π : M → N is an extender and M ′ is a model
of set theory such that P M ′

(κ) ⊆ P M (κ).
If a, a′ ∈ [λ]<ω, and f and f ′ are functions in M ′ with domains [κ]|a|

and [κ]|a′ | respectively, then we say that (f, a) ∼π (f ′, a′) if and only if
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(a, a′) ∈ π({(v, v′) ∈ [κ]|a| × [κ]|a′ | : f(v) = f ′(v′)}). We write [f, a]π for the
equivalence class {(f ′, a′) : (f, a) ∼π (f ′, a′)}.

Finally we write Ult(M ′, π) for the model with universe

{[f, a]π : f ∈ κM ′ ∩ M ′ & a ∈ <ωλ},

and with the membership relation ∈π defined by [f, a]π ∈π [f ′, a′]π if (a, a′) ∈
π({(v, v′) : f(v) ∈ f ′(v′)}.

The ultrapower embedding iπ : M ′ → Ult(M ′, π) is defined by iπ(x) =
[x, ∅]π. Here x is regarded as a constant, that is, a 0-ary function.

We will only be interested in extenders such that Ult(M ′, π) is well-founded
and hence isomorphic to a transitive model, and we will identify Ult(M ′, π)
with the transitive model to which it is isomorphic.

The ordinal λ is called the length of the (κ, λ)-extender π, and is written
len(π). The embedding π does not actually itself determine the value of λ,
since the same embedding π could be used as to represent a (κ, λ′) extender
for any λ′ < π(κ). When necessary, the ordinal λ may be explicitly specified,
for example by writing Ult(M ′, π, λ) instead of Ult(M ′, π) or [f, a]π,λ instead
of [f, a]π.

If λ < λ′ then a natural elementary embedding

k : Ult(M ′, π, λ) → Ult(M ′, π, λ′)

can be defined by setting k([f, a]π,λ) = [f, a]π,λ′ . It can be that Ult(M ′, π, λ)
= Ult(M ′, π, λ′) and k is the identity, in which case we will say that the (κ, λ)-
and (κ, λ′)-extenders defined by π are equivalent. This will happen whenever
there is, for each ν ∈ λ′, some a ∈ [λ]<ω and f ∈ M such that [f, a]π =
[id, ν]π. For example, the (κ, λ + 1)- and (κ, λ + 2)-extenders determined by
π will always be equivalent, since if s is the successor function, s(ν) = ν + 1,
then [s, {λ}]π = [id, {λ + 1}]π.

�Loś’s Theorem for extender ultrapowers is proved in the same way as the
�Loś’s Theorem for ultrafilters:

3.4 Proposition (�Loś’s Theorem). Suppose that ϕ(v0, . . . , vn−1) is any for-
mula of set theory, and that ai ∈ [λ]<ω for i < n and fi : [κ]|ai | → λ. Then

Ult(M ′, π) |= ϕ([f0, a0]π, . . . , [fn−1, an−1]π)

if and only if

(a0, . . . , an−1) ∈ π
(

{(v0, . . . , vn−1) : M ′ |= ϕ(f0(v0), . . . , fn−1(vn−1))}
)
.

This statement suggests the alternate definition of an extender as a se-
quence E of ultrafilters:

3.5 Definition. The ultrafilter sequence representing a (κ, λ)-extender π is
the sequence Eπ = 〈Ea : a ∈ [λ]<ω 〉 of ultrafilters defined by

Ea = {x ⊆ aκ : a ∈ π({ran(v) : v ∈ x})}. (17.5)
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Here we write ran(v) for the sequence 〈v(ai) : i < |a| 〉 ∈ |a|κ, where
a = 〈ai : i < |a|〉. The use of ran(v) instead of v in the right side of (17.5)
is necessary because a need not be a member of M . This complication could
have been avoided by equivalently defining Ea to be an ultrafilter on subsets
of [κ]|a| or |a|κ instead of on aκ; however the use of aκ simplifies some later
notation.

3.6 Definition. The ultrapower Ult(M ′, E) is defined to be the direct limit
of the commuting system of maps

(
〈Ult(M ′, Ea) : a ∈ <ωλ〉, 〈πa,a′ : ran(a) ⊆ ran(a′)〉

)
,

where πa,a′ : Ult(M ′, Ea) → Ult(M, Ea′ ) is defined by setting πa,a′ ([f ]Ea) =
[v �→ f(v�a)]Ea′ .

It can easily be shown that if π is a (κ, λ)-extender then Ult(M, Eπ) =
Ult(M, π, λ).

In the future we will follow the usual practice of using the ultrafilter rep-
resentation for extenders. This generally makes for clearer notation, which
among other things does not tie down the variables M and N . It also has
the advantage of explicitly incorporating the length λ of the extender, but re-
quires additional notation for the shortened extender: if E = 〈Ea : a ∈ [λ]<ω 〉
is a (κ, λ)-extender and λ′ < λ, then we write E|λ′ for the subsequence
〈Ea : a ∈ [λ′]<ω 〉 of E. Thus E|λ′ is the (κ, λ′)-extender represented by the
embedding πE .

It may happen that Ult(V, E|λ′) = Ult(V, E), in which case we say that
the two extenders are equivalent. This will be true whenever there is, for each
α ∈ λ − λ′, a function f and finite set a ∈ [λ′]<ω such that [f, a]E = [id, {a}]E
or, equivalently, such that {v ∈ a∪{α}κ : f(v�a) = v(α)} ∈ Ea∪{α}. As
a simple example, by taking f to be the successor function we can see that
E|(λ + 1) is always equivalent to E|(λ + 2).

The notion of countable completeness is somewhat more complicated for
extenders than for ultrafilters:

3.7 Definition. An (κ, λ)-extender E is countably complete if for each se-
quence (ai : i ∈ ω) of sets ai ∈ [λ]<ω and each sequence (Xi : i < ω) of sets
Xi ∈ Eai there is a function v :

⋃
i ai → κ such that v�ai ∈ Xi for each i < ω.

As in the case of ultrafilters, countably complete extenders are important
because they ensure well-foundedness of iterated ultrapowers.

3.8 Definition. Suppose that M is a model of set theory and E is a collection
of extenders in M . An iterated ultrapower of M by extenders in E is a pair
of sequences 〈Mν : ν ≤ θ〉 and 〈Eν : ν < θ〉, together with a commuting
system of elementary embeddings iν,ν′ : Mν → Mν′ , such that M0 = M , if
ν is a limit ordinal then Mν is the direct limit of the models 〈Mν′ : ν′ < ν〉
under the embeddings iν′,ν′ ′ , and if ν < θ then Eν ∈ i0,ν(E ) and iν,ν+1 :
Mν → Ult(Mν , Eν) = Mν+1.
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3.9 Lemma. If E is a collection of countably complete extenders then any
iterated ultrapower using extenders in E is well-founded.

Proof. Suppose to the contrary that we have an iterated ultrapower as in
Definition 3.8 with Mθ ill-founded. The initial model M0 could be a proper
class, but in that case M0 can be replaced by an initial segment of M0 sat-
isfying ZF− which exhibits the ill-foundedness; thus we can assume that M0

is a set.
Fix a regular cardinal τ such that the ill-founded iterated ultrapower is

a member of H(τ), the set of sets which are hereditarily of size less than τ ,
let X ≺ H(τ) be a countable elementary substructure containing the iterated
ultrapower, and let σ : P ∼= X be the inverse of the transitive collapse map.
Set θ̄ = σ−1(θ), and set Ēν = σ−1(Eσ(ν)) and M̄ν = σ−1(Mσ(ν)) for each
ν < θ̄.

Set Ē = σ−1(E ). Then (〈M̄ν : ν ≤ θ̄〉, 〈Ēν : ν < θ̄〉) is an ill-founded
iterated ultrapower of M̄0 of countable length θ̄, using only extenders from Ē .

We will define a commuting sequence of elementary embeddings

V

M̄0

σ0

i0,1
M̄1

σ1

i1,2
M̄2

σ2

i2,3 . . . M̄θ̄

σθ̄ (17.6)

with σ0 = σ�M̄0. Thus σθ̄ embeds M̄θ̄ into V , contradicting the assumption
that M̄θ̄ is ill-founded and thus completing the proof of the lemma.

The embedding σ0 has already been defined, and the requirement that
the diagram (17.6) commutes determines the choice of σα for limit ordinals
α ≤ θ̄: if x ∈ M̄α then σα(x) = σα′ (i−1

α,α′ (x)) where α′ is any ordinal less
than α such that x ∈ iα′,α“M̄α′ .

To define σα+1, supposing that σα : Mα → H(τ) has been defined, set λ̄ =
len(Ēα), and let 〈(X̄i, āi) : i < ω〉 be an enumeration of the set of pairs (X, a)
in Mα such that a ∈ [λ̄]<ω and X ∈ (Ēα)a. Then σα(X̄i) ∈ (σα(Ēα))σα(āi),
and since σα(Ēα) is a member of the collection E of countably complete
extenders there is a function v :

⋃
i σα(āi) → σα(κ̄) such that v�σα(āi) ∈

σα(X̄i) for each i ∈ ω. Then a straightforward induction shows that the
map σα+1 : M̄α+1 → H(τ) defined by setting σα+1(x) = σα(f)(v�σα(a))
for each x = [f, a]Ēα

∈ M̄α+1 is an elementary embedding such that σα =
σα+1 ◦ īα,α+1. 

This completes the preliminary exposition of extenders, and we now dis-
cuss sequences of extenders. The following definition is almost the same as
that of a coherent sequence of ultrafilters:

3.10 Definition. A coherent sequence of nonoverlapping extenders is a func-
tion E with domain of the form {(κ, β) : β < oE (κ)} such that

1. if oE (κ) > 0 then oE (λ) < κ for every λ < κ,
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and if β < oE (κ) then

2. E (κ, β) is a (κ, κ + 1 + β)-extender E, and

3. iE(κ,β)(E )�(κ + 1) = E �(κ, β).

Here E �(κ, β) is the restriction of E to those pairs (κ′, β′) in its domain
which are lexicographically less than (κ, β).

The term nonoverlapping refers to clause 1. We will show that nonover-
lapping sequences are adequate to construct models with a strong cardinal.
It is possible to obtain models with somewhat larger cardinals by weakening
clause 1 and modifying the comparison iteration; Baldwin [1] describes a gen-
eral method of constructing such models. Cardinals very much larger than
a strong cardinal, however, require extender sequences E with overlapping
extenders, which greatly complicates the theory of iterated ultrapowers on
L[E ], and usually requires the use of iteration trees rather than the linear
iterations described in Definition 3.8.

Note that the indexing of the sequences described in Definition 3.10 is the
same as that used for sequences of ultrafilters: E (κ, β) is the βth extender
with critical point κ. This indexing works well for nonoverlapping extenders
but fails to be meaningful for sequences with overlapping extenders, where
there may be a proper class of extenders with the same critical point κ, and
there may be extenders which have critical point κ, but which are stronger
than all of the extenders with critical point κ.

All sequences of extenders referred to in this section will be nonoverlap-
ping.

One useful difference between sequences of ultrafilters and sequences of ex-
tenders is the fact that the coherence functions for extenders are trivial. The
coherence property for a sequence U of measures depends on the presence,
for each β′ < β < o(κ), of a function f such that β′ = [f ]U (κ,β), or equiva-
lently, such that β′ = iU (κ,β)(f)(κ); thus the sequence U may, for example,
be coherent in V but not in L[U ]. In the case of a sequence E of exten-
ders, however, the only coherence function needed is the identity function: if
β′ < β < oE (κ) then β′ = [id, {β′ }]E(κ,β), that is, β′ = iE(κ,β)(id)(β′). The
following proposition, which is not true for sequences of measures, follows
immediately:

3.11 Proposition. If E is a coherent nonoverlapping sequence of extenders
in V and M is an inner model such that the restriction of E to M is a member
of M , then E is coherent in M .

In order to define the class L[E ] of sets constructible from E , we can code
E as {(κ, β, a, x) : x ∈ (Eκ.β)a}. Using this coding, if M is an inner model
then E ∩ M is the code for the sequence of restrictions 〈Ea ∩ M : a ∈ dom E〉
to M of the extenders E in E .

As we did with sequences of ultrafilters, we need to start with a weaker
version of coherence in order to obtain long extender sequences which are
coherent in L[E ]:
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3.12 Definition. A sequence E of extenders is weakly coherent if each ex-
tender E = E (κ, β) is a (κ, κ + 1 + β)-extender such that oiE(E)(κ) = β.

3.13 Definition. Suppose that N0 and M0 are models with countably com-
plete weakly coherent extender sequences E0 and F0, respectively. The com-
parison iterations of N0 and M0 are defined as follows: Assume iα : M0 →
Mα and jα : N0 → Nα have been defined, and let (κ, β) be the least pair
such that one of the following holds:

1. β = oiα(E)(κ) < ojα(F )(κ).

2. β = ojα(F )(κ) < oiα(E)(κ).

3. β < min{ojα(F )(κ), oiα(E)(κ)} and there is an a ∈ [κ + 1 + β]<ω and
x ∈ P (aκ) ∩ Mα ∩ Nα such that x ∈ (iα(E )(κ, β))a − (jα(F )(κ, β))a.

If there is no such pair (κ, β) then the sequences iα(E ) and jα(F ) have the
same domain and are equal, at least with respect to sets which are in both
models. If κ is greater than the length of one of the sequences iα(E ) or jα(E ),
that is, if oiα(E)(μ) = 0 for all μ ≥ κ or ojα(F )(μ) = 0 for all μ ≥ κ, then one
of the sequences is an initial segment of the other (again, at least with respect
to sets which are in both models). In either case the process is terminated
at this stage.

Otherwise define iα,α+1 : Mα → Mα+1 to be the ultrapower embedding
iiα(E)(κ,β) : Mα → Ult(Mα, iα(E )(κ, β)) in cases 2 and 3, and in case 1 define
Mα+1 = Mα and let iα,α+1 be the identity. Similarly define Nα+1 by using
the extender jα(F )(κ, β) in cases 1 and 3, and set Nα+1 = Nα in case 2.

The proof that this comparison iteration terminates will use the following
proposition, which is proved just like Claim 2.9.

3.14 Proposition. Suppose that θ is an uncountable regular cardinal, and
that we have an iterated extender ultrapower 〈Mα : α < θ〉 with iteration
embeddings iα′,α : Mα′ → Mα. If X is a set in M0 such that |iλ(X)| < θ
for each λ < θ, and yα ∈ i0,α(X) for all α < θ, then for every stationary set
S ⊆ θ there is a stationary set S′ ⊆ S such that if α′ < α are in S′ then
yα = iα′,α(yα′ ).

3.15 Lemma. If M0, N0, E and F are as in Definition 3.13, and θ is
a regular cardinal such that θ ≥ sup{ 2κ : oE (κ) > 0 or oF (κ) > 0}, then the
comparison process terminates in fewer than θ steps.

Proof. Assume the contrary, and at each α < θ let κα and βα be as in the
definition of Mα+1 and Nα+1. By applying Proposition 3.14 twice, once to
the iterated ultrapower of M0 and then to that of N0, we can find a stationary
set S ⊆ θ such that if α′ < α are in S then κα = iα′,α(κα′ ) = jα′,α(κα′ ).

Now the sequence 〈κα : α < θ〉 is nondecreasing. Furthermore, whenever
κα+1 = κα we have βα+1 < βα, and it follows that for each α there is k < ω
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such that κα < κα+k. It follows that κα′ < κα whenever α′ < α are limit
ordinals.

Now oiα+1(E)(κα) = ojα+1(F )(κα) = βα for each α < θ, so case 1 or 2 can
only occur at stages α such that κα′ < κα for all α′ < α. In particular, it never
happens that cases 1 and 2 both occur at stages with the same critical point
κα. For ordinals α < α′ in S we have iα,α′ (κα) = jα,α′ (κα) = κα′ > κα,
so if α ∈ S and α∗ ≥ α is the last stage for which κα∗ = κα then case 3
must occur at stage α∗. Finally, let aα∗ ∈ [βα∗ ]<ω and xα∗ ⊆ [κα]|aα∗ | be
as in the definition of the comparison at stage α∗. Two more applications
of Proposition 3.14 give a stationary S′ ⊆ S such that if α < γ are in S′

then xγ∗ = iα,γ(xα∗ ) = jα,γ(xα∗ ). Set Eα = i0,α(E )(κα, βα) and Fα =
j0,α(F )(κα, βα). Then we have

xα ∈ (Eα∗ )aα∗ ⇐⇒ aα∗ ∈ iα∗,α∗+1(xα)
⇐⇒ aα∗ ∈ iα∗+1,γ ◦ iα∗,α∗+1 ◦ iα,α∗ (xα)

= iα,γ(xα) = xγ ,

since iα,α∗ (xα) ∩ [κα]|aα∗ | = xα and iα∗+1,γ(aα∗ ) = aα. Similarly, xα ∈
(Fα∗ )aα∗ if and only if aα∗ ∈ jα,γ(xα) = xγ , and hence xα∗ ∈ (Eα∗ )aα∗ if
and only if xα∗ ∈ (Fα∗ )aα∗ . This contradicts the choice of xα∗ and hence
completes the proof of the lemma. 

The proof of Lemma 3.15 relied crucially on the fact that iα∗+1,γ(aα∗ ) =
jα∗+1,γ(aα∗ ) = aα∗ for all α < γ in S; that is, none of the generators arising
from a use of an extender in the iteration is moved by the remainder of
the iteration. This problem of moving generators is the reason that linear
iterations like those used in the proof of Lemma 3.15 are not adequate for
comparisons of sequences having overlapping extenders. Thus iteration trees
are needed for the analysis of inner models with larger cardinals.

When the comparison process terminates, it is only guaranteed that the
sequences match with respect to sets which are in both models, so it is im-
portant to observe that this is true of all relevant sets:

3.16 Proposition. Suppose that the comparison maps iθ : L[E ] → L[iθ(E )]
and jθ : L[F ] → L[iθ(F )] terminate with iθ(E ) equal to jθ(F )�η in the sense
that oiθ(E) = ojθ(F )�η and

iθ(E ) ∩ L[iθ(E )] ∩ L[jθ(F )] = (jθ(F ))�η ∩ L[iθ(E )] ∩ L[jθ(F )].

Then L[iθ(E )] ⊆ L[jθ(F )], so that iθ(E ) = (jθ(F )�η) ∩ L[iθ(E )].

Proof. We prove by induction on α that Lα[iθ(E )] ⊆ Lα[jθ(F )] for all or-
dinals α. It is only the successor case that could be problematic: assume
as an induction hypothesis that α < η and Lα[iθ(E )] ⊆ Lα[jθ(F )]. Notice
that it follows that iθ(E ) ∩ Lα[iθ(E )] = jθ(F ) ∩ Lα[jθ(F )] if α ≤ η, and
iθ(E ) ∩ Lα[iθ(E )] = (jθ(F )�η) ∩ Lα[jθ(E )] if α > η. In either case both
Lα[iθ(E )] and iθ(E ) ∩ L[iθ(E )] are definable in Lα[jθ(F )], and it follows that
Lα+1[iθ(E )] ⊆ Lα+1[jθ(F )]. 
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3.17 Definition. Suppose that E is a weakly coherent sequence and ϕ(E ) is
a sentence in the language of set theory. Then L[E ] is said to be ϕ-minimal
if L[E ] |= ϕ(E ) but there is no proper initial segment E ′ = E �(κ, β) of E such
that L[E ′] |= ϕ(E ′).

3.18 Proposition. Suppose that E is weakly coherent and L[E ] is ϕ-minimal
for some formula ϕ, and suppose that π : L[E ] → L[E ′] is an elementary em-
bedding. Then the comparison of L[E ] and L[E ′] gives the following diagram:

L[E ]
jθ

π

L[jθ(E )]

L[E ′]

kθ (17.7)

Furthermore, if π is definable in L[E ] then this diagram commutes.

Proof. If jθ : L[E ] → L[jθ(E )] and kθ : L[E ′] → L[kθ(E ′)] are the two embed-
dings generated by the comparison process, then Proposition 3.16 implies that
one of the two sequences jθ(E ) and kθ(E ′) is an initial segment of the other.
Since ϕ-minimality is a first order property, both of the models L[jθ(E )] and
L[kθ(E ′)] are ϕ-minimal; and it follows that neither can be a proper initial
segment of the other. Thus jθ(E ) = kθ(E ′).

It follows that the comparison yields the diagram (17.7). To see that the
diagram commutes whenever π is definable, suppose the contrary and let x be
the least set in the order of construction of L[E ] such that jθ(x) �= kθ ◦ π(x).
Since π is definable in L[E ], the set x is also definable, but this is impossible
since then jθ(x) and kθ ◦π(x) are both defined in L[jθ(E )] by the same formula
and hence must be equal. 

3.19 Lemma. Suppose that E is a weakly coherent extender sequence and
that E is a countably complete (κ, κ + 1 + β)-extender in L[E ] such that
oiE(E)(κ) = β. Then E = E (κ, β).

Proof. If this fails then we may assume that E is ϕ-minimal for the formula
ϕ asserting that it fails. Pick a counterexample E ∈ L[E ] with (κ, β) as small
as possible and let jθ and kθ be the maps arising from the comparison of
L[E ] with the model Ult(L[E ], E). By Proposition 3.18 this gives rise to the
following commutative diagram:

L[E ]
jθ

iE

L[jθ(E )]

L[iE(E )]

kθ (17.8)

Now all of the extenders iE(E )(κ, β′) for β′ < oiE(E)(κ) = β are members of
L[E ], and by the minimality of (κ, β) it follows that iE(E )�(κ+1) = E �(κ, β).
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If oE (κ) = β then this would imply jθ(κ) = κ < iE(κ), contradicting the
commutativity of diagram (17.8). Hence the comparison starts with case 1,
so that j0,1 = iE

′
, where E′ = E (κ, β), and k0,1 is the identity. Furthermore,

iE
′
(E )�κ + 1 = E �(κ, β) = iE(E )�κ + 1, so κ1 > κ. Now suppose that a ∈

[κ+1+β]<ω and x ⊆ [κ]|a|. Then x ∈ Ea ⇐⇒ a ∈ iE(x) ⇐⇒ a ∈ kθ ◦ iE(x)
and x ∈ E′

a ⇐⇒ a ∈ iE
′
(x) = j0,1(x) ⇐⇒ a ∈ j1,θ ◦ j0,1(x) = jθ(x). Since

jθ(x) = kθ ◦ iE(x) it follows that E = E′, contrary to the choice of E. 

3.20 Corollary. If E is a weakly coherent extender sequence of countably
complete extenders, then E is coherent in L[E ].

Proof. Suppose to the contrary that γ < oE (α) and iE(α,γ)(E )�γ �= E �(α, γ).
Let β < γ be such that E (α, β) �= iE(α,γ)(E )(α, β), and apply Lemma 3.19
with E = iE(α,γ)(E )(α, β). 

It should be noted that the assumption that the extenders in E are count-
ably complete is used only to assure that any iterated ultrapower using ex-
tenders in E is well-founded.

3.21 Theorem. If κ is a strong cardinal, then there is a weakly coherent
sequence E of countably complete extenders such that there is a strong cardinal
κ′ ≤ κ in L[E ].

Proof. We define the domain oE of E and the extenders E (λ, β) using recursion
on λ with an inner recursion on β. Suppose that oE �λ and E �λ have been
defined. If λ is not measurable, or if there is some λ′ < λ such that oE (λ′) ≥ λ,
then set oE (λ) = 0. Otherwise define extenders E (λ, β) by recursion on β.
Suppose that E �(λ, β) has been defined. If there is a countably complete
(λ, λ + 1 + β)-extender E such that oiE(E �λ)(λ) = β, then let E (λ, β) be
any such extender. If there is no such extender E then the inner recursion
terminates and oE (λ) is defined to be β.

The sequence E is coherent in L[E ] by Corollary 3.20. Now a cardinal κ′

is strong in L[E ] if and only if oE (κ′) = On. The necessity follows from the
fact that if oE (κ′) ∈ On then E �κ′ + 1 is a set, but there is no extender E
on κ′ in L[E ] such that E �κ′ + 1 ∈ Ult(L[E ], E). To see that the condition
oE (κ′) = On is sufficient, let X be any set in L[E ] and fix τ so that X ∈
Lτ [E ]. Now set E = Eκ,τ . Then by coherence E �(κ, τ) = iE(E )�κ + 1, so
X ∈ Lτ [E ] = Lτ [E �(κ, τ)] = Lτ [iE(E )] ∈ Ult(L[E ], E).

To finish the proof we need to show that there is some κ′ ≤ κ such that
oE (κ′) = On. We may suppose that oE (κ′) < On for all κ′ < κ. This implies
that oE (κ′) < κ for all κ′ < κ: otherwise there is, for all ordinals β, an
extender F on κ so that i(κ) > β and Vβ ⊆ Ult(V, F ). Then oiF (E)(κ′) =
iF (oE (κ′)) > β, but iF (E )�β = E �β. Since β was arbitrary, this implies that
oE (κ′) = On, contrary to assumption.

Now suppose that E �(κ, β) has been defined. We must show that there
is a countably complete (κ, κ + 1 + β)-extender E such that iE(oE )(κ) = β.
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Since κ is strong in V , there is a countably complete extender F on κ such
that E �(κ, β) ∈ Ult(V, F ). Now iF (E ) is defined in Ult(V, F ) in the same way
as E is defined in V . Since E (κ, γ) ∈ Ult(V, F ) for each γ < β, and E (κ, γ) is
a possible choice for iF (E )(κ, γ), we must have oiF (E)(κ) ≥ β.

If oiF (E) > β then set E = iF (E )(κ, β). Since V and Ult(V, F ) have
the same subsets of κ and E�κ = iF (E )�κ, E is also a countably complete
extender on V and satisfies oiE(E) = β. Otherwise, if oiF (E)(κ) = β, let
E = F |(κ + 1 + β), the (κ, κ + 1 + β)-extender given by the embedding
iF : V → Ult(V, F ). Since the identity functions serve as coherence functions
for extenders, iE(oE )(κ) = iF (oE )(κ) = β, and hence E is a suitable choice
for E (κ, β). 

Theorem 3.21 can be generalized to smaller cardinals: If κ is λ-strong in
V then there is a sequence E such that oE (κ) > (κ+λ)L[E], and this holds if
and only if κ is λ-strong in L[E ].

The next result shows that, as was the case for sequences of measures, the
sequence E ∩ L[E ] is uniquely determined by its domain, provided that the
extenders E (κ, β) are countably complete extenders in V , not merely in L[E ].

3.22 Theorem. Suppose that E is a weakly coherent sequence of extenders
in V , β < oE (κ), and F is a countably complete extender of length κ + 1 + β

such that oiF (E)(κ) = β. Then F ∩ L[E ] = E (κ, β).

Proof. Let iθ : M0 := L[E , F ] → Mθ and jθ : N0 := L[E , F ] → Nθ be it-
erated ultrapowers comparing the model L[E , F ] with itself, with the com-
parison process modified to include F as an alternative to E (κ, β). This
means that case 3 of Definition 3.13 is modified to allow Mν+1 to be either of
Ult(Mν , iν(E (κ, β))) or Ult(Mν , iν(F )) if the ultrafilter in question differs on
a set in Mν ∩ Nν either from jν(E )(iν(κ), iν(β)) or (in the case iν(κ) = jν(κ)
and iν(β) = jν(β)) from jν(F ). Similarly, jν(F ) is a candidate for use in
defining Nν+1.

Lemma 3.15, asserting that the comparison terminates, is still valid for
this comparison. Consider the final models Mθ = L[iθ(E ), iθ(F )] and Nθ =
L[jθ(E ), jθ(F )] of this comparison. One of the sequences iθ(E ) and jθ(E ) will
be an initial segment (possibly proper) of the other; suppose that iθ(E ) is an
initial segment of jθ(E ). Then we have that iθ(E (κ, β)) and iθ(F ) agree with
jθ(F )(iθ(κ), iθ(β)), and hence with each other, on all sets in Mθ ∩ Nθ. By the
elementarity of iθ there is a set x ∈ Mθ on which iθ(F ) and iθ(E (κ, β)) differ.
Let x be the first such set in the order of construction of Mθ, and suppose that
x ∈ Lτ+1[iθ(E ), iθ(F )]−Lτ [iθ(E ), iθ(F )]. Then Lτ [iθ(E ), iθ(F )] = Lτ [iθ(E )] =
Lθ[jθ(E )] so, as in the proof of Lemma 3.19, x ∈ Lτ+1[iθ(E )] ⊆ Nθ. Thus
x ∈ Mθ ∩ Nθ, contradicting the assumption that iθ(F ) and iθ(E (κ, β)) differ
about x. 

3.23 Corollary. If E and E ′ are weakly coherent sequences of extenders in
V with the same domain then L[E ] = L[E ′] and E ∩ L[E ] = E ′ ∩ L[E ′].
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It was previously observed that this statement is false, even for ultrapowers
of order 0, if the requirement that E be a sequence of extenders in V is
weakened to require only that they be extenders in L[E ].

We conclude this section by showing that the Generalized Continuum Hy-
pothesis holds in L[E ]. The same argument shows that other consequences
of condensation such as ♦κ and �κ also hold in L[E ].

3.24 Theorem. If E is a coherent sequence of countably complete extenders
in L[E ] then L[E ] |= GCH.

Proof. The proof of Theorem 3.24 will require the proof of a condensation
lemma for L[E ]. Let us say that a model M is a coarse mouse in L[E ]
with projectum ρ if π : M ∼= X ≺ Lτ [E ] where Lτ [E ] |= ZF− and X =
HLτ [E]({E } ∪ ρ ∪ p) for some finite set p ∈ Lτ [E ] of parameters. As in the
proof of GCH for L, every subset of ρ in L[E ] is in some coarse mouse with
projectum ρ, and each such mouse has cardinality |ρ|. Hence it will be enough
to show that if M and N are coarse mice in L[E ] with the same projectum
ρ, then either P (ρ) ∩ M ⊆ N or P (ρ) ∩ N ⊆ M .

First, suppose that oE (κ) ≤ ρ for all κ < ρ and let iθ : M → P and
jθ : N → Q be the maps arising from the comparison of M = Lτ0 [F0] and
N = Lτ1 [F1]. Then F0�ρ = F1�ρ = E �ρ and hence both iθ�ρ and jθ�ρ are
the identity. Therefore P M (ρ) = P P (ρ) and P N (ρ) = P Q(ρ); and since one
of P and Q is contained in the other it follows that one of P M (ρ) and P N (ρ)
is contained in the other, as was to be proved.

In particular, the assumption that there is no overlapping in the sequence
E implies that 2κ = κ+ in L[E ] for any κ such that oE (κ) > 0.

Now suppose that there is κ < ρ with oE (κ) > ρ, and let M = Lα[F ] be
any coarse ρ-mouse in L[E ]. If we set β = oF (κ), then because L[E ] satisfies
GCH at κ we have P L[E](κ) ⊆ M and hence the extenders F (κ, γ) for γ < β
are all extenders in L[E ]. It follows by Lemma 3.19 that F (κ, γ) = E (κ, γ)
for all γ < β, and hence F �κ + 1 = E �(κ, β).

Now if M and N are two coarse ρ-mice in L[E ] with βM = βN , then the
same argument as that used for the case when oE (κ) ≤ ρ for all κ < ρ implies
that one of P M (ρ) and P N (ρ) is a subset of the other. Thus, if we hold β
fixed then there are at most ρ+ many subsets of ρ which are in some coarse
mouse M for L[E ] with projectum ρ and which have βM = β. Now βM < ρ+

in L[E ] for any such coarse mouse with projectum ρ, so there can be at most
ρ+-many subsets of ρ in L[E ]. 

The natural well-ordering of P L[E](ρ) suggested by this proof is given by
setting x ≺ y if there is β < oE (κ) such that x, but not y, is a member of
Ult(L[E ], E (κ, β)); and otherwise setting x ≺ y if x is less than y in the order
of construction either of Ult(L([E ], E (κ, β)) where β is least such that x, y ∈
Ult(L([E ], E (κ, β)), or of L[E ] if there is no such β. Note that iE(κ,β)(ρ) < ρ+

for any β < ρ+, and hence this well-ordering has ordertype ρ+.
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3.1. The Modern Presentation of L[E ]

Almost all of the description of L[U ] and L[E ] given so far has followed the
original style of [25]; the only exception being the brief description at the end
of Sect. 1.2 of the application of the modern presentation to L[U ] and Kdj.
This presentation was invented in order to accommodate larger cardinals than
those considered here, but it has several advantages even for models with
smaller cardinals, especially when core model and fine structural techniques
are being used.

We will now outline some aspects of this new presentation. There are
three major changes.

(1) As was pointed out previously, the method of indexing used in the
models of this chapter breaks down beyond a strong cardinal. Instead we
index extenders in the sequence with a single ordinal. In the original indexing
of these models, the index γ for a extender E = Eγ on the sequence is given by
γ = (ν+)L[E �γ] where ν is the larger of κ+ and the length of the extender E.
This choice of ν ensures that E can easily be coded as a subset of ν.

As part of this indexing, the class coding the sequence E is chosen so that
Lγ [E ] = Lγ [E �γ], while Lγ+1[E ] is the collection of subsets of Lγ [E ] which are
definable in the structure (Lγ [E ], E �γ, Eγ).

This indexing is still commonly used, but Jensen and others have also
worked with indexing schemes using indices as large as iE(κ+).

(2) More importantly, an extender E = Eγ of the sequence E does not
measure all of the sets in L[E ], but instead only measures the sets in Lγ [E �γ],
that is, the sets already constructed at the time E appears. This is in contrast
to the models of this chapter, in which an extender E is expected to measure
sets in L[E ] which require E, and even larger extenders, for their construction.
Note that if κ = crit(Eγ) then the choice of γ = (ν+)Lγ [E �γ] implies that
P (ν)∩L[E �γ] ⊆ Lγ [E �γ] = Lγ [E ]. Thus Eγ ⊆ Lγ [E ], and hence Eγ is a member
of Lγ+1[E ].

An extender Eγ with critical point κγ will be a full extender in the final
model L[E ] if and only if no new subsets of κγ are constructed in L[E ]−Lγ [E ].
The other extenders, those extenders Eγ for which P (κγ) ∩ L[E ] �⊆ Lγ [E ], are
only partial extenders in L[E ]; however (as in the discussion of Kdj at the
end of Sect. 1.2) they serve as full extenders inside the mice by which these
new subsets of κγ are constructed. In fact these mice turn out to be exactly
the initial segments Lα[E ] = Lα[E �α] of the model L[E ].

(3) This use of the partial extenders in mice requires the definition and
use of a fine structure which is essentially identical to Jensen’s fine structure
for L. Fine structure is beyond the purview of this chapter, but one important
consequence has already been mentioned in connection with Kdj: whenever
ρ < α and there is a set x ∈ P (ρ) ∩ Lα+1[E ] − Lα[E ], then Lα+1[E ] |= |α| ≤ ρ.

This discussion ignores one further difference: the model L[E ] (like all
recent fine structural arguments) is defined using Jensen’s rudimentary hier-
archy Jα[E ] instead of the hierarchy Lα[E ] used in this chapter. This change
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yields a substantial technical simplification, but makes no conceptual differ-
ence.

The main disadvantage of the newer approach is evident. The use of fine
structure makes the newer models L[E ] more complex than the models L[U ],
and furthermore, the extra complexity cannot be delayed, since the model
L[E ] cannot even be defined without it.2 Thus one would want to have
a good understanding of the simpler models described here, as well as of
fine structure in the simpler setting of L, before studying the newer extender
models.

We list below some of the advantages which justify the extra complexity. It
should be noted that for larger cardinals there is no choice: the inner models
require the newer style—which was in fact invented in order to make inner
models for these cardinals possible. However it turns out that arguments
using the newer L[E ] style models are simpler, even though the older style
L[U ] could have been used instead. The discussion below indicates some of
the reasons for this.

(1) A much stronger condensation property holds for the new fine struc-
tural models than for those discussed in this chapter. This point was briefly
touched on during the discussion of the model L[U ] in Sect. 1.2.

(2) The coherence property is simpler and more robust in the fine struc-
tural models. We have already seen this as an advantage of using extenders
instead of ultrafilters, and this sometimes gives reason to use extender models
even when all extenders used turn out to be equivalent to ultrafilters. This
advantage is strengthened in the fine structural models, in which all relevant
functions have already been constructed before the extender is added.

(3) The use of partial extenders helps to simplify and strengthen the com-
parison process. Suppose that the two sequences E and E ′ being compared
differ first at an ordinal γ, so that E �γ = E ′�γ but Eγ �= E ′

γ . Then Eγ mea-
sures only the sets in Lγ [E ] = Lγ [E �γ] = Lγ [E ′�γ] = Lγ [E ′], which contains
the sets measured by E ′

γ . Hence there is no need for the maneuver used in
Definition 3.13, in which two extenders are deemed to differ for the purposes
of defining the iterated ultrapower only if they differ on a set in the inter-
section L[E ] ∩ L[E ′] of the two models: If Eγ and Eγ′ differ at all, then they
disagree on a member of their common domain Lγ [E ] = Lγ [E ′].

(4) The development of the core model is greatly simplified in fine struc-
tural models, because there is no need to treat mice and ultrafilters sepa-
rately. Under the old approach, the core model was a structure of the form
K = L[U , M] where U is a coherent sequence of measures and M is the

2 There do exist inner models for larger cardinals which do not use fine structure. These
include the original Martin-Steel model [22] for a Woodin cardinal, the HOD models having
Woodin cardinals which Woodin obtained from determinacy hypotheses, and Woodin’s
recent models for cardinals beyond a supercompact. However all of these models fall badly
short of being the L-like models we are looking for: for example, it is still not known
whether the Martin-Steel models satisfy GCH.
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class of mice over U . In fine structural models the core model K has the
form L[E ], and the mice used to construct the model are simply the initial
segments Lγ [E ] of L[E ], with some of the partial measures of E being used as
full measures in the mouse Lγ [E ].

This point becomes more important for core models for larger cardinals.
In order for the construction to work properly, the mice must reflect the
properties of the full core model, and in particular they must be allowed to
recursively contain smaller mice. This seems almost prohibitively compli-
cated when working with a core model in the form K = L[U , M], with the
measures and the mice treated separately, but it falls out naturally in the
fine structural model K = L[E ] where a mouse M = Lγ [E ] will contain as
smaller mice all its initial segments Lγ′ [E ] for γ′ < γ.

(5) The fine structural models come much closer to satisfying the analog of
Theorem 1.9 than do the models described in this chapter. To see why this is
so, consider an argument like that given for Lemma 3.22, where E �γ has been
defined and E = Eγ and F is a second extender which could have been chosen
as Eγ . In the fine structural model both of these extenders measure the same
collection of sets, namely the members of the structure Lγ [E �γ]. Thus instead
of using an iterated ultrapower of the structure L[E , F ], in which both exten-
ders are used in the construction, one can use the bicephelus (Lγ , E �γ, E, F ),
in which both extenders are available as predicates but neither is used in the
construction. The only extra hypothesis on E and F which is needed, beyond
the requirement that each extender individually satisfies the conditions to be
Eγ , is that they are jointly iterable in the sense that all ultrapowers of this
structure are well-founded.

One further point should be noted: the principal disadvantage of the fine
structural approach, the need to introduce the extra complexity of fine struc-
ture at the very beginning, is not an issue in the development of the core
model because the fine structure will be required in any case. Indeed incor-
porating fine structure into the initial definition of L[E ] allows for a much
more natural presentation and development of the core model and its fine
structure.

4. Remarks on Larger Cardinals

In this section we briefly list some of the most important large cardinals
above measurability, in increasing order of size. The primary focus is on
the inner model theory available for these large cardinal properties; more
information on some of these inner models can be found in later chapters in
this Handbook.

All of the large cardinal properties described here are defined by elemen-
tary embeddings. Throughout this section, i is always an elementary embed-
ding and M is a well-founded class.
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Strong cardinals

Strong cardinals, together with their inner models, have already been intro-
duced and an inner model has been described. It was also pointed out that
such simple models, with comparison defined by linear iterations, are inade-
quate to handle very much larger cardinals. The line beyond which iteration
trees are needed is not sharp. Baldwin [1] uses modified linear iterations to
handle cardinals substantially larger than strong cardinals, and Schindler [35]
has used nearly linear iterations to define a fine structural core model up to
the sharp of a proper class of strong cardinals. In the other direction, a care-
ful analysis shows that fine structural models actually use a simple form of
iteration tree even down at the level of a 2-strong cardinal, that is, one with
an extender E on κ such that P 2(κ) ⊆ Ult(V, E).

Because of the need for iteration trees rather than linear iterations, it is
much more difficult to obtain iterable models for larger cardinals in this range.
Indeed, it is not known3 whether a core model larger than those constructed
by Schindler in [35] can be constructed without an added assumption of some
large cardinal strength in the universe. Chapter [33] covers the core model
and the covering lemma up to a Woodin cardinal.

Woodin cardinals

A cardinal δ is said to be Woodin if for all functions f : δ → δ there is an
embedding i : V → M with critical point κ < δ such that f“κ ⊆ κ and
Vi(f)(κ) ⊆ M .

Woodin cardinals were defined by Woodin in 1984, following work of Fore-
man, Magidor and Shelah [8], and are the most important large cardinal
property for current research in set theory. The most notable result con-
cerning Woodin cardinals is probably the equiconsistency of the axiom of
determinacy with the existence of infinitely many Woodin cardinals, due to
Woodin, Martin and Steel, which is discussed in chapters [29] and [17].

This, and other consequences of Woodin cardinals, depend largely on two
forcing notions which can be used to prove that inner models for Woodin and
stronger cardinals must differ in important respects from those for smaller
cardinals. The first of these forcing notions is stationary tower forcing,
which was defined by Woodin using ideas from Foreman, Magidor and Shelah
[9, 8]. In one form, this forcing will preserve a Woodin cardinal δ, while mak-
ing massive changes to the cardinal structure below δ: for example, there is
a stationary subset of singular cardinals below δ whose successors are col-
lapsed by the forcing. Hence there cannot be a core model satisfying the
weak covering property for (exactly) a Woodin cardinal, although there is
one for the sharp of a Woodin cardinal. In addition, stationary tower forcing

3 It is now known, by a recent unpublished result of Jensen and Steel, that if there is no
model with a Woodin cardinal then the core model K can be constructed with no extra
large cardinal hypothesis.
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can collapse ω1, and in the process will add new countable mice. This forcing
is discussed in the book [20].

The second forcing notion, invented by Woodin, is the remarkable “all sets
are generic” forcing: If M is a model with a Woodin cardinal δ, and M is
iterable in V , then there is a forcing notion P ∈ M of size δ such that for any
set x in V there is a tree iteration of M , with final model N and embedding
i : M → N , such that N [x] is a generic extension of N by the forcing i(P ).
This forcing can be used to show that the minimal model M for a Woodin
cardinal cannot satisfy the sentence asserting that M is iterable, even when
M is iterable in the universe V . The implications of this for the core model
are discussed further at the end of this chapter.

At present it is not known how to construct core models for cardinals in
this range without some large cardinal properties holding in the universe.
Jensen has shown that a subtle cardinal, a property weak enough to hold
in L, is enough to show prove that the core model exists and satisfies the
covering lemma; however it is an open question whether this assumption is
needed. Other than this gap, the core model theory through ω many Woodin
cardinals is well understood [39]. The strongest current result on existence
of iterable inner models is due to Neeman, who has constructed [30] iterable
extender models with a Woodin limit of Woodin cardinals. These models,
however, are not fine structural, and no core model results are known in this
region.

Superstrong Cardinals

A cardinal κ is superstrong if there is an embedding i : V → M with critical
point κ such that Vi(κ) ⊆ M .

As was pointed out previously, a superstrong cardinal is at the outer limits
of our understanding of inner models. Much of the basic inner model theory
is understood up to a superstrong cardinal: for example it is known [34] that
�κ holds in any extender model up through a superstrong cardinal. Indeed
they show that �κ holds in an extender model L[E ] for any cardinal κ short
of what Jensen has labeled a subcompact cardinal. Jensen has shown that
�κ cannot hold if κ is subcompact. However it is not known, under any
large cardinal assumption, that there are any iterable extender models with
anything near a superstrong cardinal.

Supercompact Cardinals

A cardinal κ is λ-supercompact if there is an embedding i : V → M with crit-
ical point κ such that λM ⊆ M , and κ is supercompact if κ is λ-supercompact
for all cardinals λ.

None of the models described in this chapter give any promise of yielding
models with a supercompact cardinal. However Woodin has recently pro-
posed a form of model, using what he calls suitable extender sequences which
can include supercompact cardinals and even the larger cardinals discussed
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in the next paragraph, and which he hopes to show have many of the prop-
erties enjoyed by the extender models L[E ] which have been discussed in this
chapter.

Like these models, Woodin’s models have the form L[E ], the class of sets
constructible from a sequence of extenders. An important difference is that
not all of the extenders witnessing large cardinal properties are members of
the sequence E ; in fact all of the critical points of extenders on the sequence
are below the first supercompact cardinal. It is still not known whether these
models have an analog of the comparison process of Lemma 2.8, and no proofs
are known for their iterability.

Larger Cardinals

A number of cardinals larger than supercompact have been defined. Some of
these have important consequences, notably huge cardinals and variants of
these. A cardinal κ is huge if there is an elementary embedding i : V → M
with critical point κ such that i(κ)M ⊆ M .

Catalogs of large cardinal properties, such as this one, traditionally end
with a nontrivial elementary embedding from V into V , which Kunen proved
in [19] to be inconsistent. It is still open whether such an embedding is
consistent with ZF without the axiom of choice.

5. What is the Core Model?

This section is not intended to be a description of existing core models, but
rather an examination of the term “core model” itself. We will try to deter-
mine the meaning of the phrase “the core model”, and in particular explain
the difference between it and the term “extender model”. The structure,
construction and properties of known core models is described elsewhere in
this chapter and in chapters [24, 33, 38] and [36]. In addition the reader may
want to look at [27], which discusses from a relatively non-technical point of
view the use of iteration trees and the construction of the Steel core model
up to a Woodin cardinal.

Our first approach will be to look at the history of the term “core model”,
which was introduced by Dodd and Jensen [5, 6] for the model which is var-
iously referred to as the Dodd-Jensen core model, Kdj, or the core model
below a measurable cardinal. The history, however, begins earlier—at least
as far back as Jensen’s discovery of the covering lemma for L, since the
Dodd-Jensen core model generalizes this result. The model L[U ] also pre-
dated Kdj, and although L[U ] is not contained in the structure Kdj which
Dodd and Jensen referred to as the core model, they proved [7] the covering
lemma for L[U ] and hence brought this model into the modern pantheon of
core models. Their work was extended by Mitchell to include sequences of
measures. The core model to this point is described in chapter [24]. The use
of extenders as a generalization of normal ultrafilters, and of iteration trees
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as a generalization of iterated ultrapowers, led to the Steel core model, which
is described in chapters [33, 38]. This model is currently at the frontier of
the subject.

Of the two terms under consideration, only “extender model” has a precise
meaning: an extender model is a model of the form L[E ] where E is a good
sequence of extenders as defined in chapter [38]. Every known core model
is an extender model, but this should not be assumed to be true for larger
cardinals; indeed it seems unwise to be dogmatic about the properties of as
yet unknown core models until we have a better idea of what is possible.

Even keeping this caveat in mind, “the core model” is always singular:
there is at most one core model in any given model of set theory, and in
particular there is at most one true core model in the true universe of sets.

Some authors have used the term “core model” to mean the same as “ex-
tender model”. While it is true that every known core model is an extender
model, and that generally, or arguably always, an extender model is its own
core model, the distinction between the terms is important and should be
preserved. The term extender model describes the interior structure of the
model, while the term core model refers to the relation between the model
and the class of all sets.

Some illumination on this point can be gained by looking at cases in which
we find it useful, in apparent contradiction to the dictum in the last para-
graph, to speak of “a core model”. It is often useful to refer to a model as
“a core model” if it is the core model as defined inside some model which
is of particular interest, but is not necessarily the universe of all sets. In
a related usage, the term “core model” is often used for a model obtained
by a particular construction which is known to yield the core model under
additional assumptions such as the nonexistence of some large cardinal prop-
erty. The Dodd-Jensen core model Kdj is an example of both usages: It
is characterized by its mode of construction, which is an initial segment of
the core model construction in every model for which such a construction is
known. It is also characterized by the fact that it (or at least Kdj ∩ M) is the
core model inside any model M , so long as M does not have an inner model
with a measurable cardinal. Core models for larger cardinals are less clear
cut, since the core model for a model M varies with the particular extenders
which are members of M , even though the large cardinal strength of the
model is held fixed. There is a unique core model, however, for the sharps of
such large cardinal properties.

The second approach to understanding the term “core model” is through
consideration of the properties of the known core models. These properties
fall into two classes. The properties in the first class are those which hold
in any extender model: These models are built up from below, in a manner
analogous to the construction of L, and as a consequence they satisfy some
sort of condensation. They satisfy combinatorial principles such as ♦κ and
(for cardinals small enough that we currently have a core model) �κ. They
satisfy the generalized continuum hypothesis, they satisfy the global axiom of
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choice and their well-ordering, both of their reals, and of their full universe,
has a logical form which is as simple as possible in any model with the same
large cardinal properties.

The other class of properties of the core models are those which might be
seen as asserting that the model is close to V . The most important of these
is the covering lemma, or at the least some form of the weak covering lemma.
A second is rigidity: there is no nontrivial elementary embedding i : K → K.
A third is absoluteness: the core model is absolute for a class of sentences
which falls just short of including the sentence asserting that there is a set
not in that core model.

It is unclear to what extent we should assume that these properties will
necessarily hold for larger core models. Even down at the level of a Woodin
cardinal, without the sharp of a Woodin cardinal, there is no inner model
which satisfies both weak covering and invariance under forcing; and proper-
ties which seem close to rigidity fail well below a Woodin cardinal.

A final property bridges these two classes: The core models are uniquely
defined by a formula which is absolute under set generic extensions. This
formula says on the one hand that the model is built up from below as
an extender model L[E ], and on the other that the construction is greedy,
including everything appropriate into the sequence E . If we take the first
class of properties as evidence of minimality then we could take something
like the following as the definition of the core model:

5.1 Definition. The core model is the minimal class inner model of ZF
which contains all of the large cardinal structure which exists in the universe.

We could modify the statement by requiring ZFC rather than ZF, but it
seems better to regard the axiom of choice as a consequence (so far, at least)
of minimality.

Although it is labeled a “definition”, Definition 5.1 is not intended to be
a precise mathematical definition. Neither “minimal” nor “large cardinal
structure” have a precise meaning. The phrase “minimal class inner model
of ZF” is, perhaps, reasonably clear. We can take “minimal” to mean ⊆-
minimal, which works for all known core models—provided a suitable mean-
ing for the term “large cardinal structure” is understood.

The meaning of this term is somewhat more problematic. One important
point is that “large cardinal structure” is not the same as “large cardinal
properties”. The model L[U ] is not ⊆-minimal among all models having
a measurable cardinal; for example Ult(L[U ], U) is a proper subclass of L[U ].
However L[U ] is the minimal model containing the filter U ∩ L[U ], and it
seems quite clear that the ultrafilter U should be included as part of the large
cardinal structure. There are more doubtful cases in which Definition 5.1 may
be at least potentially circular: once a particular model K has been anointed
as “the core model” there will be a tendency to take the “large cardinal
structure” of the universe to be just that structure which is contained in K.

As a case study to illustrate how the line might be drawn, we consider
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the situation when there is a Woodin cardinal δ, but no sharp for a model
with a Woodin cardinal. There is an obvious candidate for the core model
in this case, namely the extender model L[E ] given by Steel’s core model
construction described in chapter [33]. It might be objected that this model
is not really obtained by Steel’s construction of the core model, but rather as
a limiting case of that construction: Steel’s construction gives a sequence of
models Kθ = Lθ[Eθ] for measurable cardinals θ < δ. Each of the models Kθ

is unequivocally the core model in Vθ, and the extender sequences Eθ of the
models Kθ agree so as to yield a combined sequence E =

⋃
θ Eθ such that δ is

Woodin in L[E ]. This objection is a reason for caution, but is irrelevant to the
application of Definition 5.1, which deliberately avoids specifying a particular
means of construction. A second objection to the model L[E ] is that it is not
iterable: Woodin’s “all sets are generic” forcing demonstrates that there is
an iteration tree of height δ which can be defined in L[E ], but which has
no well-founded branch in L[E ]. Again this is a reason for caution but is
not necessarily fatal: the iterability of the model might well be considered
as large cardinal structure, but it is large cardinal structure which does not
exist in the universe and thus cannot be expected to exist in the core model.
In fact, for example, the existence of a model L[E ] with a Woodin cardinal
such that every iteration tree in L[E ] has a well-founded branch in V implies
the existence of a class of indiscernibles for L[E].

A more significant question is raised by Woodin’s stationary tower forcing,
which massively violates the weak covering lemma. The cardinal δ is still
Woodin in the generic extension, but it is possible to arrange (and is possibly
impossible to avoid) that every sufficiently large successor cardinal below δ
is collapsed. This probably should not bother us: we can consider this to
be analogous to Prikry forcing at a measurable cardinal, which shows that
if there is a measurable cardinal then no core model will satisfy the covering
lemma in all generic extensions. It is true that the situation at a measurable
cardinal is well understood while that at a Woodin cardinal is quite hazy,
but the analogy seems reasonable.

It has been argued that it is not really necessary to give up the weak cov-
ering lemma because there is a second candidate for the core model. If we
assume that the ground model is L[E ], then an L[E ]-generic set G for the sta-
tionary tower forcing is essentially an extender which gives an elementary em-
bedding iG : L[E ] → L[iG(E )] with the property that Vδ ∩ L[E ][G] ⊆ L[iG(E )].
In particular, L[iG(E )] does satisfy the covering lemma in the generic exten-
sion L[E ][G], and furthermore, L[iG(E )] is the model obtained as described
above using Steel’s construction inside L[E ][G]. We could take L[iG(E )] as the
core model, provided that we are willing to give up invariance under forcing.
In favor of L[E ], we could assert that i : L[E ] → L[iG(E )] should be regarded
as analogous to Ult(L[U ], U) = L[iU (U)], and note that L[iU (U)] is certainly
not the core model. This view is supported by Woodin’s [41] extensive and
fruitful theory of iterated ultrapowers using generic embeddings such as iG,
but it is weakened by the fact that it throws no light on the failure of the
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weak covering lemma.
The model L[E ] is certainly the core model according to Definition 5.1, at

least inside the ground model L[E ] itself. The question is whether the mice
in L[iG(E )] − L[E ] should be included as part of the large cardinal structure
of L[E ][G]. For an answer to this question we consider another analogy with
L[U ]: Jensen has proved (see Theorem 3.43 in chapter [24]) that if H is a L[U ]
generic Levy collapse, then in L[U ][H] there is an embedding i : Kdj → Kdj

such that crit(i) is smaller than crit(U). The embedding is constructed from
a model N = Lα[UN ] in L[U ][H] − L[U ] which is iterable and satisfies ZF−.
In fact N is a mouse; however it is not a mouse in the sense of Kdj because
there is no subset of crit(UN ) in Lα+1[UN ] − Lα[UN ]. Now UN is not an
ultrafilter in L[UN ], so let α′ > α be the least ordinal such that there is
a subset of crit(UN ) in Lα′+1[UN ] − Lα′ [UN ]. If N ′ = Lα′ [UN ] were iterable
then it would be a member of Kdj, and that is not true because UN measures
all sets in Kdj while there is a set in Lα′+1[UN ] which UN does not measure.
Thus N ′ is not iterable; in fact the set in Lα′+1[UN ] which is not measured
by UN can be constructed from a sequence of functions in N ′ which witnesses
that Ult(N ′, UN ) is not well-founded.

The extra information given by the ordinal α′ > α shows that Lα[UN ]
is, in an extended sense, not really iterable. Similarly, the information given
by the extender sequence E shows that the supposed mice M which are in
L[iG(E )] but not in L[E ] are not really iterable: if we attempt to compare M
with L[E ] then the tree on M has height δ and has no well-founded cofinal
branch, as any such branch could be used to construct the sharp for a Woodin
cardinal. Thus it seems appropriate to conclude that M is not part of the
large cardinal structure of L[E ][G], and hence that L[E ] is the core model in
L[E ][G].

Why then does Steel’s construction seem to go wrong here? As was sug-
gested earlier, it is not the construction which is in error: If θ is a measurable
cardinal below δ then every mouse in the model Kθ = Lθ[iG(E )�θ] is iterable
in V

L[E][G]
θ , and hence Kθ really is the core model in the universe V

L[E][G]
θ .

The only error is in assuming that the limit of these local core models will be
a core model in V L[E][G]: it is not, because its “mice” are not iterable there.
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