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From the Series Editor

Advances in Photosynthesis and Respiration
Volume 24, Photosystem I: The Light-Driven

Plastocyanin: Ferredoxin Oxidoreductase

I am delighted to announce the publication, in Ad-
vances in Photosynthesis and Respiration (AIPH) Se-
ries, of Photosystem I: The Light-Driven Plasto-
cyanin:Ferredoxin Oxidoreductase, a book integrat-
ing biochemistry, biophysics and molecular biology of
this photosystem that provides the necessary reducing
power for carbon fixation in plants, algae and cyanobac-
teria. This volume was edited by a leading World au-
thority John H. Golbeck of The Pennsylvania State Uni-
versity, University Park, PA, USA. Several earlier AIPH
volumes (particularly Volume 10, authored by Bacon
Ke) did include a good discussion of Photosystem I;
however, the current book integrates all known aspects
of this system, including its evolution. The current vol-
ume follows the 23 volumes listed below.

Published Volumes (1994–2005)

� Volume 1: Molecular Biology of Cyanobacteria
(28 Chapters; 881 pages; 1994; edited by Donald
A. Bryant, from USA);

� Volume 2: Anoxygenic Photosynthetic Bacteria
(62 Chapters; 1331 pages; 1995; edited by Robert
E. Blankenship, Michael T. Madigan and Carl E.
Bauer, from USA);

� Volume 3: Biophysical Techniques in Photosyn-
thesis (24 Chapters; 411 pages; 1996; edited by
the late Jan Amesz and the late Arnold J. Hoff,
from The Netherlands);

� Volume 4: Oxygenic Photosynthesis: The Light
Reactions (34 Chapters; 682 pages; 1996; edited by
Donald R. Ort and Charles F. Yocum, from USA);

� Volume 5: Photosynthesis and the Environment
(20 Chapters; 491 pages; 1996; edited by Neil R.
Baker, from UK);

� Volume 6: Lipids in Photosynthesis: Structure,
Function and Genetics (15 Chapters; 321 pages;
1998; edited by Paul-André Siegenthaler and Norio
Murata, from Switzerland and Japan);

� Volume 7: The Molecular Biology of Chloro-
plasts and Mitochondria in Chlamydomonas
(36 Chapters; 733 pages; 1998; edited by Jean
David Rochaix, Michel Goldschmidt-Clermont
and Sabeeha Merchant, from Switzerland and
USA);

� Volume 8: The Photochemistry of Carotenoids
(20 Chapters; 399 pages; 1999; edited by Harry
A. Frank, Andrew J. Young, George Britton and
Richard J. Cogdell, from USA and UK);

� Volume 9: Photosynthesis: Physiology and
Metabolism (24 Chapters; 624 pages; 2000; edited
by Richard C. Leegood, Thomas D. Sharkey and
Susanne von Caemmerer, from UK, USA and
Australia);

� Volume 10: Photosynthesis: Photobiochemistry
and Photobiophysics (36 Chapters; 763 pages;
2001; authored by Bacon Ke, from USA);

� Volume 11: Regulation of Photosynthesis
(32 Chapters; 613 pages; 2001; edited by Eva-
Mari Aro and Bertil Andersson, from Finland and
Sweden);

� Volume 12: Photosynthetic Nitrogen Assimila-
tion and Associated Carbon and Respiratory
Metabolism (16 Chapters; 284 pages; 2002; edited
by Christine Foyer and Graham Noctor, from UK
and France);

� Volume 13: Light Harvesting Antennas (17 Chap-
ters; 513 pages; 2003; edited by Beverley Green
and William Parson, from Canada and USA);

� Volume 14: Photosynthesis in Algae (19 Chap-
ters; 479 pages; 2003; edited by Anthony Larkum,
Susan Douglas and John Raven, from Australia,
Canada and UK);

� Volume 15: Respiration in Archaea and Bacte-
ria: Diversity of Prokaryotic Electron Transport
Carriers (13 Chapters; 326 pages; 2004; edited by
Davide Zannoni, from Italy);

� Volume 16: Respiration in Archaea and Bacteria
2: Diversity of Prokaryotic Respiratory Systems
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(13 chapters; 310 pages; 2004; edited by Davide
Zannoni, from Italy);

� Volume 17: Plant Mitochondria: From Genome to
Function (14 Chapters; 325 pages; 2004; edited by
David A. Day, A. Harvey Millar and James Whelan,
from Australia);

� Volume 18: Plant Respiration: From Cell to
Ecosystem (13 Chapters; 250 pages; 2005; edited
by Hans Lambers, and Miquel Ribas-Carbo, 2005;
from Australia and Spain);

� Volume 19: Chlorophyll a Fluorescence: A Signa-
ture of Photosynthesis (31 Chapters; 817 pages;
2004; edited by George C. Papageorgiou and
Govindjee, from Greece and USA);

� Volume 20: Discoveries in Photosynthesis (111
Chapters; 1304 pages; 2005; edited by Govindjee,
J. Thomas Beatty, Howard Gest and John F. Allen,
from USA, Canada and Sweden (& UK));

� Volume 21: Photoprotection, Photoninhibition,
Gene Regulation and Environment Photosyn-
thesis (21 Chapters; 380 pages; 2005; edited by
Barbara Demmig-Adams, Willam Adams III and
Autar K. Mattoo, all from USA);

� Volume 22: Photosystem II: The Light-Driven
Water:Plastoquinone Oxidoreductase (34 Chap-
ters; 786 pages; 2005; edited by Thomas J.
Wydrzynski and Kimiyuki Satoh, from Australia
and Japan, respectively);

� Volume 23: Structure and Function of the Plas-
tids (27 Chapters; 576 pages; 2005; edited by
Robert Wise and J. Kenneth Hoober, both from
USA)

The next volume in the AIPH Series, also sched-
uled for publication in 2006, is:

� Volume 25: Chlorophylls and Bacteriochloro-
phylls: Biochemistry, Biophysics, Functions and
Applications (37 Chapters; number of pages not
yet available; edited by Bernhard Grimm, Robert
Porra, Wolfhart Rüdiger and Hugo Scheer, from
Germany and Australia)

Further information on these books and ordering in-
structions can be found at <http://www. springeronline.
com> under the Book Series ‘Advances in Photosyn-
thesis and Respiration’. Table of Contents of the earlier
volumes (1–19) may be found at <http://www.life.
uiuc.edu/govindjee/photosynSeries/ttocs.html>. Spe-
cial discounts are available to members of the In-
ternational Society of Photosynthesis Research, ISPR
(<http://www.photosyn-thesisresearch.org/>).

About Volume 24: Photosystem I: The
Light-Driven Plastocyanin:Ferredoxin
Oxidoreductase

This book summarizes, in 40 authoritative chapters,
the advances made in the last decade in the bio-
physics, biochemistry, and molecular biology of the
enzyme known as Photosystem I, the light-driven
plastocyanin:ferredoxin oxidoreductase. Photosystem
I participates along with Photosystem II in harvest-
ing solar energy to supply photosynthetic organisms
with stored chemical energy in the form of ATP and
stored reducing power in the form of NADPH for
processes such as metabolism, growth, and reproduc-
tion. This volume is a unique compilation of chap-
ters that include information on molecular architec-
ture, protein-pigment interactions, excitation and elec-
tron transfer dynamics, protein-cofactor interactions,
kinetics of electron transfer and bioassembly of pro-
teins and cofactors. The volume begins with a series of
historical perspectives that provide a solid background
to the field, and ends with information on modelling of
light-harvesting and electron transfer reactions, and the
evolution of the reaction center. Particular attention is
paid to spectroscopy, including the theory of the mea-
surement and the interpretation of the data. The book is
intended to be a comprehensive and up-to-date source
of background information on the Photosystem I reac-
tion center for seasoned researchers, those who are just
entering the field, Ph.D. students, researchers and un-
dergraduates in the fields of biophysics, biochemistry,
microbiology, agriculture, and ecology.

This book complements “Photosystem II: The Light-
Driven Water:Plastoquinone Oxidoreductase” edited
by Thomas J. Wydrzynski and Kimiyuki Satoh. Elec-
trons are transferred from water to plastoquinone by
Photosystem II. Plastoquinol transfers electrons to Pho-
tosystem I via the cytochrome b6 f complex, and Pho-
tosystem I then reduces NADP+.

Photosystem I: The Light-Driven, Plastocyanin:
Ferredoxin Oxidoreductase is divided into the
following topics: Historical Perspectives (4 chapters);
Molecular Architecture (4 chapters); Pigment-Protein
Interactions (3 chapters); Excitation Dynamics and
Electron Transfer Processes (2 chapters); Modification
of the Cofactors and their Environments (2 chapters);
Spectroscopic Studies of the Cofactors (8 chapters); Ki-
netics of Electron Transfer (6 chapters); Biosynthetic
Processes (3 chapters); Modeling of Photosystem I
Reactions (4 chapters); Cyclic Photophosphorylation
(1 chapter); Photoinhibition (1 chapter); and Evolution
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(2 chapters). For details see Table of Contents (pp. xi–
xxiii) of this extraordinary book.

This book is written by 80 international authorities
from 13 countries. It is my privilege to publicly express
my thanks to all of them (listed in alphabetical order):

Mikhail Antonkine; James Barber; Roberto
Bassi; Adam Ben-Shem; Thomas Bibby; Robert
Blankenship; Egbert Boekema; Jacques Bre-
ton; Donald Bryant; Sergey K. Chamorovsky;
Roberta Croce; Jan Dekker; Bruce A. Diner;
Fredrich Drepper; James Duncan; P. Leslie Dut-
ton; Alexander Fish; Petra Fromme; John H.
Golbeck; Carlos Gómez–Moreno; Ingo Grotjo-
hann; Anna Haldrup; Toshiharu Hase; Gary Hast-
ings; Manuel Hervás; Michael Hippler; John
K. Hurley; Poul Erik Jensen; Giles Johnson;
Anne Joliot; Pierre Joliot; Navassard Karapetyan;
Bacon Ke; David Knaff; Konstantin Kogan;
Gerd Kothe; Roman Kouřil; Wolfgang Lubitz;
Richard Malkin; Mahir D. Mamedov; Paul Mathis;
David Mauzerall; Milagros Medina; Fernando P.
Molina-Heredia; Tomas Morosinotto; Christopher
C. Moser; José A. Navarro; Rachel Nechush-
tai; Nathan Nelson; Jon Nield; Oleg Poluektov;
Velupillaimani M. Ramesh; Fabrice Rappaport;
Jason Raymond; Kevin Redding; Thomas Renger;
Jean-David Rochaix; Miguel de la Rosa; Yumiko
Sakuragi; Anthony San Pietro; Kenneth Sauer;
Sergei Savikhin; Henrik Vibe Scheller; Eber-
hard Schlodder; Peter Schürmann; Alexey Yu. Se-
menov; Pierre Sétif; Gaozhong Shen; Vladimir
Shinkarev; Anatoli Ya. Shkuropatov; Vladimir A.
Shuvalov; Kintake Sonoike; Dietmar Stehlik; Mar-
ion Thurnauer; Gordon Tollin; Arthur van der Est;
Rienk van Grondelle; L. G. Vasilieva; Andrew
Webber; and Andrei G. Yakovlev

The URL for this book is at:
http://www.life.uiuc.edu/Govindjee/newbook/
Volume%2024.html

A Bit of History – From there to here

Just to give a flavor of history, I list below some dis-
coveries. [For historical perspectives, I refer the readers
to chapters 1–4 (Anthony San Pietro; Richard Malkin;
Bacon Ke; and Paul Mathis & Kenneth Sauer) in this
volume.]

� Discovery of P700, reaction center of Photosys-
tem I (PS I) in The Netherlands. Bessel Kok
(1918–1978; see Kok, Biochim. Biophys. Acta

22: 399–401, 1956), while in Wageningen, The
Netherlands, discovered, in several photosynthetic
organisms, a light-induced absorbance decrease
that had its highest long-wavelength peak at 700 nm
(labeled as P700).

� Two-Light Effects in USA in Baltimre (MD) and
Urbana (IL); hypothesis in Cambridge, UK. Kok
and George Hoch, from Baltimore, MD presented
in 1960 (see McElroy WD and Glass B (eds)
(1961) A Symposium on Light, and Life, pp 397–
423. The Johns Hopkins Press, Baltimore, MD), a
two-light reaction scheme at about the time Robin
Hill and Fay Bendall, in UK, were publishing
his now famous Z-scheme (Nature 186: 136–137,
1960). Kok (Plant Physiol. 34: 184–192, 1959) had
already shown, in cyanobacteria, that red light
oxidized P700 and orange light reduced oxidized
P700. He had already related this two-light effect to
the Emerson Enhancement effect, discovered ear-
lier by Emerson et al. (Proc. Natl. Acad. Sci., USA,
43: 133–143, 1957).

� Naming of Photosystem I in Leiden, The Nether-
lands. Louis N. M. Duysens et al. (Nature, 190:
510–511, 1961) provided the crucial evidence for
the two light reaction two-pigment system scheme,
working in series. In the red alga Porphyridium
cruentum, red light absorbed by chlorophyll a ox-
idized a cytochrome. When green light, absorbed
by phycoerythrin, was superimposed, the oxidized
cytochrome became reduced. Duysens et al. called
the red light ‘light 1,’ and the chlorophyll a-
containing system, ‘system 1.’ The other light, they
had called ‘light 2,’ was absorbed by ‘system 2.’

� Crystal structure of Photosystem I in Berlin, Ger-
many. P. Jordan et al. (Nature, 411: 909–917,
2001) were the first to resolve the X-ray crystal-
lographic structure of Photosystem I of a ther-
mophilic cyanobacterium for a 3D structure at 2.5
Å resolution.

(For a time-line on oxygenic photosynthesis, see
Govindjee and David Krogmann (2004) Photosynthe-
sis Research 80: 15-57.)

Future AIPH Books

The readers of the current series are encouraged to
watch for the publication of the forthcoming books (not
necessarily arranged in the order of future appearance):

� Biophysical Techniques in Photosynthesis II
(Editors: Thijs J. Aartsma and Jörg Matisyk);
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� Photosynthesis: A Comprehensive Treatise;
Physiology, Biochemistry, Biophysics and
Molecular Biology, Part 1 (Editors: Julian Eaton-
Rye and Baishnab Tripathy); and

� Photosynthesis: A Comprehensive Treatise;
Physiology, Biochemistry, Biophysics and
Molecular Biology, Part 2 (Editors: Baishnab
Tripathy and Julian Eaton-Rye)

� The Purple Photosynthetic Bacteria (Editors:
C. Neil Hunter, J. Thomas Beatty, Fevzi Daldal and
Marion Thurnauer)

In addition to these contracted books, we are in touch
with prospective Editors for the following books:

� Sulfur Metabolism in Photosynthetic Systems
� Molecular Biology of Cyanobacteria II.
� ATP Synthase
� Genomics and Proteomics
� Hydrogen Evolution
� Molecular Biology of Stress
� Global Aspects, Parts 1 and 2
� Artificial Photosynthesis

Readers are encouraged to send their suggestions for
these and future volumes (topics, names of future
editors, and of future authors) to me by E-mail
(gov@uiuc.edu) or fax (1-217-244-7246).

In view of the interdisciplinary character of research
in photosynthesis and respiration, it is my earnest
hope that this series of books will be used in ed-
ucating students and researchers not only in Plant
Sciences, Molecular and Cell Biology, Integrative

Biology, Biotechnology, Agricultural Sciences, Micro-
biology, Biochemistry, and Biophysics, but also in
Bioengineering, Chemistry, and Physics.
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A photograph of Govindjee (taken in 2004) with a letter box in the
Department of Botany, University of Allahabad; this letter box was
used by Govindjee during his pre-PhD days (1952–1956).

Govindjee, the Series Editor of ‘Advances in Photo-
synthesis and Respiration’, uses only one name; he
was born on October 24, 1932, in Allahabad, India.
His father, along with other reformers of that time, be-
longing to the ‘Arya Samaj Movement’, dropped their
family names, since they reflected the ‘caste’ of the
person. The family name was ‘Asthana’, a member of
the ‘Kayastha’, who were mostly professionals, includ-
ing being teachers. Govindjee (whose name was then
written as Govind Ji) obtained his B.Sc. (Chemistry, Bi-
ology) and M.Sc. (Botany, Plant Physiology) in 1952
and 1954, from the University of Allahabad, India, both
in the first division. He came to USA in September,
1956 to work with Robert Emerson; after Emerson’s
death on February 4, 1959, he became a graduate stu-
dent of Eugene Rabinowitch, receiving his Ph.D. (Bio-
physics), in 1960, from the University of Illinois at
Urbana-Champaign (UIUC), IL, U.S.A. He has since
focused his research mainly on the function of “Photo-
system II” (PS II, the water:plastoquinone oxidoreduc-
tase), particularly primary photochemical events, the
unique role of bicarbonate on the acceptor side of PS II,
and the mechanism of ‘photoprotection’ in plants and
algae, using lifetime of chlorophyll a fluorescence mea-
surements. His research on Photosystem I (the topic of
this book) has included low temperature fluorescence

spectroscopy (1963–1970), and one of the first mea-
surements on its primary photochemistry (J.M. Fenton,
M.J. Pellin, Govindjee, and K. Kaufmann (1979) Pri-
mary Photochemistry of the Reaction Center of Photo-
system I. FEBS Lett. 100: 1–4.; and M.R. Wasielewski,
J.M. Fenton, and Govindjee (1987) The Rate of Forma-
tion of P700 [+]-Ao[−] in Photosystem I Particles from
Spinach as Measured by Picosecond Transient Absorp-
tion Spectroscopy. Photosynth. Res. 12: 181–190.). For
further details, on his discoveries and research, see his
biography in earlier Advances in Photosynthesis and
Respiration volumes. His current focus, however, is on
the “History of Photosynthesis Research” and in ‘Pho-
tosynthesis Education’. He has served the UIUC as an
Assistant Professor, Associate Professor and Professor
(1961–1999). Since 1999, he has been Professor Emer-
itus of Biochemistry, Biophysics and Plant Biology at
the UIUC. His honors include: Fellow of the Ameri-
can Association of Advancement of Science (1976);
Distinguished Lecturer of the School of Life Sciences,
UIUC (1978); Fellow and Life Member of the Na-
tional Academy of Sciences (Allahabad, India, 1978);
President of the American Society for Photobiology
(1980–1981); Fulbright Senior Lecturer (1996–1997);
and Honorary President of the 2004 International Pho-
tosynthesis Congress (Montréal, Canada).
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Preface
Photosystem I: The Light-Driven, Plastocyanin:Ferre-
doxin Oxidoreductase is the 24th volume in the
series Advances in Photosynthesis and Respiration
(Series Editor, Govindjee). It is one of the two volumes
that deal with the photosynthetic reaction centers
in oxygenic photosynthetic organisms. The other,
Volume 22, is Photosystem II: The Light-Driven
Water:Plastoquinone Oxidoreductase, edited by
Thomas J. Wydrzynski and Kimiyuki Satoh.

The realization that two independent photochemi-
cal reactions are required in oxygenic photosynthesis
came about through a series of biophysical observa-
tions, particularly with the discovery of the Enhance-
ment Effect in oxygen evolution by Robert Emerson
in 1957 that culminated in the codification of the
‘Z-scheme’ by Robin Hill and Fay Bendall in 1960. The
terminology in use today was coined by Lou Duysens,
who, in 1961, proposed a hypothetical scheme for pho-
tosynthesis composed of two photochemical pigment
systems that were termed ‘system I’ and ‘system II’. In
the banner year of 1956, three components of what we
know as Photosystem I were discovered: Bessel Kok
found an absorption change at 700 nm that is now at-
tributed to the oxidation of the primary donor, P700;
Mordhay Avron and André Jagendorf isolated a TPNH2

diaphorase, a soluble enzyme that is now known as
NADP+:ferredoxin oxidioreductase; and Anthony San
Pietro and Helga Lang purified a soluble protein termed
PPNR (photosynthetic pyridine nucleotide reductase),
a soluble enzyme that is now known as ferredoxin (a
story told in detail in Chapter 1). The last soluble com-
ponent associated with Photosystem I was discovered
in 1961 when Sakae Katoh and colleagues isolated plas-
tocyanin, which was then proposed to function as a re-
dox carrier in the Hill reaction and is now known to
function as the soluble electron donor to P700+. The
physical separation from the membrane of the Photo-
system I reaction center as a discrete pigment-protein
complex was accomplished by Keith Boardman and
Jan Anderson who, in 1964, made use of the detergent
digitonin to isolate the ‘D-144 particle’. This advance
set the stage for dealing with Photosystem I as a dis-
tinct pigment-protein complex. By 1970, the focus had
switched to the bound cofactors, and the race was on to
find the primary electron acceptor, the story of which
is provided by the original investigators in Chapters 2
through 4 of this volume.

This book comprises 40 chapters, authored by 80
international experts in the field. The highly diverse

nature of Photosystem I is evident in the multiplicity
of skills and techniques that have proven necessary to
understand how the energy of a photon of visible light
is converted into the stable products of oxidized plas-
tocyanin (or cytochrome c6) and reduced ferredoxin
(or flavodoxin). This book is arranged into 11 sections.
Following a section on ‘Historical Perspectives’, the
book is divided into sections that deal with ‘Molecu-
lar Architecture’, ‘Pigment-Protein Interactions’, ‘Ex-
citation Dynamics and Electron Transfer Processes’,
‘Modification of the Cofactors’, ‘Spectroscopic Stud-
ies of the Cofactors’, ‘Kinetics of Electron Transfer’,
‘Biosynthetic Processes’, ‘Modeling of Photosystem
I Reactions’, ‘Related Processes’, and ‘Evolution of
Photosystem I’.

The volume covers Photosystem I in sufficient depth
so that it is useful not only for molecular biologists,
biochemists and biophysicists, but also for plant phys-
iologists, ecologists and those interested in applying
lessons learned from natural photosynthesis to artifi-
cial photosynthetic systems. I had asked each author to
provide an in-depth introduction so that each topic is
accessible to the beginners. I had also asked that each
author provide sufficient depth so that each of the top-
ics is of value to seasoned researchers. I fully expect
that the book will be a source of information not only
for undergraduate and graduate students but also for
postdoctoral scientists and those who are entering the
field for the first time.

I have made no attempt, beyond the most cursory,
to enforce a common nomenclature of the proteins or
cofactors that comprise Photosystem I. Conventions
establish themselves by consensus over time, and to
large degree this has happened in this field. Never-
theless there are sub-discipline norms, and a note is
made in the ‘nomenclature’ footnote of those chap-
ters where the nomenclature differs from convention.
This volume is not meant to be a textbook in the sense
that authors of textbooks strive to give the final word,
and to achieve closure, on a topic. On the contrary, no
attempt is made to achieve a forced reconciliation or
synthesis of controversial issues. Instead, the reader is
shown exactly where the points of disagreement lie,
and hence, where the boundary of the research fron-
tier is drawn. Such is the nature of a thriving, dy-
namic discipline. Indeed, it is my hope that this book
will stimulate not only the research necessary to solve
these problems, but for others to enter this exciting
field.
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Dedication: A Tribute to Lee McIntosh

Lee McIntosh (1950–2004)

With the death of Lee McIntosh on June 18, 2004,
the scientific community lost an esteemed and valued
colleague. Lee’s passion for science was apparent to
whomever he met, and it never wavered, even through
the 5 years that he suffered from chronic lymphocytic
leukemia. Lee was born in Los Angeles in 1950. He
received his Ph.D. from the University of Washington,
Seattle, WA, with Bastiaan J.D. Meeuse and he per-
formed postdoctoral research at Harvard University,
Boston, MA, with Laurie Bogorad, where he was a
Maria Moors Cabot Postdoctoral Research Fellow. In
1983, Lee worked at the University of Geneva, Switzer-
land, under a European Molecular Biology Fellowship,
and in 1981, he joined the Plant Research Laboratory
at Michigan State University, East Lansing, MI. Lee re-
ceived the Distinguished Faculty award in 2002. At the
time of his passing, he was a Distinguished Professor
of Biochemistry and Molecular Biology.

Lee’s scientific accomplishments were many and var-
ied. He was one of the pioneers in applying the tech-

niques of modern molecular biology to understanding
the biochemical mechanisms of photosynthesis. In a
wonderful achievement at the time, Lee and his collab-
orators used directed mutagenesis to identify the elec-
tron donor to P680+ as Tyr161 on the D1 polypeptide.
Lee’s primary interest was focused on plant mitochon-
dria, particularly in the genetics and function of the al-
ternative oxidase (AOX) in plant respiration. His work
on Photosystem I involved modifying the ligands to
the bound Fe/S clusters as a means of establishing the
pathway of electron transfer through FX, FB, and FA.
A suppressor mutation of a cysteine mutant to FA led
to his last scientific paper, the identification of a gene
that codes for a transcriptional repressor that controls
the biosynthesis of Fe/S clusters in cyanobacteria.

Lee’s long-term goal was to determine how or-
ganelles communicated with each other, particularly
how signals were transduced from the mitochrondrion
to the nucleus as a way of regulating mitochondrial
energy and carbon metabolism. His discoveries were
always made in the context of the larger picture, which
was to understand at the molecular level the control of
energy and carbon flow in plants. His approach was to
modify specific proteins and to create new transgenic
plant lines in the attempt to dissect the pathways by
which nuclear genes are regulated by organelles. These
transgenic plants allowed him to study the function of
specific nuclear-encoded mitochondrial genes as well
as the means by which the mitochondrion signals the
nucleus.

Lee was a scientist of uncommon skill and uncom-
promising integrity. He never tired of pointing out that
genetics (and not biochemistry or biophysics) is the
engine for making new discoveries in biology. His fa-
vorite saying (uttered when a particularly bad idea was
put forward) was ‘you know, you really don’t want to
go down that path’. Lee enjoyed his farm, Walnut Rise,
where he and his son Angus Robin raised 30 to 40 Shet-
land sheep as breeding stock, and for their fleece.

His loss is mourned by all of us who had the pleasure
of working with him.
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Color Plates

Fig. 1. Model of the PSI-LHCII complex. Assignment of the supercomplex by fitting of the high-resolution structures of PS I (yellow)
and trimeric LHCII (green). One LHCII monomer is indicated in blue-green, blue dots mark the spots where the ends of the helices
A and B are closest to PS I in projection and the center of the trimer is indicated by a triangle. The part of subunits PSI-A, -H, -I,
-K and -L closest to the LHCII trimer has been indicated. Open space in the interfaces of PS I and LHCII is marked by crosses.
(Modified from Kouřil et al., 2005.) See Chapter 5, p. 43.

Fig. 2. Photosystem I. PS I with all cofactors as seen from within the membrane plane. The view leads from the distal side into the
trimerization site. PsaA is shown in blue, PsaB in red, the small subunits with transmembrane helices in yellow, the stromal subunits
in white, chlorophylls in green, carotenoids in grey, lipids in mauve, and Fe/S clusters with yellow/blue spheres. (P. Fromme and I.
Grotjohann, unpublished.) See Chapter 6, p. 50.
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Color Plates

Fig. 2. (cont.) Photosystem I. View of the transmembrane helices of the protein backbone with all cofactors as seen from the stroma.
The trimerization site can be found on the top of the picture. PsaA is shown in blue, PsaB in red, the small subunits with transmembrane
helices in yellow, the stromal subunits in white, chlorophylls in green, carotenoids in grey, lipids in mauve, and Fe/S clusters with
yellow/blue spheres. (P. Fromme and I. Grotjohann, unpublished.) See Chapter 6, p. 51.
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Color Plates

Fig. 1. The stromal subunits of Photosystem I. View from the stromal side of the thylakoid membrane. The subunits PsaC, PsaD,
and PsaE form a protein cluster on the stromal side of PS I, which harbors the terminal part of the electron transfer chain. PsaC
coordinates the Fe/S clusters FA and FB. PsaC is depicted in mauve, PsaD in cyan, and PsaE in lime. The docking site for ferredoxin
is indicated. (P. Fromme and I. Grotjohann, unpublished.) See Chapter 6, p. 54.

Fig. 2. The Cα backbone model of plant Photosystem I at 4.4 Å resolution. View from the stromal side of the thylakoid membrane. The
four light-harvesting proteins are in green (Lhca1-4). Novel structural elements within the RC (core) not present in the cyanobacterial
counterpart are colored red, the conserved features of the RC are in grey. The three [4Fe-4S] clusters are depicted as red (Fe) and
green (S) balls. Subunits A, B, F, G, H, I, J and K of the RC are indicated. The assignment of the four different Lhca proteins is
shown. (Modified from Ben-Shem et al., 2003.) See Chapter 7, p. 73.
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Color Plates

Fig. 1. A model of the side view of putative interactions between plant PS I, platocyanin and ferredoxin-FNR complex. The color
code of the Cα-backbone of PS I is as in Color Plate 3, Fig. 2. Chlorophylls are depicted in colors corresponding to their assignments
as previously described (Ben-Shem et al., 2003b). Plastocyanin is in green and its copper atom in blue. Ferredoxin in magenta and its
[2Fe-2S] cluster is in red and green balls. FNR is in orange and its FAD is in blue. The positions of subunits D, F and H are indicated.
(A. Ben-Shem and N. Nelson, unpublished.) See Chapter 7, p. 74.
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Color Plates

Fig. 1. Dimer formation between Lhca1 and Lhca4. The close contact between helix D of Lhca1 (grey) and both the lumenal region
of helix C and the lumenal loop connecting helices B and C of Lhca4 (green), is shown. Chlorophyll molecules that were previously
assigned as part of the Lhca molecule are in blue. The novel chlorophyll (Liu et al., 2004) that corresponds to a missing chlorophyll
(in Kuhlbrandt et al., 1994) is in green. This chlorophyll was previously assigned as a linker chlorophyll (Ben-Shem et al., 2003b).
Linker chlorophylls are in red. (Modified from Ben-Shem et al., 2003.) See Chapter 7, p. 75.

Fig. 2. The arrangement of chlorophyll molecules of plant PS I. Color code used: yellow – plant RC chlorophylls that are present
in cyanobacteria, cyan – RC chlorophylls unique for plants, blue – chlorophylls bound to the Lhca monomers, black – chlorophylls
bound to the Lhca monomers that may form the “red chlorophylls”, red – LHCI “linker” chlorophylls between Lhca monomers,
magenta – chlorophylls positioned in the cleft between LHCI and the RC. (Modified from Ben-Shem et al., 2003.) See Chapter 7,
p. 76.
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Color Plates

Fig. 1. The X-ray structure of cyanobacterial PS I at 2.5 Å resolution (PDB entry 1JB0) (Jordan et al., 2001). Detail of the structural
model of the PS I monomer. View is parallel to the membrane plane. The complete backbones of the stromal subunits PsaC, PsaD
and PsaE are depicted, as well as their respective arrangement on the stromal surface of the PsaA/PsaB heterodimer. PsaA is shown
in blue, PsaB in red, PsaC in magenta, PsaD in green, PsaE in gold; peripheral proteins are omitted for clarity; [4Fe-4S] iron-sulfur
clusters FX, FA and FB are shown as cubes in which the yellow corners indicate the positions of the sulfur atoms and the light-brown
corners the position of the iron atoms; quinones QK-A and QK-B are shown as “stick” models, both represent the acceptor A1 bound
to PsaA and PsaB respectively. The position of the trimer C3-symmetry axis is indicated by an arrow. (From Antonkine et al., 2003.)
See Chapter 8, p. 81.

Fig. 2. Solution structures of the unbound PsaC subunit of PS I (PDB entry 1K0T) depicting backbone stereo drawings of 30
superimposed DYANA structures. The iron and sulfide ions of the [4Fe-4S] clusters of each of the 30 DYANA structures are shown
with iron atoms as red spheres and sulfur atoms as yellow spheres. The protein backbone is shown in blue. The direction of the view
is perpendicular to the FA/FB connecting axis and parallel to the stromal membrane plane of the assembled PS I complex. This figure
was prepared using MOLMOL (Koradi et al., 1996). (From Antonkine et al., 2002.) See Chapter 8, p. 86.
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Color Plates

Fig. 1. Detail of the structural model of the PS I monomer. The position of the trimer C3-symmetry axis is indicated by the
triangle. View on the PsaA/PsaB heterodimer along the membrane normal from the stromal side. Of PsaA and PsaB only the central
transmembrane α-helices g, h, i, k, j are shown, and the stromal surface α-helices A-jk(1) and B-jk(1) including the return loop to
respective α-helix k as well as the complete stromal loops connecting α-helices h and i. The sole hydrogen bond between the quinone
and protein backbone is shown (dashed line). (From Antonkine et al., 2003.) See Chapter 8, p. 88.

Fig. 2. The PsaC contact area with PsaA and PsaB from the PS I structure (PDB entry 1JB0) (Jordan et al., 2001). Stromal surface
α-helices A-jk(1) and B-jk(1), and part of transmembrane α-helices A-h, A-i, A-k and B-h, B-i, B-k are shown, and are labeled in the
same colors as the respective polypeptide chain. Amino acids participating in inter- and intra-polypeptide H-bond and ionic contacts
and cysteines ligating interpolypeptide [4Fe-4S] cluster FX are shown as “stick” models and are identified by their number in the
protein sequence; ionic bonds are indicated by a solid line; hydrogen bonds are indicated by a dashed line; bonds between cysteines
and irons of the FX cluster are identified by a solid yellow line. View direction is parallel to the membrane plane and is perpendicular
to the triangular plane of the [4Fe-4S] clusters. (From Antonkine et al., 2003.) See Chapter 8, p. 90.
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Color Plates

Fig. 1. Interpretation of the cryo-EM 3D structure of the IsiA–PS I supercomplex of Synechocystis sp. PCC 6803. (a) Modeling of
the Cα-backbone and chlorophylls of the PS I trimer and CP43 using data derived from X-ray diffraction studies for PS I (Jordan
et al., 2001) and PS II (Ferreira et al., 2004), overlaid onto the molecular envelope of the 3D cryo-EM map, viewed from the stromal
side. The white stars indicate areas of density that are not present in the X-ray structure of PS I and might represent linker regions
between the PS I RC and the IsiA antenna ring. (b) Modeling of Chl organization using coordinates from the X-ray structures of PS
I (Jordan et al., 2001) and PS II (Ferreira et al., 2004) viewed from the stromal side. The three ringed areas (I–III) highlight regions
where the peripheral Chls of the PS I RC monomer are closest to the Chls within the IsiA ring. The modeling assumed that helices
V and VI of IsiA are adjacent to the surface of the PS I RC. (Modified from Nield et al., 2003.) See Chapter 9, p. 105.
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Color Plates

Fig. 1. The arrangement of Chls in one PS I monomer of T. elongatus. Only the ring planes of the Chls are shown for clarity. The
strongest coupled Chls with an interaction energy ≥100 cm−1 are depicted in color. See Chapter 13, p. 183.

Fig. 2. The primary donor P700 and its protein environment. The helices surrounding the two chlorophylls eC-A1 and eC-B1 (yellow)
are shown as grey ribbons. Residues of PsaA involved in hydrogen bonds (dashed black lines) to the water molecule (red sphere) or
eC-A1 are colored blue. The corresponding amino acid residues of PsaB are colored pink. All six possible hydrogen bonds in the
vicinity of ring V of eC-A1 are labeled with letters a to f. (Modified from Fromme et al., 2001.) See Chapter 14, p. 194.
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Color Plates

Fig. 1. Stereo views of photosystem I, ferredoxin and flavodoxin (crossed eyes). Upper part: This stereo side view shows PS I parallel
to the membrane plane. The PS I residues which have been found to give the largest effects on Kd (shaded areas; see Table 3)
are arrowed and numbered according to the T. elongatus structure (Jordan et al., 2001). Residue K104 of PsaD is also arrowed (see
text). Color coding: different shades of grey have been used for different polypeptides. From the darkest to the clearest: PsaD, PsaE,
PsaC, all other polypeptides; The contours of PsaA, PsaF and PsaJ are shown in green, red and cyan, respectively; Chlorophylls are
green-colored; The oxygen atoms of the carboxylic groups of glutamate and aspartate residues are colored in light red; The nitrogen
atoms of the lysine and arginine side chains are colored in light blue; Dark colors are used for acidic and basic residues which are
arrowed; The side chains of I11, T14 and Q15, and the alpha carbon of G36 of PsaC are colored in orange. The β carbon of C13 of
PsaC is indicated by an asterisk. The Fd contour corresponding to the rear view is superimposed on the proposed Fd binding region
(dashed pink). Middle part: the Fd structure from S. platensis (Fukuyama et al., 1995) is shown in a rear view and front view, related
to the rear view by a 180° rotation about a vertical axis. In both views, the reducible iron of Fd is located approx. in the middle, facing
the viewer in the front view. The oxygen atoms of the carboxylic groups of glutamate and aspartate residues are colored in dark red.
The nitrogen atoms of the lysine and arginine side chains are colored in dark blue. The side chains of the residues which give large
changes in Fd reduction upon mutation are arrowed (Table 4). Lower part: the Fld structure from Anabaena sp. PCC 7120 (Burkhart
et al., 1995) is shown in two orientations which can be compared with the front view of Fd, using the two alignments between Fd and
Fld derived in (Ullmann et al., 2000). FMN is colored in cyan. Same colors as Fd for acidic and basic residues. The side chains of
the residues which give large changes in Fld reduction upon mutation are arrowed (Table 5). The side chains of W57, I59, I92 and
Y94 are colored in orange. (P. Sétif, unpublished.) See Chapter 26, p. 449.
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Color Plates

Fig. 1. Stereo top view of Photosystem I. This stereo view (crossed eyes) shows PS I from the stromal side perpendicularly to the
membrane plane. Same color coding as in Color Plate 10, Fig. 1. Carotenes are colored in orange; lipids are colored in cyan. Black
arrows indicate side chains of PsaC and PsaD residues which have been mutated without significant change of the affinity of Fd for
PS I. (P. Sétif, unpublished.) See Chapter 26, p. 450.

Fig. 2. NMR chemical shift perturbation of Fd upon complex formation with FNR or SiR determined by measuring 2D 1H-15N
HSQC spectra of 15N labeled Fd. (A) Structure of the maize leaf Fd/FNR complex determined by the x-ray crystallography (Kurisu
et al., 2001). FNR is shown in a ribbon diagram format, with its FAD prosthetic group drawn in a wire format in purple. Fd is shown
in a space-filling format with its [2Fe-2S] prosthetic group shown in brown. The Fd residues that exhibit significant changes in NMR
chemical shift on complex formation with FNR, all of which are located at the contact interface between the two proteins shown in
green in the 3D structure of Fd. Signals for Ser 38-Ala 48 and Thr 76-His 78 of Fd, shown in yellow, are not observed due to the
paramagnetic nature of [2Fe-2S] cluster. (B) Surface electrostatic potential distribution of Fd. Negative and positive potential regions
are depicted in red and blue, respectively. (C) Fd residues with significant chemical shift changes in the complex with SiR are show
in green. Gene bank accession numbers are maize leaf Fd (Fd I) (P27787), leaf FNR (L-FNR1) (AB035644) and SiR (D50679), and
atomic coordination of Fd-FNR complex is 1GAQ. (T. Hase, P. Schürmann and D. Knaff, unpublished.) See Chapter 28, p. 479.
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Color Plates

Fig. 1. The structure of the Fd-dependent glutamate synthase from the cyanobacterium Synechocystis sp. PCC 6820. Ribbon diagram of
subunit A of Synechocystis sp. PCC 6820 Fd-GltS in complex with 5-oxo-L-norleucine and 2-oxoglutarate. The ligands, C1 and FMN
are in sticks; the [3Fe-4S] center is represented in a space-filling format. The color coding is: blue, the glutamine amidotransferase
domain; red, central domain; green, synthase domain containing the FMN cofactor (shown in yellow) and the [3Fe-4S]0,+1 cluster
(shown in orange, along with its ligating cysteine residues, Cys1137, Cys1143 and Cys1148); purple, C-terminal β helix. (From
Vanoni et al. 2005.) See Chapter 28, p. 487.

Fig. 2. Crystal structures of Chlamydomonas reinhardtii Cyt c6 at a resolution of 1.6 Å (Kerfeld et al. 1995) and Pc at 1.5 Å (Redinbo
et al. 1994). The recognition sites of both donors that are important for the interaction with PS I are indicated. 1. The flat “northern
face” interacts with the PsaA/B heterodimer, the electron transfer occurs via this side. 2. Acidic patches on the “eastern side” are
required for the electrostatic interaction with the positive patches on PsaF. 3. The cyanobacterial Pc or Cyt c6 possess a positively
charged amino acid at position of Arg66 of Cyt c6 of C. reinhardtii, which is missing in eukaryotic plastocyanin. (M. Hippler, and
F. Drepper, unpublished.) See Chapter 29, p. 501.
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Color Plates

Fig. 1. Structural representation of the subunits of PS I reducing site and their electron acceptor, Fd. The structures of the PsaC, PsaD
and PsaE subunits of PS I structure were taken from Synechococcus elongatus (PDB code 1JB0) where PsaA, PsaB, PsaC, PsaD and
PsaE are colored gray, ochre, cyan, green and pink, respectively. For details please refer to Jordan et al. (2001). The Fd structure of
Aphanothece sacrum (PDB code 1FXI) is colored orange, for details please refer to Tsukihara et al. (1990). Iron-sulfur (Fe/S) clusters
FA, FB of PsaC and Fd are shown in ball representation where the Fe and S atoms are colored gray and yellow, respectively. The
presented model was constructed using the graphics program VMD (Humphrey et al. 1996). (A. Fish, K. Kogan and R. Nechushtai,
unpublished.) See Chapter 32, p. 554.

Fig. 2. Association of PsaC with the PS I complex. The NMR structure of free/soluble PsaC (colored blue) of Synechococcus sp.
PCC 7002 (PDB code 1K0T), (for details please refer to Antonkine et al. (2002)). This structure is superpositioned on the structure
of bound PsaC (colored cyan) in the assembled-PS I structure from Synechococcus elongatus (PDB code 1JB0) (for details please
refer to Jordan et al. (2001)). FA, FB of PsaC are shown in ball representation where the Fe and S atoms of assembled PsaC are
colored gray and yellow, respectively. The Fe and S atoms of free PsaC are colored blue. The presented model was constructed using
the graphics program VMD (Humphrey et al. 1996). (A. Fish, K. Kogan and R. Nechushtai, unpublished.) See Chapter 32, p. 559.
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Color Plates

Fig. 1. Assembly of PsaD in the PS I complex. The different subunits of PS I structures were taken from Synechococcus elongatus
(PDB code 1JB0) PsaA, PsaB, PsaC and PsaD, colored gray, ochre, cyan and green, respectively (for details please refer to Jordan
et al. (2001)). The presented model was constructed using the graphics program VMD (Humphrey et al. 1996). (A. Fish, K. Kogan
and R. Nechushtai, unpublished.) See Chapter 32, p. 561.

Fig. 2. Association of PsaE with the PS I complex. The NMR structure of free/soluble PsaE (colored purple) of Synechococcus sp.
PCC 7002 (PDB code 1PSF) for details please refer to Falzone et al. (1994), was superpositioned with the structure of PsaE in the
assembled-PS I structure (colored pink) from Synechococcus elongatus (PDB code 1JB0), (for details please refer to Jordan et al.
(2001)). The subunits of PS I structure PsaA, PsaB, PsaC and PsaD, colored gray, ochre, cyan and green, respectively. FA, FB of
PsaC are shown in ball representation where the Fe and S atoms are colored gray and yellow, respectively. The presented model was
constructed using the graphics program VMD (Humphrey et al. 1996). (A. Fish, K. Kogan and R. Nechushtai, unpublished.) See
Chapter 32, p. 563.
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Color Plates

Fig. 1. Electron tunneling kinetics with different complements of Fe/S and different quinones using electron tunneling parameters
described in the text. On the right, a comparison of native phylloquinone (dashed) with plastoquinone (solid). (C. Moser and
L. Dutton, unpublished.) See Chapter 34, p. 591.
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Color Plates

Fig. 1. Overall folding (a) and surface electrostatic potential distribution (b) of Cytochrome c6 (upper) and Plastocyanin (lower)
from different organisms. Iron and copper atoms are in space-filling representations, porphyrin ring and metal ligands in sticks,
and polypeptide chains in flat ribbons. Positively and negatively charged areas are in blue and red, respectively, with the surface
electrostatic potential being calculated at 40 mM ionic strength and pH 7. In all cases, the two molecules are similarly oriented with
their sites 1 and 2 at the top and front, respectively. (M. De la Rosa, F. Molina-Heredia, M. Hervás and J. Navarro, unpublished) See
Chapter 40, p. 687.
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A Personal Historical Introduction to Photosystem I:
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Summary

The system concerned with reduction of the pyridine nucleotide coenzymes depends on two proteins: a non-heme
iron protein associated closely with the photochemical reaction center (Photosystem I) and a flavoprotein that
functions as a reductase. The non-heme iron protein, previously known as the “methemoglobin reducing factor
(MRF),” as “photosynthetic pyridine nucleotide reductase (PPNR),” and as the “TPN1 reducing factor (TRF),”
is recognized as a member of a class of proteins now called “ferredoxin (Fd).” The FAD-containing flavoprotein
known now as “Fd:NADP+ oxidoreductase (FNR)” was known previously as “TPNH diaphorase,” as “pyridine
nucleotide transhydrogenase,” and as “TPN reductase.” An abbreviated review of the investigations leading to the
isolation and characterization of these two proteins that have extended over a number of years and in a number of
different laboratories is presented herein. This has unavoidably led to a synonymy and I describe here my personal
recollection of how this came about.

I. Prologue

The reduction of pyridine nucleotides by illuminated
chloroplasts was demonstrated independently in three
different laboratories in 1951 (Arnon, 1951; Tolmach,

∗ Author for correspondence, email: sanpietr@indiana.edu
1 NAD and NADP were known earlier as Coenzymes I and II
and then later as DPN and TPN

Abbreviations: ATP – adenosine triphosphate; DPN – dinu-
cleotide phosphate; FAD – flavin adenine dinucleotide; Fd –
ferredoxin; MRF – methemoglobin reducing factor; NADP+ –
nicotinamide dinucleotide phosphate; PPNR – photosynthetic
pyridine nucleotide reductase; TPN – trinucleotide phosphate;
TRF – TPN reducing factor.

1951;Vishniac and Ochoa,1951). In these experiments,
the formation of reduced pyridine nucleotides was
demonstrated indirectly by coupling the photochemical
reaction with a suitable dehydrogenase and measur-
ing the formation of the product of the dehydroge-
nase system. In the absence of the coupling system, no
directly measurable reduction of pyridine nucleotides
was observed. The inability of pyridine nucleotides
to undergo directly measurable photochemical reduc-
tion was considered to be a consequence of their low
oxidation–reduction potential (E ′

0 at pH 7 = −0.32 V)
since most of the substances that were effective as
oxidants in the Hill reaction have high oxidation–
reduction potentials (E ′

0 at pH 7 = +0.1 to
+0.4 V).

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 1–8.
C© 2006 Springer.



2 Anthony San Pietro

Fig. 1. Stereoisomers of reduced deuteriopyridine nucleotides.

As an extension of my interest in hydrogen transfer
reactions in biological systems,2 I began an investi-
gation of the reduction of pyridine nucleotides by il-
luminated grana (thylakoids) because of their impor-
tant and well-known physiological role as coenzymes
in enzyme-catalyzed reactions. In light of the proposed
redox limitation indicated above, the initial approach,
also indirect, was to measure the turnover of the pyri-
dine nucleotides; i.e., photoreduction followed by re-
oxidation assayed as deuterium incorporation from the
medium. This approach was valid independent of which
of the two possible stereoisomers of reduced pyridine
nucleotide (Fig. 1) was formed initially and so long as
the subsequent oxidation was of opposite stereospeci-
ficity. The expectation was that the information ob-
tained in this study would permit determination as
to whether the reduction was enzymatic or chemical
in nature. An unexpected but very important finding
ensued. As expected, there was incorporation of deu-
terium from the medium into the oxidized pyridine nu-
cleotide and the deuterium was present at the site at

2 From 1952 to 1954, I was a Post-Doctoral Fellow in Biology
and the McCollum Pratt Institute, the Johns Hopkins University.
During this period my research centered on elucidation of the
structure of reduced pyridine nucleotides with M. E. Pullman
and S. P. Colowick and on elucidation of the mechanism and
stereospecificity of the pyridine nucleotide transhydrogenase re-
action in Pseudomonas fluorescens with N. O. Kaplan and S. P.
Colowick. In addition, I was interested in the stereospecificity of
enzymatic pyridine nucleotide reduction by various dehydroge-
nases: i.e., was only one, or both, of the two possible stereoiso-
mers of the reduced pyridine nucleotide formed during dehy-
drogenase activity. It was shown previously that yeast alcohol
dehydrogenase (ADH) is stereospecific with respect to both the
alcohol and the pyridine nucleotide (Form A in Fig. 1). The stere-
ospecificity of the transhydrogenase reaction in P. fluorescens is
opposite (Form B in Fig. 1) to that of yeast ADH Thereafter, the
stereospecificities of a number of additional pyridine nucleotide-
linked dehydrogenases were elucidated relative to that exhibited
by yeast ADH.

In 1954, I joined the faculty and began the study of photosyn-
thetic electron/hydrogen transfer reactions.

which the pyridine nucleotides underwent enzymatic
reversible oxidation–reduction (San Pietro and Lang,
1956, 1957). The unexpected result was the observation
that at high grana (chlorophyll) concentration, there
was an accumulation of the reduced form of the coen-
zyme. At low grana (chlorophyll) concentration, there
was no indication of the reduced coenzyme. I remem-
ber vividly to this day the excitement Helga Lang and
I experienced when we noted a small, but meaningful,
decrease (�A = 0.044) in absorbance at 340 nm upon
addition of yeast alcohol dehydrogenase and acetalde-
hyde to the reaction mixture.

II. Ferredoxin

This chance observation prompted Helga Lang and I
to investigate the conditions under which the photo-
chemical reduction of pyridine nucleotides could be
demonstrated directly. It was shown that when either
dinucleotide phosphate (DPN) or trinucleotide phos-
phate (TPN)3 is incubated with chlorophyll grana in
the light, either aerobically or anaerobically, reduced
pyridine nucleotide accumulates in the medium (San
Pietro and Lang, 1956).

In these studies, however, it was necessary to employ
fairly high concentrations of grana and pyridine nu-
cleotides. More significant in this connection was the
relationship between the grana concentration and the
amount of pyridine nucleotide reduced. At low grana
concentrations there was no reduction of pyridine nu-
cleotide; at higher grana concentrations there was a
linear relationship between the grana concentration and
the amount of reduced pyridine nucleotide formed. This
is shown graphically in Fig. 2; experimental conditions
were as described in San Pietro and Lang (1956).

These results suggested that a naturally occurring
factor or catalyst was required for the reduction of pyri-
dine nucleotides. To test this hypothesis, a soluble ex-
tract of chloroplasts was prepared. The addition of the
soluble extract to a system containing a low concen-
tration of grana restored the pyridine nucleotide reduc-
tion activity (San Pietro and Lang, 1956). This finding
allowed for the direct and rapid measurement of the ini-
tial rate of pyridine nucleotide reduction since the re-
duction could be assayed spectrophotometrically by the

3 The use of DPN rather than TPN in our initial experiments was
dictated by cost. If my memory is correct, the cost of TPN was
about $1,000 per gram; in contrast, the cost of DPN was only
about $50 per gram.
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Fig. 2. Relationship between chlorophyll concentration and ac-
cumulation of DPNH. Source: San Pietro and Lang (1956).

increase in absorbance at 340 nm of the reaction mix-
ture without the prior removal of the grana.4 Further-
more, the heat lability of the soluble factor supported
our earlier assumption that the reduction of pyridine
nucleotides by illuminated grana was enzymatic in na-
ture rather than chemical.

Soon thereafter, Arnon et al. (1957) reported evi-
dence in agreement with our findings. They demon-
strated that the reduction of TPN by illuminated chloro-
plasts was made possible by the addition of an aqueous
extract of whole chloroplasts. The reduction process
was not specific for TPN since DPN was also reduced
but at a slower rate.

In 1958, San Pietro and Lang reported the isolation
and partial purification of a soluble protein that cat-
alyzed the reduction of pyridine nucleotides by illumi-
nated chloroplasts or grana. They suggested that this
protein be named Photosynthetic Pyridine Nucleotide
Reductase (PPNR). In agreement with Arnon et al.
(1957), the partially purified PPNR was not specific
for TPN as DPN was also reduced but at a slower
rate. The specificity for TPN was observed when the
PPNR was further purified. It must be noted that the first
demonstration that a soluble factor can be added back to
chloroplasts to reconstitute their overall electron trans-
port reaction must be attributed to Robin Hill and his
colleagues. The following statement taken from Hill

4 The availability of a rapid assay procedure and the easy ac-
cessibility of large amounts of starting material provided for a
biochemical approach to the elucidation and function of the un-
known factor(s) as well as the mechanism of the photobiological
coenzyme reduction process.

(1951) summarizes their findings. “We have found that
untreated chloroplast suspensions from many plants
show an active capacity for reducing muscle methe-
moglobin in light. When the chloroplast suspension is
diluted, the activity (in terms of chlorophyll present)
falls off in a way showing the presence of a soluble
factor. The washed chloroplasts were incapable of re-
ducing methemoglobin in light, but addition of the sol-
uble fraction of the leaf juice restored the activity. The
soluble methemoglobin reduction factor (MRF) is ther-
molabile.” Helga Lang and I were unaware of the prior
work on the methemoglobin reducing factor when we
reported our observations in 1956. In 1962, Tagawa and
Arnon described this protein under the name of spinach
(or chloroplast) ferredoxin. This change in nomencla-
ture was based on the chemical and functional similar-
ities of the proteins isolated from plants and bacteria.
Bacterial ferredoxin was discovered by Mortenson et al.
(1962) at the DuPont Laboratories.5 It is interesting that
in spite of the similarities, the proteins isolated from
these two sources differ in their absorption spectra, in
their iron contents, in their molecular weights and in
their amino acid analyses. The redox potentials, how-
ever, of the plant and bacterial proteins are similar.

In the same year Gewitz and Volker (1962) reported
the purification from Chlorella of a red protein and
described a flavoprotein. The absorption spectrum of
the red protein was similar to those of PPNR and MRF
shown in Fig. 3. Furthermore, both the red protein and
the flavoprotein were required for the maximal rate of
TPN reduction and oxygen evolution.

Both MRF and PPNR were extensively purified
and shown to be homogeneous by electrophoresis, by

5 That which follows is my personal recollection of the genesis
of the descriptive name ferredoxin. Following the discovery of
the bacterial protein there was a contest at DuPont to provide an
appropriate name for this new bacterial redox factor. The winner
of the contest was David Wharton and his derivation of ferredoxin
was:

fer redox in
iron-containing oxidation–reduction protein

Thereafter, ferredoxin became the generic name for this new
group of non-heme iron and labile sulfide containing redox
proteins.

Although the ferredoxin terminology was universally ac-
cepted, most investigators were unaware of the Wharton deriva-
tion. Piqued by curiosity, Harold Davenport, in typical scholarly
fashion, sought help from the dictionary and mentioned to me
personally in 1965 in Yellow Springs, OH, clearly with tongue
in cheek, an alternative derivation; namely,

ferre doxin(doxy)
iron (woman) of low morals
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Table 1. Correlation of absorbance in the visible region and
iron content

Wavelength (mμ)

Protein Source 330 420 465

PPNR Spinach 6.70 4.95 4.45
Red enzyme Chlorella 7.37 5.29 4.89
Ferredoxin Spinach 6.95 5.16 4.65
MRF Parsley 6.83 5.18 4.67

The values are presented as the absorbance of a solution of
protein containing 1 μmol of iron per milliliter. Source: Hill
and San Pietro (1963).

Fig. 3. Absorption spectra of methemoglobin reducing factor
from parsley and PPNR from spinach. Upper curve: methe-
moglobin reducing factor, 0.77 mg of protein per milliliter;
lower curve: PPNR, concentration equivalent to 0.081 μmol of
iron per milliliter. Source: Hill and San Pietro (1963).

column chromatography, and by ultracentrifugation.
The absorption spectra of PPNR from spinach and
MRF from parsley are very similar as shown in Fig. 3;
the major difference between them is the relationship
of the absorption in the visible region to that in the
ultraviolet (Table 1). Although the absolute values for
PPNR are lower than those for MRF, yet the relation-
ship between the three visible maxima to the ultraviolet
peak is similar for each protein. The difference in the
absolute values is very likely due to the presence of 1
mol of tryptophan in PPNR and its absence in MRF.

In view of the difference in tryptophan content a
comparison of the absolute absorption spectra of these
proteins is not meaningful. However, when the relative
absorbance per unit of iron at 330, 420, and 465 nm
due to the chromophoric group was calculated, the data
obtained was essentially identical for PPNR, MRF, the
Red Enzyme, and spinach ferredoxin (Table 1). The
implication was that the chromophoric group in these
proteins was the same (Hill and San Pietro, 1963).

Fry and San Pietro (1962) reported that PPNR con-
tains “labile sulfide” in an amount stoichiometric to the

Table 2. Correlation between extent of photobleaching and
reduction of iron

% Bleaching

420 mμ 460 mμ
Illumination

time (min)

% Total iron in

ferrous state

% Fe++/average

% bleaching

0.5 34 32 19 0.58
1.0 74 74 33 0.45
3.0 97 97 44 0.45

Source: Fry et al. (1963).

iron content that is liberated as hydrogen sulfide upon
acidification. Similar results were reported for the red
protein of Chlorella, for spinach ferredoxin, and for the
crystalline Clostridial ferredoxins. In a personal dis-
cussion with Philip Handler, I learned that three iron
flavoproteins, dihydroorotic dehydrogenase, aldehyde
oxidase, and xanthine oxidase also contain an amount
of “labile sulfide” equivalent to their iron content. Hill
and San Pietro (1963) stated in their review that this
appears to be a property common to all non-heme iron
proteins that undergo reversible oxidation–reduction.
It is most likely that the iron is involved in electron
transport catalyzed by these proteins and undergoes a
reversible change in valence state. The redox potentials
of spinach ferredoxin (Tagawa and Arnon, 1962), of
Clostridial ferredoxin (Tagawa and Arnon, 1962) and
of PPNR (Hill and San Pietro, unpublished data) are
similar and close to that of the hydrogen electrode at
neutral pH. It seems reasonable to assume that there is
a correlation between the low redox potential of these
proteins and the fact that they contain non-heme iron
and “labile sulfide” in equivalent amounts.

Although it was inferred that the reduction of non-
heme proteins correlated with a change in the valence
state of the metal, definitive proof in support of this cor-
relation was lacking. Nor was it known whether all, or
only part, of the metal underwent reversible oxidation–
reduction during the electron donation activity.
Fry et al. (1963) provided answers to both questions
when they reported that one half of the iron in PPNR
underwent a valence change when the protein was re-
duced by illuminated chloroplasts. In the oxidized state,
all of the metal was in the ferric iron state. Following il-
lumination of the protein and the blocking of sulfhydryl
groups to prevent further reduction of the remaining
ferric iron, the amount of ferrous iron present was
assessed spectrally as the ferrous-orthophenanthroline
complex at 510 nm (see Table 2 below).

It was important to demonstrate further the re-
versibility of the oxidation–reduction cycle and restora-
tion of the original spectrum and activity. When
the photobleached PPNR was reoxidized by TPN in
the presence of chloroplasts, there was essentially
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Table 3. Amount of ferrous iron after photobleaching followed by reoxidation with TPN

% Bleaching
% Restoration of
original spectrumIllumination iron in % Total ferrous

time (min) 420 mμ 460 mμ TPN 420 mμ 460 mμ state

2 38 40 + 98 98 7
5 85 86 + 93 92 9
8 93 95 + 94 93 11
5 87 88 − 43

Each reaction mixture contained 2.6 mg PPNR (equivalent to 0.237 μmol iron), chloroplasts equiv-
alent to 18.4 μg chlorophyll, 0.5 mg glucose oxidase, 10 mg glucose, and 135 μmol Tris–HCl buffer,
pH 7.45, in a total volume of 2.8 ml. Where indicated, 1.1 μmol TPN was added after illumination.
In a dark control in the absence of TPN, 6% of the total iron was in the ferrous state. The data
presented above have been corrected for this value. Source: Fry et al. (1963).

Table 4. Reversal of photobleaching by TPN and recovery of enzymatic activity

% Bleaching
% Restoration of
original spectrumIllumination time, Time, min, in dark

min 420 mμ 460 mμ before TPN 420 mμ 460 mμ % Original activity

5 85 86 5 93 94 92
5 81 81 10 92 91 93
5 77 80 25 91 91 89

Source: Fry et al. (1963).

complete restoration of the original spectrum of the
protein (see Tables 3 and 4). In a control experiment,
water was added in place of the TPN solution (Table 3,
last row), and the absorbance change observed was neg-
ligible.

It is seen that in the control mixture to which TPN
was not added, 43% of the total iron was in the ferrous
state (Table 3). After reoxidation with TPN, the per-
centage of iron in the ferrous state is greatly decreased
(Table 3).

The photobleached PPNR was stable when kept in
the dark up to 25 min before addition of TPN (Table 4).
The enzymatic activity of the PPNR used in these ex-
periments was again determined after photobleaching
and subsequent reoxidation by TPN. It is seen that there
was very little loss in enzymatic activity (Table 4, last
column).

Finally, since PPNR was inferred to function as an
electron carrier between the photosystem and NADP+

reduction, it was important to demonstrate that the ki-
netics of PPNR reduction (and reoxidation) were equal
to, or faster than, the kinetics of NADP+ reduction.
When PPNR was purified to a degree sufficient for op-
tical tests Chance and San Pietro (1963) demonstrated
that the rate of the light-induced bleaching was suffi-
cient to explain the rate of NADP+ reduction. In brief,
it was important to know whether or not the spectro-
scopically identifiable change is part of the action of
PPNR. As seen in section A of Fig. 4, the reduction of
PPNR began almost immediately upon illumination.

Fig. 4. (A) Kinetics of bleaching of 13.8 μM PPNR in the pres-
ence of chloroplast (2.5 μg chlorophyll/ml) but in the absence
of NADP+. The time and absorbancy scales are indicated on
the diagram. A decrease of absorbancy at 480 mμ with respect
to 540 mμ corresponds to an upward deflection of the trace.
The moments at which the lights turn on and off are marked
on the figure. (B) An experiment identical to that of Fig. 3A
except that 100 μM NADP+ is present. Source: Chance and
San Pietro (1963).

The initial rate of reduction was 0.27 μM/sec and the
amplitude of the effect corresponds to 3.9 μM oxidized
or 28% of the 13.8 μM PPNR. In this case the activity of
the chloroplasts in reducing PPNR was measured di-
rectly, without added NADP+. The rate corresponds
to 390 μmol of PPNR reduced/mg chlorophyll/h at
260 ◦C.

The chloroplast–PPNR system was tested in the
same concentration of NADP+ used in Fig. 4 and the
rate of NADP+ reduction measured at 340 nm was
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0.1 μM/sec. This value is about one half of the rate
of PPNR reduction in the presence of NADP+ (section
B of Fig. 4) and one third of the rate observed in the ab-
sence of NADP+. The overall activity corresponded to
140 μmol NADP+ reduced/mg chlorophyll/h at 260 ◦C.

The observation that PPNR is reduced more rapidly
than NADP+ shows that the reduced form has the po-
tentiality of acting as an electron carrier between the
chloroplasts and NADP+.

III. Ferredoxin:NADP+ Oxidoreductase

San Pietro and Lang (1958) found that the partially
purified PPNR catalyzed the reduction of both TPN
and DPN. In these studies the initial rate of reduc-
tion of DPN was about 70% of the rate observed with
TPN. However, when PPNR was further purified, it cat-
alyzed the reduction of only TPN; DPN was not re-
duced. These observations were explained on the basis
that the PPNR is specific for TPN; the reduction of
DPN was thought to require a second protein in addi-
tion to PPNR. It was suggested that this second pro-
tein that was present in the partially purified PPNR,
but absent in the purified PPNR, would exhibit pyri-
dine nucleotide transhydrogenase activity. Arnon et al.
(1957) explained their observation that DPN was as ef-
fective as TPN in stimulating photosynthetic phospho-
rylation, provided either a large amount of chloroplast
material or an excess of chloroplast extract was used, in
a similar manner. However, at that time the presence of
pyridine nucleotide transhydrogenase in spinach had
not been demonstrated. Avron and Jagendorf (1956)
reported the isolation and purification of a TPNH di-
aphorase6 from washed spinach chloroplasts.7 In the
discussion of this paper they state that the diaphorase
preparation catalyzed the reduction of the acetylpyri-
dine analogue of TPN by TPNH. The similar analog
of DPN did not serve as a hydrogen acceptor. The sig-
nificance of this observation was recognized when the
pyridine nucleotide transhydrogenase was purified and
shown to be identical to the TPNH diaphorase of Avron
and Jagendorf.

The occurrence of pyridine nucleotide transhydro-
genase in a partially purified preparation of PPNR was
reported by Keister and San Pietro (1959). The further
purification of the partially purified PPNR was accom-

6 Diaphorase catalyzes the oxidation of TPNH (NADPH) in the
presence of an electron acceptor.
7 In 1956, Andre Jangendorf and I were colleagues in the Biology
Department of the Johns Hopkins University.

Fig. 5. Effect of antibody on photochemical reduction of
TPN. The antibody preparation contained 17.4 mg protein/ml.
Curve I: no antibody; curves II and III: 0.004 and 0.008 ml
antibody, respectively. Time of illumination: 2.5 min. Source:
Keister et al. (1962).

plished by the precipitation of the enzyme with pro-
tamine sulfate. It is during this purification step that the
transhydrogenase and PPNR activities separate and that
the specificity of PPNR for TPN reduction becomes ap-
parent. The transhydrogenase was purified by Keister
et al. (1960) and certain of its properties studied. The
enzyme is specific for TPN with respect to the hydro-
gen donor and acceptor and the absorption spectrum of
the purified enzyme is typical of a flavin. In addition,
the flavin constituent of the enzyme has been shown
to be flavin adenine dinucleotide (FAD). The protein
was obtained in crystalline form in 1963 by Shin et al.,
from spinach under the name of TPN reductase.

It was found that the reduction of TPN, as well as
DPN, by illuminated chloroplasts requires both PPNR
and transhydrogenase (Keister et al., 1962).

The experimental approach used to demonstrate the
requirement for transhydrogenase was to prepare an an-
tibody to the purified protein. The antibody inhibited
the reduction of both pyridine nucleotides and the in-
hibitory effect of the antibody could be alleviated by the
addition of purified transhydrogenase. The inhibitory
effect of the antibody on TPN reduction, as well as the
other activities catalyzed by this protein, is shown in
Figs. 5 and 6.

Using the antibody technique it was possible to esti-
mate that chloroplasts equivalent to 1 mg of chlorophyll
contain sufficient transhydrogenase to catalyze the re-
duction of 120 μmol of TPN per hour. It is under-
standable, therefore, that the photochemical reduction
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Fig. 6. Inhibitory effect of antibody. The antibody preparation
contained 17.4 mg protein/ml. The volume of antibody used
was: A, 0.03 ml; B, 0.005 ml for the middle curve and 0.01 ml
for the lower curve; C and D, 0.005 ml. Source: Keister et al.
(1962).

of TPN could be observed in the absence of added
transhydrogenase and was thought originally to require
only PPNR.

Tagawa and Arnon (1962) and Shin et al. (1963)
reported similar results using two different experimen-
tal approaches. First, they reasoned that it should be
possible to use hydrogen and hydrogenase in place of
illuminated chloroplasts to provide the reducing poten-
tial necessary for the reduction of TPN. According to
expectation, the reduction of TPN by hydrogen and hy-
drogenase was shown to occur only when both spinach
ferredoxin and TPN reductase were present. The sec-
ond approach used by them was to extract the TPN
reductase from the chloroplasts. The extracted chloro-
plasts were unable to photoreduce TPN in the presence
of only added spinach ferredoxin; TPNH formation
was observed upon the subsequent addition of TPN
reductase.

IV. Epilogue

Some four decades ago it was known that the reduction
of pyridine nucleotides by illuminated chloroplasts re-
quires the presence of two proteins, Fd and Fd:NADP+

oxidoreductase, which are of prime importance in the
conversion of electromagnetic energy into useful chem-
ical free energy in the form of NADPH and adenosine
triphosphate (ATP).8 Very fortunately, the coenzymes,

8 Although not discussed herein, photosynthetic electron trans-
port from water to NADP results in ATP production stoichiomet-
ric to pyridine nucleotide reduction.

NAD and NADP+, have in their reduced states the
important property of not being oxidized directly by
molecular oxygen at an appreciable rate. This prop-
erty of the reduced pyridine nucleotides allowed for
the study of a partial system derived from green plants
under aerobic conditions. Provided that the two spe-
cific proteins are present, chloroplasts will catalyze the
following reaction in absorbed light:

Pi + ADP + NADP+ + H2O

↔ NADPH + H+ + ATP + 1/2O2

The energy generated, together with additional ATP
formed by cyclic photophosphorylation, is used for cell
growth and reproduction.

As detailed in subsequent chapters, some 40 years
later we realize how simplistic was our view of the
electron transport pathway involving Photosystem I.
At what time in the future will today’s views suffer the
same fate?

V. Addendum

A. Role of Non-Heme Proteins in Energy
Conversion

The ubiquity of the non-heme iron, labile sulfide-
containing proteins in biological systems and their role
in energy conversion processes was only beginning to
be realized in the mid-1960s. The initial discovery of
the bacterial and plant ferredoxins in the 1950s focused
primarily on their role in electron transport. The bacte-
rial and plant ferredoxins are relatively simple proteins
of low molecular weight (<20,000) and have no other
detectable cofactors. The discovery of more complex
non-heme iron proteins with higher molecular weights
(>20,000) and which contains cofactors such as flavins,
Coenzyme Q, etc., was coincident with their role in
energy conserving processes. By the mid-1960s, non-
heme iron proteins were shown to function in mito-
chondrial electron transport and nitrogen fixation as
well as photosynthetic electron transport. Clearly, the
importance of non-heme iron proteins was beginning
to approach that of the heme proteins. I believe the
current view is that they are equally important.

I was fortunate to convene a symposium in 1965 en-
titled “Non-Heme Iron Proteins: Role in Energy Con-
version.” Prior to the time of this symposium the prob-
lem of energy conversion was hardly even mentioned
mainly because the focus earlier (1950s) had been on
the simple bacterial and plant proteins. The more recent
(early 1960s) research dealt with complex non-heme
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iron proteins such as aldehyde oxidase, which con-
tains ubiquinone-Coenzyme Q, flavin, iron, labile sul-
fide, and molybdenum. This enzyme was proposed as a
model for the electron transport chain in mitochondria
because its susceptibility to inhibitors such as amytal,
antimycin, and oligomycin is reminiscent of oxidative
phosphorylation in mitochondria.

The late Professor Efriam (Ef) Racker, a preeminent
biochemist, chaired the last session of the symposium
and ended his Chairman’s Remarks as follows: “This
morning we shall hear from Dr. Butow that there is a
non-heme iron linked electron transport system in mi-
tochondria which appears to be closely linked to the
process of oxidative phosphorylation. Indeed, it begins
to look as if non-heme iron (NHI) may become almost
as important to studies of energy conversions as NIH.
The remarkable vision of the organizer of this sympo-
sium, who selected the title before a direct relationship
between non-heme iron proteins and energy conversion
was established must be admired.” As the sole organizer
of that symposium, I was, and will always be, grateful
to Ef Racker for his kind and gracious remark!
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Summary

The discovery of bound iron–sulfur proteins in chloroplast membranes was made in 1971 using EPR spectroscopy.
This chapter describes the events leading up to that discovery and the conclusions drawn concerning the structure
and function of these proteins.

I. Ferredoxins and Laccase

I was introduced to iron–sulfur proteins shortly after I
came to graduate school in the Department of Bio-
chemistry at UC Berkeley in 1962. Although I had
a strong interest in enzyme mechanisms, I chose to
work in the laboratory of Jesse Rabinowitz, a microbial
biochemist who was involved in studies of metabolic
processes in the anaerobic bacteria, Clostridia. In the
early 1960s, the laboratory had become involved with a
new group of electron transfer proteins, the ferredoxins,
which were required for a variety of biochemical reac-
tions in Clostridia, including pyruvate oxidation and ni-
trogen fixation. Ferredoxin from Clostridium pasteuri-
anum was first discovered by Mortenson et al. (1962)
and was subsequently shown to be present in a number
of anaerobic bacteria as well as photosynthetic bac-
teria. Subsequently, ferredoxins were also discovered
in chloroplasts of plants and in other oxygen-evolving
photosynthetic organisms where they played a key role
in the photosynthetic light reactions (see San Pietro,

∗ Author for correspondence, email: dickm@nature.berkeley.edu

Abbreviations: EPR – electron paramagnetic resonance; PS I –
Photosystem I.

Chapter 1 of this volume). Little was known about
the chemical nature of these proteins, other than they
contained non-heme iron and an unusual form of sul-
fur, usually known as “acid-labile sulfur” or “inorganic
sulfide,” which was released from the protein as H2S
upon acidification. In the Rabinowitz lab, two postdoc-
toral fellows, Bob Buchanan and Walt Lovenberg, were
leading the investigations of the chemical properties
of Clostridial ferredoxin and showed this protein con-
tained equivalent amounts of iron and sulfide. In this
case, the Clostridial protein contained 8 mol of iron per
mole of protein and 8 mol of inorganic sulfide per mole
of protein. My initial thesis project, however, did not
deal with the chemistry of ferredoxin but rather dealt
with the question of how the protein was synthesized,
and my official thesis title was “The Biosynthesis of
Ferredoxin.” Before even beginning this project, two
reports came out from Bayer et al. (1965) and Bayer
and Parr (1966), which claimed that the inorganic sul-
fide in ferredoxin originated from the cysteine residues
in the protein. Upon seeing this report, my efforts were
immediately redirected toward testing this proposal and
attempting to define the source of the sulfide in ferre-
doxin. A major breakthrough came when I discovered
conditions for the reconstitution of ferredoxin from

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 9–14.
C© 2006 Springer.
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an isolated apoferredoxin, totally free of iron and sul-
fide (Malkin and Rabinowitz, 1966). If ferredoxin was
treated with a mercurial compound, the iron and in-
organic sulfide were released from the protein and an
apoprotein could be isolated. The apoprotein, which
still contained eight cysteine residues, could be recon-
stituted by the addition of iron and Na2S in the presence
of a thiol compound, such as 2-mercaptoethanol. The
reconstituted ferredoxin was indistinguishable from
the native protein with respect to enzymatic activity,
spectra, and iron and sulfide content. This experiment
proved conclusively that the inorganic sulfide in ferre-
doxin did not originate from cysteine residues but rather
existed in a different form that could be resolved from
the protein independent of the sulfur-containing amino
acids in the polypeptide chain.

I digressed to this discussion of my first experiments
with Clostridial ferredoxin because this was my in-
troduction to this class of electron carriers, and little
did I know at the time that the broader group of iron–
sulfur proteins would be the focus of my research ca-
reer over the next 40 years. In 1967, I finished my Ph.D.
work with a thesis entitled “Studies on the Chemical
Nature of Bacterial Ferredoxin,” never having faced
the problem of biosynthesis. Toward the end of my
graduate school days, it became apparent to me that
various spectroscopic techniques were powerful tools
for studying the structure and function of metallopro-
teins. For example, Helmut Beinert and his colleagues
at the University of Wisconsin used electron param-
agnetic resonance (EPR) spectroscopy as a technique
that allowed the study of iron–sulfur proteins in mito-
chondrial membranes and submitochondrial particles.
Wanting to continue to study metalloproteins, I decided
to do postdoctoral work in a laboratory that would al-
low me to learn more about EPR, and my final choice
turned out to be an excellent one. In 1969 I moved to
the Department of Biochemistry at the University of
Göteborg in Sweden to join the laboratory of Profes-
sor Bo Malmström. The Malmström lab included both
biochemists and biophysicists, the latter using EPR to
study copper-containing proteins. After a short time
in the lab, I decided to work on the so-called “blue”
copper-containing oxidase, laccase. Laccase was an
unusual oxidase that contained four copper atoms per
mole of protein, including a single “blue” copper atom
with unusual spectroscopic properties. The enzyme cat-
alyzed the four-electron reduction of oxygen to water.
This protein was ideal for biophysical characteriza-
tion because it could be prepared in large quantities
in a pure state. Collaborating with another American
in the lab, Jim Fee, we were able to characterize the

multiple copper atoms in the enzyme and provide de-
tails on the mechanism of the oxidase reaction. EPR
was particularly useful with this protein because two
of the four copper atoms, known as type 1 and type 2
cupric atoms, could be readily differentiated on the ba-
sis of their EPR properties. We also discovered that the
remaining two copper atoms in the protein, although
formally in the cupric state, were EPR-silent because
of a proposed spin coupling mechanism (Fee et al.,
1969).

II. Photosynthesis and Fe/S Clusters

In 1969, I had the opportunity to return to Berkeley
as a staff member in the Department of Cell Physiol-
ogy, chaired by Daniel Arnon. At that time, the depart-
ment was more like a research institute, the focus of the
program being biochemical aspects of photosynthesis.
The department was comprised of a highly professional
group of Ph.D. level scientists, supported by a skilled
group of technicians. Among the scientists were Bob
Buchanan, who moved from the Department of Bio-
chemistry and was engaged on studies of ferredoxins
in photosynthetic systems and Dave Knaff, who had
come to Berkeley shortly before me to study photosyn-
thetic processes in plants. As a physical biochemist,
Dave introduced me to the intricacies of redox poten-
tiometry, a technique that we both used extensively in
characterizing metalloproteins in biological systems.
I came to Cell Physiology because of my familiarity
with copper-containing proteins and the great interest
in plastocyanin, a blue copper-containing protein that
was a presumed member of the chloroplast electron
transport chain.

In addition to my new colleagues in Cell Physiology,
I also had the opportunity to become reacquainted with
Alan Bearden upon my return to Berkeley. I had met
Alan at a Gordon Conference on Metal Ions in Biol-
ogy in 1968, at which time Alan was a faculty member
at UC San Diego where he had studied the structure
of iron–sulfur proteins using Mössbauer spectroscopy.
He moved to the Donner Laboratory on the Berkeley
campus shortly before my arrival in 1969 and had ini-
tiated a project using EPR spectroscopy to study the
role of metals in biological systems. Alan’s familiarity
with biophysical aspects of iron–sulfur proteins and
EPR complemented my background, which was more
along the biochemical direction. In early discussions,
Alan and I decided to look at a perplexing problem that
existed in our understanding of plant photosynthesis.
Two EPR signals had been identified in plants, known
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Fig. 1. Photoreduction of a bound iron–sulfur center in intact chloroplasts after illumination at 10 K with far-red (715 nm) light. The
EPR spectrum was recorded at 20 K. Source: Malkin R and Bearden AJ (1971).

as Signal I and Signal II (Commoner et al., 1956). The
first of these was associated with Photosystem I (PS I)
and a number of studies had shown that this narrow
free-radical signal was associated with the oxidized
form of P700 (Beinert et al., 1962). The second signal,
Signal II, was associated with Photosystem II (PS II)
and its origin was much more controversial but was fi-
nally shown to arise from an oxidized tyrosine residue
involved in water oxidation (Barry and Babcock, 1987).
Signal I shared a common feature with other com-
ponents known to function as reaction center chloro-
phylls – these molecules underwent photooxidation at
cryogenic temperatures, that is, temperatures as low as
that of liquid helium (4.2 K). The reasoning behind
the temperature-insensitive nature of this photooxida-
tive reaction was that the reaction only involved pho-
ton capture and did not involve chemical diffusion of
molecules, and thus the so-called “primary reaction
of photosynthesis” was independent of temperature.
The perplexing result, however, was that although the
photooxidation of the chlorophyll species involved in
the primary reaction could be demonstrated by EPR
through the detection of a free-radical species result-
ing from the loss of an electron from the chlorophyll,
no paramagnetic reduced species had been identified
by EPR, although we knew the electron lost from P700
had to be transferred to another component, making it
an additional paramagnetic species. We reasoned that
one possible reason the reduced component had not

been identified by EPR was that the reduced species
might be a transition metal ion whose EPR signal could
only be detected at very low temperatures. For exam-
ple, it was known from the early EPR studies of ferre-
doxins that these iron–sulfur proteins had character-
istic EPR signals in the reduced state (the so-called
g = 1.94 EPR signal), but these were only observable
at or near liquid helium temperatures and that these
signals broadened at higher temperatures and became
undetectable.

Our first EPR experiments were rather simple. I iso-
lated intact spinach chloroplasts and took these prepa-
rations to the Bearden laboratory in the Donner Lab-
oratory where the EPR equipment resided. We then
incubated a chloroplast sample in the dark in the pres-
ence of ascorbate, which was followed by freezing in
liquid nitrogen. The sample was then illuminated in an
unsilvered Dewar at 77 K with a strong 1000-W light
source. Our first illuminations were for fairly long times
(minutes) because of the inefficiency of the illumina-
tion setup and the high concentrations of chlorophyll
being used. The chloroplast sample was then analyzed
in the dark by EPR, recording spectra at 10–20 K. A typ-
ical result with intact chloroplasts is shown in Fig. 1.
After illumination at 77 K, there was an increase in
EPR intensity at g-values of 2.05, 1.94, and 1.86. The
large signal in the g = 2.00 region came from chloro-
plast free-radical signals and were not associated with
the iron–sulfur signals. A comparison of the signal
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Fig. 2. EPR spectra of the iron–sulfur centers in intact chloroplasts after reduction in the dark with hydrogen and hydrogenase in the
presence of methyl viologen. The EPR spectrum was recorded at 20 K. Source: Malkin R and Bearden AJ (1971).

observed in chloroplasts with that of purified solu-
ble chloroplast ferredoxin (g-values of 2.05, 1.94, and
1.89) indicated a close similarity in g-values, although
the chloroplast signals were considerably sharper than
those from the soluble protein.

The light-induced signal in chloroplasts was con-
sistent with other known EPR signals from reduced
ferredoxin-type proteins from a variety of sources. To
eliminate the possibility that we were simply observing
the soluble ferredoxin in intact chloroplasts, we re-
peated this experiment with washed, broken chloro-
plasts, which were primarily composed of thylakoid
membranes and were free of all soluble components,
such as ferredoxin. The signals observed after low-
temperature illumination were identical to those seen
with whole chloroplasts, indicating these signals arose
from a membrane-bound component. Another impor-
tant observation at this time was that chemical re-
duction of chloroplast membranes in the dark by the
addition of strong reducing agents, such as sodium
dithionite or hydrogen gas, produced a more compli-
cated EPR spectrum than that observed after illumina-
tion at cryogenic temperatures. As shown in Fig. 2, the
EPR spectrum of a fully chemically reduced sample
showed four g-values (2.05, 1.95, 1.93, and 1.89), and
the g-value at 1.86 observed on photoreduction was
absent in the fully chemically reduced sample. It was

initially proposed that the chemical reduction spectrum
consisted of two overlapping sets of g-values from two
components, one with g-values of 2.05, 1.95, and 1.89
and a second with g-values of 2.05, 1.93, and 1.89. The
g-value at 1.86 had apparently shifted to 1.89 upon re-
duction of the second component, and this is supported
by the EPR spectrum of a partially reduced sample
shown in Fig. 2. This complex spectrum could arise
from the presence of two different iron–sulfur clusters
in a single protein, with only one cluster undergoing
photochemical reduction at cryogenic temperature, but
both centers being capable of chemical reduction in the
dark.

In our first report (Malkin and Bearden, 1971), we
discussed our findings in terms of a “bound ferredoxin,”
not knowing whether chloroplast membranes contained
a bound form of soluble ferredoxin or a new species.
Our findings led to the conclusion that “this protein is
either a primary electron acceptor or part of an elec-
tron acceptor complex in which electrons can be trans-
ferred directly to the ferredoxin at 77 K.” This statement
turned out to be prophetic as future studies led to a more
complicated picture of the electron acceptor complex
in PS I. After our initial report, our work was confirmed
and extended by other workers, most notably by Mike
Evans and coworkers in London (Evans et al., 1972)
and by Bacon Ke and Helmut Beinert (Ke and Beinert,
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1973) in a collaborative effort in Wisconsin and Ohio.
We also continued to follow up our initial observations
by showing that the photoreducible bound iron–sulfur
protein was associated with PS I, using monochromatic
illumination techniques and studies with enriched PS I
fragments (Bearden and Malkin, 1972a,b). This series
of experiments led to the concept that PS I contained
two iron–sulfur clusters, known as Centers A and B,1

one of which (Center A) was photoreduced at cryo-
genic temperatures. Our initial proposal, however, that
the photoreducible Center A was the primary electron
acceptor of PS I required further modification as more
experimental work was done on these centers. The key
observation that led to a modification of our proposal
was the finding by McIntosh et al. (1975) that P700
oxidation at cryogenic temperatures could still occur
under conditions where both iron–sulfur Centers A and
B were fully reduced prior to illumination, leading to
the conclusion that there was an electron acceptor in
PS I that preceded Centers A and B. This led to the de-
tection of an additional iron–sulfur center, Center X,2

that preceded Centers A and B in the PS I electron
acceptor complex. The g-values of Center X (2.08,
1.88, and 1.78) were sufficiently different from those
of Centers A and B so that EPR detection, although
experimentally difficult, was possible. Thus, a model
for the PS I electron acceptor complex emerged in the
mid-1970s that included three different iron–sulfur
clusters, A, B, and X, with Center X being the first
reducible cluster and Center A being the terminal
acceptor of the complex.

While the biophysical aspects of the PS I electron
acceptor complex were clarified in the 1970s, bio-
chemical characterization of these components lagged.
Finally, in the 1980s, we were able to isolate an iron–
sulfur protein from chloroplast membranes by acetone
extraction of well-washed membranes to remove solu-
ble chloroplast ferredoxin (Wynn and Malkin, 1988).
Matsubara and coworkers in Japan also isolated the
same protein using a similar procedure (Oh-Oka et al.,
1988). The isolated bound protein had properties that
were reminiscent of bacterial-type ferredoxins, with a
broad absorption band in 390 nm spectral region. The
EPR spectrum of the isolated protein showed a com-
plex signal that indicated the presence of two [4Fe–4S]
clusters, presumably associated with Centers A and B,
respectively. Amino acid sequence analysis of this iso-
lated protein identified it as the product of the PsaC
gene, which codes for a 9-kDa-polypeptide subunit in

1 Now known as FA and FB.
2 Now known as FX.

PS I. The protein contained eight cysteine residues in
a pattern that was identical to those found in other
bacterial-type ferredoxins, and it is known that two
clusters of four cysteines coordinate with two [4Fe–
4S] clusters in these proteins. An interesting discov-
ery aside from our work on the isolation of the bound
iron–sulfur protein of PS I was that we also found a
second-bound iron–sulfur protein during our purifica-
tion procedure, and the characterization of this protein
resulted in its identification as the Rieske high-potential
iron–sulfur protein, a component of the chloroplast cy-
tochrome b6 f complex (Malkin and Aparicio, 1975).

The culmination of the structural work on the bound
iron–sulfur centers in PS I came more recently from the
elegant work of the German group of Witt–Saenger on
the X-ray crystallographic structure of a PS I complex
from Synechococcus elongatus (Schubert et al., 1997),
now at a resolution of 2.5 Å (Jordan et al., 2001), and
more recently, from the structure of the plant PS I com-
plex by Ben-Shem et al. (2003) in Israel at a resolution
of 4.4 Å. These structural analyses provided the details
of the organization of the two iron–sulfur clusters in
the PsaC protein and documented the unusual bond-
ing of the [4Fe–4S] cluster of Center X by the PsaA
and PsaB subunits of the reaction center complex. It
has taken almost 30 years to move from the first spec-
troscopic signals of the iron–sulfur centers detected in
whole chloroplasts to the molecular details of the struc-
ture of these centers and one can take some consolation
that most of the predictions made from the biophysical
and biochemical studies have been confirmed by the
structural biologists.
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Summary

This article presents a brief historic account of the discovery of the electron acceptor P430 of green-plant Photosystem
I (PS I) by optical spectroscopy. The spectro-kinetic and redox properties of P430 are described. A brief description
of the recently-discovered P430 analogs, C-P430, in green-sulfur bacteria (Kusumoto et al., 1995) and its spectro-
kinetic properties are also included. As an aid to the discussion, the PS I reaction center containing the primary
donor (P700) and the series of electron acceptors is written as {P700 �A0

�A1
�FeS-X �FeS-A/B(P430)}Fd. The

chronological order of the discovery of the PS I electron acceptors is related to the fact that the slower decaying
species are farther removed from the primary donor and technically more readily detected and thus discovered
earlier. The sequence of electron transfers along the electron-acceptor chain in PS I is included here as a frame of
reference to aid the discussion.

∗ Author for correspondence, email: baconke@comcast.net

Abbreviations: EPR – electron paramagnetic resonance; FeS-X –
iron–sulfur cluster now known as FX; FeS-A/B – iron–sulfur clus-
ters now known as FA and FB; MV – methyl viologen; TMPD –
N ,N ,N ′,N ′-tetramethyl-phenylenediamine; PS I – Photosy-
stem I.

I. Introduction

Photosystem I (PS I) is a part of the photosynthetic
apparatus of green plants, algae, and cyanobacteria.
Light-induced charge separation in PS I is coupled with
Photosystem II (PS II) through Cyt b6 f , resulting in
oxygen evolution at PS II and NADP+ reduction at

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 15–29.
C© 2006 Springer.
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Fig. 1. Schematic representation of PS I. (A) Major components
of the green-plant thylakoid. (B) Composite figure for PS I.
(Adapted from Bruce et al., 1989 and Schubert et al., 1997).

PS I. The NADPH provides the reducing power for
CO2 fixation. A schematic representation of the photo-
synthetic thylakoid membrane in green plants is shown
in Fig. 1A and an expanded view of PS I consisting of
various structural polypeptides, pigment proteins, and
redox cofactors is shown in Fig. 1B.

II. The Discovery of P430, the
Optic-Spectroscopic Form of FeS-A/B

A. The Prelude

Various views on the electron acceptor in photosynthe-
sis were considered since the late 1940s. Katz (1949)
developed a physical model resembling charge sepa-
ration in a barrier photocell; this model was further
elaborated by Calvin (1961). In this model, the pho-
toexcited porphyrin donates an electron to an accep-
tor to produce a species with a high reducing level
that eventually reduces CO2, with the electron or H-
atom ultimately coming from water. The net result is
the transfer of hydrogen from H2O to CO2.

The concept of chlorophyll serving as the primary
electron acceptor was initiated by Kamen (1961) with
a chlorophyll-dimer model. The energy of an ab-
sorbed photon removes an electron from one Chl of the

[Chl �Chl] pair and places it on the other Chl to form
[Chl+ �Chl−]. Kamen’s concept was prophetic and per-
tinent to the future developments of the concept of pho-
tosynthetic reaction centers.

Considering that ferredoxin is present in all pho-
tosynthetic cells investigated and also the physiolog-
ical reductant with the most negative redox potential
formed during photosynthesis, Arnon (1965) called it
the “crucial” electron acceptor in the primary photo-
chemical act. Vernon and Ke (1966) further suggested
two possibilities with regard to ferredoxin reduction:
(a) ferredoxin reacts directly with the photoexcited
chlorophyll and gains an electron through a charge-
transfer reaction; or (b) it reacts with a reduced chloro-
phyll produced by a preceding charge-transfer reaction.

During the mid-1960s, three groups of investigators,
Zweig and Avron (1965), Kok et al. (1965), and Black
(1966) found that chloroplasts could reduce highly
electronegative viologen dyes with redox-potential val-
ues lying between −500 and −700 mV, which is con-
siderably more negative than that of ferredoxin. These
new findings therefore indicated that ferredoxin might
not be the initial reductant produced photochemically
in PS I. In the meantime, other new candidates emerged,
which included the naturally occurring, low-potential
(∼−0.7 V), unconjugated pteridine (Fuller and Nugent,
1969), a flavin-like compound (Wang, 1970). Three
additional compounds were isolated from green-plant
chloroplasts and algae, and all of which were suggested
to be involved in the reduction of the primary electron
acceptor of PS I. They included the “cytochrome c re-
ducing substance,” or CRS (Fujita and Myers, 1966),
the “ferredoxin reducing substance” or FRS (Yocum
and San Pietro, 1969), and a water-soluble factor re-
leased from lyophilized chloroplasts after treatment
with diethylether, designated as “SL,eth” (Regitz et al.,
1970).

The search for the PS I primary electron acceptor
eventually reached a turning point, with the discovery
of the membrane-bound iron–sulfur proteins by Malkin
and Bearden (1971) and the simultaneous discovery of
the optic-spectral species “P430” by Hiyama and Ke
(1971a). These two independent and apparently closely
related investigations began to open up an active area
of research for the PS I reaction center.

B. The Discovery of P430 by Optical
Spectroscopy

The optic-spectral species P430 was discovered as a
result of an observation by Tetsuo Hiyama, who was
my postdoctoral associate at the time, of a visually
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Fig. 2. (A) The scheme for “noncyclic electron flow” in PS I with
reduced TMPD and methyl viologen serving as the artificial
electron donor and acceptor, respectively. (B) Flash-induced
absorbance changes at 430 nm due to noncyclic electron flow in
digitonin-fractionated spinach PS I particles (D144) measured
at two different time resolutions [(a) and (b)] and in the presence
of reduced TMPD alone (c). (C) Difference spectra of P700
and P430 derived from kinetic plots made from the slow and
rapid-decaying signals obtained in the light-induced noncyclic
reaction as shown in (B)-(b). Source: Hiyama and Ke (1971a)
and Ke (1973).

missing kinetic component in the flash-induced tran-
sient absorbance change produced by a PS I subchloro-
plast fragment (D-144) in a “noncyclic” electron-
transport pathway (Hiyama and Ke, 1971a). The
reaction medium contained N ,N ,N ′,N ′-tetramethyl-
phenylenediamine (TMPD) plus ascorbate as an elec-
tron donor, and methyl viologen as an electron acceptor
(Fig. 2A). At a relatively low time resolution [Fig. 2B-
(a)], only a slow decay was observed. At a higher time
resolution, an additional small and rapid-decaying sig-
nal could also be seen [Fig. 2B-(b)]. The slower phase
with a decay time of ∼600 msec and the small, rapid
phase with a decay time of only a few ms were, respec-
tively, attributed to the reduction of P700+ by TMPD
and the reoxidation of the presumed “primary” electron
acceptor, later called “P430” (see below), by methyl vi-
ologen (MV) in a so-called “noncyclic electron flow”
in the dark phase. In the presence of only TMPD
[Fig. 2B-(c)], P700+ and P430− recombine (“charge

recombination”) showing only a single kinetic compo-
nent with a decay t1/2 of ∼40 msec. At the measuring
wavelength of 430 nm, the amplitude of the absorbance
change of the single kinetic component in charge re-
combination is, as expected, equal to the sum of the
rapid and slow decay components due to (P700+ →
P700) and (P430− → P430), respectively, in the non-
cyclic reaction.

The spectral profile of the primary donor P700 and
the presumed PS I “primary” acceptor can then be ob-
tained by plotting the amplitudes of the slow and rapid
decay phases in the presence of reduced TMPD and
MV, as shown in Fig. 2C. The difference spectrum
constructed from the slow-decaying changes closely
resembles that of P700 and represents the reduction
of photooxidized P700+ by the artificial donor TMPD.
The difference spectrum constructed from the rapid-
decaying changes mainly shows a broad band around
430 nm with minor absorbance changes elsewhere in
the 400–500 nm region and the component responsi-
ble for it was therefore called “P430.” Little or no ab-
sorbance changes in the red region could be found,
which had the rapid kinetics corresponding to those in
the blue region. Similar difference spectra were also ob-
tained from Triton-fractionated particles from spinach
and three kinds of P700-enriched particles prepared
from cyanobacteria (Hiyama and Ke, 1971b).

C. Five Reaction Pathways in PS I

There are five possible fates for the photooxidized
P700+ and the photoreduced P430− formed in the pho-
tochemical charge separation in PS I, depending on
reaction conditions. In addition to “charge recombina-
tion” and the “noncyclic electron flow” just described,
the kinetic profiles of P700+ and P430− in “cyclic elec-
tron flow,” and in the “photoaccumulations” of either
P700+ or P430−, were also demonstrated (Ke, 1973).
The five reaction pathways of P700 and P430 in PS I
are summarized in Fig. 3.

Soon after the discovery of P430, its “spectral pro-
file” led Hiyama and Ke (1971a,b) and also Shuvalov
et al. (1976) to suggest P430 to be closely related to
an iron–sulfur protein on the basis of the resemblance
of its difference spectrum to that of an iron–sulfur pro-
tein, presumably FeS-A/B. This suggestion was subse-
quently confirmed by Oh-oka et al. (1990) who isolated
the native FeS-A/FeS-B protein and found its absorp-
tion spectrum to closely resemble the difference spec-
trum of P430 shown above.

When P430 was initially found, it was thought to
be the “closest” reaction partner of P700, i.e., the
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Fig. 4. (A) Dependence of the amplitude of light-induced absorbance changes due to P430 reduction (and also P700 oxidation)
on redox potential. (B) Redox titration of PS-I particles (TSF-I) at pH 11 monitored by light-induced P700 absorbance changes at
86 K. (C) Plot of the slow decay component at 700 nm in (B) vs. the imposed potential. Source: (A) from Shuvalov et al. (1976);
(B, C) from Ke et al. (1977).

“primary” electron acceptor, of PS I. As we know now,
however, P430 is preceded by several earlier acceptors
(A0, A1, and FeS-X), which undergo even faster elec-
tron transfers.

D. Correlation of P430 with FeS-A/B by
Freeze-Quenching EPR and Redox
Potentiometry

A definitive identification of P430 discovered by optic
spectroscopy with FeS-A/B discovered by EPR spec-
troscopy could best be made by spectro-kinetic mea-
surements. However, since the EPR signals of FeS-A/B
are detectable only at ca. 15 K, the decay time of (FeS-
A/B)− is prohibitively long, and no meaningful direct
correlation is practicable. Low-temperature EPR spec-
troscopy showed that the onset times of P700 photoox-
idation and FeS-A photoreduction are both rapid and
essentially not resolvable. Ke et al. (1974) carried out
“freeze-quenching” experiments in an attempt to cor-
relate P430 and FeS-A. A dark-adapted PS I particle
cooled to 13 K was first illuminated to produce P700+

and FeS-A−. The sample was then rapidly brought to a
higher temperature ranging from 75 to 225 K for vari-
ous time periods, and then very rapidly quenched to 13
K for EPR analysis. In all cases, the extent of recovery,
i.e., amount of P700 rereduced and FeS-A reoxidized,
was equivalent. The decay behavior found in this fash-
ion also agreed with that subsequently obtained from
light-induced optical absorbance changes in PS I at low
temperatures (Ke et al., 1977).

P430 and FeS-A/B may be correlated on the basis
of their redox potentials. At first, the approximate Em

value of P430 at room temperature was estimated to

be between −500 and −600 mV by Hiyama and Ke
(1971b) on the basis of its ability to reduce certain ex-
ogenous electron carriers, including low-potential vi-
ologen dyes. The Em values of FeS-A/B were directly
determined by redox potentiometry and monitored by
EPR spectroscopy (Ke et al., 1973); the midpoint po-
tentials of FeS-A and FeS-B were estimated to be −530
and −570 mV, respectively.

Shuvalov et al. (1976) later determined the redox po-
tential of P430 at room temperature by directly mon-
itoring the amplitude of its light-induced absorbance
changes at 444 nm (near the isosbestic point of P700)
as a function of the imposed potential on a PS I par-
ticle (DT175). As shown by the titration curve in
Fig. 4A, the absorbance-change amplitude due to P430
remained unchanged when the potential was decreased
to −500 mV, but began to decrease below −500
mV, with just about 50% of the signal remaining at
−550 mV, agreeing with the Em value directly de-
termined for FeS-A by EPR-potentiometry (Ke et al.,
1973).

Subsequently, Ke et al. (1977), in an attempt to cor-
relate P430 with FeS-A/B, measured the light-induced
changes in both the optical and EPR spectra of P700
at 86 K as a function of the imposed potential. As
shown in Fig. 4B, the biphasic decay consists of ∼20%
rapid-decaying phase, which stayed constant over a
wide range of potentials, plus an irreversible phase
whose amplitude was dependent on the imposed re-
dox potential. At the most negative potential of ≤−600
mV, the residual signal was exclusively of the rapidly
decaying type. The titration curve constructed from
the amplitude of the irreversible signal vs. potential
is shown in Fig. 4C. The midpoint potential for the
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Fig. 5. Schemes representing the components in the FeS-type reaction centers in PS I (A) and the Chlorobium reaction center (C-RC)
(B). (C) Difference spectra constructed from the recombination between C551+ and C-P430− (a) and that for the accumulated
C-P430− (b); spectrum (c) is (b) magnified fivefold. See text for details. Source: (C) from Kusumoto et al. (1995).

species being chemically reduced and thus unavailable
to participate as an electron acceptor was estimated
to be ∼530 mV, in close agreement with the value
obtained by direct EPR titration of FeS-A (Ke et al.,
1973).

E. P430 Analog in Green-Sulfur Bacteria,
C-P430

As noted earlier and illustrated in Fig. 5A,B, green-
sulfur bacteria and heliobacteria also contain the FeS-
type electron acceptors. The green-plant and green-
bacterial systems, however, differ in that while the
secondary donor to P700+, plastocyanin, is readily sol-
ubilized, the electron donor to P840+ in the green-
sulfur bacterium, cytochrome C551, is membrane-
bound and can rapidly donate an electron to P840+.
The oxidized C551+ then rapidly recombines with
C-(FeS-A/B)− or C-P430−. However, C551+ and C-
P430− cannot be spectroscopically or kinetically dif-
ferentiated in the {[C551+− C551] + [C-P430− −
C-P430]} spectrum [Fig. 5C-(a)]. Kusumoto et al.
(1995) devised a reaction pathway for accumulat-
ing C-P430− by using mPMS (1-methoxy-5-methyl-
phenazonimmethosulfate) as an efficient reductant for
C551+, whereby reoxidation of C-P430− by C551+ is
prevented and the difference spectrum �A[C-P430−−
C-P430] for C-P430− accumulation could be obtained,
as shown in Fig. 5C-(b) and (c).

III. The Iron–Sulfur Center FeS-X

In 1974, McIntosh et al. observed a small, reversible,
light-induced absorbance change due to P700 in
spinach PS I subchloroplasts, where the terminal elec-
tron acceptor(s) FeS-A/FeS-B were fully chemically
reduced beforehand. While a reversible, light-induced
EPR-signal change involving P700 interacting with
FeS-A/FeS-B was not expected under these conditions,
a reversible light-induced EPR signal with prominent
g-values of 1.75 and 2.07 was detected at 6 K. The
observation led McIntosh et al. to suggest that this un-
known EPR species may possibly represent an earlier
electron acceptor that precedes FeS-A/B in PS I.

Furthermore, collaborative studies of Jim Bolton
with Evans et al. (1975) clarified the nature of the
new EPR species by using PS I particles treated with
dithionite at pH 9 to reduce the membrane-bound FeS-
A/B before freezing it in the dark. EPR spectra mea-
sured first in the dark and then under illumination
showed nearly the same spectra of the chemically re-
duced iron–sulfur proteins FeS-A/B. But there was also
a light-induced, reversible free-radical signal at g =
2.0, suggesting that P700+ was formed in the light and
then disappeared in the dark, thus another electron ac-
ceptor that precedes FeS-A/B must be present. Under
these conditions, a new EPR signal with g-value of 1.76
could be detected under illumination but disappeared
after light was turned off. These results and those re-
ported earlier by McIntosh et al. (1974) indicate that the
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EPR spectrum at g = 1.76 represents an intermediary
electron acceptor (called “X” then) that is presumably
located closer to P700 than the bound FeS-A/B and
serves as the electron acceptor for P700+. The light-
induced reaction is shown below:

[P700 · �· �·FeS-X] · (FeS-A/FeS-B)− + h�

→ [P700+ · �· �·FeS-X−] · (FeS-A/FeS-B)−

where the dots (· �· �·) in the [P700· �· �· FeS-X] formu-
lation for the PS I core complex are used to represent
two other earlier acceptors A0 and A1, whose existence
was not yet known at the time. In the absence of any
other effective reductant for P700, FeS-X− would be
expected to recombine with P700+ in the dark, i.e.:

[P700+ · �· �·FeS-X−] · (FeS-A/FeS-B)−

→ [P700 · �· �·FeS-X] · (FeS-A/FeS-B)−

A. The Absorption Spectrum of FeS-X

Sauer et al. (1978) and Vladimir Shuvalov, who was a
visiting scientist at the author’s laboratory, and cowork-
ers (1979a) independently examined the absorption
spectra and kinetic behavior of PS I particles under
various reducing conditions. Sauer et al. showed that
when FeS-A/B was chemically reduced beforehand, the
∼40 msec recombination time between P700+ and
[FeS-A/B]− or P430− was replaced by a much faster
time of ∼250 μsec, presumably due to recombina-
tion between P700+ and a photoreduced, earlier accep-
tor. The authors were able to construct a light-minus-
dark difference spectrum, which appeared to consist of
changes due to photooxidation of P700 plus a compo-
nent resembling P430, which they designated as “A2.”

Shuvalov et al. (1979b) provided an optic-
spectroscopic confirmation for assigning the EPR spec-
trum to an iron–sulfur center by isolating the difference
spectrum of FeS-X. It was found that when the TSF-I
particles were poised at −625 mV in the dark to chemi-
cally reduce FeS-A/B, subsequent illumination at room
temperature caused a direct photoaccumulation of the
reduced form of the earlier electron acceptor FeS-X:

[P700 · �· �·FeS-X] · (FeS-A/FeS-B)−

+ h� →[P700+ · �· �·FeS-X−] · (FeS-A/FeS-B)−

+ e− → [P700 · �· �·FeS-X−] · (FeS-A/FeS-B)−

The difference spectrum, obtained by 10-sec illumina-
tion in a phosphoroscopic photometer (Ke et al., 1985)
would then represent that due to the photoaccumulation
of FeS-X−, as shown in Fig. 6A. The spectral profile,

with broad bleaching from 400 to ∼550 nm is typical
of the reduction of an iron–sulfur protein and remi-
niscent of P430. In the reducing environment, P700
remained in the reduced state. The relatively small ab-
sorbance changes in the 670–720 nm region likely re-
flect an electrochromic shift in the absorption spectrum
of chlorophyll induced by the electric field associated
with FeS-X−. A similar electrochromic shift in the 420-
nm region may have caused some distortion of part of
the FeS-X spectrum. It was also shown that when TSF-I
particles poised at −625 mV were frozen to 5 K in
the dark, subsequent illumination with 710-nm dye-
laser flashes produced absorbance changes near 700 nm
with a biphasic decay, one part of which decayed with
a t1/2 of ∼130 msec and attributed to recombination
of P700+ with FeS-X−, which was presumed to cor-
respond to the species “A2” of Sauer et al. (1978) that
decayed with t1/2 of 250 μs at ambient temperature.

Subsequently, Koike and Katoh (1982) and Parrett
et al. (1989) carried out similar measurements. Koike
and Katoh measured light-induced absorbance changes
in membrane fragments of the thermophilic cyanobac-
terium Synechococcus sp. in the presence of dithionite
at pH 10 and observed absorption changes with a decay
t1/2 of∼300μsec at room temperature. The results were
ascribed to P700 photooxidation and FeS-X photore-
duction. The authors obtained the difference spectrum
of [FeS-X−− FeS-X] in Fig. 6B indirectly by subtract-
ing the difference spectrum of [P700+− P700] from the
total difference spectrum. The difference spectrum as-
cribed to FeS-X shows a broad bleaching between 410
and 475 nm, with negative bands at 420, 440, and 460
nm and a very slight positive change at 480 nm. For ref-
erence purpose, the difference spectrum for [P700+−
P700] is shown separately in all three panels.

In 1989, Parrett et al. measured the difference spec-
trum of FeS-X using a PS I core complex isolated
from the cyanobacterium Synechococcus sp. PCC 6301
(Anacystis nidulans) from which FeS-A/B had been
removed. In the core complex, the role of the termi-
nal electron acceptor is played by FeS-X, and P700+

recombines with FeS-X− in 1.2 msec at room tempera-
ture. In this PS I complex, methyl viologen also appears
capable of intercepting electrons from the photore-
duced FeS-X− and channeling them to oxygen, leaving
P700+ accumulated. The difference spectrum of FeS-X
obtained in this manner is shown in Fig. 6C; it appears
typical of an iron–sulfur protein, with broad bleaching
between 400 and 500 nm, and the main band centered
at ∼430 nm. Considering the difference spectra ob-
tained by workers from three different laboratories, it
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Fig. 6. (A) Room-temperature, light-minus-dark difference spectrum (small dots) obtained by photoaccumulation of FeS-X− in
TSF-I particles poised at −625 mV. As a reference, the difference spectrum for P700 photooxidation is also shown (larger dots). (B)
Difference spectrum of FeS-X (open symbols) obtained by subtracting the difference spectrum for P700 oxidation from that for P700
photooxidation plus FeS-X photoreduction. (C) Difference spectrum (solid dots) for FeS-X obtained using the PS-I core complex
that is devoid of FeS-A/B by subtracting the P700 difference spectrum from the composite spectrum consisting of both P700 and
FeS-X changes. Source: Shuvalov (1979a), Koike and Katoh (1982), and Parrett et al. (1989).

is worth noting that, besides some possible distortion of
the spectrum by electrochromic shifts in one case, the
three difference spectra assigned to FeS-X are very sim-
ilar, with only minor variations in the spectral profile.

B. EPR Spectro-Kinetic Correlation
Between P700 and FeS-X

Spectro-kinetic correlation between P700 and FeS-
X was also made by comparing the EPR signals of
P700+ and FeS-X−. Taking the previously measured
flash-induced optical absorbance-change signal near

700 nm with a decay time of 130 msec at 5 K as
that due to P700+�FeS-X− recombination, then the
kinetics of formation and decay of the EPR signals
of FeS-X− at g = 1.78 could also be used to con-
firm its role, as reported by Shuvalov et al. (1979b).
Figure 7A top shows the light-minus-dark EPR spec-
trum in the g = 1.78 region characteristic of FeS-X−,
produced under continuous illumination at 9 K in TSF-
I particles poised at −625 mV. The lower part of the
figure shows the flash-induced EPR changes at g =
1.78, representing FeS-X → FeS-X−, measured with an
instrument-limited response time of 200 μsec. The
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Fig. 7. (A) Top: light-minus-dark EPR spectrum of TSF-I par-
ticles poised at −625 mV and 9 K in the g = 1.78 region ([FeS-
X−− FeS-X] spectrum); middle and bottom: kinetics of flash-
induced EPR-signal at g = 1.78 on two different timescales.
(B) Kinetics of the dark decay of the EPR signal of FeS-X−
at g = 1.79 (top) and of P700+ at g = 2.0026 (bottom) in an
LDS-fractionated PS-I core complex from spinach. Source: (A)
from Shuvalov et al. (1979a); (B) from Warden and Golbeck
(1986).

change in EPR signal on two different timescales shows
a single decay component with t1/2 of 130 msec, which
is identical to that of the optical absorbance-change
signal for P700+ rereduction described above.

A correlation between the g = 2.0026 EPR signal
of P700+ and the g = 1.78 signal of FeS-X− was re-
ported by Warden and Golbeck (1986) using a PS I
core complex free of FeS-A/B. Even though the EPR
signals of reduced FeS-A/B was not expected during
or after illumination at 19 K, a large, reversible sig-
nals due to P700+ at g = 2.0026 and one represent-
ing FeS-X− at g = 1.79 were observed upon illumi-
nation at 8 K. The authors demonstrated that when the
P700+ and FeS-X− were generated by continuous il-
lumination first and then allowed to decay in the dark,
both decays showed an identical kinetics with a t1/2 of
300 msec (Fig. 7B).

C. The Redox Potential of FeS-X

FeS-X, being an earlier electron acceptor, would be ex-
pected to have a more negative redox potential than
FeS-A/B, and its determination would help to under-
stand its functional role. Ke et al. (1977) reported
an indirect electrochemical titration of FeS-X. Under
ambient redox conditions, the light-induced �A sig-
nal of P700+ at 86 K shows a large irreversible frac-
tion, which then decreased as the potential became

more negative, reflecting a decrease in the amount of
FeS-A/B available for photoreduction. When all the
FeS-A/B had been chemically reduced, the EPR signal
of P700 became completely reversible, reflecting light-
induced charge separation between P700 and FeS-X,
followed by their recombination in the dark. The am-
plitude of the (reversible) P700+ signal also decreased
gradually when the imposed potential was made more
negative than ∼−700 mV. Thus the change in ampli-
tude of the reversibly-decaying P700+ signal would
serve as an indirect reductive titration of FeS-X. The
titration yielded an Em of ∼−730 mV.

In 1982, Chamorovsky and Cammack determined
the redox potential of FeS-X directly by monitoring
the appearance of the EPR line at g = 1.76 as a func-
tion of the imposed potential. The titration was car-
ried out electrochemically using a number of viologen
dyes as redox mediators. As in the titration of Ke et al.
(1977), even electrochemical titration could not pro-
duce sufficiently negative potential to completely re-
duce FeS-X. However, additional illumination of any
partially titrated sample can bring about the maximum
EPR signal of FeS-X−. The titration curve constructed
from data of combined redox titration plus supple-
mentary illumination yielded a midpoint potential of
−705 mV for FeS-X/FeS-X−, and consistent with the
Nernst equation for n = 1. Note that this Em value is
still over a hundred millivolts more negative than those
of FeS-A/B.

In 1989, Parrett et al. also determined the redox po-
tential of FeS-X indirectly in a PS I core complex by
monitoring the amplitude of the optical �A signal of
P700. The room-temperature kinetics of P700+/FeS-
X− recombination are much faster than those between
P700+ and [FeS-A/FeS-B]−, having a t1/2 of 1.2 msec,
rather than 30–40 msec for the latter. The redox po-
tential of FeS-X determined by these workers was
−670 mV, which is more positive than the values found
by Ke et al. (1977) or Chamorovsky and Cammack
(1982). The more positive redox-potential value of
FeS-X is consistent with the experimentally measured
slower backreaction of FeS− in the absence of PsaC.

D. Establishment of the Position of FeS-X in
the Electron-Transfer Sequence

As FeS-X is located closer to P700 than FeS-A/B in the
electron-transfer chain, its functional role is of interest
but the problem is difficult because all their spectra ap-
pear similar, making differentiation difficult, in spite
of adequate time resolution of optical spectroscopy.
And, even though the three iron–sulfur proteins have
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characteristically different EPR spectra, the EPR tech-
nique itself does not lend adequate time resolution to
allow the needed kinetic information to be obtained
and, furthermore, EPR technique is not usable for these
species at physiological temperatures.

Initially, examination of the decay profile of the pho-
tooxidized P700+ was used to gain indirect information
on the nature of its reacting partner(s). The multiple-
flash-excitation protocol of Sauer et al. (1978) and the
more recent work of Vassiliev et al. (1997, 1998) in ex-
amining P700+ decay at 830 nm over a wide time do-
main have offered promising approaches and given ev-
idence for several components recombining with each
of the photoreduced, electron acceptors, including FeS-
A/B. However, there is still a lack of spectral differen-
tiation or unique kinetic parameters for the species in-
volved. In spite of these inherent difficulties, Lüneberg
et al. (1994) and Franke et al. (1995) independently
measured the minute differences in the spectra of the
FeS’s, and identified FeS-X as the intermediary elec-
tron acceptor located between A1 and FeS-A/B, and
also confirmed the electron transfer from FeS-X to
FeS-A/B.

As the charge recombination between P700+ and
the reduced terminal acceptor in the PS-I complex,
{P700+�A0

�A1
�FeS-X �[FeS-A/B]−} and the PS I core

complex, {P700+�A0
�A1

�FeS-X−} is expected to be
different, Lüneberg et al. (1994) measured the reac-
tion kinetics in a PS-I complex of the thermophilic
cyanobacterium Synechocystis sp. treated with urea to
gradually remove its PsaC (FeS-A/B), PsaD, and PsaE
subunits. The intact complex showed a decay phase
with a t1/2of 25 msec, very close to that for recom-
bination between P700+ and P430− or [FeS-A/B]−.
With increasing incubation, the decay time gradually
decreased to only 750 msec, suggesting P700+ was re-
combining with FeS-X−. The nature of the partner re-
combining with P700+ was further identified from the
difference spectra of the two complexes. Although the
major portion of the difference spectra was accounted
for by the oxidation of P700, the very small absorbance
changes in the wing region reflect the involvement of
FeS-A/B in the PS I complex and FeS-X in the core
complex.

Lüneberg et al. also measured the absorbance change
at 384 nm to monitor the kinetics of the redox change
involving the earlier acceptor A1 that precedes FeS-
X. Interestingly, both the PS I complex and the core
complex showed the same kinetics, with a rise time of
∼5 nsec and a decay phase with t1/2 of 180 nsec. Since
the 180-nsec decay phase of A−

1 → A1 is linked to
FeS-X → FeS-X−, and since the kinetics are identical

and almost independent of the presence or absence
of the FeS-A/B acceptor, the results unambiguously
showed that FeS-X is an obligatory intermediary car-
rier in the normal forward electron-transfer pathway in
PS I.

Franke et al. (1995) also examined the electron-
transfer pathway on the reducing side of PS I by com-
paring the difference spectra of �A[FeS-X− – FeS-X]
and �A[(FeS-A/B)− – (FeS-A/B)] (or �A[P430− –
P430]). The difference spectrum for P430, the optic-
spectroscopic form of FeS-A/B, was measured using
the procedures of Hiyama and Ke (1971a,b) with an
intact PS I complex isolated from Synechococcus sp.
PCC 6301 while that of FeS-X was measured with the
PS I core complex. The minute but significant dif-
ferences shown in Fig. 8A were used to examine the
electron-transfer sequence in PS I. The light-minus-
dark, or reduced-minus-oxidized difference spectra for
FeS-X and P430 both show minima in the 420–430 nm
region; the differential molar absorptivities were esti-
mated to be 13,000 ± 500 and 15,000 ± 500 M−1· cm−1

for P430 and FeS-X, respectively. Furthermore, the dif-
ference spectrum of P430 differs from that of FeS-
X by a narrow shoulder in the 410–418 nm re-
gion and a diminished absorbance above ∼450 nm
(see Fig. 8A).

Figure 8B shows the flash-induced, absorbance
changes at 430 and 416 nm in the intact PS I com-
plex, and changes at both wavelengths are dominated
by a bleaching due to P700 photooxidation. Absorbance
changes involving the iron–sulfur centers at these
wavelengths are probably at the level of instrument
sensitivity. The 453-nm transient measured with the
intact PS I complex {P700 �A0

�A1
�FeS-X�[FeS-A/B]}

in Fig. 8C, top, on the other hand, shows a rapid increase
followed by a nearly total relaxation on the timescale
of the experiment. The transient positive absorbance
change was ascribed to the formation of the [P700+�

FeS-X−] state. The change relaxed by 10–25% of the
initial amplitude in ∼800 nsec. The relative extent of
this absorbance change appeared to be consistent with
the difference in molar absorptivity between FeS-X and
P430 (FeS-A/B) in the 450-nm region of the difference
spectra shown in Fig. 8A. The 800-nsec decay was
therefore considered to reflect electron transfer from
FeS-X− to FeS-A/B.

The assignment of the 800-nsec kinetic component
was further corroborated by comparing the 453-nm
kinetics of the intact PS I complex, [P700 �FeS-A/B]
with that of the PS I core complex, [P700 �FeS-X].
As expected, removal of the terminal FeS-A/B accep-
tors should result in the elimination of the 800-nsec
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Fig. 8. (A) Absorbance-difference spectra, plotted as differential molar absorptivity, �ε, for FeS-X and P430 from flash-induced
transients with intact PS-I complex {P700·A0·A1·FeS-X·[FeS-A/B]} and the PS I core complex {P700·A0·A1·FeS-X]. (b) Kinetic
traces of flash-induced absorbance changes at 430 and 416 nm for the intact PS I complex. (C) Kinetic traces of flash-induced
absorbance changes at 453 nm for the intact PS I complex (top trace) and the PS-I core complex (bottom trace). Note the ∼10-fold
difference in �A scale between (B) and (C). Source: Franke et al. (1995).

decay component. In the transient signal of the PS I
core complex shown in Fig. 8C bottom, the relaxation
is much slower, making the 800-nsec component con-
tingent on the presence of the terminal acceptors FeS-
A/B. The 800-nsec electron-transfer time from FeS-X
to FeS-A/B also agrees with the PsaC reduction time
of ca. 1 msec reported independently by Sigfridsson
et al. (1995) using photovoltage measurements.

IV. Early Optic-Spectroscopic
Studies of A0

In the late 1970s, two working groups, those of Mathis
in Saclay and the Kettering Laboratory in Yellow
Springs had used optical spectroscopy to measure the
spectrum of A0, i.e., �A[A−

0 − A0]. Initially, Mathis
et al. (1978) “isolated” the charge separation between
P700 and A0 spectroscopically in the CP1 complex.
That the reaction was considered to involve P700 and
the primary acceptor was based on the rapid rate
of recombination and the makeup of the CP1 com-
plex, although the nature of the acceptor was largely
unknown. The difference spectrum constructed from
the absorbance-change transients essentially resembles
that of P700. Subsequent measurements utilized PS I
particles that had undergone photoaccumulation under
very low redox potential so that all secondary accep-
tors were photochemically reduced and remained so at
cryogenic temperatures. With such a sample, charge
separation between P700 and A0 would be expected to

take place upon illumination:

{P700 �A0
�A−

1
�FeS-X− �[FeS-A/FeS-B]−}

+ h� → {P700+ �A−
0

�A−
1

�FeS-X−

� [FeS-A/FeS-B]−}
The difference spectrum of A0 reduction may then

be obtained by subtracting that for P700 photooxi-
dation from the experimentally measured composite
difference spectrum �A{[P700+ �A−

0 ] − [P700 �A0]}.
Sauer et al. (1978) and Shuvalov et al. (1979b) used
this approach to maintain TSF-I particles at ∼−0.62 V
with dithionite plus either neutral red or background
illumination to keep the iron–sulfur centers in the re-
duced state.

On the assumption that the difference spectrum is a
composite consisting of contributions by P700 and A0,
i.e., �A[P700+− P700] and �A[A−

0 − A0], Shuvalov
et al. subtracted the separately measured difference
spectrum of [P700+− P700] from the composite spec-
trum to yield�A[A−

0 −A0] alone. While the latter spec-
trum resembles that of [P700+ − P700], it is also very
similar to that for the formation of Chl a anion radical
in solution as reported by Fujita et al. (1978), except
red-shifted. Subsequently, several groups also tried to
obtain the difference spectrum of A−

0 by photoaccu-
mulation under steady illumination. Swarthoff et al.
(1982) placed TSF-1 particles maintained at a redox
potential of −625 mV, and obtained absorbance-change
transients by 3-sec illumination. As the oxidized P700+

formed under illumination is continually rereduced, the
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Fig. 9. Difference spectrum representing �A[A−
0 − A0] in

PS I obtained directly with a P700-enriched, PS I particle in a
conventional, commercial spectrophotometer (Hitachi Model
557) in the light-minus-dark mode. Source: Ikegami and Ke
(1984).

difference spectrum thus obtained, with negative bands
at 420 and 670 nm and positive bands at 460 and 690
nm, would represent �A[A−

0 − A0].

A. Photoaccumulation of Reduced of A0 by
Steady Illumination

Isamu Ikegami, and Ke (1984) isolated the differ-
ence spectrum of A−

0 from a highly enriched particle
containing 10–15 chlorophylls and also ∼12 Fe- and
S-atoms per P700, but devoid of phylloquinone as a re-
sult of extraction during its preparation. The difference
spectrum measured at 77 K from photoaccumulation
of A−

0 showed absorbance decreases at 420, 440, and
670 nm and increases at 455 and 700 nm (Fig. 9). This
spectrum agrees quite well with that of Swarthoff et al.
(1982) but displayed more details in the blue region.
The illuminated sample was examined separately by
EPR spectroscopy and a 14-G wide free-radical signal
at g = 2.0 was obtained. The optical and EPR spec-
tra strongly support the notion that the photoaccumu-
lated A−

0 is a chlorophyll anion radical, with spectral
characteristics similar to that reported by Fujita et al.
(1978). It is worth noting that, because of the enriched
PS I particle used, it was possible to measure the dif-
ference spectrum of A0 in a conventional commercial
spectrophotometer.

Note that the position of the red band obtained for
A−

0 by steady illumination is at 670 nm (Fig. 9), while
flash excitation produced one near 694 nm. This dis-
crepancy was explained by Mathis et al. (1988) that
steady illumination under a strongly reducing condi-
tion may have caused a neighboring 670 nm-absorbing
Chl a, possibly the bridging Chl a, to be reduced by the
initially formed A−

0 . Brettel (1997) put forward two al-
ternative suggestions: either the spectral properties of
A0 are being modified by the harsh reducing condi-

tions used during photoaccumulation or some, as yet
unknown, electrochromic band-shift exerted by either
P700+ or A−

0 could have caused a blue shift in the band
maximum of �A[A−

0 − A0].

B. Early Picosecond Measurements of
Spectra and Reaction Kinetics of A0

After the initial rapid-spectroscopic studies of PS I by
Shuvalov et al. (1979a), even faster spectroscopic meth-
ods became needed for examining the extremely short
lifetimes of the charge-transfer state [P700+ �A−

0 ].
The first picosecond measurements on PS I were

made independently by Fenton et al. (1979) and by Shu-
valov et al. (1979b). Fenton et al. examined a spinach
PS I particle with 8-psec, 528-nm excitation pulses and
found that P700 was photooxidized within 10 psec, and
a reduced electron acceptor formed within 10 psec was
reoxidized in tens of picoseconds.

Shuvalov et al. (1979b) used TSF-I particles
(Chl/P700 ∼26) and single, ∼50-psec ruby-laser
(694.3 nm) pulses for excitation. A portion of the laser
pulse, directed by a beam splitter and optically delayed,
served as the monitoring beam. As shown in Fig. 10A,
with the PS I particle poised at ∼200 mV and a time
resolution of 60 psec, a bleaching at 694.3 nm was ob-
served with an amplitude approximately twice that at-
tributable to P700 photooxidation alone and decayed to
the steady-state level with a t1/2 of ∼200 psec. The 200
psec decay was interpreted as due to reoxidation of the
reduced primary acceptor by the next acceptor along the
electron-transfer chain. When P700 was preoxidized by
continuous background illumination, the absorbance
change was diminished ∼10-fold (Fig. 10B). When the
PS I particle was maintained at ∼−625 mV to prere-
duce the secondary acceptors, picosecond-pulse exci-
tation produced the same initial absorbance decrease,
but the signal decay had an initial t1/2 of ∼10 nsec and
it extended into the ms domain (Fig. 10C). The initial
rapid absorbance decrease was interpreted as due to the
formation of the radical pair [P700+�A−

0 ], and the 10-
nsec decay as reflecting recombination of the radical
pair plus some interconversion into a triplet state that
decayed in 3 msec (1.3 msec at 5 K).

As only 694.3-nm light was available for the above
experiments, spectral information on the primary elec-
tron acceptor was limited, this work was extended
over a broader spectral range at Pushchino [Shuvalov
et al. (1979c)] by using excitation pulses of 30-psec
at 689 and 708 nm generated as stimulated Stokes
Raman emission by passing a frequency-doubled
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Fig. 10. (A) �A measured at 694 nm in TSF-I particles poised at ∼200 mV and excited by 50-psec flashes at 694.3 nm and
(B) that measured in TSF-I particles with P700 preoxidized by background illumination. (C) �A measured at 694 nm in TSF-I
particles poised at −625 mV. (D) �A at 694 nm measured in TSF-I particles (a) poised at ∼200 mV, (b) P700 preoxidized by
continuous illumination, and (c) heat treated to inactivate the bound iron–sulfur centers. (E) �A (red region) measured in TSF-I
particles 150 and 800-psec after the flash; 30-psec flashes at either 708 or 689 nm were used [see data-point code in the inset]; note
also the different absorbance scales used. (F) �A (450–600 nm) induced by 30-psec, 689-nm flashes. (G) Solid trace is the difference
between �A measured at 150 and 800 psec; the dashed trace is the in vitro difference spectrum for Chl a anion radical, shifted toward
the red by ∼25 nm. Source: (A)–(C) from Shuvalov et al. (1979a); (D)–(G) from Shuvalov et al. (1979b).

Nd-YAG pulse through deuterated ethanol. Part of the
Nd-YAG pulse was also used to generate a picosecond
continuum in D2O, from which monitoring light of se-
lected wavelengths was isolated by a monochromator.

Figure 10D shows �A at 694 nm produced by a
708-nm excitation pulse in TSF-I particles poised at
∼200 mV. The �A reached a maximum in <30 psec
and decayed in two phases with lifetimes of ∼45 and
210 psec, respectively, to a level corresponding to P700
photooxidation alone, as shown in Fig. 10D-(a). The

210-psec phase was greatly diminished in a sample
in which P700 was photooxidized by prior illumina-
tion while the 45-psec phase was unaffected [trace
(D)-(b)]. PS I particles heated to inactivate the bound
iron–sulfur proteins gave an enhanced 45-psec phase
and another phase that decayed in a time longer than
210 psec [trace (D)-(c)]. The 45-psec phase, which was
observed mostly below 690 nm and apparently unaf-
fected by prior oxidation of P700, was attributed to
excited antenna chlorophylls.
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Figure 10E shows the spectra of light-induced ab-
sorbance changes measured 150 and 800 psec after
excitation by 708- or 689-nm flashes. The 150-psec
spectrum shows an absorbance increase in the 750-nm
region; the 800-psec difference spectrum coincides
well with the difference spectrum of [P700+−P700],
shown as a dashed curve. The flash-induced �A spec-
trum in the 450–600 nm region was also similar to
that of P700, as shown in Fig. 10E. Assuming that the
150-psec difference spectrum consists of changes due
to primary-donor photooxidation and primary-acceptor
photoreduction and the 800-psec difference spectrum
consists of changes due to the photooxidized P700 only,
it should be possible to obtain the difference spectrum
of the photoreduced primary acceptor, i.e., �A[A−

0 −
A0], as a temporal difference in the absorbances, as
represented by the solid trace in Fig. 10G. Not surpris-
ingly, the plotted �(�A) also resembles closely that
reported by Fujita et al. (1978) for the Chl a anion
radical formed in vitro, and almost coincides with it
when the latter is shifted by ∼25 nm toward the red.
Furthermore, as shown in more detail in Fig. 10F, the
flash-induced �A spectrum in the 450–600 nm region
is also similar to that of P700. From the above results,
the millimolar extinction coefficient ε of A0 at its red
maximum was estimated to be 46 mM−1cm−1, using
64 mM−1cm−1 as the ε value for P700.
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Summary

This chapter summarizes some of the results obtained by the authors, in a collaborative work done in 1976–1977,
about the Photosystem I electron acceptors. The results are placed in a historical perspective and discussed in the
light of the present knowledge on the Photosystem I reaction center.

∗ Author for correspondence, email: sauer@cchem.berkeley.edu

Abbreviations: A (A0, A1, A2) – electron acceptors; A2 – Fe/S
cluster now known as FX; CD – circular dichroism; EPR – elec-
tron paramagnetic resonance; PS I – Photosystem I; PS II –
Photosystem II; RC – reaction center; QA – primary quinone
acceptor of PS II; QB – secondary quinone acceptor of PS II;
P430 – optical designation of Fe/S clusters now known as FA

and FB; P700 – primary electron donor of PS I; P680 – primary
electron donor of PS II.

I. Introduction

In the middle of the 1970s, the two authors undertook
with their colleagues to explore the path of Photosys-
tem I (PS I) electron transfer, especially on the acceptor
side of P700. In the days before any high-resolution X-
ray diffraction structure was available, the obvious way
to carry out such an exploration was to use available
spectrometric tools [optical absorption changes, elec-
tron paramagnetic resonance (EPR)] in time-resolved

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 31–40.
C© 2006 Springer.
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kinetic studies. Prior research in many laboratories had
resulted in knowledge of how physically to separate PS
I from PS II and other chloroplast components and in
the characterization of the electrochemical properties
(redox potentials) of P700 and several electron accep-
tors. Techniques for achieving time resolution in the
millisecond range for small optical absorption changes
under a variety of experimental conditions were essen-
tial to the ultimate success of the project. Fortunately,
apparatus sufficient to meet this challenge was assem-
bled by one of the coauthors (Paul Mathis) and his
associates at CEN-Saclay coincident with the granting
of a year of sabbatical leave from UC Berkeley for the
other coauthor (Ken Sauer) and the award of a fellow-
ship from the Guggenheim Foundation. The research to
be described was accomplished during approximately 1
year spanning 1976–1977 in the laboratories in Saclay
and was described in four publications that appeared in
1977–1979.

II. Status of Knowledge of PS I in 1976

In 1976, when we started our work, several properties of
the PS I reaction center (RC) were well-established. Ba-
sically, following light absorption, the primary electron
donor, P700, is brought to an excited state and transfers
an electron to a bound iron–sulfur center. The reduced
iron–sulfur center then reduces ferredoxin, and P700+

is rereduced by plastocyanin. It was also established
that two iron–sulfur centers, named FA and FB, are
present in the RC and can be photoreduced irreversibly
at low temperature. When FA and FB are chemically
prereduced, illumination at low temperature induces
the reduction of another electron acceptor, named FX.
This is followed by a slow back-reaction, with a t1/2

of several hundred milliseconds. Most of these data
were obtained by EPR, at temperatures below 77 K.
At physiological temperatures, flash absorption spec-
troscopy showed that a species named P430 behaves
as a “primary electron acceptor,” and it was equated
with FA or FB or both of them. For all these discov-
eries, key references are Malkin and Bearden (1971),
Hiyama and Ke (1971), Evans et al. (1972, 1974, 1975),
Ke and Beinert (1973), and McIntosh et al. (1975). Re-
views were published by Ke (1973) and by Bearden and
Malkin (1975). Many of these aspects are discussed in
this book by Bacon Ke (Chapter 3), Richard Malkin
(Chapter 2), and Anthony San Pietro (Chapter 1).

With respect to our work, let us mention a few of the
problems that we faced. The first was that there was no
consensus on the functional role of FX (see for instance

Bearden and Malkin, 1976). Concerning “primary ac-
ceptors,” some thought that FA or FB was playing that
role, while supporters of FX thought they had discov-
ered the “real” primary acceptor. Studies at physiolog-
ical temperature indicated only P430 as primary ac-
ceptor and provided no evidence for FX. If P430 could
be equated with the bound iron–sulfur centers detected
by EPR, was it FA or FB, or could it be both of them?
And of course, there was no indication for electron ac-
ceptors more primary than FX. So, many things were
known, but many essential questions also remained.

III. Motivation and Rationale for
Our Work

In approaching this problem, each of us brought some
experience from working on PS I. Ken Sauer with John
Biggins had investigated excitation spectra for electron
transport to NADP+ by reactions that involved both
PS I and PS II light reactions with water as the elec-
tron donor, or that involved only PS I using ascorbate
and dichlorophenolindophenol (DCPIPH2) as donor to-
gether with an inhibitor of PS II (Sauer and Biggins,
1965). The increased quantum efficiency for the PS I-
only reaction at the red edge of the chlorophyll absorp-
tion (700 nm and greater) was found to be consistent
with the pronounced red-drop in efficiency of the reac-
tion involving both light reactions, owing to a fall-off in
absorption of pigments transferring excitation to PS II
in the far red. Studies carried out by Jeff Kelly showed
that an analogous PS I reaction using cytochrome c as
electron acceptor occurred with a quantum yield close
to 1.0 in the far red region (Kelly and Sauer, 1965) and
that a pigment antenna consisting of more than 400
chlorophyll molecules feeds PS I in spinach (Kelly and
Sauer, 1968). Similar high-quantum yields were found
by Alex Sun in the PS I reaction leading to NADP+

reduction (Sun and Sauer, 1971). These were some of
the first quantitative measurements of the PS I light
reactions and they were done using spectrophotomet-
ric monitoring of substrate reduction. Spectrometric
investigations of PS I-enriched particles using circu-
lar dichroism (CD) provided evidence to support the
participation of two chlorophyll molecules in the pri-
mary electron donor, P700. Light-minus-dark differ-
ence CD spectra were consistent with the presence of
a pair of chlorophylls in P700 that are coupled by an
excitonic interaction that disappeared upon its oxida-
tion to P700+ (Philipson et al., 1972). The assignment
of P700 to a chlorophyll dimer had been proposed the
previous year on the basis of the linewidth of the EPR
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spectrum from P700+ (Norris et al., 1971). EPR stud-
ies carried out subsequently in Berkeley revealed the
occurrence of transient electron spin polarization asso-
ciated with PS I in broken chloroplasts (Blankenship
et al., 1975). The attribution of the spin polarization
to a “triplet mechanism” was later revised to a radical-
pair origin upon more extensive measurements using
membrane samples that were oriented in a hydrody-
namic flow gradient. The anisotropy of the spin tensor
showed that the radical-pair interaction occurred be-
tween P700+ and F−

X, but that the amplitude observed
required interaction with an electron acceptor closer to
P700 and with an isotropic spin tensor (Dismukes et al.,
1978). We shall see that this picture is in good accord
with the optical studies that were being carried out at
Saclay.

Paul Mathis, on his side, was mostly experienced
in flash absorption kinetics that he had used first to
study the transient states of carotenoids and then a
few properties of Photosystem II, mainly the kinetic
properties of P680+ using its absorption band in the
near-infra-red. Following the observation made in vitro
(Borg et al., 1970) that the chlorophyll a cation radi-
cal has a well-defined absorption band around 820 nm
(a spectral region in which neutral chlorophyll has no
absorption), it was inferred that 820 nm would be a
good wavelength for studying P680+ because a strong
measuring light can be used without having an actinic
effect, allowing an improved signal-to-noise ratio. In
a first study (Mathis and Vermeglio, 1975), following
flash excitation of chloroplasts at 103 K, P680+ was de-
tected by its absorption band around 825 nm. It decays
with a half-time of about 3 msec, following multiple
paths that are dominated by electron donation from cy-
tochrome b559 and electron return from the QA acceptor
(also named C-550 at that time). Haveman and Mathis
(1976) studied chloroplasts in which oxygen evolution
was inhibited by Tris washing or by a treatment at low
pH. At room temperature, P680+ (again detected by its
absorption at 820 nm) is formed by a flash and it decays
by a back-reaction with reduced QA, with a half-time
of 120 �sec. After Tris washing, P680+ was detected
only after preillumination, indicating that at least one
fast (undetected) electron donor is still working after
Tris washing (later shown to be TyrZ).

These results led to the conclusion that new tools
would be useful to improve the signal-to-noise ratio
and the time resolution, particularly with the use of
Si photodiodes (detectors) and laser diodes (emitters)
that became commercially available. Starting Septem-
ber 1976, new flash absorption set-ups were built in P.
Mathis’s laboratory in Saclay, by J. van Best, a Dutch

postdoc trained in Duysens’s lab in Leiden. Rapidly, re-
sults were obtained, giving an entirely new view of the
donor side of PS II where electron donation to P680+

appeared to be a thousand times faster than previously
assumed (van Best and Mathis, 1978). It seemed worth-
while to also reexamine PS I kinetics, measuring the
state of P700+ primarily by its near-IR absorption band.

Our rationale for the kinetic study of acceptors
through P700+ was to extend what had been done
by Hiyama and Ke (1971) (See Ke, this volume,
Chapter 3). With PS I subchloroplast particles when
no electron donor is present, P700+ formed by a short
flash is reduced by electrons coming back from accep-
tors. Transfer of electrons to soluble artificial acceptors
(such as viologens) leads to a very slow rereduction of
P700+. If electrons stop at the level of P430,1 the back-
reaction has a half-time of about 30 msec. If P430 is
prereduced, electrons should stop at the level of the pre-
ceding acceptor (if any) and come back—but at which
rate? If the earlier acceptor is itself prereduced, charge
separation can take place only if a still more primary
acceptor is present, and the back-reaction will be even
faster; etc. This should make it possible to determine
the number of electron acceptors connected to one P700
and their chemical nature, if the difference spectra are
good enough.

Forward movement of electrons can be blocked by re-
duction of remote acceptors (with the implicit assump-
tion that they have sufficiently less negative midpoint
reduction potentials). Blockage can also be induced by
low temperature or by specific inhibitors such as the
herbicides that act between QA and QB in PS II and in
purple bacteria; that method, however, has been much
less successful with PS I. Biochemical treatments that
remove some acceptors were used later on, with great
success, by John Golbeck and his colleagues by ma-
nipulation of polypeptides, and by several groups with
the selective extraction of phylloquinone. Already at
that time, it was known that PS I particles prepared
by treatment of membranes with sodium dodecylsul-
fate (SDS) appear to be devoid of secondary electron
acceptors. Are they also devoid of primary ones?

IV. A Brief Account of Our Results

Our results, acquired between September 1976 and
July 1977, were published in four papers (Sauer et al.,
1977, 1978, 1979; Mathis et al., 1978). These report the

1FA and FB in current terminology.
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Fig. 1. Absorption transients at 703 nm (left) and 820 nm (right)
induced by a ruby laser flash (10 nsec duration) incident on
a sample of Triton-solubilized PS I particles. Anaerobic re-
action mixture contains Na2S2O4 (2 mg/ml), Triton (0.015%),
glycine (0.2 M, pH 10), and particles sufficient to give A672nm =
1.61 cm−1. The vertical bars indicate �A at each wavelength.
At 703 nm, t1/2 = 270 μsec (96%); at 820 nm, t1/2 = 245 μsec
(90%); the remaining signal at each wavelength was a slower
component. No background illumination (Fig. 1; from Sauer
et al., 1978).

results of absorption kinetic studies following excita-
tion by a short laser flash of several biological mate-
rials: broken spinach chloroplasts, PS I subchloroplast
particles prepared with Triton X-100 or with SDS. Var-
ious simple chemical treatments were used to bring the
PS I electron acceptors to a desired state of reduction.
That objective was also reached by a controlled use of
preillumination by continuous light or by a sequence
of single-turnover flashes. A cryostat was used to study
the effects of low temperature on reaction kinetics. We
do not wish here to repeat a detailed account of our
published results, but instead we will focus on three
salient aspects.

1. When P430 is prereduced (before flash excita-
tion), P700+ formed by a flash is rereduced with
a half-time of 250 μsec. This result was obtained
at room temperature with Triton subchloroplast
particles in which P430 was apparently func-
tional, according to the data of Ke and cowork-
ers (back-reaction with a t1/2 of about 30 msec,
under mildly reducing conditions). After ad-
dition of dithionite at pH 10 and in the ab-
sence of air, to decrease the ambient redox
potential, P700+ was formed to the same ex-
tent in response to a short flash, but the 30-
msec phase was replaced by a nearly mono-
exponential phase with a t1/2 about 250 μsec
(Fig. 1) The difference spectrum was not signif-
icantly modified, indicating formation of P700+

and possibly the reduction of a species analo-
gous to P430; however, our spectra between 400
and 500 nm were not accurate enough to be very
conclusive on the chemical nature of the part-
ner in the back-reaction with P700+. The con-

clusion of that study supported the presence of
an electron acceptor preceding P430 and fully
active when P430 is prereduced (Sauer et al.,
1978). We named this acceptor A2 for reasons
that will appear soon below. In view of the pro-
posal that the species named FX was “the” pri-
mary electron acceptor at low temperature, we
proposed that A2, the electron acceptor preced-
ing P430 and operative at room temperature, was
FX (which had been detected only by EPR at low
temperature).

2. When P430 was oxidized before illumination,
and an electron donor provided to rereduce
P700+much faster than electrons can come back
from P430−, two preflashes were necessary to
induce the appearance of the 250-μsec phase. In
these experiments, also done with Triton sub-
chloroplast particles at room temperature, re-
duced phenazine methosulfate was added in the
medium at a concentration permitting its reduc-
tion of P700+ in about 2 msec; that is, faster
than the back-reaction with P430 but slower than
the 250-μsec back-reaction. The excitation flash
given to obtain the rereduction kinetics of P700+

was preceded by 0, 1, 2, or 3 single-turnover
flashes, to provide a known number of electrons
to the P430 species. We found that the rereduc-
tion of P700+ was slow after 0 or 1 preflash;
the 250-μsec decay appeared to a full extent
after two or three preflashes (Fig. 2). We con-
cluded that P430 can accommodate two elec-
trons (Sauer et al., 1978). Because two Fe/S cen-
ters are known to be present (FA and FB, on the
basis of EPR measurements), these two centers
function as a pool hosting two electrons.

3. A much faster signal due to P700 was elicited,
at the expense of slower phases, under two con-
ditions: (1) By forcing electrons into the pool of
acceptors by illumination under reducing condi-
tions, in the presence of a good electron donor.
The signal, with a half-time of return of about
3 μsec, was found with Triton PS I subchloro-
plast particles and with broken chloroplasts.
(2) With CP1, a particle prepared with SDS and
commonly assumed to be devoid of photoin-
duced electron transfer. Mildly reducing con-
ditions were sufficient, and the decay t1/2 was
about 7 μsec. We found no effect of oxygen on
the signal decay, and we thus eliminated the hy-
pothesis of a triplet state. The decay becomes
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Fig. 2. Absorption transients at 820 nm for Triton-solubilized
PS I particles induced by a saturating dye laser flash (� =
605 nm, 1.0 μsec halfwidth) preceded by zero to three satu-
rating preillumination flashes (not shown in the traces) from
a xenon flash lamp; spacing 30 msec between flashes. Anaer-
obic mixture contains dithionite (1 mg/ml), Triton (0.005%),
phenazine methosulfate (30 μM), tricine (0.02 M, pH 7.6), and
sufficient particles to give A673nm = 1.11 cm−1. Top curve, laser
flash only; t1/2 = 2.4 msec (>95%). Second curve, one preillu-
mination flash; t1/2 = 1.9 msec (>95%). Third curve, two preil-
lumination flashes; t1/2 = 0.32 msec (90%). Bottom curve, three
preillumination flashes; t1/2 = 0.26 msec (75%). The response
to only the last (dye laser) flash is shown (Fig. 6; from Sauer
et al., 1978).

slower when temperature decreases; below 80 K,
it is temperature-independent with t1/2 =
0.55 msec (Fig. 3). We assumed that this signal
is the same under the two sets of conditions (with
slightly different kinetics), and we attributed it
to charge separation between P700 and an elec-
tron acceptor named A1 (this is why the elec-
tron acceptor giving rise to the 250-μsec phase
was named A2). The interpretation was that a
back-reaction between P700+ and A−

1 was tak-
ing place when A2 was lost (in CP1 particles)
or prereduced, in Triton particles and in chloro-
plasts, under very reducing conditions (Mathis
et al., 1978).

So, we believed that we had made a good progress to-
ward elucidation of electron transfer in the PS I RC.
In the conclusion of our paper (Sauer et al., 1978),
we wrote: “This chain of (four) acceptors must serve
to produce a substantial and very rapid separation of
charges across the photosynthetic membrane.” This
was anticipatory of the present view that efficient and

Fig. 3. Arrhenius plot for the flash-induced decay of �A703nm in
a frozen suspension of SDS PS I particles (200 μl thawed sam-
ple) + ascorbate (40 μl, 100 mM) + dichlorophenolindophe-
nol (40 μl, 1 mM) + Tris (200 μl, 50 mM, pH 8.2) + glycerol
(650 μl). At each temperature the decay has been decomposed
into two exponential phases. The rate constant, k, of the major
(fast) phase is reported in the plot (Fig. 5; from Mathis et al.,
1978).

fast electron transfer in RCs is permitted by a complex
sequence of electron transfer relays. However, we were
far from thinking that two additional relays participate
in one branch (or that there is a second electron transfer
branch, which might also be functional!).

The situation in PS I is much more complicated than
we anticipated. The 250-μsec phase can probably be
attributed to the back-reaction between P700+ and one
electron added to the couple (FX–phylloquinone). Our
attribution of the 3–10 μsec phase was dramatically
wrong, because it was probably due to the triplet state
of P700, although it correctly indicated the presence of
another acceptor. Let us now discuss our results in the
light of the present knowledge of the PS I RC.

V. A Brief Description of the Present
View of PS I Electron Acceptors

The recent availability of a well-resolved 3D structure
for the PS I RC (Jordan et al., 2001) permits a descrip-
tion of light-induced electron transfer that is compati-
ble with the arrangement of redox-active components.
For what concerns us here, the RC is made essentially
of two homologous large protein subunits (PsaA and
PsaB) that bear most of the redox cofactors and also of
one small subunit (PsaC) that bears the Fe/S centers FA

and FB. Like other RCs, PS I has a nearly symmetrical
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structure, with a pseudo-C2 axis that runs from the pri-
mary donor, P700 (a dimer of chlorophylls), to FX, a
[4Fe–4S] center, which is borne by the two large sub-
units and has a very central location. The redox cofac-
tors are organized as two branches. Starting from P700,
each branch includes two chlorophyll a molecules, the
first assumed to be simply a relay in electron transfer,
and the second a real intermediate, named A0, where
an electron arrives in about 1 psec after excitation of
P700. The next acceptor is a phylloquinone A1 (reached
in 30 psec), from where the electron goes to FX. Two
[4Fe–4S] centers, FA and FB, are located downstream.
In less than 1 msec, an electron reaches FB, which is the
last species located integrally in the RC. These electron
acceptors are arranged roughly in order of increasing
midpoint redox potentials, presumably with two excep-
tions: A1 and FX may have nearly equal midpoints, and
FB is 60 mV more negative than FA. The species from
P700 to FX are all carried by a protein complex made
of the two closely associated large subunits, PsaA and
PsaB, while FB and FA are carried by the small PsaC
polypeptide. Once reduced, FB can donate an electron
to the terminal acceptor, ferredoxin or flavodoxin, both
of which are small water-soluble proteins that interact
with the RC thanks to polypeptides PsaD and PsaE.
Rates of back-reaction will be discussed together with
our data. Concerning forward electron transfer, the
major uncertainty is the contribution of each struc-
tural branch. Relying on a similarity with the RC of
purple bacteria, it was usually assumed that only one
branch was active, but recent data indicate that the two
branches may be almost equally active in Chlamydo-
momas reinhardtii (Guergova-Kuras et al., 2001).

VI. Our 3–10 ms Phase: The Triplet State
of P700?

Following flash excitation, we observed a microsecond
absorption signal under two conditions: with CP1 par-
ticles under mildly reducing conditions, and with more
intact materials (Triton particles and broken chloro-
plasts) after forcing electrons through P700 by illumi-
nation at a low redox potential, a treatment intended to
reduce secondary electron acceptors.

Let us start with CP1 particles (Mathis et al., 1978),
which at that time were supposed to display no pho-
toinduced electron transfer (Shiozawa et al., 1974). Our
results indicated that some sort of electron transfer was
taking place, but our signal could have been due either
to a radical pair lasting a few microseconds, or to a
triplet state formed as a product of rapid charge recom-

bination in the radical pair. We chose the first hypothesis
because we found no effect of oxygen on the lifetime of
the signals, whereas it is known that oxygen usually ac-
celerates the decay of triplet states. We made, however,
the wrong choice: Our signal was due to the triplet state
of P700, as later shown conclusively by a more detailed
analysis of absorption change transients (Sétif et al.,
1981) and by flash kinetic EPR (Sétif et al., 1982), and
as proposed also for our signal to account for the prop-
erties of a steady-state light-induced spin-polarized
triplet signal (Rutherford and Mullet, 1981). The lack
of an oxygen effect is still not understood, as far as we
know, but it is a general property for the triplet state of
the primary donor in all kinds of photosynthetic RCs.

There has now been a wealth of studies showing that,
in PS I, the P700 triplet state is formed as a product of
the back-reaction, with a t1/2 of about 30 nsec, between
P700+ and A−

0 , where A0, the true primary acceptor, is
a molecule of chlorophyll a (review by Brettel, 1997).
In all kinds of RCs, the spin-polarized triplet state of
the primary donor P is formed by a similar mechanism,
where the primary radical (P700+A−

0 in the case of
PS I) is initially formed as a singlet state and then os-
cillates between a triplet and a singlet state. The charge
recombination gives rise either to the triplet state or
to the vibrationally excited singlet ground state of P,
according to the state of the radical pair at the time
of charge recombination [see Hoff (1981) for a gen-
eral reference on the radical-pair mechanism for the
formation of triplet states in RCs].

In fact, our attention should have been drawn to the
triplet state by the peculiar effect of temperature on
the kinetics: a temperature region with a thermal ac-
tivation between room temperature and 100 K, and a
temperature-independent decay below 80 K. A strik-
ingly similar behavior had been reported for the state
named PR in the RC of purple bacteria (Parson et al.,
1975), and shown to be the triplet state of P (Parson and
Monger, 1976). This state, however, was found at ambi-
ent temperatures only in carotenoid-less RCs (such as
Rb. sphaeroides R26), while PS I is full of β-carotene.
From the detailed 3D structure of PS I (Jordan et al.,
2001), it now seems that no carotene molecule is close
enough to P700 to allow triplet–triplet energy transfer.

We also found a microsecond signal in more in-
tact materials, and we assumed that we were observing
the same species (Sauer et al., 1978). Was it a cor-
rect assumption? A spin-polarized triplet state has in-
deed been observed under conditions similar to ours by
Frank et al. (1979). But the mechanism of triplet P700
formation is probably different. Sétif and coworkers
(Sétif and Bottin, 1989; Sétif and Brettel, 1990) have
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shown that it is possible to prepare PS I RCs in a state
where all iron–sulfur centers are reduced and A1 is
still oxidized (this is not a highly stable situation be-
cause A1 tends to become fully reduced to the hydro-
quinone state). Following light excitation, the radical
pair (P700+A−

1 ) is formed and recombines with a half-
time of about 250 nsec, leading to the formation of
3P700 with a yield close to 100%. This efficient triplet
formation from the secondary radical seems rather sur-
prising, but it is consistent with the energetics of charge
separated states in PS I (Polm and Brettel, 1998). In our
1977 experiments, it cannot be excluded, however, that
the phylloquinone A1 became fully reduced as studied
by Sétif and Bottin (1989), in which case the triplet state
of P700 is formed from the back-reaction in the primary
radical pair P700+A−

0 . But the state where phylloqui-
none is fully reduced recovers very slowly, whereas the
state giving rise to a 3-μsec signal in our early exper-
iments (Sauer et al., 1978) disappears quickly after a
background illumination.

To conclude with the signal with a t1/2 of 3–10 μsec
at room temperature, it appears that we were wrong in
attributing it to a radical-pair state because, whatever
its mechanism of formation, it is due to 3P700. But we
were right in concluding that it indicated the existence
of a new, very primary, electron acceptor.

VII. Two Electrons in P430

Our experiments (Sauer et al., 1978) in which the rere-
duction of P700+ was measured after a number of sat-
urating preflashes led very simply to the conclusion
that two electrons could be accumulated in the species
named P430 (Ke, 1973). EPR experiments at low tem-
perature had shown the existence of two iron–sulfur
centers, FA and FB. Our conclusion was thus rather
straightforward that FA and FB also function at ambi-
ent temperature and together make up what had been
called P430. FA and FB have respective redox midpoint
potentials of about −530 and −580 mV. Thus, they
were supposed to be positioned in the RC structure in
such a way that electrons coming from P700 would go
first to FB, and then to FA. That was shown not to be
the case: FA is reached first, and there is an uphill elec-
tron transfer from the reduced FA to FB. This has been
shown by a conjunction of spectroscopic and photo-
voltage experiments (Diaz-Quintana et al., 1998), and
confirmed by the 3D structure (Jordan et al., 2001).

The redox equilibrium between FA and FB is cer-
tainly reached in less than 1 μsec, and there should
be no difficulty for placing two electrons in the FA/FB

pool (P430). We heard subsequently that some people
had problems in reproducing our preflash experiments.
We were presumably lucky in finding the proper redox
conditions, as well as in using the most appropriate PS
I subchloroplast particles.

VIII. Origin of Our 250 �s Phase

Our finding of a 250-μsec back-reaction between
P700+ and a reduced acceptor that we named A2 (Sauer
et al., 1978) was experimentally straightforward, but it
required a large number of subsequent experiments to
be correctly interpreted. We observed the back-reaction
at room temperature under conditions where FA and FB

were prereduced. Previous low-temperature EPR ex-
periments had shown that, in PS I, a species named FX

behaves like an electron acceptor more primary than
FA and FB (McIntosh et al., 1975; Evans et al., 1975).
We thus naturally equated our A2 with FX.

Time-resolved EPR experiments had shown that re-
duced FX recombines with P700+ with a half-time of a
few hundred milliseconds below 20 K. We thus thought
that it should be straightforward to show that the 250-
μsec back-reaction slows down progressively to hun-
dreds of milliseconds, when temperature decreases.
That was the rationale for our flash absorption stud-
ies at temperatures from 294 K to nearly 4 K (Sauer
et al., 1979). However, we were not able to verify our
prediction, and things were revealed to be much more
complex than we expected. We now know that this com-
plexity has several origins: first, what we named A2 is
in fact made of two successive acceptors, the phylloqui-
none A1 and the iron–sulfur center FX; and secondly,
most electron transfer reactions (either forward or re-
verse) in PS I become strongly multiphasic at low tem-
perature. Two other features add to the complexity: Re-
combination kinetics are influenced by the redox state
of downstream electron acceptors (perhaps because of
electrostatic repulsion); and the triplet state of P700 is
formed in many experiments, adding unwanted (and
sometimes unrecognized) kinetic phases. We will dis-
cuss a few of these aspects only briefly, referring largely
to Brettel (1997) for a detailed discussion.

Compared to our results, the first important progress
was made by Golbeck et al. (1978) who showed that the
A2 phase disappears when PS I particles are treated to
denature iron–sulfur clusters, supporting the idea that
A2 is an iron–sulfur center, presumably FX. This pro-
posal was further supported by the results of Golbeck
and Cornelius (1986), who were able to selectively re-
move FA and FB from PS I particles by a controlled
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treatment with lithium dodecyl sulfate. After this treat-
ment, flash excitation induces a charge separation that
recombines with a half-time of 1.2 msec. This was in-
terpreted as the back-reaction between P700+ and F−

X.
The decay is not far from that of our 250-μsec signal,
reinforcing the hypothesis that A2 is FX. The length-
ening from 250 μsec to 1.2 msec might be due to a
minor perturbation of the structure between P700 and
FX or to the disappearance of negative charges on FA

and FB (which were reduced in our studies and absent
in Golbeck’s).

To identify A2, it is also possible to analyze the dif-
ference spectrum of the state (P700+ A−

2 ). Our own
study revealed that A2 could be an iron–sulfur cen-
ter, but our spectra were not accurate enough. Detailed
spectral studies were conducted by Brettel (1989), with
PS I particles from cyanobacteria, in which FA and
FB were chemically reduced. He found that the dif-
ference spectrum fitted poorly with A2 being an iron–
sulfur center, but fitted much better with a phylloqui-
none (since in the meanwhile many indications were
obtained for the presence of a phylloquinone, named
A1, as intermediate electron acceptor between P700
and FX) (Brettel et al., 1986). Brettel thus proposed
that the 250-μsec back-reaction takes place between
P700+ and A−

1 .
What can we learn from studies versus temperature,

which have been numerous? In our work with Triton
PS I particles (Sauer et al., 1978) we found at low
temperature a back-reaction of less than 1 msec, un-
der conditions where we expected a back-reaction of
P700+ with F−

X in hundreds of milliseconds (although
we should remember that the light-induced formation
of F−

X, in low-temperature experiments where FA and
FB were prereduced, always indicated a small extent
of reaction). A next step was really surprising, since
Mathis and Conjeaud (1979) found that, with chloro-
plasts below 77 K, a large part of P700+ formed by a
flash is rereduced by a back-reaction with a half-time
of 122 μsec, without any prereduction of iron–sulfur
centers. That result was totally against the “dogma” of
a highly efficient irreversible photooxidation of P700 at
low temperature (see, e.g., Bearden and Malkin, 1976),
but it has been largely confirmed by later studies (see for
instance Sétif et al., 1984b; Schlodder et al., 1998). De-
tailed studies have shown that a dominant back-reaction
with a t1/2 between 100 and 200 μsec, observed in var-
ious PS I preparations, at low temperature, is due to the
state (P700+ A−

1 ), where A1 is a phylloquinone (Brettel
et al., 1986; Brettel and Golbeck, 1995; Schlodder et al.,
1998). It was also shown that the back-reaction between
P700+ and A−

1 is multiphasic and nearly temperature-

independent (Sétif et al., 1984a; Brettel and Golbeck,
1995; Schlodder et al., 1998).

All of these data tend to support the idea that our
250-μsec phase may well be a back-reaction between
P700+ and phylloquinone, and that what we named A2

may be the phylloquinone (now called A1) rather than
FX. As a matter of fact, as discussed in detail by Bret-
tel (1997), the redox midpoint potentials of the phyl-
loquinone A1 and of FX are probably very close and,
when FA and FB are either removed or prereduced, there
is a rapid equilibrium between the states (P700+A−

1 )
and (P700+F−

X), in which each state contributes signif-
icantly, with a weight that depends on the biological
material. Brettel (1997), however, recognizes that the
question is not fully settled. Until now, our discussion
has not integrated the idea that the two phylloquinones
of PS I may be active. What we named A1 may in fact
be constituted of both molecules. This may be a reason
for the complexity of the kinetic behavior of the PS I
acceptors, since the parameters controlling the rates of
electron transfer (distances, driving force, reorganiza-
tion energies) might be different for the two quinones
and their partners.

IX. Concluding Remarks

In photosynthetic systems spectroscopic studies, in-
cluding steady-state, light-minus-dark and flash-
induced transients, typically precede the determination
of molecular structure using crystallographic diffrac-
tion analysis. This was true for purple bacteria RCs,
for PS I and for PS II, as well as for many chlorophyll–
protein antenna complexes. In general, many conclu-
sions from spectroscopic studies were confirmed by
the structural information. However, crystallography
has also provided new insights that were not evident
from the spectroscopy, such as the two parallel paths
of electron transfer cofactors that occur in RCs. Once
structural data are available, additional experiments are
indicated on the basis of features that had not been an-
ticipated. Refined spectroscopic studies are now pro-
viding answers to many of these issues. This synergy
of methodologies is still proving extremely valuable in
ongoing investigations of the photosynthetic reactions.
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Summary

Green plant photosystem I (PS I) not only binds a chlorophyll a/b-binding, membrane-intrinsic antenna complex
(LHCI) that is associated with the PS I core complex under almost all physiological conditions, but it can also
transiently bind the major chlorophyll a/b-binding light-harvesting complex (LHCII), when the light conditions
favor excitation of photosystem II (PS II) and the photosynthetic apparatus is in the so-called state 2. Recently, a
low-resolution structure was obtained of a PS I–LHCII supercomplex from Arabidopsis thaliana. We describe here
some of the structural features of this transient complex, and discuss the role of small PS I subunits that are involved
in the binding of LHCII. We also discuss structural features of the PS I complex of the green algae Chlamydomonas
reinhardtii, which has a larger LHCI antenna and shows a more pronounced difference between state 1 and state 2.

∗ Author for correspondence, email: e.j.boekema@rug.nl

Abbreviations: EM – electron microscopy; LHCI – light-
harvesting complex I; LHCII – light-harvesting complex II;
PS I – photosystem I; PS II – photosystem II; PS I-A to PS I-O –
alternative higher plant nomenclature for PS I polypeptides.

I. Introduction

One of the ways by which plants adapt to changing
light conditions is to change the direction of part of
the absorbed light to either PS I or PS II. The response
of the photosynthetic apparatus to such light fluctu-
ations is called a state transition (Allen and Forsberg,

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 41–46.
C© 2006 Springer.
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2001; Haldrup et al., 2001; Wollman, 2001). State tran-
sitions occur in three main steps. The first step is the
initiation of a signal transduction leading to the ac-
tivation of kinases. This activation is brought about
by the reduced state of the plastoquinone (PQ) pool
and the cytochrome b6 f complex, induced by prefer-
ential excitation of PS II (Vener et al., 1997; Zito et al.,
1999). The second step is the phosphorylation, by
the activated kinases, of light-harvesting complex II
(LHCII). In plants, the major LHCII proteins consist
of three closely related chlorophyll a/b-binding pro-
teins encoded by the Lhcb1–3 genes (Jansson, 1994; see
also Croce et al., this volume, Chapter 10). Two kinase
families are proposed to be involved in LHCII phos-
phorylation: TAK kinases (Snyders and Kohorn, 1999,
2001) and STT7 kinases in Chlamydomonas reinhardtii
(Depège et al., 2003) and its homolog in Arabidopsis
STN7 (Bellafiore et al., 2005). Mutants without those
kinases cannot perform phosphorylation of LHCII and
have impaired state transitions. The phosphorylation
of LHCII is thought to cause a conformational change,
which allows LHCII to diffuse from the grana to PS I in
the stromal parts of the thylakoid membrane, constitut-
ing the last step in the state transition (Allen and Fors-
berg, 2001). The binding of phosphorylated LHCII to
PS I brings the system to state 2 and allows a redistribu-
tion of the light energy between the two photosystems
and a balancing of linear electron flow. This associa-
tion between PS I and LHCII is reversible. Preferential
excitation of PS I leads to oxidation of the plastoquinol
pool, a dephosphorylation of LHCII, and a release of
LHCII from the PS I–LHCII complex (state 1).

The three main steps in the state transitions are rather
similar in green plants and green algae such as C. rein-
hardtii, but in some respects these systems are very dif-
ferent. The extent of the state transition is much larger
in C. reinhardtii, in which 80% of LHCII may migrate
between PS II and PS I (Delosme et al., 1996), whereas
in plants only 10–20% of LHCII migrates between PS II
and PS I (Allen, 1992). The differences in the extent of
the state transitions may relate to the amount of stack-
ing, which is much lower in C. reinhardtii. A less tight
stacking may result in a greater accessibility of LHCII
for the kinases and a larger proportion of LHCII that
can migrate to PS I (Dekker and Boekema, 2005). In
C. reinhardtii, the transition from state 1 to state 2 is
accompanied by an increase of cyclic electron transfer
around PS I (Finazzi et al., 2002), whereas in Arabidop-
sis thaliana, no change in cyclic electron transfer oc-
curs upon state transitions (Lunde et al., 2003). Further-
more, the structure of the PS I–LHCI complex is dif-
ferent in both types of organisms. LHCI of green plants

consists of four chlorophyll a/b-binding proteins, en-
coded by the Lhca1–4 genes (Jansson, 1994), while
LHCI of C. reinhardtii consists of nine proteins of the
Cab gene family (Takahashi et al., 2004). The struc-
ture of the PS I–LHCI complex from pea is known at
4.4 Å resolution (Ben-Shem et al., 2003), and shows
that the four LHCI proteins are located in a row at the
PS I-FJ side of the complex between the PS I-G and
PS I-K subunits. A low-resolution structure of the PS
I–LHCI complex from C. reinhardtii was obtained by
single-particle electron microscopy (Germano et al.,
2002; Kargul et al., 2003). It was suggested that four
of the additional LHCI proteins are bound in a second
row flanked by the PS I-G and PS I-K proteins, and that
a single LHCI protein is bound at the other side of the
complex between PS I-H, PS I-A, and PS I-K (Dekker
and Boekema, 2005).

Despite intensive search, no structural information
on the putative PS I–LHCII complex in state 2 was
available until very recently. On the basis of both cross-
linking experiments and the structures of the green
plant PS I–LHCI and LHCII complexes, Ben-Shem
and Nelson proposed a location of LHCII at the PS
I-A side between PS I-H and PS I-K (Ben-Shem and
Nelson, 2005). Recently, we obtained a structure of the
top view of a PS I–LHCII complex from Arabidopsis
in state 2 (Kouřil et al., 2005), in which the LHCII is
slightly displaced compared to the suggestion of Ben-
Shem and Nelson. The new structure gives new in-
formation on the interaction between PS I–LHCI and
LHCII, and forms the main topic of this chapter.

II. Structure of the PS I–LHCII Complex

Thylakoid membranes of A. thaliana were prepared in
state 1 or state 2 by red or orange light treatment, re-
spectively, as described by Zhang and Scheller (2004).
The membranes were solubilized with the very mild
detergent digitonin, and immediately without further
purification analyzed by electron microscopy (Kouřil
et al., 2005). This procedure prevents disassembly of
the particles as much as possible, and allows a statis-
tical analysis of the numbers of the various complexes
in the membranes. Figure 1 shows a typical electron
micrograph of the solubilized material. Many of the
projections can be recognized because of their partic-
ular size and shape, such as ATPase, C2S2M2 PS II–
LHCII supercomplexes (Yakushevska et al., 2001), and
PS I–LHCI particles (Boekema et al., 2001). All pro-
jections from particles with a size similar or larger than
that of the PS I–LHCI complex (see also Nelson and
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Fig. 1. Part of an electron micrograph of nonpurified single
particles from digitonin solubilized thylakoid membranes of
Arabidopsis thaliana in state 2. Projections of PSI/PSI–LHCII,
PSII, and ATPases are indicated by white, gray, and black
boxes, respectively. The scale bar equals 100 nm. (Modified
from Kouřil et al., 2005.)

Ben-Shem, this volume, Chapter 7) were selected and
subjected to multivariate statistical analysis. The results
showed that the majority of the analyzed PS I projec-
tions from state 2 membranes belong to classes of oval-
shaped PS I–LHCI particles, or to novel pear-shaped
particles (Fig. 2A), representing a supercomplex of PS
I and trimeric LHCII (see below). The same projec-
tions were obtained from state 1 membranes, but with
the pear-shaped particles in much smaller numbers.

The results obtained by Kouřil et al. (2005) have a
number of implications. One implication is that at least
the majority of LHCII that binds to PS I is trimeric.
More than 90% of the analyzed PS I particles could be
attributed to either the normal PS I–LHCI complex, or
to the same complex with associated trimeric LHCII,
which excludes the occurrence of significant amounts
of supercomplexes of PS I and monomeric LHCII. In
older literature (see, e.g., Bassi et al., 1988) it was sug-
gested that the migrating LHCII could be monomeric,
but in these papers the “state 2” was obtained by high
light, which is not an appropriate way to induce the
state transition. High light can, for instance, induce
monomerization of LHCII (Garab et al., 2002), so
the earlier proposed involvement of monomeric LHCII
may be the result of the applied illumination protocol. It

Fig. 2. Model of the PSI–LHCII supercomplex. (A) Final pro-
jection map at 16 Å. (B) See Color Plate 1, Fig. 1.

was also suggested that phosphorylation induces con-
formational changes of LHCII, one of which is a trimer-
to-monomer transition (Nilsson et al., 1997). Our re-
sults show that a trimer-to-monomer transition is not
required for binding to PS I and that the amount of
bound monomers in state 2 is very small.

Another implication is that the binding of PS I and
LHCII is specific. If the binding of LHCII to PS I was
not specific, the final image (Fig. 2A) would have been
more blurred, or there would have been more than one
class of projections with differences in the LHCII area.
A final fitting of the atomic PS I and LHCII structures
into the electron microscopy projection map (Fig. 2B)
clearly resembles the proposal of Ben-Shem and
Nelson (2005) based on the fits of the intermediate-
resolution structures of PS I and LHCII, though the
LHCII in our image is slightly displaced toward the PS
I-K subunit.

III. Role of Small PS I Subunits in
State Transitions

Earlier work has shown that plants without PS I-H and
PS I-L (Lunde et al., 2000) and without PS I-O (Jensen
et al., 2004) are highly deficient in state transitions
(Zhang and Scheller, 2004). In addition, cross-links
could be established between LHCII and PS I-I, PS I-H,
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and/or PS I-L. The new PS I–LHCII structure shows
that the LHCII trimer is attached at a defined position
between subunits PS I-A, -H, -L, and -K (Fig. 2B). The
involvement of PS I-H and PS I-L in the binding of
LHCII is expected in view of the role of these subunits
in the state transitions and of the detected cross-link to
LHCII. The involvement of PS I-K in the binding of
LHCII is however surprising, because the absence of
PS I-K by the addition of an antisense construct does
not impair state transitions to any great extent (Jensen
et al., 2000) and a cross-link between PS I-K and LHCII
was not detected (Zhang and Scheller, 2004). The ab-
sence of PS I-K even resulted in a slightly enhanced
binding of LHCII (Zhang and Scheller, 2004), which
can be explained by a small shift of LHCII toward PS
I-A. This is possible because in the presence of PS I-
K there seems to be a small gap between PS I-A and
LHCII (indicated as XXX in Fig. 2B). It is not known
where the PS I-O subunit is located. This protein was
not found in the PS I–LHCI crystal structure, but with-
out this protein the state transitions are 50% impaired
(Jensen et al., 2004). A cross-link with LHCII was not
found, but particles isolated from mutants without PS
I-O have smaller amounts of attached LHCII (Zhang
and Scheller, 2004), which indicates that this protein
is at least indirectly involved in the binding of LHCII.
Recently the discovery of a new subunit of PS I was
reported (Khrouchtchova et al., 2005). This subunit,
which is denoted PS I-P, appears to be associated with
PS I-L in the proximity of PS I-O and -H and it is
likely that PS I-P also is involved in the interaction
with LHCII. The exact role of these small membrane-
intrinsic subunits in state transitions need further func-
tional characterization.

Figure 2B also shows that the observed cross-link
between PS I-I and LHCII (Zhang and Scheller, 2004)
is hard to explain by the structure of the current PS
I–LHCII complex. It is possible though that there is a
second binding site of LHCII, which is even weaker
than the first and therefore can be missed in our anal-
ysis. Cross-linking will prevent the detachment of the
cross-linked complex, so in this type of analysis such a
binding might be revealed. If a second binding site ex-
ists, it may be present at the symmetry-related position
covered by the PS I-H, -I, -B, and -G subunits. Further
work is needed to clarify this point.

IV. Origin of LHCII Bound to PS I

The results of Kouřil et al. (2005) show that solubiliza-
tion of state 2 membranes results in slightly lower num-

Fig. 3. Model of the PSI–LHCI complex of Chlamydomonas
reinhardtii with an inner row of four peripheral LHCI proteins
(darker shade), and with four LHCI proteins in a second row
(lighter shade) plus one single LHCI protein (lighter shade)
at the position of the LHCII trimer in green plants. (Modified
from Dekker and Boekema, 2005.)

bers of PS II–LHCII supercomplexes with four bound
LHCII complexes and somewhat higher numbers of
supercomplexes with three bound LHCII complexes.
This suggests that among the LHCII complexes that
move from the grana to PS I there are at least some
that originate from the so-called M-LHCII, the LHCII
that is bound to the PS II core dimer at the site of the
CP29 and CP24 units (Dekker and Boekema, 2005).
However, it is hard to make quantitative statements on
the origin of the LHCII that migrates to PS I. It is pos-
sible that some LHCII arises from supercomplexes that
were completely disintegrated during the state transi-
tion, because the remaining complexes are too small
to be picked up and analyzed by our EM analysis. It is
also possible that a considerable part of the migrating
LHCII originates from LHCII-only parts of the grana
(Boekema et al., 2000).

V. State Transitions in C. reinhardtii

It is now well-established that the PS I–LHCI complex
from the green alga C. reinhardtii is larger than that
of green plants (Germano et al., 2002; Kargul et al.,
2003). In this organism, PS I binds nine monomeric
LHCI subunits (Takahashi et al., 2004), eight of which
are most likely bound at the PS I-FJ side of the complex
in two rows between the PS I-G and PS I-K (Fig. 3),
and one at the other side of the complex between PS
I-H and PS I-K. This is the same position at which
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trimeric LHCII binds in state 2 in A. thaliana (see
above). An analysis of n-dodecyl-β-D-maltoside sol-
ubilized PS I–LHCII particles from C. reinhardtii pre-
pared in state 1 or state 2 revealed no differences in
the positions of the nine LHCI proteins (A. E. Yaku-
shevska, unpublished observations). This suggests that
the binding site of LHCII on green plant PS I is always
occupied by a monomeric LHC type of protein in PS I
of C. reinhardtii. This also suggests significant differ-
ences in the binding of LHCII to PS I in both types of
organisms.

However, there may be a relation between a rela-
tively small mass at the tip of the complex, near the PS
I-H protein, and state transitions. Multivariate statisti-
cal analysis of single-particle projections from PS I–
LHCI particles prepared in a state between a pure state
1 and a pure state 2 (Germano et al., 2002) revealed
two types of complexes with a small size difference
near PS I-H. The difference is too small for the binding
of one additional trimeric LHCII complex in the larger
complex, but fits more or less that of a monomeric
LHCII-type of complex. Preliminary results indicate
that the smaller complex is more abundant in state 1
(in agreement with Kargul et al., 2003), and that the
larger complex is more abundant in state 2. However,
the additional mass in the larger particle is much too
small to explain the large extent of the state transition in
C. reinhardtii. It is in this respect interesting to note that
PS II–LHCII super- and megacomplexes could only be
isolated from C. reinhardtii membranes grown in state
1, but not in state 2 (A. E. Yakushevska, unpublished
observations), suggesting that the association of PS II
and LHCII is less tight in state 2 than in state 1. So, the
disintegration of majority of the PS II–LHCII super-
complexes could form a major contributor to the state
transition in this organism. Digitonin solubilization and
an immediate analysis of all solubilized complexes, as
done for Arabidopsis (Kouřil et al., 2005) should pro-
vide more information on the possible presence of a PS
I–LHCII complex in C. reinhardtii in state 2.
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Summary

Photosystem I is a large membrane protein complex that catalyzes the first step of oxygenic photosynthesis. It can
be regarded as a solar energy converter that captures the light from the sun through a large core-antenna system
of chlorophylls and carotenoids and transfers the energy into the center of the complex, where the energy is used
to catalyze the light-driven transmembrane electron transfer from plastocyanin to ferredoxin. Photosystem I from
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cyanobacterial origin consists of 12 protein subunits, to which 127 cofactors are noncovalently bound. This
chapter describes the structure and function of the cyanobacterial Photosystem I as revealed from the X-ray
structure at 2.5 Å resolution.

I. Introduction

Oxygenic photosynthesis is the main process on Earth
that converts the light energy from the sun into chemi-
cal energy. The process supplies all higher life on earth
with food and produces all of the oxygen in the at-
mosphere. Two large membrane protein complexes –
Photosystem I (PS I) and Photosystem II (PS II) that
are embedded in this membrane – catalyze the initial
steps of photosynthesis, the light-induced charge sep-
aration. A pool of plastoquinones, the cytochrome b6f
complex, and plastocyanin or cytochrome c6 function-
ally couple both photosystems.

Cyanobacterial PS I consists of 12 protein subunits
to which 127 cofactors are noncovalently bound. It cat-
alyzes the light-driven electron transfer from the solu-
ble Cu-containing protein plastocyanin on the lumenal
side (i.e., the inside of the thylakoids) to ferredoxin at
the stromal side (outside) of the thylakoid membrane.
Cyanobacteria can also use the heme-containing sol-
uble protein cytochrome c6 as an alternate or unique
electron donor to PS I. There is also some flexibility
concerning the electron acceptor. In the case of iron
deficiency, flavodoxin can act as the electron acceptor
instead of ferredoxin.

The first step of the whole process is the light
capturing, performed by the large antenna system,
which consists of 90 antenna chlorophylls and 22
carotenoids. The energy is transferred to the center of
the complex, where the electron transport chain is lo-
cated. When the energy excites a special pair of two
chlorophylls, located in the center of the complex, the
“action” takes place and charge separation occurs. Due
to its absorption maximum at 700 nm, this pair of
chlorophylls was named P700. The electron is trans-
ferred from P700 across the membrane by a chain
of electron carriers. These electron carriers had been
previously identified by spectroscopic investigations,
and their historical names have been maintained. The
electron transport chain consists of five steps. The

Abbreviations: Chl – chlorophyll; ENDOR – electron nuclear
double resonance; EPR – electron paramagnetic resonance; ET –
electron transport; Fe/S – iron–sulfur cluster; FNR – ferredoxin-
NADP+-oxidoreductase; pBRC – purple bacterial reaction cen-
ter; PS I – Photosystem I; PS II – Photosystem II.

electron is stepwise transferred from P700 to A (a
Chl a molecule), A0 (also a Chl a molecule), A1 (a
phylloquinone molecule) and from there to the three
[4Fe–4S] clusters, FX, FA, and FB. After the docking
of the soluble electron carrier ferredoxin, the electron
is transferred from PS I to ferredoxin, which subse-
quently leaves the docking site to bring the electron to
the enzyme ferredoxin:NADP+-reductase, which then
finally reduces NADP+ to NADPH. After this process
has occurred once, P700+ has to be rereduced to com-
plete the reaction cycle. There is a docking site for
soluble electron carrier proteins located at the lumenal
site of the complex, just underneath P700. In plants,
reduced plastocyanin docks to this site and reduces
P700+, whereas cytochrome c6 can substitute plasto-
cyanin in cyanobacteria.

Detailed structural information is available from
the X-ray structure of cyanobacterial PS I from the
thermophilic cyanobacterium Synechococcus elonga-
tus (now renamed Thermosynechococcus elongatus) at
2.5 Å resolution (Jordan et al., 2001) and will be de-
scribed in this chapter. The structure of plant PS I has
been determined at 4.4 Å resolution from pea (Ben-
Shem et al., 2003) and will be described in Chapter 7
of this volume.

II. General Architecture of PS I

In cyanobacteria, PS I can exist in trimeric and
monomeric forms (Hladik and Sofrova, 1991). In S.
elongatus, the total amount of PS I and its oligomeric
organization depends on the environmental conditions.
At low-light intensity, the PS I trimer is the most abun-
dant protein in the thylakoid membrane. The amount of
PS I exceeds the amount of PS II by a factor of eight.
Under these low-light conditions essentially all PS I
exists in the membrane in trimeric form. The forma-
tion of intact trimers is essential for the growth of the
cells at low-light intensity (Fromme et al., 2003). The
trimer has a molecular weight of 1,056,000 Da; this
PS I trimer has been isolated and crystallized (Fromme
1998, Fromme et al., 2003). PS I is the largest and the
most complex membrane protein for which the struc-
ture has been determined.

Figure 1 shows a simplified picture of the trimeric
complex, pointing out the complex organization of



Chapter 6 Analysis of Cyanobacterial Photosystem I 49

Fig. 1. The trimeric structure of Photosystem I from cyanobacteria; the view direction is from the stromal side onto the membrane
plane. The 12 proteins are shown in a backbone representation. The phytyl tails of the chlorophylls have been omitted for clarity. See
also Cover Picture.

this nano-biosolar system. The 12 subunits are shown
in a ribbon representation. Each monomeric unit con-
tains 12 proteins, 96 chlorophylls, 22 carotenoids, 3
[4Fe–4S] clusters, 2 phylloquinone molecules, and 4
lipids. This picture of the trimeric PS I visualizes a
further remarkable feature of PS I: the high content
of cofactors. Thirty percent of the total mass of PS I
consists of cofactors, which are therefore not only im-
portant for the function of the protein but also play an
essential role in the assembly and structural integrity of
PS I.

One monomeric unit of the cyanobacterial PS I con-
sists of 12 different proteins (PsaA, PsaB, PsaC, PsaD,
PsaE, PsaF, PsaI, PsaJ, PsaK, PsaL, PsaM, and PsaX)
to which 127 cofactors are noncovalently bound. In
plants, the system contains at least four additional sub-
units whose functions are still under investigation (see

Nelson and Ben-Shem, this volume, Chapter 7; Hal-
drup et al., this volume, Chapter 11 for a detailed de-
scription of the plant PS I).

It is known that the main proteins, including all
cofactor-binding sites, are well conserved between
plants and cyanobacteria, whereas PsaX and PsaM
may be unique to cyanobacteria, even if the homol-
ogous gene for PsaM has been identified in liver moss
(Ohyama et al., 1986).The structure of the plant PS
I confirms the absence of PsaM and PsaX in higher
plants (Ben-Shem et al., 2003).

Figure 2A shows the organization of protein sub-
units in PS I. The two most important proteins are the
large subunits PsaA and PsaB. They harbor most of
the antenna system as well as most of the cofactors of
the electron transport chain from P700 to the first Fe/S
cluster, FX.
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Fig. 2. Photosystem I. (A) PS I with all cofactors as seen from within the membrane plane. The view leads from the distal side into
the trimerization site. (B) The same view as in (A), but only the transmembrane helices of the protein backbone are shown. See Color
Plate 1, Fig. 2.
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Fig. 2. (cont.) Photosystem I. (C) Same view as in Panels A and B, but only the cofactors are shown. (D) View of the transmembrane
helices of the protein backbone with all cofactors as seen from the stroma. See Color Plate 2, Fig. 2.

All of the small subunits are located peripheral to
PsaA and PsaB. The subunits PsaC, PsaD, and PsaE
do not contain transmembrane helices. They form the
stromal hump of PS I, which extends the membrane
by approximately 90 Å. PsaC carries the two terminal
Fe/S clusters, FA and FB.

The remaining small subunits contain between one
and three transmembrane helices and are located at
the periphery of PsaA and PsaB. They are in quite
different environments. The subunits PsaL and PsaI

are located in the center of the trimeric complex and
form the “trimerization domain,” while PsaM is lo-
cated at the interface between the monomers. PsaJ and
PsaF, as well as PsaK and PsaX, are located at the
membrane exposed surface of the trimeric PS I com-
plex. They stabilize the core-antenna system of PS I
and may also be involved in the interaction of PS I
with its external antenna systems (see also Barber et
al., this volume, Chapter 9; Croce et al., this volume,
Chapter 10).
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III. The Protein Subunits

First, we will examine the structure and function of the
protein subunits in PS I, starting with the large subunits
PsaA and PsaB.

A. The Core: The Large Subunits PsaA
and PsaB

The major subunits of PS I, PsaA, and PsaB, show
a large homology to each other and are suggested to
have evolved via gene duplication. Each of them con-
tains 11 transmembrane helices as evidenced from se-
quence alignment and folding predictions (Golbeck,
1994; Pakrasi, 1995). The arrangement of transmem-
brane helices in PS I is depicted in Fig. 2B,D. The field
of transmembrane helices for PsaA/PsaB can be di-
vided into two domains: The five C-terminal α-helices
(g–j) surround the electron transport chain, whereas the
N-terminal six helices flank the central region at both
sides, forming an arrangement of “trimers of helix-
pairs,” where the pairs are formed by transmembrane
helices a/b, c/d, and e/f. The N-terminal domain of
PsaA/B is connected to the C-terminal domain by hy-
drophobic interactions of helix f with helix i, by the
fg loop and interaction between the loops, as well
hydrophobic interactions mediated by the cofactors
(chlorophylls, carotenoids, and lipids). The C-terminal
domain shows some similarity to the arrangement of the
L and M proteins in bacterial reaction centers (Deisen-
hofer et al., 1995) and the D1 and D2 proteins in PS
II (Zouni et al., 2001; Kamiya and Shen, 2003; Fer-
reira et al., 2004), whereas the N-terminal domain of
PsaA and PsaB shows a striking similarity to the ar-
rangement of helices in the core-antenna proteins of
PS II (PsbB and PsbC) and the peripheral antenna pro-
tein IsiA, expressed under iron deficiency (Bibby et al.,
2001; Boekema et al., 2001; Nield et al., 2003; see also
Barber et al., this volume, Chapter 9). It is therefore
very likely that all photoreaction centers have evolved
from a common ancestor and the genes for PsaA and
PsaB have evolved by a gene fusion of an ancient re-
action center protein containing five transmembrane
helices and an antenna protein consisting of six trans-
membrane helices, as suggested earlier (Schubert et al.,
1998).

Whereas the transmembrane helices nearly perfectly
match the twofold symmetry between PsaA and PsaB,
some of the loops show striking differences in se-
quence, length, and secondary structure elements, mak-
ing the system more asymmetric. The functional reason

for this asymmetry is its ability to attach the stromal
hump and the small membrane intrinsic subunits at a
proper position to the core of PS I. It is interesting that
nearly neither hydrogen bonds nor any salt bridges exist
between PsaA/PsaB and the small subunits in the trans-
membrane regions of PS I (Loll et al., 2003). Therefore,
analysis of these interactions does not give an answer
to the question how PS I may be assembled. Instead,
the peripheral membrane intrinsic subunits are attached
by hydrophobic interactions with the cofactors and by
specific interactions (salt bridges and H-bonds) within
the asymmetric parts of the loops of PsaA and PsaB.

PsaA and PsaB coordinate the majority of the cofac-
tors of the electron transport chain (P700, A, A0, A1,
and FX) and 79 of the 90 antenna chlorophylls in PS I.
In addition, most of the carotenoids show hydrophobic
interactions with either PsaA or PsaB. Most, but not all,
of the chlorophylls are coordinated by histidines. It is
very interesting that most of the coordination sites were
conserved over millions of years during the evolution
between plants and cyanobacteria. The cofactors of the
electron transport chain from P700 to FX are coordi-
nated by the C-terminal region of PS I between the end
of transmembrane helix h (corresponding to the eighth
transmembrane helix) and start of transmembrane he-
lix k (corresponding to the 10th transmembrane helix).
Details of the ligandation of P700, A, and A1 are dis-
cussed extensively below.

The helices of the two large subunits are related to
each other by a local twofold symmetry axis running
through the Fe/S cluster FX. The iron–sulfur cluster,
FX, is coordinated by two cysteines of the conserved
sequence motif of the large subunits PsaA and PsaB. It
is a rare example of an inter-protein iron–sulfur cluster.
This loop is not only responsible for the coordination of
FX, but also plays an important role in the attachment
of PsaC and the whole assembly of the stromal hump
(see Antonkine et al., 2003; Antonkine and Golbeck,
this volume, Chapter 8).

PsaA and PsaB also play an essential role in the dock-
ing of the soluble electron donors to PS I. Plastocyanin
and cytochrome c6 bind to PS I at an indentation at the
lumenal side to rereduce the primary electron donor,
P700+. The major interaction site is formed by two
helices in the loop between helices i and j, located at
the lumenal indentation close to P700+. They provide
a hydrophobic docking site for plastocyanin and cy-
tochrome c6. Figure 3 shows a view of the potential
docking site for plastocyanin and cytochrome c6.

Both plastocyanin and cytochrome c6 have hy-
drophobic faces that match the hydrophobic dock-
ing site of PS I (Frazao et al., 1995). Mutants that
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Fig. 3. Plastocyanin/cytochrome c6 docking site at the luminal side of Photosystem I. The lumenal five amino acids of the transmem-
brane helices of the reaction center core of PsaA and PsaB together with their lumenal loops are shown. The two tryptophans (dark
bond structures) have been shown to be essential for the docking.

disturb this site are impaired in binding and electron
transfer (Molina-Heredia et al., 1999). A further in-
crease in affinity can be provided by positively charged
patches of both plastocyanin and cytochrome c6 that
may electrostatically drive their attractive movement
toward PS I (Molina-Heredia et al., 1999). Two trypto-
phan residues that are partially exposed to the aqueous
phase are further prominent features of the docking
site (Fig. 3). They may form an important part of the
recognition site for the soluble electron donors and may
even be involved in the electron transfer from plasto-
cyanin/cytochrome c6 to P700. Experimental evidence
for this hypothesis was provided by mutagenesis stud-
ies on one of these tryptophan (Sommer et al., 2002).

In contrast to cyanobacteria, where only PsaA and
PsaB are involved in the docking of plastocyanin, in
plants PsaF may also play an important role in the dock-
ing of plastocyanin (see below).

B. The Stromal Hump of PS I: PsaC, PsaD,
and PsaE

Three subunits (PsaC, PsaD, and PsaE) are located at
the stromal side of PS I and are involved in the dock-
ing of ferredoxin. The structure of the three subunits

in the stromal hump and the potential docking site of
ferredoxin are shown in Fig. 4A,B.

1. Subunit PsaC

Subunit PsaC (8.9 kDa) carries the two terminal
Fe/S clusters FA and FB. Both clusters are of the
[4Fe–4S] type. They are defined by distinct lines in
the EPR spectra of PS I (Evans et al., 1974). The
gene of PsaC contains two conserved sequence motifs
CXXCXXCXXXCP in which the cysteines provide the
ligands to the Fe atoms. A homology of subunit PsaC
to bacterial ferredoxins also containing two [4Fe–4S]
clusters was suggested from strong sequence similar-
ity and homology models (Golbeck, 1993; Dunn et al.,
1988) and was confirmed by the similarity of both struc-
tures (Adman et al., 1973; Jordan et al., 2001). The
structure of PsaC is shown in Fig. 4A,B.

The central part of PsaC consists of two short α-
helices connecting the two Fe/S clusters. This part is
very similar in PsaC and ferredoxin. The preeminent
deviations between the two structures are the C- and
N-termini, elongated by 14 and 2 residues in PsaC,
respectively, and an extension of 10 residues pointing
toward the putative ferredoxin/flavodoxin docking site
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Fig. 4. The stromal subunits of Photosystem I. The subunits PsaC, PsaD, and PsaE form a protein cluster on the stromal side of PS
I, which harbors the terminal part of the electron transfer chain. PsaC coordinates the Fe/S clusters FA and FB. (A) Side view into
the binding site of FA and FB. (B) View from the stroma on all three stromal subunits of PS I. The docking site for ferredoxin is
indicated. See Color Plate 3, Fig. 1.
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in the internal loop region exposed to the stromal sur-
face of the PS I complex.

The C-terminus of PsaC is very important for the cor-
rect docking of PsaC to the PS I core (for more details
see Antonkine et al., 2003; Antonkine and Golbeck,
this volume, Chapter 8).

2. Subunit PsaD

Subunit PsaD is essential for the electron transfer from
PS I to ferredoxin (V. P. Chitnis et al., 1996, 1997; Barth
et al., 1998; Sétif, 2001; Sétif et al., 2002). It is located
at the stromal hump, close to the “connecting domain.”

The main part of PsaD consists of a large antiparallel
four stranded β-sheet. The fourth β-strand is connected
to the only α-helix of PsaD by a short loop. This he-
lix forms interactions both with PsaC and with PsaA.
A short antiparallel β-sheet follows the helix in the
sequence and is followed by a very prominent and re-
markable feature of PsaD: its stromal clamp consisting
of the sequence region between D95 and D123. This
part of PsaD wraps around PsaC, forming several con-
tacts between PsaD and both PsaC and PsaE.

This stromal clamp confirms the important function
of PsaD as a critical stabilization factor of the electron
acceptor sites in PS I and its important role in holding
PsaC in its correct orientation (Li et al., 1991; Lagoutte
et al., 2001).

The C-terminal part of PsaD is in close vicinity to
PsaB and PsaL. The close vicinity of PsaD and PsaL
was already suggested from cross-linking and muta-
genesis results (Xu et al., 1994a; Janson et al., 1996).
This interaction may also play an important role in the
stabilization of PS I, as the deletion of subunit PsaL
destabilizes subunit PsaD in cyanobacteria (Armbrust
et al., 1996). The C-terminal region of subunit PsaD is
exposed on the stromal surface of PS I. This fact was
already suggested previously by work on the protease
accessibility, NHS-biotin labeling as well as investiga-
tions on mutant PS I lacking the 24 residues from the
carboxyl terminus of PS I (Xu et al., 1994a; P. Chitnis
et al., 1995).

In addition to its stabilizing function, PsaD is ac-
tively involved in the docking of ferredoxin. The direct
interaction of these two proteins was shown by chemi-
cal cross-linking (Zanetti and Merati, 1987; Zilber and
Malkin, 1988; Lelong et al., 1994). In the work of Le-
long et al. (1994) it was shown that the cross-linked
complex is fully competent in the transfer of electrons
from PS I to ferredoxin. The position of ferredoxin in
these cross-linked complexes was identified by electron
microscopy (Lelong et al., 1996). The same docking

site was also found for flavodoxin (Mühlenhoff et al.,
1996a,b). This docking site is indicated in Fig. 4B. The
negatively charged ferredoxin may be guided toward by
the basic patch provided mainly by PsaD and PsaC. It
is also very remarkable that overexpressed PsaD can
still bind ferredoxin (Pandini et al., 1999). Cocrys-
tals between PS I and ferredoxin have been reported
which may serve as a basis for a structure of the PS
I–ferredoxin complex (Fromme et al., 2002).

3. Subunit PsaE

The structure of subunit PsaE (8 kDa) in solution
was determined by1H and 15N NMR (Falzone et al.,
1994a,b). It shows a compact structure of five antipar-
allel strandedβ-sheets. The core structure of PsaE, con-
sisting of five β-strands is essentially the same in solu-
tion and in PsaE attached to the PS I complex. The main
difference between the free and bound PsaE are the
conformations of the loops and the C- and N-terminus.
The flexible loop connecting the β-sheets β3 (C) and
β4 (D) were not well resolved in the NMR structure
and therefore seems to be flexible and involved in the
interaction with the PsaA/PsaB core. This loop has a
different conformation and is twisted when PsaE binds
to the core complex. The twist of this loop already
was reported at 4 Å (Klukas et al., 1999) and is fully
confirmed in the structural model at 2.5 Å resolution
(Zouni et al., 2000). This loop is involved in interac-
tions with PsaA, PsaB, and PsaC, suggesting a change
of the loop conformation during assembly of the PS I
complex. Recent studies show that PsaE can assemble
into the PS I complex without help of assembly factors
and that it is driven by electrostatic interactions (Lushy
et al., 2002).

The first evidence for the location of subunit PsaE at
the periphery of the stromal hump came from electron
microscopy of a mutant lacking the gene of PsaE in
cyanobacteria (Kruip et al., 1997). This was confirmed
by the 4 and 2.5 Å structural models of PS I (Klukas
et al., 1999; Jordan et al., 2001).

The loop E-β2β3 (BC-loop) connecting strands E-
β2 (B) and E-β3 (C), which points toward the puta-
tive docking site of ferredoxin, is close to the loop
insertion of PsaC. Interactions between PsaE (loop
β1/β2) (AB) and the C-terminal region of the par-
tially membrane integral subunit PsaF also exist, in
good agreement with mutagenesis and cross-linking
studies (Xu et al., 1994a,b,c). The interactions of PsaE
with PsaC and PsaD are relatively weak, which ex-
plains the finding that the geometry of the stromal
structure formed by PsaC and PsaD is not dramatically
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changed in the absence of PsaE (Barth et al., 1998).
However, the C-terminal region of PsaD, which forms
a clamp surrounding PsaC, is in direct contact with
PsaE (loop β2/β3), confirming previous cross-linking
studies (Mühlenhoff et al., 1996a,b).

Different functions have been reported for PsaE.
Subunit PsaE is directly involved in the anchorage of
ferredoxin (Sonoike et al., 1993; Strotmann and We-
ber, 1993; Rousseau et al., 1993) plays a role in cyclic
electron transport (Yu et al., 1993) and can be cross-
linked in barley with FNR, via its N-terminal extension
(Andersen et al., 1992). Site-directed mutagenesis on
subunit E in Synechocystis shows that the C-terminal
eight amino acids are necessary for precise anchorage
of subunit C into PS I. Furthermore, several mutants
on PsaE have a dramatic effect on the binding of ferre-
doxin (for detailed discussion on the function of subunit
E see Sétif, 2001; Sétif et al., 2002). The fact that PsaE
is involved in docking of ferredoxin and flavodoxin
(Mühlenhoff et al., 1996a,b; Meimberg et al., 1998)
was questioned by the finding that PsaE deletion mu-
tants are still able to grow photoautotrophically. This
contradiction was solved by the discovery that PsaE
deletion mutants increased the level of ferredoxin in
the cells by orders of magnitude to compensate defects
caused by the lack of PsaE (van Thor et al., 1999).

C. The Monomer–Monomer Interface: PsaL,
PsaI, and PsaM

PsaL, PsaI, and PsaM are located in the region where
the adjacent monomers face each other in the trimeric
PS I complex. PsaL and PsaI are located in the
trimerization domain, whereas PsaM is located at the
monomer–monomer interface.

1. Subunit PsaL

The location of PsaL in the trimerization domain was
first proposed by mutagenesis studies, because no
trimers can be detected in PsaL deletion mutants of
cyanobacteria (V. P. Chitnis et al., 1993). PsaL is lo-
cated close to the C3 axis in the “trimerization domain.”
It forms most of the contacts between the monomers.
Furthermore, PsaL coordinates three antenna Chl a and
forms hydrophobic contacts with carotenoids and may
be therefore important for the excitation energy transfer
between the monomers.

The structure of PsaL is shown in Fig. 5A. This sub-
unit contains three transmembrane helices, named L-d,
L-e, and L-g with L-d and L-e forming hydrophobic
contact sites between the monomers within the trimer.

Most of the further contact sites between the monomers
in the trimerization domain are provided by hydrogen
bonds and electrostatic interactions within the loop re-
gions. The N-terminal loop is located on the stromal
side, harboring three small β-strands and one α-helix.
This loop forms various contacts with loop regions of
PsaA and is also in contact with PsaD, thereby attach-
ing PsaL to the core of PS I. A short lumenal loop con-
nects the first and second transmembrane α-helices.
Correspondingly the second and third transmembrane
α-helices are connected by a short stromal loop. The
C-terminus is folded into a short α-helix located in the
lumen. The electron density map suggests that a metal
ion, possibly a Ca2+, is coordinated by amino acid side
chains of PsaL in two adjacent PS I monomers and
by PsaA. Possibly, it could be required for stabiliza-
tion of the PS I trimer, in agreement with observa-
tions in Synechocystis sp. PCC 6803 that the addition
of Ca2+ stimulates formation of PS I trimers (P. Chitnis
and J. Kruip, personal communication). PsaL forms hy-
drophobic contacts with three carotenoids, two are lo-
cated at the interface between PsaL and PsaA and PsaI,
the third one is located at the monomer–monomer inter-
face in the trimerization domain. The latter carotenoid
may also play an important role in the stabilization of
the trimeric PS I complex.

2. Subunit PsaI

PsaI is shown in Fig. 5A. It contains one transmembrane
helix. It does not bind Chl a, but forms hydrophobic
interactions with carotenoid molecules and forms few
contacts with the adjacent monomer. PsaI is located
between PsaL and PsaM; the close vicinity of PsaL
and PsaI was first suggested by mutagenesis experi-
ments, where PsaI was deleted. Schluchter et al. (1996)
showed that the deletion of PsaI influences the stability
of these two subunits in the PS I complex in Syne-
chococcus sp. PCC 7002. These mutants were com-
prised of only 10% trimeric PS I, indicating that PsaI
stabilizes PsaL. A close interaction of PsaL and PsaI
was also reported for Synechocystis sp. PCC 6803 (Xu
et al., 1995) and barley (Janson et al., 1996). The crys-
tal structure showed that PsaI forms various contacts
with PsaL, but also forms contacts with PsaM, as al-
ready suggested by Schluchter in 1996. The existence
of close interactions of PsaI and PsaL in higher plants
suggests that the arrangement of these small subunits
is a motif that is conserved during evolution (Andersen
and Scheller, 1993; Janson et al., 1996). Recently, the
structure of higher plant PS I has been determined at
4.4 Å resolution (Ben-Shem et al., 2003). Even if the
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Fig. 5. The small transmembrane subunits of Photosystem I as seen from within the membrane plane. All subunits are shown with
the chlorophylls they coordinate, if any, and the position of the N- and C-termini are depicted.

sequence was not assigned due to the limited resolu-
tion, the structure shows that PsaI and PsaL also form
close contacts in plant PS I. This is remarkable, tak-
ing into account the fact that plant PS I is a monomer
and the region of PsaI and PsaL (and PsaH) may func-
tion in forming interactions with the light harvesting
complex II (LHCII) (Andersen and Scheller, 1993; Jan-
son et al., 1996; Scheller et al., 2001). This raises the
question of the function of the trimer in cyanobacteria.
Mutants of Synechococcus elongatus, which lack PsaL
(Mühlenhoff et al., 1996a,b), show normal growth at
high light intensity, whereas growth under low light
was decreased by a factor of 10 compared to wild type
(Fromme, 1998). These results suggest that the trimer
is essential for optimal light capturing in cyanobacte-
ria. In plants, an additional subunit (PsaH) is located in
close vicinity to PsaI and PsaL (Ben-Shem et al., 2003).
This region may be the contact site between PS I and the
LHCII complex (Zhang and Scheller, 2004). The idea
can be put forward that PsaL stabilized by PsaI might
form an entrance gate for the excitation energy from
the external antenna complexes in plants. This would
correspond to excitation energy transfer between the

monomers in the trimeric PS I. Significant excitation
energy transfer between monomers have been spectro-
scopically determined (Karapetyan et al., 1999, 2004)
and was also found by theoretical studies (Sener et al.,
2004, 2005).

3. Subunit PsaM

PsaM (3.4 kDa) is the smallest subunit of PS I. It is
shown in Fig. 5B. This subunit contains only one trans-
membrane α-helix as predicted by (Mühlenhoff et al.,
1993). This subunit is unique to cyanobacterial PS I. Al-
though an open reading frame for this subunit was also
found in the liverwort chloroplast genome (Ohyama et
al., 1986), this subunit was not identified thus far in
any preparation of plant PS I and is also not present
in the 4.4 Å structure of pea PS I (Ben-Shem et al.,
2003). PsaM is located close to the monomer–monomer
interface, in the neighborhood of PsaI and PsaB
(see Fig. 2D). The N-terminus is located in the lumen,
the C-terminus in the stroma. PsaM forms hydrophobic
contacts with a carotenoid molecule and is involved in
the coordination of one Chl a. This chlorophyll (M-1)
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may play an important role in excitation energy trans-
fer between monomers. It is strongly functionally cou-
pled to chlorophylls of the neighboring monomer, i.e.,
functionally may be considered to be part of the clus-
tered network of this adjacent monomeric unit (Sener
et al., 2004). In this respect, it is remarkable that the
protein side chains of PsaM do not form direct con-
tacts between monomers. However, it may play a role
in the stabilization of the trimeric structure by form-
ing hydrophobic interaction with the carotenoid that is
involved in trimerization.

D. The Membrane Exposed Subunits: PsaF,
PsaJ, PsaK, and PsaX

Four hydrophobic protein subunits, PsaF, PsaJ, PsaK,
and PsaX, are located at the detergent exposed surface
of PS I. PsaF and PsaJ are located symmetrically to the
trimerization domain and form various contacts with
PsaA, PsaB, and PsaE, whereas PsaX is only in contact
with PsaB and PsaK is located at the periphery of PsaA.
All four proteins are involved in the stabilization of the
core-antenna system of PS I and may play an additional
important role in forming interactions with the mem-
brane intrinsic peripheral antenna system, the IsiA ring
(see also Barber et al., this volume, Chapter 9).

1. Subunit PsaF

With regards to its structure, function, and import path-
way, PsaF is the most astonishing subunit in PS I. For a
long time, it was thought that subunit PsaF was an ex-
trinsic subunit located at the lumenal side of PS I. This
assumption was mainly based on the fact that plant PsaF
contains two presequences: one for the import into the
chloroplast and a second for import into the thylakoid
lumen. It was shown that this protein is imported by
the same pathway used for the import of plastocyanin
(the soluble lumenal electron carrier) (Karnauchov
et al., 1994; Scott et al., 1994; Hugosson et al., 1995). It
is still unknown why PsaF, as a transmembrane protein,
can be translocated by the Sec pathway.

The structure of subunit PsaF (see Fig. 5C) consists
of three domains. The N-terminal domain is located in
the lumen, followed by a transmembrane domain with
one transmembrane helix and two short helical pieces
in a V-shaped arrangement. The C-terminus is located
in the stroma and is sandwiched between PsaA and
PsaE. The N-terminal domain is located at the lume-
nal side of the complex, with α-helices F-c and F-d
being the most prominent features. These hydrophilic

α-helices are parallel to the membrane plane and are
located at approximately 15 Å distance to the puta-
tive docking site of cytochrome c6. The function of the
N-terminal domain of PsaF is different in plant and
cyanobacterial PS I. In plants and green algae subunit
PsaF contains an insertion of 25 amino acids in its lu-
menal domain, which is responsible for the formation
of a tight complex between plastocyanin and PS I (Hip-
pler et al., 1996, 1998). This structural region forms an
extension of the two lumenal α-helices F-c and F-d in
plants (Ben-Shem et al., 2003). This insertion of PsaF
may explain why PsaF is involved in the docking of
plastocyanin in plants (Haehnel et al., 1994; Farah et al.,
1995; Hippler et al., 1997, 1998), but not in cyanobac-
teria (Xu et al., 1994c). Although cyanobacterial PsaF
is not directly involved in electron transfer from plasto-
cyanin/cytochrome c6 to P700, this part of PsaF could
play an important role in the stabilization of the lumenal
surface of PS I.

The membrane intrinsic domain of PsaF contains
only one transmembrane α-helix F-f, followed by a
short hydrophilic helix F-g and two shorter hydropho-
bic α-helices, F-h and F-i. This region of PsaF is very
unusual. α-Helix F-h enters the membrane from the
stromal side and ends in the first third of the mem-
brane. It is followed after a crease by α-helix F-i, run-
ning back to the stromal side, where the C-terminus is
located and forms contacts with PsaE, PsaA, and also
PsaB. PsaF does not axially coordinate chlorophylls,
but forms hydrophobic interactions with chlorophylls
and several carotenoids. A possible role of the trans-
membrane part of PsaF could be a shielding of the
carotenoids and of chlorophylls from the lipid phase.
A possible further function of PsaF in cyanobacteria
could be its structural and functional interaction with
the external antenna system of IsiA and the phycobil-
isomes. Deletion of PsaF in Synechococcus elongatus
leads to a growth defect at low-light intensity, accompa-
nied by a dramatic increase of allophycocyanin, giving
the whole cell suspension a turquoise color (P. Jordan
and P. Fromme, unpublished), which may support the
suggestion that PsaF plays a role in the interaction of the
PS I core with the phycobilisomes. Recently, mutants
lacking PsaJ and PsaF have been investigated and it was
found that the acceptor site of PS I was impaired and the
cells showed signs of oxidative damage. Furthermore,
IsiA is induced in these mutants even in the presence
of iron (Jeanjean et al., 2003). Boekema and coworkers
investigated mutants lacking PsaF and PsaJ under iron
deficiency by electron microscopy (Kouřil et al., 2003).
The mutants form large aggregates of IsiA; however,
some PS I–IsiA complexes can still be isolated that
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contain 17 instead of 19 IsiA proteins attached to the
PS I complex. These results show that PsaF and PsaJ
are important but are not absolutely essential for the
interaction of PS I with the IsiA ring.

In plants, a direct contact of PsaF with the plant
light harvesting systems has been suggested by ex-
periments, in which plant subunit PsaF was isolated
as a chlorophyll–protein complex with LHCI proteins
(Anandan et al., 1989). Interaction sites between PsaF
and the LHCI proteins were also identified in the struc-
ture of PS I from pea (Ben-Shem et al., 2003).

2. Subunit PsaJ

PsaJ contains one transmembrane α-helix. It binds
three chlorophylls and is in hydrophobic contact with
carotenoids. The structure is shown in Fig. 5C.

A location of PsaJ close to PsaF was predicted
by mutagenesis and cross-linking experiments on the
cyanobacterial (Xu et al., 1994a,b) and plant PS I
(Janson et al., 1996; Fischer et al., 1999a,b). The
N-terminus of PsaJ is located in the stroma; the C-
terminus is located in the lumen. In addition to the
coordination of three antenna chlorophylls, PsaJ may
play an important role in the stabilization of PsaF and
the pigment clusters located at the interface between
PsaJ/PsaF and the PsaA/PsaB core. The three chloro-
phylls, that are coordinated by this subunit are supposed
to play an important role in the excitation energy trans-
fer from the IsiA ring to the PS I core.

3. Subunit PsaX

A single transmembrane helix in the neighborhood of
PsaF was identified as PsaX, a 12th subunit of PS I.
It coordinates one chlorophyll and forms hydropho-
bic contacts with several carotenoid molecules and
one of the lipids. The structure of PsaX is shown in
Fig. 5D. Because it is present at the membrane ex-
posed surface of PS I, one can speculate that PsaX
may also play a role in the interaction of PS I with
the IsiA antenna ring, formed under iron deficiency.
This protein is not present in plant PS I, as recently
shown by the 4.4 Å structure of the PS I from the
pea (Ben-Shem et al., 2003). PsaX has been identi-
fied so far only by N-terminal sequencing in PS I from
the thermophilic cyanobacteria Thermosynechococcus
vulcanus and Anabaena variabilis (Koike et al., 1989;
Ikeuchi et al., 1991) and in the single crystals from
Thermosynechococcus elongatus. The structural model
of PsaX contains 29 residues. The six stromally located
N-terminal amino acids were not identified in the struc-

ture, possibly because this part of the structure is flexi-
ble. It is remarkable that no gene was assigned to PsaX
in the complete genomic sequence of Thermosyne-
chococcus elongatus (Nakamura et al., 2002). The rea-
son could be that the sequence was just not assigned
to be an open reading frame. Also, no gene sequence
for PsaX has yet been assigned in the mesophilic
cyanobacterium Synechocystis sp. PCC 6803. The
question as to whether PsaX is a unique subunit of
thermophilic cyanobacteria, necessary for stability of
the PS I complex at higher temperatures, has still to be
answered.

4. Subunit PsaK

Subunit PsaK (Fig. 5E), which contains two trans-
membrane α-helices, as predicted from the sequence
(Mühlenhoff et al., 1993) was found to be located at
the periphery of the PS I complex. It only forms pro-
tein contacts with PsaA. This subunit seems to be the
least ordered subunit in the PS I complex, as indicated
by high-temperature factors, so that an unambiguous
sequence assignment was not possible and the struc-
ture was modeled with polyalanine. The two helices
are connected in the stroma, so that both the C- and
N-terminus are located in the lumen. This topology is
also supported by insertion studies, performed on in
vitro expressed PsaK (Mant et al., 2001) and meets
the “positive inside rule” (Gavel et al., 1991), which
was based on the finding that highly positively charged
loops connecting transmembrane α-helices are rarely
translocated through the membrane during the inser-
tion and assembly of membrane proteins. The protein
coordinates two chlorophylls and forms contacts with
carotenoids. It may also play an important role in the
interaction with the IsiA antenna ring under iron de-
ficiency. In plants, PsaK has been shown to interact
with the LHCI proteins. Furthermore, a role of PsaK
in state transitions has been suggested (Varotto et al.,
2002).

Cyanobacterial PS I, in contrast to plant PS I, does
not contain a subunit corresponding to PsaG, a plant
PS I subunit which shows sequence homology to PsaK.
These proteins have the same genetic origin (Kjaerulff
et al., 1993) and PsaG has evolved via gene duplication.
The 4.4 Å structure of pea PS I shows that this subunit
is located at a position symmetrically to PsaK in the
vicinity of PsaB. It is the only subunit of the plant PS
I core that forms direct contacts via a transmembrane
helix with the light harvesting complex I (Lhca1) (Ben-
Shem et al., 2003).
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IV. The Electron Transport Chain

The electron transport chain is located in the center
of the PS I complex, representing the heart of PS I.
Figure 6 shows the structural organization of the co-
factors of the electron transport chain. It consists of six
chlorophylls, two phylloquinones and three [4Fe–4S]
clusters. The organic cofactors (i.e., the chlorophylls
and the phylloquinones) of the electron transport chain
are arranged in two branches. They are named the A-
and B-branches, because most – but not all – cofactors
of the A-branch and B-branch are coordinated by PsaA
and PsaB, respectively. Most of the molecules involved
in electron transfer were first identified by spectroscopy
and the names, given to them by spectroscopy, have
been maintained. One of the most exciting questions
is whether one or both branches are active in electron
transfer. First, we want to discuss the structure and func-
tion of the individual cofactors and then come back to
the question of whether one or two branches are active
when the function of the phylloquinones is discussed.

A. P700: The Primary Electron Donor

The pair of chlorophylls assigned to P700 is located
close to the lumenal surface of PS I. It consists of
two chemically different chlorophyll molecules. The
chlorophyll on the B-branch is the “common” Chl
a molecule, chemically identical to all the other 95
chlorophylls in PS I, whereas the chlorophyll at the A-
branch is Chl a′, the epimer at the C13 position of the
chlorin ring system. The existence of at least one Chl a′

molecule was first suggested by Watanabe and cowork-
ers (Watanabe et al., 1985; Maroc and Tremolieres,
1990; Maeda et al., 1992) on the basis of chlorophyll
extraction experiments, but their pioneering findings
were questioned until the existence of a Chl a/Chl
a′ heterodimer was verified by the 2.5 Å crystal struc-
ture of cyanobacterial PS I (Jordan et al., 2001).

The chlorophyll on the B-branch of P700 (eC-B1) is
axially coordinated to His B660. No hydrogen bonds
are formed between the surrounding protein and the
chlorin head group of eC-B1. The chlorophyll on the
A-branch of P700 (eC-A1) is the Chl a′ molecule; it
is axially coordinated by His A680. This Chl a′ forms
three hydrogen bonds to the side chains of transmem-
brane α-helices A-i and A-k and a water molecule.

The distance between the Mg2+ ions of the two
chlorophylls assigned to P700 is 6.3 Å, which is shorter
than the corresponding distance between the bacteri-
ochlorophylls in the special pair of the purple bacterial

reaction center (pBRC). The planes of eC-A1 and eC-
B1 are oriented perpendicularly to the membrane plane
and parallel to each other with an interplanar distance
of 3.6 Å. The overlap between the ring systems dif-
fers between P700 in PS I and the special pair of the
pBRC. In the bacteriochlorophyll ring system in the
special pair, the rings I overlap perfectly (Deisenhofer
et al., 1995), whereas rings I and II of the chlorophylls
only partially overlap in P700. ENDOR studies in so-
lution (Kass et al., 1995) and on single crystals of PS
I (Kass et al., 2001) showed that the spin density in
P700 is asymmetric, with more than 85% of the spin
density located on the B-branch Chla of P700. Molec-
ular orbital studies of the electronic structure of P700,
based on semiempirical density functional calculations
on the 2.5 Å structure show that the two chlorophylls
are tightly coupled and P700 is a super-molecule (Plato
et al., 2003). The asymmetry of the spin density can be
explained by the interplay between the asymmetric hy-
drogen bonding, differences in the protein environment
and the chemically different nature of the two chloro-
phyll molecules. Whether the asymmetry is essential
for the function of PS I is still to be proven; however,
the fact that Chl a′ is a constituent in cyanobacterial,
algal, and plant PS I may suggest Chl a′ as having an es-
sential role in the function of PS I. It may be speculated
that the asymmetrical spin density distribution could be
responsible for the “gating” of the electron along the
two cofactor branches; however, there is thus far no
experimental proof for this suggestion. The question
of how the Chl a′ is assembled into the PS I complex
or if it may be isomerized by PS I in a photoactivated
process also remains unanswered.

B. A: The Initial Electron Acceptor

Three pairs of chlorophylls are present in the electron
transport chain. In the X-ray structural model of PS
I at 2.5 Å resolution. From P700 (represented by the
first pair of chorophylls) the electron is transferred via
one of the chlorophylls from the second pair chloro-
phylls (A) to the first stable electron acceptor A0, which
may be located on one of the chlorophylls located in
the middle of the membrane (see Fig. 6). These first
steps of electron transport occur in less than 3 psec
(3/1,000,000,000 parts of a second) so that the second
pair of chlorophylls has not been detected by spec-
troscopy so far.

The chlorophylls of the second pair (eC-B2 and cC-
A2) are often named misleadingly accessory chloro-
phylls. They have a center-to-center distance of approx-
imately 12 Å to the chlorophylls of P700 and represent
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Fig. 6. The electron transfer chain of Photosystem I. Left panel: The view depicts chain B at the left and chain A at the right side.
Right panel: The view is slightly turned compared to the left panel. In addition to the chlorophylls, phylloquinones, and Fe/S clusters
of the electron transfer chain, the coordinating amino acids and water molecules are indicated.

the first electron acceptor in PS I. These two chloro-
phylls are the only cofactors of the electron trans-
port chain, in which the coordinating subunit of the
A-branch is PsaB and vice versa. In both branches, a
water molecule provides the fifth ligand to the central
Mg2+ ion of the second pair of chlorophylls. The water
molecule, which serves as the axial ligand to the Chla at
the A-branch, is hydrogen bonded to asparagine residue
AsnB591; thus this chlorophyll molecule is named
eC-B2. The binding pocket of the corresponding
chlorophyll in the B-branch is similar, so that AsnA604
is hydrogen bonded to the water molecule, which axi-
ally ligands the chlorophyll eC-A2. Remarkable differ-
ences are observed in the orientation and coordination
of the second pair of chlorophylls/bacteriochlorophylls
[“accessory (bacterio) chlorophylls”] between PS I and
the pBRC, in which histidines provide the fifth ligand
for the Mg2+ (Jordan et al., 2001). It is remarkable
that the “accessory” chlorophylls in PS II match the
pBRC with respect to the orientation but may match
the coordination with PS I, because they are not coor-
dinated by a His side chain (Ferreira et al., 2004). The
structure of PS I at 2.5 Å resolution strongly supports
the idea that the chlorophylls eC-A2 and eC-B2 may
be directly involved in electron transfer from P700 to
A0. Recent results of Holzwarth and coworkers sug-
gested that the charge separation may start from the
accessory chlorophyll at the B-branch instead of P700

(Muller et al., 2003) but this is still a matter of de-
bate.

C. A0: The First Stable Electron Acceptor

The second pair and third pair of chlorophylls are lo-
cated in close vicinity to each other in PS I (3.8 Å), with
a roughly parallel orientation of the chlorin rings of eC-
B2 ⇔ eC-A3 and eC-A2 ⇔ eC-B3. Even if eC-A3 and
eC-B3 are supposed to correspond to the spectroscop-
ically identified electron acceptor A0 it is very likely
that the spectroscopic and redox properties of eC-A3
and eC-B3 may be influenced by eC-B2 and eC-A2,
respectively. The finding supports the suggestion that
the difference spectrum A0/A−·

0 contains contributions
from more than one chlorophyll (Hastings et al., 1995).

EC-A3 and eC-B3 are located in the middle of the
membrane at a position which roughly shows similar-
ities to the position of pheophytin both in the pBRC
(Deisenhofer et al., 1995) and in PS II (Ferreira et al.,
2004). Both chlorophylls constitute one hydrogen bond
to the tyrosines A696 and B676, which are direct neigh-
bors to the Trp residues W697 of PsaA and W677 of
PsaB which π-stack with the quinone electron accep-
tor (see below). The axial ligands of eC-A3 and eC-B3
are unusual. The sulfur atoms of methionine residues
A688 and B668 provide the fifth “ligands” of the Mg2+

ions. This structural result is remarkable, because the
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concept of hard and soft acids and bases predicts only
weak interactions between the hard acid Mg2+ and me-
thionine sulfur as a soft base. The mutation of the me-
thionine AMet688 to AHis688 provides a strong lig-
and to Mg2+ and thereby blocks the electron transfer
chain along the A-branch (Fairclough et al., 2003). It
is remarkable that the cells are not strongly affected in
autotrophic growth by this mutation, whereas the mu-
tation of BMet668 into BHis668 lead to severe growth
deficits of the green algae, even if the electron transfer
along the B-branch is not completely blocked. Recent
results of Webber and coworkers (Ramesh et al., 2004)
who investigated the mutation of the methionines in
both branches also found a more pronounced pheno-
type for the B-site mutation, but both mutants still show
some limited photoautotrophic growth. These findings
lead to the suggestion that the A-branch is less im-
portant than the B-branch – at least in green algae.
Mutagenesis studies on the cyanobacterial PS I from
Synechocystis sp. PCC 6803 (which involves a Leu
mutant) favor the A- over the B-branch (Cohen et al.,
2004), so that the question of the two-versus-one active
branch in PS I is still the most controversially discussed
topic in PS I. It may even be the case that the branching
of the electron along the two chains may differ between
different organisms.

A sequence comparison between PS I complexes
from cyanobacteria, green algae, and higher plants re-
veals that all amino acids that are involved axial coordi-
nation or hydrogen bonding to the second and third Chl
a pairs of the electron transfer chain are strictly con-
served. The conservation of the differences in the axial
coordination and hydrogen bonding between the three
pairs of chlorophyll molecules throughout evolution
could suggest that these protein–chlorophyll interac-
tions are essential for the physico-chemical properties
(e.g., the redox potentials) of these cofactors. However,
the question as to whether the very low redox potential
of the electron acceptor, A0, (−1,050 mV) is caused by
lack of a strong fifth ligand to the Mg2+ atom of these
chlorophylls, remains to be answered.

D. A1: The Phylloquinone

In the next step of the electron transfer chain, the elec-
tron is further transferred from A0 to one of the phyllo-
quinones, which represent the electron acceptor “A1.”
The two phylloquinones, QKA and QKB, which may
represent A1, are located at the stromal side of the mem-
brane. The binding pockets are identical on both sites
but differ significantly from all other quinone-binding
pockets found in proteins so far. Both quinones are π-

stacked with a tryptophan residue and both show asym-
metrical hydrogen bonding: only one of the two oxy-
gen atoms forms a H-bond to an NH backbone group,
whereas the other oxygen atom is not hydrogen bonded
at all. This could lead to a protein-induced asymmetry
in the distribution of the unpaired electron in the radi-
cal state A−·

1 . This may answer the question of why A1

has the most negative redox potential (−770 mV) of
all quinones so far found in nature. The electron pro-
ceeds from A1 to the Fe/S cluster, FX (van der Est et
al., 1994). This is the rate limiting step of the electron
transfer in PS I. Still, a lively scientific discussion con-
tinues regarding the question of whether one or both
branches are active.

There is experimental evidence that the electron
transfer can proceed along both branches, but with dif-
ferent rates. In the green algae Chlamydomonas rein-
hardtii, the electron transfer is about a factor of 50
slower on the A- than on the B-branch (Boudreaux et
al., 2001; Guergova-Kuras et al., 2001). This could be
the result of a higher activation energy barrier on the
A- compared to the B-branch. This finding raises the
question of the structural reason for this functional dif-
ference. There is not a significant difference concerning
the protein environment in both branches, but there are
two lipid molecules located close to the pathway from
A1 to FX that could be responsible for the asymmetry.
A negatively charged phospholipid is located on the
slower A-branch and the electron has to be transferred
against this negative charge, whereas on the faster B-
branch a neutral galactolipid has replaced the phospho-
lipid. This is the most reasonable explanation for the
higher activation energy barrier of the electron transfer
between QKA and FX compared to the electron transfer
between QKB and FX. Another factor, which could lead
to a difference in reorganization energy between the
two branches, are differences in the water clusters that
are located between the quinone-binding site and FX.
There are five water molecules located in a pocket at the
A-branch, which show a nonspecific arrangement. In
contrast, five of the total of six water molecules located
between the quinone-binding pocket and FX at the B-
branch phylloquinone form the structure of a hexagon,
which is a well-defined low energy arrangement of a
water cluster (Akhmatskaya et al., 1999). Thereby, the
hexagon structure of the water cluster at the B-branch
may also contribute to the lowering of the reorgani-
zation energy and the activation energy barrier at the
B-branch. One possible explanation was provided for
the faster electron transfer along the B-branch com-
pared to the A-branch by results of Ishikita and Knapp.
They calculated the redox potentials of the two electron
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transfer active quinones in PS I by evaluating the elec-
trostatic energies from the solution of the Poisson–
Boltzmann equation based on the crystal structure. The
calculated redox potentials are −531 mV for QKA and
-686 mV for QKB, which would lead to an uphill elec-
tron transfer from QKA to FX (Ishikita and Knapp,
2003). However, these results have to be taken with a
grain of salt as electron transfer is still possible from A1

to FX in core PS I samples lacking FA and FB (Lüneberg
et al., 1994; van der Est et al., 1994), which would not
be possible if the ET from QKA to FX were energetically
uphill. In summary the burning questions of the struc-
tural and functional differences of the two branches and
their function in PS I are still controversial and further
experiments have to be performed to unravel the reason
for the observed differences in electron transfer rates.

E. FX: The First Fe/S Cluster

FX is a rare example of an inter-protein Fe/S cluster.
Histidine ligands are provided by Cys578 and Cys587
of PsaA and Cys565 and Cys574 of PsaB. The ligands
are located in the loop connecting helices h and i. This
loop is very highly conserved and essentially identical
in all PS I species from plants, algae, and cyanobac-
teria. It contains two cysteines in the highly con-
served sequence (FPCDGPGRGGTCXXSAWDH). In
the 1980s, this site was already suggested to be the co-
ordination site for the first [4Fe–4S] cluster FX (Fish
et al., 1985), which was experimentally supported by
mutagenesis studies (Hallahan et al., 1995; Vassiliev
et al., 1995). The structure of cyanobacterial PS I at
2.5 Å resolution confirmed this assignment (Jordan
et al., 2001; Fromme et al., 2001).

The electron transfer from the quinone to FX is
slower than the ET from FX to FA, therefore FX is diffi-
cult to detect in intact PS I complexes and was therefore
mainly studied in complexes depleted of the extrinsic
subunits or where the terminal Fe/S clusters are prere-
duced. Both of these procedures can alter the physical
chemical parameters of FX, therefore the values given
for the redox potential of FX (−710 mV) have to be
treated with caution.

In addition to its functional role in electron transfer,
FX also plays an important role in the stabilization and
assembly of the PS I complex. The PS I complex can-
not assemble without the help of proteins that are not
a part of PS I, but can be found to be attached to the
monomeric PS I during assembly. A mutant was de-
scribed and spectroscopically characterized that lacks
the open reading frame for a rubredoxin (rubA) (Shen
et al., 2002). Shen et al. showed striking evidence that

this protein is involved in the assembly of FX. The mu-
tant PS I assembles all membrane intrinsic subunits but
lacks FX and the extrinsic subunits PsaC, PsaD, and
PsaE. The assembly of the whole stromal hump may
therefore depend on the functional assembly of FX.

F. FA and FB: the Terminal Fe/S clusters

The two terminal Fe/S are bound to the extrinsic sub-
unit PsaC. A long time question was whether FA or
FB is the terminal Fe/S cluster that transfers the elec-
tron to ferredoxin. Mutagenesis in combination with
EPR investigations (Zhao et al., 1992; Mehari et al.,
1995) showed that the cluster in close proximity to FX

(center-to-center distance 14.9 Å), coordinated by the
cysteine residues C21, C48, C51, and C54 represents
FA, whereas the distal cluster, coordinated by the cys-
teine residues C11, C14, C17, and C58, represents the
distal cluster FB (Yu et al., 1995a,b). Thereby FB is the
terminal Fe/S cluster with a center-to-center distance
of 22 Å to FX. A sequential electron transport from
FX to FA to FB is also confirmed by a large number of
spectroscopic and biochemical studies (Fischer et al.,
1999a,b; Lakshmi et al., 1999; Golbeck, 1999 and ref-
erences therein; for a more detailed discussion of FA

and FB see also Antonkine and Golbeck, this volume,
Chapter 8).

V. The Antenna System

The antenna system of PS I consists of 90 Chl a
molecules and 22 carotenes. The arrangement of the
pigments is shown in Fig. 2C,D. The function of the
antenna chlorophylls (shown in green) is to capture
light and transfer the excitation energy to the center
of the complex, where the electron transfer is located.
The quantum efficiency of the excitation energy trans-
fer is very high. After excitation of any of the antenna
chlorophylls the chance that the energy is successfully
transferred to P700 and subsequent charge separation
occurs is 99.98% at room temperature.

A. The Chlorophylls

The arrangement of the antenna chlorophylls in PS I is
unique. The chlorophylls form a clustered network in-
stead of a symmetric ring surrounding the reaction cen-
ter core, as it is in the light harvesting systems of purple
bacteria (McDermott et al., 1995). Each of the chloro-
phylls has several neighbors at a distance of less than
15 Å, so energy can be efficiently transferred in
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multiple pathways to the center of the complex. The
system can be somewhat compared to the nerve-
network system in the brain, where multiple connec-
tions are responsible for the high efficiency of infor-
mation transfer. The antenna system in PS I is highly
optimized for efficiency and robustness (Sener et al.,
2004). The side view along the membrane plane (Fig.
2C) shows that the core-antenna system of PS I can
be divided into a central domain, which surrounds the
electron transfer chain, and two peripheral domains,
flanking the core on both sides. In the peripheral do-
mains, the antenna chlorophylls are arranged in two
layers, one close to the stromal surface of the mem-
brane and the other close to the lumenal surface of the
membrane. When a peripheral antenna chlorophyll is
excited the energy will be first transferred from this
“two-dimensional” layer to the central domain. In the
central domain, chlorophylls are distributed over the
full depths of the membrane, i.e., the excitation energy
can be exchanged between the two layers. The excita-
tion energy is then transferred from the chlorophylls
of the central domain to the electron transfer chain.
There are two chlorophylls (named “connecting chloro-
phylls”) that seem to structurally link the antenna sys-
tem to the electron transfer chain. Recently, mutagene-
sis experiments were performed on the ligands of these
connecting chlorophylls (Gibasiewicz et al., 2003). The
mutants show minor alterations in the trapping of the
excitation energy, but the question as to whether they
play a crucial role in energy transfer is still not resolved.

A very exciting topic in PS I is the question of the
location and function of the pigments that absorb at
wavelength >700 nm. They are called “red” or “long-
wavelength” chlorophylls. There are several reasons
that can cause a red-shift of the chlorophyll absorption:
strong excitonic coupling with neighboring chloro-
phylls may provide the strongest contribution, but the
protein environment may also play an important role
as the red-shift can also be caused by variation of the
fifth ligand of the Mg2+ or electrostatic fields provided
by the protein. The long-wavelength chlorophylls may
function in increasing the spectral width of the light
absorbed by PS I that can be used in charge separation.
Another function of the “red” chlorophylls may be the
“funneling” of the excitation energy to the center of
the PS I complex. The latter function may be provided
by chlorophylls that absorb between 685 and 705 nm,
which are present in all PS I complexes from plants, al-
gae, and cyanobacteria. One of the very exciting ques-
tions is about the location of the “red” chlorophylls
in the PS I complex. Flemming and coworkers calcu-
lated the effective Hamiltonian for chlorophyll Qy ex-

citations, enabling tentative assignment of red chloro-
phylls and calculation of the absorption spectrum of PS
I (Damjanovic et al., 2002; Yang et al., 2003). The cal-
culations show that the strongly coupled chlorophylls
must not be the ones that absorb at the longest wave-
length.

The PS I composition concerning the pigments ab-
sorbing at longer wavelength vary between organisms.
The PS I core in cyanobacteria contains more chloro-
phylls that absorb at wavelength >705 nm than the
core of the plant systems, but the variation between
different cyanobacterial species is as high as between
plants and cyanobacteria, so that a directed evolution
from cyanobacteria toward replacement of the long-
wavelength chlorophylls as suggested recently (Ben-
Shem et al., 2004), seems to be questionable. It is much
more likely that cyanobacteria have adapted to low-
light conditions and concurrence from aquatic photo-
synthetic organisms by the development of pigments
absorbing at longer wavelength. On the basis of the
structure of PS I, several theoretical studies investi-
gated the excitation energy transfer and trapping in
PS I. These studies show that the excitation energy
transfer in PS I is trap limited and is highly optimized
for robustness and efficiency (Palsson et al., 1998;
Byrdin et al., 2002; Sener et al., 2004).

B. The Carotenoids

Twenty-two carotenoids have been identified in the
cyanobacterial structure of PS I. The carotenoids ful-
fill three functions in PS I. They play a structural role,
function as additional antenna pigments, and prevent
the system from damage by over-excitation caused by
excess light (photoinhibition). The latter function is
very critical for the whole system. Chlorophylls are
in principle dangerous and reactive molecules. Over-
excitation can lead to the formation of chlorophyll
triplets (Chl3), which can react with oxygen to form
the highly toxic singlet oxygen, a very dangerous cell
poison. Multiple interactions can be observed between
the carotenoids and the chlorophylls of the antenna sys-
tem. The carotenoids are distributed over the whole an-
tenna system and prevent photodamage by the quench-
ing of chlorophyll triplet states. The energy from the
triplet chlorophylls is transferred to the carotenoids that
form the triplet state Car3. The energy of the Car3 is
too low to react with O2. When the carotenoids return
to the ground state they dissipate the energy as heat,
thereby preventing photodamage. The system works
very efficiently, even under high light conditions, as the
Chl3 triplet state cannot be detected in the intact PS I.
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Despite the important role of carotenoids in photopro-
tection, structural integrity, and light capturing, they
might not be directly involved in the electron transfer
process. Mutants that completely lack the carotenoids
(Romer et al., 1995) still contain some PS I and
charge separation can be detected. Samples in which
all carotenoids are extracted with organic solvents lack
the quinones but are still able to perform electron trans-
fer from P700 to A0 (Ikegami et al., 2000).

An important and still unanswered question is why
17 of the carotenoids are in all-trans configuration,
whereas five carotenoids contain one or two cis-double
bonds. The easiest explanation would be that simple
“fit-into-space” considerations lead to the incorpora-
tion of the cis-carotenoids. However, other possibili-
ties may also have to be taken into account, as there
may be a different efficiency for quenching for the cis-
and trans-carotenoids because the energy level for the
trans form is lower than for the cis-carotenoids. The
investigation of the role of the cis-carotenoids is a very
interesting subject for further investigations.

VI. The Lipids

Four lipids have been identified in the structure of PS
I at 2.5 Å resolution: three molecules of phosphatidyl-
glycerol (PG) and one molecule of monogalactosyldia-
cylglycerol (MDGD). Two of these lipids are located
close to the electron transfer chain. They must be incor-
porated into PS I at a very early stage of the assembly
process, because their head groups are not solvent ac-
cessible but are covered by the loops of PsaA and PsaB
and the three stromal subunits PsaC, PsaD, and PsaE.
They are located close to the electron transport chain
and may even play an important role in the difference
in the rates of electron transfer between the two differ-
ent branches. Recently, mutants have been described
that are impaired in the synthesis of PG (Domonkos
et al., 2004). These mutants grow only in the presence
of externally added PG, i.e., PG is essential for pho-
toautotrophic growth. When the mutants are depleted
of PG, at first PS II activity is inhibited, probably due
to the much higher turnover of PS II compared to PS
I. In the PG-depleted PS II, the ET from QA to QB is
blocked. This finding is very exciting and raises the
question as to whether there might also be lipids in PS
II located in a similar position as in PS I. The long
time depletion (>10 days) finally leads to the loss of PS
I function, which parallels the starvation of the cells,
which show that PS I is nonfunctional or cannot be
assembled without the lipids.

The two other PG molecules are located at the pe-
riphery of PS I, one at the monomer–monomer inter-
face, the other at the membrane exposed surface of PS
I in tight interaction with PsaX. The interaction be-
tween PsaX and PG are mainly hydrophobic but both
molecules interact so tightly that the role of this PG
might be the stabilization of PsaX within the complex.
The lipid at the monomer–monomer interface coordi-
nates one chlorophyll (named PL1). This chlorophyll
may contribute to the excitation energy transfer be-
tween different monomeric units.

Recently, it was reported that PG may also be in-
volved in trimerization of PS I and interacts with PsaL
(Domonkos et al., 2004). The electron density map of
PS I at 2.5 Å resolution indeed showed a lipid-like
structure close to PsaL, with the lipid-head group lo-
cated in the lumen (Jordan et al., unpublished). How-
ever, the electron density was not clearly identified as
a PG molecule (it looks more like a lipid with four
fatty acids chains). Due to the unclear assignment, the
“fifth” lipid was not included in the published X-ray
structure. So, the function of lipids in PS I is still an
exciting topic with new discoveries and surprises still
on the way.
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Summary

The recently determined structure of plant photosystem I (PS I) provides the first relatively high-resolution struc-
tural model of a supercomplex containing a reaction center and its peripheral antenna. The peripheral antenna of
PS I (LHCI) is composed of four gene products (Lhca1–4) that are unique among the chlorophyll a/b binding
proteins in their pronounced long-wavelength absorbance and their assembly into dimers. We describe some of the
structural features responsible for the unique properties of LHCI and its interaction with the reaction center. The
possible architecture of the docking sites for plastocyanin, ferredoxin, ferredoxin:NADP+ reductase, and LHCII
are discussed.

I. Introduction

Like all the other protein complexes that carry out oxy-
genic photosynthesis, PS I is present in cyanobacteria,
algae, and plants. Plant PS I is composed of a reaction
center (RC) of up to 14 subunits and a membranal an-
tenna complex (LHCI) that captures light and guides
its energy to the RC. Plant PS I contains approximately
200 cofactors, and is much larger than its cyanobacte-
rial counterpart (Mullet et al., 1980; Ben-Shem et al.,
2003a,b). As was shown by the crystal structures of
cyanobacterial (see Fromme and Grotjohann, this vol-
ume, Chapter 6) and plant PS I, the bulk of the reaction

∗ Author for correspondence, email: nelson@post.tau.ac.il

Abbreviations: FNR – ferredoxin:NADP+ reductase; LHCI –
light-harvesting chlorophyll in PS I; Lhca1, Lhca2, Lhca3, and
Lhca4 – the four gene products that comprise LHCI; LHCII –
light-harvesting chlorophyll in PS II; PS I – Photosystem I;
PS II – Photosystem II; RC – reaction center.

center is built of two homologous, large subunits (PsaA
and PsaB), which harbor most of its pigments and all
the cofactors that are involved in light-induced elec-
tron transfer from the special chlorophyll pair (P700)
to the electron acceptor FX (Jordan et al., 2001; Ben-
Shem et al., 2003b). The structure of plant PS I revealed
the interactions between the two loosely coupled sub-
complexes of the RC and LHCI (see Croce et al., this
volume, Chapter 10). Essentially, plant PS I is not only
the first structure of a plant membrane protein that was
solved by X-ray crystallography but also it represents
the first membrane supercomplex that was solved by
this method.

II. Crystal Structure of Plant PS I at 4.4 Å
Resolution

A complete PS I isolated from pea seedlings (Pisum
sativum var. Alaska), was purified in an active form

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 71–77.
C© 2006 Springer.
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and crystallized (Ben-Shem et al., 2003a). We noted
several factors that should be considered for success-
ful preparation and crystallization of membranal su-
percomplexes. They are listed below bearing in mind
that no proper control experiments were performed to
render them scientifically sound: (1) The variety of pea
(Pisum sativum var. Alaska) seemed to be important
since at least two other varieties did not yield high-
quality crystals. (2) The pea seeds had to be germinated
under sunlight and grown under controlled conditions
of cool-white fluorescent light (90–130 μEm−2s−1) in
a 16 h light, 8 h darkness cycle beneath a cover that
still let in some daylight. (3) There was a seasonal ef-
fect (perhaps substitution of Lhca1–4 with other Lhca
proteins), and only during the autumn and the begin-
ning of the winter were good diffracting crystals ob-
tained. (4) Clean thylakoids (membranes) have to be
prepared prior to solubilization by detergents. (5) Neg-
ative purification by treatment with low detergent con-
centrations is very useful. (6) During solubilization,
the membrane protein concentration should be kept
high and the detergent concentration as low as it is
sufficient for solubilizing the specific protein complex.
(7) The purification procedure has to be as brief as pos-
sible and the protein concentration should be kept high
throughout the purification procedure. (8) Use primi-
tive ion exchange columns driven by gravitation and
not fast protein liquid chromatography (FPLC) with
fancy high-capacity resins. (9) During the purification
reduce the detergent concentration as low as possible,
provided that it keeps your complex soluble and gets rid
of unnecessary material. (10) Finally, try to crystallize
your protein with low detergent concentrations such
that in the presence of the proteins the level of free
detergent is below the critical micelle concentration.
(11) Good luck.

By following these rules we obtained PS I crystals
that diffracted up to 4 Å at the ESRF beamline ID14-
4 and solved the structure to 4.4 Å using heavy atom
derivative data sets (Ben-Shem et al., 2003a,b). The
cyanobacterial reaction center (Jordan et al., 2001) Cα

backbone (without subunits X and M) could be fit-
ted into the MIRAS (Multiple Isomorphous Replace-
ment Anomalous Signal) derived electron density map
very well. It required no modification in the mem-
brane section and served as an initial model for the
core moiety. The 15 additional transmembrane helices
that could be found in the MIRAS map were first
modeled by Cα backbone of idealized α-helical ge-
ometry and then adjusted to better fit the map. Some
secondary structure elements in solvent-exposed re-
gions could also be added to the model, which was
then completed by identifying 167 chlorophylls, 3 Fe/S

Table 1. Chlorophylls and transmembrane helices in PS I of
cyanobacteria and higher plants. About eight potential
densities that are likely be of chlorophyll molecules make a
total of about 175 chlorophylls molecules in plant PS I

Cyanobacterial PS I Plant PS I

Chlorophylls
Core (reaction center) 96 101
Lhca1–4 – 50
Contacts – 16

96 167

Transmembrane helices
Subunits

A 11 11
B 11 11
F 1 1
I 1 1
J 1 1
K 2 2
L 3 3
M 1 –
X 1 –
G – 2
H – 1
Lhca1 – 3
Lhca2 – 3
Lhca3 – 3
Lhca4 – 3

32 45

centers, and 2 phylloquinones (per PS I monomer) in
the MIRAS map. Sections of somewhat diffuse elec-
tron density that are situated within the membrane may
correspond to additional eight chlorophylls that are not
included in the model (Table 1). Figure 1 shows all the
polypeptides and cofactors that were included in the
model of plant PS I.

The model of plant PS I contains four LHCI
chlorophyll–proteins (Lhca1–4). In all four LHCI pro-
teins, we were able to trace all transmembrane domains
and most of the lumenal exposed regions. Our model
of the reaction center moiety (the core) is missing
only very few solvent-exposed regions, most notably
the stromal loop connecting the two transmembrane
helices of PsaK (Ben-Shem et al., 2004a,b). We find
an electron density that probably corresponds to this
region but cannot make a definite assignment. SDS–
PAGE and mass-spectrometer analysis confirm that
plant PS I crystals contain four different LHCI pro-
teins, namely Lhca1–4 (Jansson et al., 1996; Croce et
al., 2002; Ben-Shem et al., 2003b).

The main difference between cyanobacterial and
plant PS I-RC is that the latter is monomeric both in
vitro and in vivo (Scheller et al., 2001). This opens up
the possibility for lateral interactions with other mem-
brane proteins in an asymmetric fashion (Ben-Shem et
al., 2004a). A view from the stroma of the plant PS I
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Fig. 1. The Cα backbone model of plant photosystem I at 4.4 Å resolution. See Color Plate 3, Fig. 2.

(Fig. 1) reveals that the RC and LHCI form two distinct
and loosely associated moieties, with a deep cleft be-
tween them. The four antenna proteins assemble into
two dimers, arranged in a series, creating a half-moon
shaped belt which docks to the RC’s subunit F side.
The LHCI belt, with its associated chlorophylls, is the
plant’s (and green algae’s) most prominent addition to
PS I structure. The LHCI belt, contributes a mass of 150
kDa out of approximately 525 kDa. LHCI is composed
of four nuclear gene products (Lhca1–4), which are
20–24 kDa polypeptides belonging to the LHC family
of chlorophyll a/b binding proteins. The archetype of
this family and the most abundant membrane protein
in nature is the major LHCII protein (Lhcb1) whose
structure was elucidated by electron crystallography at
3.4–4.9 Å resolution and recently by X-ray crystallog-
raphy at 2.7 Å (Kuhlbrandt et al., 1994; Liu et al., 2004).

III. The Core Complex

The core complex (RC) of plant PS I contains approxi-
mately 100 chlorophyll molecules (Bengis and Nelson,

1995, 1997). The vast majority of them maintained an
almost identical position as in cyanobacterial PS I (Ben-
Shem et al., 2003b). The plant RC retains the location
and orientation of the electron transfer components and
all cyanobacterial transmembrane helices, except those
of subunits X and M that are not present in plants. In ad-
dition, two RC proteins are exclusively present in plants
and green algae (subunits G and H). Subunits G (PsaG)
and H (PsaH) are 10 kDa membrane proteins where
PsaH contains a single transmembrane helix adjacent to
PsaL (Fig. 1). The position and shape of PsaH conforms
well to its proposed role as a docking site for LHCII
(Lunde et al., 2000). On the opposite side of the RC,
PsaG with its two tilting transmembrane helices, con-
tributes most of the contact surface area for association
with LHCI (Ben-Shem et al., 2003b). On the lumenal
side, the most noticeable distinction between plant and
cyanobacterial reaction centers is the helix–loop–helix
motif contributed by the longer N-terminus domain of
plant PsaF (Fig. 2). This domain enables the more ef-
ficient plastocyanin binding in plants and, as a result,
two orders of magnitude faster electron transfer from
this copper protein to P700 (Ben-Shem et al., 2003b).
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Fig. 2. A model of the side view of putative interactions between plant PS I, plastocyanin and the ferredoxin–FNR complex. See
Color Plate 4, Fig. 1.

The two new eukaryotic subunits PsaG and PsaH
were probably crucial for the evolution of algae that
inhabited the surface of the oceans starting about
1.2 billion years ago and eventually the evolution of
plants that settled on land. In addition, modification
of PsaL played a role in the advancement toward
monomeric PS I (Ben-Shem et al., 2004a). The protrud-
ing C-terminus of cyanobacterial PsaL is essential for
the PS I trimer formation (Chitnis et al., 1993; Jordan et
al., 2001). A forced model of trimeric plant PS I showed
that not only this part of PsaL is missing in plants but
also that the added subunit H prevents any possibility
of forming trimeric structure (Ben-Shem et al., 2004a).
Concomitantly with the shortening of PsaL and the
emerging of PsaH, PsaK underwent gene duplication
to form the eukaryotic PsaK and PsaG (Fig. 1). The
new subunit (PsaG) found a binding site on the oppo-
site side of the RC and served as a template for the
evolving LHCI complex. Few more slight changes in
the eukaryotic RC made it ready for vertical interac-
tions with LHCII and probably also with cytochrome
b6f complex as well as for efficient horizontal inter-

actions with plastocyanin and ferredoxin (Nelson and
Ben-Shem, 2004).

Binding of LHCI to the RC is asymmetric, namely
much stronger on the G-pole than on the K-pole of
the core (Fig. 1). Lhca1 is strongly attached to the core
through the helix bundle formed between its transmem-
brane helix C and the two tilted helices of PsaG, and due
to the close interaction of its stromal loop with the novel
Loop 1 of PsaB (Fig. 3). The other LHCI proteins inter-
act with the core mainly through small binding surfaces
at their stromal exposed regions (Fig. 1). Lhca4 binds
to PsaF, Lhca2 associates weakly with PsaJ, and Lhca3
interacts with an unassigned electron density, which is
probably attributable to the stromal loop of PsaK (on
the lumenal side Lhca3 binds weakly to PsaA).

IV. Light-Harvesting Complex of
Higher Plants

Even though the light-harvesting chlorophyll a/b bind-
ing proteins that constitute the peripheral antennas
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Fig. 3. Dimer formation between Lhca1 and Lhca4. See Color Plate 5, Fig. 1.

of PS I and PS II (LHC) share sequence and struc-
tural homology, their oligomeric states vary consid-
erably. Whereas LHCI proteins assemble into dimers,
the light-harvesting proteins that associate with PS
II form either trimers (LHCII) or monomers as mi-
nor antenna members CP24, CP26, and CP29 (Bar-
ber, 2002). The recently determined structure of plant
PS I and that of LHCII provide a first opportunity to
analyze the need for various oligomeric states of an-
tenna proteins in the eukaryotic photosynthetic appa-
ratus (Ben-Shem et al., 2003b; Liu et al., 2004). Both
Lhca1–4 and LHCII, bind around 13 chlorophyll a +
b molecules each and possess the LHCII general fold
(Durnford et al., 1999; Ben-Shem et al., 2003b; Liu et
al., 2004). The absorption peak of the “bulk” chloro-
phylls of LHCI proteins is also shifted to lower en-
ergies in comparison with LHCII (Ben-Shem et al.,
2003b, 2004b; Morosinotto et al., 2002). Dimerization
in LHCI is mediated by relatively small contact sur-
faces at the luminal side by the C-terminus and at the
stromal side the N-terminal domain of the Lhca pro-
teins (Fig. 3; Ben-Shem et al., 2003b). Thus a rather
weak head-to-tail assembly is formed that does not in-
volve any interactions within the membrane. A sim-
ilar mode of association is observed between LHCI
dimers. This allows all LHCI proteins to have their
wider side turn to the reaction center enabling the maxi-
mal number of chlorophylls to face the core (Ben-Shem
et al., 2004b). This arrangement results in relatively

long distances between the membrane domains of ad-
jacent monomers. Two chlorophylls bridging between
monomers facilitate the efficient energy-transfer along
the LHCI belt. Originally we regarded these two pig-
ments as “linker chlorophylls” unique to LHCI since
they are absent in the electron crystallography model
of LHCII (Kuhlbrandt et al., 1994; Ben-Shem et al.,
2003b). In view of the recent X-ray crystallography
structure of LHCII (Liu et al., 2004), we find that one
of them is not unique to LHCI and appear also in
LHCII (Fig. 3). This chlorophyll is coordinated by the
N-terminus of each LHCI monomer and is probably sta-
bilized by the interactions between LHCI monomers.
The second chlorophyll site is indeed unique to LHCI
proteins Lhca4 and Lhca3. We do not find this addi-
tional chlorophyll in Lhca2 because it is not present
between the two heterodimers. The dimeric form sta-
bilizes to some extent the binding of monomers to the
reaction center and the interaction between the two
heterodimers is also important for Lhca2–3 associa-
tion with PS I (Ganeteg et al., 2001; Ben-Shem et al.,
2004b). A high degree of flexibility may be important
for assembling LHCI proteins in its half-moon shape.
This may contribute to the efficient energy-transfer
along the LHCI belt and between it and the RC. It
is remarkable that PS I exhibits a quantum yield of
nearly 1 (Trissl and Wilhelm, 1993), and every captured
photon is eventually trapped and results in electron
translocation.
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Fig. 4. The arrangement of chlorophyll molecules of plant PS I. See Color Plate 5, Fig. 2.

A top view of chlorophyll arrangement within the
plant holo-complex (Fig. 4) reveals that most LHCI
chlorophylls are contained within a narrow belt with
Mg–Mg distances of 20–30 Å from the nearest RC
chlorophyll. However, there are three “contact regions,”
where much smaller inter-pigment distances (10–15 Å)
are observed. The denser “contact regions” are located
at the two poles of the LHCI belt near PsaK and PsaG
with an additional minor one located at the center of
the LHCI belt in the vicinity of PsaF. The half-moon
shape of LHCI and the relatively loose and flexible cou-
pling among its monomers may serve two important
functions. One would be to get the most efficient light-
harvesting and excitation migration. The second is to
provide the basis for coping with ever-changing light
intensities. Increased light intensities result in sharp
decrease in antenna size associated with the vulnera-
ble PS II (Chow et al., 1990; Park et al., 1997). How-
ever, such an affect was not observed in LHCI. The

composition rather than the size of this peripheral an-
tenna varies with intensity (Bailey et al., 2001). The
4.4 Å resolution model of PS I–LHCI provides the
structural basis for understanding how this flexibility
is achieved but it does not tell us how it serves the
purpose of responding to the different light intensities
(Ben-Shem et al., 2003b). Possibly, replacing Lhca2–3
heterodimer with an Lhca3–3 dimer results in longer
trapping times, decreased efficiency in energy migra-
tion to the RC and dissipation of energy localized on
Lhca3 by carotenoids.

Figure 2 depicts a model for the interaction of plant
PS I and its electron donor and acceptors. Plastocyanin
(Xue et al., 1998) was fitted at the donor side as previ-
ously described (Ben-Shem et al., 2003b). The solved
structure of the ferredoxin–FNR complex (Kurisu et al.,
2001) was fitted at the most likely binding site upon the
plant PS I. Crystal structures of supercomplexes of PS I
with its electron donor and acceptors will be one of the
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future avenues for better understanding the mechanism
of oxygenic photosynthesis.

V. Future Studies

The goal of 2 Å resolution in plant PS I that we set up for
quenching our curiosity (Nelson and Ben-Shem, 2002)
appeared to be much farther in the horizon of what we
anticipated. We will happily settle, for the time being,
with 3.5 Å resolution that proved to be highly valuable
for cyanobacterial PS II (Ferreira et al., 2004). This will
allow the precise assignment of all the cofactors that
are involved in the structure and function of PS I and
the tracing of most of the amino acid side chains. We
have to bear in mind that plant PS I is a supercomplex
and that the known technology may not be sufficient for
achieving the goal of 3.5 Å resolution with this super-
complex. We and others presented structural models
for the horizontal interactions between PS I and LHCII
or cytochrome b6f and the vertical interactions with
plastocyanin and ferredoxin and/or FNR (Nelson and
Ben-Shem, 2004). These models have to be examined
by cocrystallization of PS I with soluble and membrane
factors that interact with PS I during its activity in oxy-
genic photosynthesis and cyclic photophosphorylation.
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Summary

The X-ray crystal structure of cyanobacterial Photosystem I (PS I) has been solved to atomic resolution (PDB entry
1JB0). It provides a structural model for the subunits PsaC, PsaD, and PsaE that comprise the stromal ridge of
PS I. Independently, the three-dimensional solution structures of unbound, recombinant PsaC (PDB entry 1K0T)
and PsaE (PDB entries 1PSF, 1QP2, and 1GXI) have been solved using NMR spectroscopy. Unbound, recombi-
nant PsaD was also studied by NMR; in solution it contains only a few elements of secondary structure and no
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stable three-dimensional structure. The availability of structural information on the unbound and bound
forms of all three stromal ridge proteins has allowed a scenario to be envisioned for the assembly of the stromal
ridge of PS I. The key step in the assembly of all three stromal ridge proteins is the binding of PsaC onto
the PsaA/PsaB heterodimer. Details of the three-dimensional structures of unbound PsaC, bacterial dicluster
ferredoxins, and PS I-bound PsaC are compared and contrasted. This is followed by a discussion of the ionic and
hydrogen bond interactions between PsaC and the PsaA/PsaB heterodimer in the fully assembled PS I complex.
C2-symmetry in the binding of PsaC to the PS I core is discussed, and a mechanism is proposed of how the
ambiguity in binding is resolved in nature. The assembly of PsaC onto the PsaA/PsaB heterodimer, which is
accompanied by altered properties of the PsaC-bound [4Fe–4S] clusters FA and FB, can serve as a model for the
assembly of other multicofactor, multisubunit membrane-protein complexes.

I. Overview of the Stromal Subunits

Photosystem I (PS I) is an obligatory component of the
photosynthetic electron transfer chain in all oxygen-
evolving organisms. The X-ray crystal structure of
cyanobacterial PS I has been solved to a resolution of
2.5 Å (Jordan et al., 2001; see also Fromme and Grotjo-
hann, this volume, Chapter 6), and the X-ray crystal
structure of plant PS I is available at a resolution of
4.4 Å (Ben-Shem et al., 2003; see also Nelson and Ben-
Shem, this volume, Chapter 7). PsaC, PsaD, and PsaE
are termed the “stromal ridge proteins” of PS I (Fig. 1);
their masses are: 9.3, 15.2, and 8 kDa, respectively. The
PsaC subunit binds two [4Fe–4S] clusters FA and FB,
making it one of three PS I subunits that binds electron
transfer cofactors. FA and FB are indispensable com-
ponents of the electron transfer chain in PS I. Spec-
troscopic studies have shown that FA is the cofactor
that accepts an electron from FX, and FB is the cofac-
tor that donates an electron to soluble ferredoxin on
the stromal side of the membrane (Jung et al., 1995;
Diaz-Quintana et al., 1998; Mamedov et al., 1998;
Vassiliev et al., 1998; Lakshmi et al., 1999; Shinkarev
et al., 2000; reviewed in Vassiliev et al., 2001). The
linear arrangement of FX → FA → FB is supported by
the X-ray crystallographic structure of cyanobacterial
PS I (Jordan et al., 2001).

Abbreviations: EPR – electron paramagnetic resonance; FA –
[4Fe–4S] cluster bound by cysteines 20, 47, 50, and 53 of
the PsaC subunit of Photosystem I, equivalent to cluster 2 in
bacterial ferredoxins containing two [4Fe–4S] clusters; FB –
[4Fe–4S] cluster bound by cysteines 10, 13, 16, and 57 of the
PsaC subunit of Photosystem I, equivalent to cluster 1 in bacterial
ferredoxins containing two [4Fe–4S] clusters; FX – interpolypep-
tide [4Fe–4S] cluster bound to the PsaA and PsaB subunits of
Photosystem I; NMR – nuclear magnetic resonance; NOE – nu-
clear Overhauser effect; P700 – primary electron donor of Pho-
tosystem I; P700-FX core – PS I preparation in which stromal
polypeptides PsaC, PsaD, and PsaE, together with [4Fe–4S] clus-
ters FA and FB, have been removed and the final electron acceptor
is the [4Fe–4S] cluster FX; PS I – Photosystem I.

II. Prerequisites for an Investigation of
the Assembly of the Stromal Ridge
Proteins

In the late 1980s, a method was developed for removing
the stromal ridge proteins by treating isolated PS I com-
plexes with chaotropic agents such as 6.8 M urea or 2 M
sodium iodide (Golbeck et al., 1988; Parrett et al., 1989;
Li et al., 1991b). Shortly thereafter, it was found that the
[4Fe–4S] clusters FA and FB could be re-inserted into
apo-PsaC by procedure similar to that used for recon-
stitution of iron–sulfur clusters into soluble ferredoxins
(Lovenberg et al., 1963; Mehari et al., 1991). This pro-
cedure involves incubation of the apo-protein with ex-
cess of iron salt and sodium sulfide in the presence of
2-mercaptoethanol, which functions both as a reduc-
tant and as a transiently-bound ligand. Reconstituted
PsaC rebinds to P700-FX cores without the involve-
ment of chaperons or the expenditure of ATP (Mehari
et al., 1991). However, the EPR linewidths of FA and
FB remain broadened, and little or no ferredoxin can be
reduced by the reconstituted P700-FX/PsaC complex
in the light. We refer to the complex between PsaC and
P700-FX cores as a P700-FX/PsaC or PsaC(only) core.
The stable binding of PsaC to PS I depends on the pres-
ence of PsaD (Zhao et al., 1990; Li et al., 1991a). PsaD,
however, can be rebound to P700-FX cores only after
PsaC is bound. In the presence of both PsaC and PsaD,
the wild-type EPR spectra of FA and FB are restored
and the reconstituted PS I complex regains the ability
to photoreduce ferredoxin. PsaE can also be rebound to
P700-FX/PsaC cores, but the magnetic properties of FA

and FB remain unchanged in the absence of PsaD, and
the reconstituted PS I lacks the ability to photoreduce
ferredoxin (J. H. Golbeck, unpublished results).

In the 1990s, mutants of the stromal ridge proteins
were constructed in cyanobacteria, allowing study of
PS I cores from psaC (Yu et al., 1995), psaD (Chitnis
et al., 1996), and psaE deletion strains (Rousseau et al.,
1993; Zhao et al., 1993). Deletion of the psaC gene
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Fig. 1. The X-ray structure of cyanobacterial PS I at 2.5 Å resolution. Detail of the structural model of the PS I monomer (PDB entry
1JB0) (Jordan et al., 2001). See Color Plate 6, Fig. 1.

results in a PS I core similar to a P700-FX core pre-
pared chemically in vitro. Thus, PsaC, along with the
[4Fe–4S] clusters, FA and FB, and the PsaD and PsaE
subunits (Yu et al., 1995) are missing from these PS
I cores. The interpolypetide [4Fe–4S] cluster FX was
not affected by the loss of the stromal ridge proteins,
and its function as an electron acceptor was retained
as shown by low-temperature EPR spectroscopy and
room temperature optical kinetic spectroscopy. Dele-
tion of the psaD gene (Chitnis et al., 1996) results
in a PS I core similar to a P700-FX/PsaC/PsaE core
prepared in vitro. Thus, only PsaD is absent in the
psaD deletion strain. The magnetic properties of FA

and FB in PS I cores isolated from the psaD deletion
strain are similar to those of the in vitro reconstituted
P700-FX/PsaC/PsaE cores (Li et al., 1991a; Chitnis
et al., 1996). Notably, PsaE cannot substitute for PsaD
in the psaD deletion strain in conferring wild-type mag-
netic properties to FA and FB (Chitnis et al., 1996). The
steady-state rates of ferredoxin reduction remain neg-
ligible in PS I cores isolated from the psaD deletion
strain (Xu et al., 1994), and the reduction of ferredoxin
by PS I in a single-turnover flash is inefficient (Sétif,
2001). In short, both in vivo and in vitro studies show
that PsaD is necessary to restore the wild-type proper-

ties of the PsaC-bound [4Fe–4S] clusters FA and FB.
Deletion of the psaE gene results in a PS I core similar
to the reconstituted P700-FX/PsaC/PsaD core prepared
in vitro. Thus, only PsaE is absent in the psaE deletion
strain. The magnetic properties of FA and FB in PS I
cores isolated from the psaE deletion strain are
indistinguishable from the wild-type. Thus, PsaE can-
not be responsible for conferring wild-type magnetic
properties of FA and FB (Li et al., 1991a; Chitnis et
al., 1996). Deletion mutants of psaE in cyanobacteria
are characterized by lower growth rates in low light
and near wild-type growth rates in high light (Zhao
et al., 1993), and are associated with a reduced effi-
ciency for reduction of ferredoxin by PS I assayed on
a single-turnover flash (Sétif, 2001). Thus in the ab-
sence of PsaE, ferredoxin binding and/or reduction is
diminished, but not so much as to affect viability of the
organism at high light intensities.

The availability of recombinant PsaC, PsaD, and
PsaE via an efficient overproduction system in Es-
cherichia coli allowed the large-scale production and
selective isotopic labeling of all three proteins. In vitro
studies showed that recombinant PsaC, PsaD, and PsaE
proteins are equivalent to natively-isolated proteins
in re-establishing a functional PS I via reconstitution
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Table 1. Summary of available experimental facts regarding the intermediate assembly steps of PS I core complexes. (Reprinted
from Antonkine et al., 2003; Table 2. C© 2003, with permission from Elsevier.)

Three-dimensional structure available Complex formation established

Core abbreviation NMR X-Ray in vitro in vivo

P700-FX/PsaC or
PsaC(only)

– – Yes –

P700-FX/PsaC/PsaE – – Yes PsaD-less
P700-FX/PsaC/PsaD – – Yes PsaE-less
P700-FX/PsaC/PsaD/PsaE

or PsaC(PS I)
– Yes Yes wild-type

Isolated subunit PsaC(free) Yes Structures of related
ferredoxins
containing two
[4Fe–4S] clusters

PsaC/PsaD; PsaC/PsaE;
PsaD/PsaE or
PsaC/PsaD/PsaE subunit
precomplexes not reported
thus far

Isolated subunit PsaD(free) Natively unfolded
Protein

–

Isolated subunit PsaE(free) Yes –

experiments (Zhao et al., 1990; Li et al., 1991a).
These developments allowed investigation of the three-
dimensional solution structures of all three stromal
ridge proteins by NMR (Falzone et al., 1994; Xia et al.,
1998; Mayer et al., 1999; Antonkine et al., 2002; Barth
et al., 2002) at or around the same time the structure of
the fully-assembled cyanobacterial PS I became avail-
able by X-ray crystallography (Fromme et al., 2001;
Jordan et al., 2001; Saenger et al., 2002). A detailed
comparison of the structures of the unbound and bound
proteins provided key information for our understand-
ing of the assembly of the stromal subunits of PS I
and the fine tuning of the magnetic properties of the
[4Fe–4S] clusters FA and FB (Antonkine et al., 2003).

In hindsight, several prerequisites must be in-place
for a successful investigation of the assembly and
molecular interactions of PsaC, PsaD, and PsaE with
PS I: first, the ability to remove and to rebind all three
stromal ridge proteins in vitro; second, the availability
of deletion mutant strains of all three proteins, which
provided the first clues for an assembly sequence; third,
the availability of the overexpression system in E. coli
for the three proteins, which allowed production in large
quantities necessary for the structural studies; fourth,
investigation of the solution structure of all three stro-
mal proteins by NMR in the unbound form; and fifth,
the availability of a high-resolution X-ray structure of
PS I.

On the basis of available experimental evidence,
three assembly stages of stromal subunits of PS I can
be deduced: PsaC(free), PsaC(only), PsaC(PS I) (An-
tonkine et al., 2003). The biochemical and structural
information regarding different stages of PS I assem-
bly is summarized in Table 1. Because the binding of

PsaC is a decisive step in the assembly of stromal ridge
proteins of PS I, in the following sections we will fo-
cus on the changes in the three-dimensional structure
of PsaC upon binding to PS I and on the interprotein
interactions that determine specificity of PsaC binding
to PS I. For more details of the interactions of PsaD and
PsaE with PsaA/PsaB/PsaC core and with each other
see (Antonkine et al., 2003).

III. PsaC

A. The Amino Acid Sequence of PsaC

The amino acid sequences of plant and cyanobacterial
PsaC are nearly identical within each class and are strik-
ingly similar between each class (Golbeck and Bryant,
1991). A lesser degree of similarity is found between
PsaC and small, dicluster bacterial ferredoxins. Here,
the similarity is largely restricted to the iron–sulfur
binding motifs and their immediate proximity (Fig. 2).
Both PsaC and dicluster ferredoxins contain two [4Fe–
4S] cluster binding motifs consisting of the consen-
sus sequence C(I)xxC(II)xxC(III)xxxC(IV)P, where C
is cysteine, P is proline, and x are other noncysteine
amino acids. Cysteines I, II, and III of the first bind-
ing site ligate the first [4Fe–4S] cluster, while cys-
teine IV of the first binding site ligates the second
[4Fe–4S] cluster; cysteines I′, II′, and III′ of the sec-
ond binding site ligate the second [4Fe–4S] cluster,
while cysteine IV′ of the second binding site ligates
the first [4Fe–4S] cluster. The distance between the two
[4Fe–4S] clusters is predetermined by the distance be-
tween Cys(III/III′) and Cys(IV/IV′) in the binding sites
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Fig. 2. Sequence alignment of PsaC from Synechococcus sp. PCC 7002 and dicluster bacterial ferredoxins from Clostridium pas-
teurianum, Clostridium acidi urici, and Peptococcus aerogenes. The cysteines that coordinate the [4Fe–4S] clusters are indicated
by bold underlined letters and their numbers in the sequence of PsaC from Synechococcus sp. PCC 7002 are shown at the top. The
sequences were aligned with CLUSTALW (1.60). Conserved amino acids are indicated by an asterisk, conservative substitutions by
a dot. (Reprinted from Antonkine et al., 2000; Fig. 1. C© 2000, with permission from Springer.)

because they are separated by a rigid one-turn a-
helix and they always ligate different [4Fe–4S] clusters.
Through site-directed mutagenesis studies of PsaC, it
has been shown that in cysteines 10, 13, 16, and 57 lig-
ate FB and cysteines 47, 50, 53, and 20 ligate FA (Zhao
et al., 1992; reviewed in Golbeck, 1999). The number-
ing of the PsaC sequence in this review corresponds
to that used in the NMR structure of the protein (An-
tonkine et al., 2002) and in the crystal structure of PS
I (Jordan et al., 2001); it assumes that the N-terminal
methionine has been cleaved.

B. Bacterial Dicluster Ferredoxins as a
Models for the Structure of PsaC

1. Similarities Between Bacterial Dicluster
Ferredoxins and PsaC

Several high-resolution X-ray and NMR structures
are available for the bacterial dicluster ferredoxins
[PDB entries 1FDX (now replaced with 1DUR), 1CLF,
1FDN, 2FDN, 1BLU, 1FCA, 5FD1, 1BC6, 1BQX,
1RGV] (Adman et al., 1973, 1976; Stout, 1993; Duee
et al., 1994; Bertini et al., 1995; Tranqui and Jesior,
1995; Moulis et al., 1996; Dauter et al., 1997; Aono et
al., 1998a,b; Unciuleac et al., 2004; see also reviews
Sticht and Rosch, 1998; Bentrop et al., 2001). A com-
parison of the NMR and X-ray structures of these ferre-
doxins shows that the structural details change very
little between the solution and crystal phases. The two-
stranded antiparallel β-sheet arrangement of N- and
C-termini and the two [4Fe–4S] clusters separated by a

single α-helical turn are typical features of all bacterial
dicluster ferredoxins known thus far. In PsaC and bac-
terial dicluster ferredoxins, both [4Fe–4S] cluster bind-
ing motifs and the clusters themselves exhibit a local
pseudo-C2-symmetry. These central structural features
are common to all dicluster ferredoxins characterized
thus far and have proven to be a good structural model
for the iron–sulfur core of PsaC.

The presumed structural similarity between the envi-
ronment of the [4Fe–4S] clusters in PsaC and the envi-
ronment of the [4Fe–4S] clusters in bacterial ferredox-
ins was used in the interpretation of NMR resonances
derived from the cysteines that ligate FA and FB in
the reduced and oxidized states (Bentrop et al., 1997;
Antonkine et al., 2000). To illustrate how close is this
similarity let us consider details of the investigation of
reduced PsaC (Antonkine et al., 2000). The aim of the
study was to determine the preferential position of the
mixed-valence and equal-valence pairs of the reduced
[4Fe–4S] clusters FA and FB. They can be inferred by
1H NMR investigation from a study of the tempera-
ture dependence of the contact-shifted resonances of
the protons belonging to the cysteines that ligate the
[4Fe–4S] clusters. For this, a sequence-specific assign-
ment of the NMR resonances of the βCH2 protons lig-
ating the iron–sulfur clusters is required. Assignment
transfer from the oxidized to the reduced state by the
usual method of saturation transfer via intermediate
reduction states turned out to be not possible in PsaC
due to the fast electron exchange between iron–sulfur
clusters FA and FB. As a consequence, the oxidized
and two-electron reduced protein had to be studied
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independently (Bentrop et al., 1997; Antonkine et al.,
2000). The 1H NMR spectra of reduced, unbound
PsaC was recorded and an unique assignment of all
18 observable hyperfine-shifted signals was obtained
through a de novo 1D NOE analysis (Antonkine et al.,
2000). The resonances from three of the four cysteines
ligating each of the two reduced [4Fe–4S] clusters were
assigned sequence-specifically.

The key to the assignment of the contact-shifted
NMR signals of PsaC was the NOE between protons
of cysteines III and III′ in two consensus iron–sulfur
binding sites that ligate either FB and FA clusters re-
spectively (Antonkine et al., 2000). Similar intercluster
NOE is present in all dicluster ferredoxins studied by
NMR thus far. Other structural arguments based on the
sequence similarity between PsaC and dicluster ferre-
doxins were also used, such as the relative orientation
of Hα and HN protons of cysteines I(I′) and IV(IV′)
with respect to the [4Fe–4S] cluster(s).

The preferential localization of mixed-valence and
equal-valence pairs in F−

A and F−
B was obtained from

these measurements. It was shown that equal- and
mixed-valence pairs are ligated by homologous cys-
teines of the consensus iron–sulfur-binding site in PsaC
and dicluster ferredoxins. Regarding F−

B the mixed-
valence pair is ligated by cysteines 10(I) and 16(III),
and the equal-valence pair is ligated by cysteines 13(II)
and 57(IV′). Regarding F−

A, the mixed-valence pair
is ligated by cysteines 47(I′) and 53(III′), and the
equal-valence pair is ligated by cysteines 20(IV) and
50(II′) (Antonkine et al., 2000). These studies showed
that the ferredoxin structures are good models for the
structure of the iron–sulfur core of PsaC [PDB en-
tries 1FDX (now replaced with 1DUR), 1CLF, 1FDN,
2FDN, 1BLU, 1FCA, 5FD1, 1BC6, 1BQX, 1RGV]
(Adman et al., 1973, 1976; Stout, 1993; Duee et al.,
1994; Bertini et al., 1995; Tranqui and Jesior, 1995;
Moulis et al., 1996; Dauter et al., 1997; Aono et al.,
1998a,b; Unciuleac et al., 2004; see also reviews Sticht
and Rosch, 1998; Bentrop et al., 2001). The structural
similarity between the iron–sulfur core of PsaC and
dicluster ferredoxins has been confirmed by the struc-
ture of PS I-bound PsaC in the X-ray crystal structure of
PS I (Klukas et al., 1999; Jordan et al., 2001) and of un-
bound PsaC in solution (Figs. 1, 4, 6; Antonkine et al.,
2002; see section III.C).

2. Differences Between Bacterial Dicluster
Ferredoxins and PsaC

The amino acid sequence of PsaC differs from bacterial
dicluster ferredoxins in three regions, a minor exten-

sion of the N-terminus (2 residues), an insertion of 8
residues in the middle of the loop connecting the two
consensus iron–sulfur binding motifs, and a C-terminal
extension of 14 or 15 residues (Fig. 2). However, the
amino acid sequence pre-C-terminus of PsaC is quite
different from amino acid sequence C-terminus of bac-
terial dicluster ferredoxins.

The logical assumption is that differences in the
amino acid composition of PsaC and bacterial dicluster
ferredoxins owe their origin to function. While this is
generally correct, an interesting case is the ferredoxin
from Thauera aromatica, which is exactly the same size
as PsaC (80 amino acids) (PDB entry 1RGV) (Unci-
uleac et al., 2004). Similar to PsaC it has a sequence
insertion between the two consensus [4Fe–4S] clus-
ter sites and a sequence extension at the C-terminus.
A structural comparison between this dicluster ferre-
doxin and PsaC in unbound and PS I-bound forms will
be discussed below (see section III.C). Note, however,
that this ferredoxin is not involved in photosynthetic
electron transfer.

The amino acids in the loop insertion region of PsaC
are considered to be involved in ferredoxin/flavodoxin
binding (Fischer et al., 1998, 1999) and those in the C-
terminus in binding of PsaC to the PsaA/PsaB core and
to other stromal subunits. As will be discussed below
(section V.B) the N- and C-termini of PsaC play a key
role in the specific interactions between PsaC and the
PsaA/PsaB heterodimer (Jordan et al., 2001; Antonkine
et al., 2003). Another significant sequence difference
concerns the FA-binding site, which has an increased
number of charged amino acids as compared to the
binding sites of [4Fe–4S] clusters in bacterial ferre-
doxins or to the FB-binding site. These amino acids are
well conserved in all PsaC sequences available thus
far (Golbeck, 1994), which emphasizes their signifi-
cance. They form salt bridges with the PsaA/PsaB het-
erodimer of PS I (Antonkine et al., 2003); this key
feature of the FA-binding site will be discussed below
(section V).

C. The Structure of Unbound PsaC in
Solution; Comparison with the Structure of
PS I-Bound PsaC and Structures of
Bacterial Dicluster Ferredoxins

Given the different magnetic properties of FA and FB

between unbound and PS I-bound PsaC (Li et al.,
1991a; reviewed in Vassiliev et al., 2001), signifi-
cant differences were anticipated between the unbound
and PS I-bound structures of PsaC. Thus far, PsaC
is one of the few membrane-associated proteins to be
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studied in both the bound and unbound states. Determi-
nation of NMR solution structure of protein that con-
tain iron–sulfur clusters, such as PsaC or a bacterial
dicluster ferredoxin, presents a particular challenge.
The ground state of an oxidized low-potential [4Fe–4S]
cluster ([4Fe–4S]2+) is diamagnetic; however, at room
temperature excited paramagnetic states are partially
populated and certain paramagnetic character therefore
comes about. In such a small protein nearly all parts are
affected by this paramagnetism.

The NMR solution structure of oxidized unbound
PsaC (PDB entry 1K0T) (Antonkine et al., 2002) is
shown in Figs. 3 and 4A, and the X-ray structure of
PsaC solved as a part of the overall X-ray structure
of PS I is shown in Figs. 4B and 5 (PDB entry 1JB0)
(Jordan et al., 2001). Individual structural elements of
unbound PsaC are shown in Fig. 3B–E and discussed
below. Details of the NMR solution structure of PsaC
are compared to the X-ray structure of PS I-bound
PsaC (Fig. 4) and to NMR and X-ray structures of bac-
terial dicluster ferredoxins [PDB entries 1FDX (now
replaced with 1DUR), 1CLF, 1FDN, 2FDN, 1BLU,
1FCA, 5FD1, 1BC6, 1BQX, 1RGV] (Adman et al.,
1973, 1976; Stout, 1993; Duee et al., 1994; Bertini
et al., 1995; Tranqui and Jesior, 1995; Moulis et al.,
1996; Dauter et al., 1997; Aono et al., 1998a,b; Unci-
uleac et al., 2004; see also reviews Sticht and Rosch,
1998; Bentrop et al., 2001).

For simplicity of presentation PsaC is separated into
five structural sub-domains. Each is shown in Fig. 3:
the iron–sulfur core of the protein (Fig. 3B); the PsaC-
specific sequence insertion (Fig. 3C); the N- and pre-C-
termini, which have unusual orientations with respect
to each other (Fig. 3D); and the C-terminus, which as-
sumes a helical structure in solution (Fig. 3E).

Figure 3B shows the [4Fe–4S] clusters FA and FB

and the backbone of amino acids belonging to respec-
tive iron–sulfur cluster binding sites on PsaC. As pre-
dicted from sequence similarity (see section III.B.1)
the iron–sulfur core of PsaC is very similar to bacterial
dicluster ferredoxins. Both the FA- and FB-binding site
have a fold typical of iron–sulfur cluster binding sites
in bacterial dicluster ferredoxins. Each of the two sites
is followed by a single α-helical turn, with the fourth
cysteine of the consensus iron–sulfur binding site lig-
ating the other cluster. This feature of PsaC assures a
fixed distance between cluster 1 (FB) and cluster 2 (FA).
Within the accuracy of the determination, the overall
structure of the iron–sulfur core of PsaC is identical in
unbound (PDB entry 1K0T) (Antonkine et al., 2002)
and in PS I-bound forms (1JB0) (Fig. 4; Jordan et al.,
2001).

In the NMR solution structure of PsaC a larger disor-
der is found for the polypeptide chain surrounding the
binding motif of FA, which results in a significant devi-
ation in the position of the [4Fe–4S] cluster itself within
the final family of 30 NMR structures. This structural
disorder cannot be explained simply by the influence
of the paramagnetic iron–sulfur center because the en-
vironments of the [4Fe–4S] cluster FB in the NMR
structure of PsaC and the environments of the [4Fe–4S]
clusters in the NMR solution structures of bacterial di-
cluster ferredoxins (PDB entries 1CLF, 1BC6, 1BQX
(Bertini et al., 1995; Aono et al., 1998a,b) are well de-
fined. In the NMR structures of dicluster ferredoxins
from Clostridium pasteurianum and Clostridium acidi
urici (PDB entries 1CLF, 2FDN) (Bertini et al., 1995;
Dauter et al., 1997) as well as in the crystal structure of
PS I-bound PsaC, the binding sites of cluster 2 and FA,
respectively, are in close contact with the N-terminus
of the protein. In the NMR structures of bacterial di-
cluster ferredoxins the long-range NOEs between the
amino acids of the N-terminus and the cluster 2 binding
site (equivalent to FA) provide the constraints necessary
to define its position. In the NMR solution structure of
unbound PsaC, the N-terminus is located far away from
the FA site (see below) and no interaction between them
could be observed, which results in the lack of long-
distance constraints and leads to larger disorder in FA

site. Due to the larger disorder in the FA site, the α-helix
that follows it also shows a higher degree of disorder
(Figs. 3 A,B and 4A) as compared to the better defined
α-helix that follows the FB site.

An intriguing feature of PsaC is the larger number of
charged amino acids in the vicinity of the FA site. These
amino acid play a crucial role in binding PsaC to PS I
(section V). Unfortunately, the positions of amino acids
Lys 51 and Arg 52, which form key contacts between
PsaC and PsaA/PsaB heterodimer (Fig. 6 and Table 2;
Jordan et al., 2001; Antonkine et al., 2003), are not
defined in the NMR solution structure due to the lack
of constraints. Only the backbone amide protons were
assigned for these amino acids. Most likely this is due
to both the lack of packing contacts with other parts of
the protein as well as to the vicinity of the paramagnetic
center.

The PsaC-specific sequence insertion between the
two iron–sulfur cluster binding sites forms two strands
of an antiparallel β-sheet connected by a turn (Fig. 3C).
This structural feature distinguishes PsaC from most
bacterial dicluster ferredoxins [PDB entries 1FDX
(now replaced with 1DUR), 1CLF, 1FDN, 2FDN,
1BLU, 1FCA, 5FD1, 1BC6, 1BQX] (Adman et al.,
1973, 1976; Stout, 1993; Duee et al., 1994; Bertini



Fig. 3. Solution structures of the unbound PsaC subunit of PS I (PDB entry 1K0T) (Antonkine et al., 2002) depicting backbone
stereo drawings of 30 superimposed DYANA structures. In (A)–(D) a family of 30 DYANA structures is shown in a superposition of
amino acids 5–67. In (B)–(D) the [4Fe–4S] clusters are shown for each of the 30 structures, iron atoms as dark grey small and sulfur
atoms as light grey large spheres. In (B)–(E) selected structural elements of unbound PsaC are shown. (A) See Color Plate 6, Fig. 2.
(B) The two iron–sulfur clusters together with their conserved CxxCxxCxxxCP binding motifs, i.e. the backbone of amino acids
10–21 and 47–58 are shown. (C) The loop region of PsaC between the two iron–sulfur binding motifs, i.e. the backbone of amino
acids 22–33 in the back and 34–46 in front. (D) N-terminus (1–9), pre-C-terminus (61–67) and disordered C-terminus (68–80); note
the close contact between amino acids 2–5 and 65–67 and the position of the N-terminus between the iron–sulfur core of PsaC and
the loop formed by amino acids 63–68. (E) The backbone of amino acids 68–80 in the family of 30 PsaC structures is shown in
superposition of solely the amino acids 68–80. The helical secondary structure at the C-terminus is clearly revealed. This figure was
prepared using MOLMOL (Koradi et al., 1996). (From Antonkine, et al., 2002.)



Fig. 4. Comparison of the NMR solution structure of unbound PsaC (PDB entry 1K0T) (Antonkine et al., 2003) with bound PsaC
as part of the 2.5 Å X-ray structure of PS I (PDB entry 1JB0) (Jordan et al., 2001). The regions where the two structures show
significant differences are identified by the lighter tint. [4Fe–4S] clusters are shown; iron atoms as dark grey small and sulfur atoms
as light grey large spheres. (A) Backbone drawing of the final family of 30 superimposed structures of unbound, oxidized PsaC from
Synechococcus sp. PCC 7002 determined by solution NMR (Antonkine et al., 2003). The backbone of the family of 30 structures is
shown in a superposition of residues 5–67. The iron and sulfur atoms of the [4Fe–4S] clusters of each of the 30 structures are shown.
The view direction is equivalent to the membrane plane of the assembled PS I complex (see Fig. 1). The inset shows the backbone
of residues 68–80 in the same family of 30 PsaC structures. Superposition of solely the residues 68–80 reveals the helical secondary
structure of the C-terminus. (B) Structure of PS I-bound PsaC taken from the PS I X-ray structure at 2.5 Å X-ray resolution (PDB
entry 1JB0) (Jordan et al., 2001). The polypeptide backbone and iron–sulfur clusters FA and FB are shown. FX is included to indicate
the position and the correct orientation of PsaC on PS I. This figure was prepared using MOLMOL (Koradi et al., 1996).(Reprinted
from Antonkine et al., 2003; Fig. 2a,b. C© 2003 with permission from Elsevier.)
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Fig. 5. Detail of the structural model of the PS I monomer. See Color Plate 7, Fig. 1.

et al., 1995; Tranqui and Jesior, 1995; Moulis et al.,
1996; Dauter et al., 1997; Aono et al., 1998a,b). The
only exception is ferredoxin from Thauera aromatica
(PDB entry 1RGV) (Unciuleac et al., 2004), where a
similar sequence insertion also forms an antiparallel
β-sheet connected by a turn. In PsaC, the loop between
FA and FB is reported to be involved in the binding
of ferredoxin/flavodoxin. (Fischer et al., 1998, 1999).
The secondary structure and position of the loop in
unbound PsaC are identical to those in PS I-bound PsaC
(Fig. 4; Jordan et al., 2001; Antonkine et al., 2002,
2003).

One of the most striking features of NMR solution
structure of unbound PsaC is the intricate and unusual
arrangement of the N-, pre-C-, and C-termini of PsaC
(Figs. 3A,D,E and 4A). These are the three regions of
PsaC that undergo conformational changes upon bind-
ing to PS I (see below). Let us now focus on their con-
formation and respective arrangement in solution.

The position of the first two amino acids at the N-
terminus of PsaC is not very well defined, which is typ-
ical for many protein NMR solution structures. How-
ever, the overall N-terminus (amino acids 3–9) is well
defined. The N-terminus of PsaC in solution is bent as
compared to the N-terminus of PS I-bound PsaC (An-
tonkine et al., 2002), with a turn comprised of Val4,
Lys5, and Ile6. The pre-C-terminus of PsaC, which is

comprised of amino acids 63–68, forms a short and
shallow loop around the N-terminus (amino acids 63–
68) (Fig. 3D). The N- and C-termini in all known struc-
tures of bacterial dicluster ferredoxins are arranged in
an antiparallel β-sheet structure, which is positioned in
the vicinity of cluster 2 (analogous to FA). The N- and
pre-C-termini of PS I-bound PsaC are also arranged
as an antiparallel β-sheet (Figs. 4B and 6) (β-sheets
β1A and β4A in PDB entry 1JB0) (Jordan et al., 2001),
and are positioned in the vicinity of FA. Thus, the spe-
cial cross-over arrangement between the N- and pre-C-
termini and their position far away from FA, is unique
structural feature of unbound PsaC in solution and dis-
tinguishes it both from structures of bacterial diclus-
ter ferredoxins and PS I-bound PsaC. The binding of
PsaC to PS I must be accompanied by a conformational
change in the N- and pre-C-termini of PsaC, thereby
establishing their antiparallel β-sheet arrangement and
moving them much closer toward the FA site (Antonk-
ine et al., 2002).

In unbound PsaC, the N- and pre-C-termini are lo-
cated much further from FA site, leaving the iron–sulfur
cluster exposed to the solution. This, most likely, ex-
plains oxygen-sensitivity of unbound PsaC. In contrast,
in PS I-bound PsaC the N- and pre-C-termini are ar-
ranged as an antiparallel β-sheet and are positioned
much closer to FA site, thereby shielding the iron–sulfur
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cluster from oxygen and from the aqueous phase. As a
result PS I-bound PsaC is insensitive to degradation by
atmospheric oxygen. Furthermore, a change in solvent
accessibility should contribute to a change in the re-
dox potential of the iron–sulfur cluster(s) between the
unbound and PS I-bound states of PsaC.

The C-terminus of PsaC has a disordered structure
(Figs. 3A,D and 4A); the helical secondary structure
of C-terminus is revealed only when the family of 30
NMR structures is superimposed based solely on those
amino acids belonging to C-terminus (68–80) [Figs. 3E
and 4A (inset)] (Antonkine et al., 2002). A signifi-
cant number of medium range NOE constraints, which
define the secondary structure of the protein, and no
long-distance NOE constraints, which define the ter-
tiary structure of the protein, are observed for amino
acids 69–80 of the C-terminus of PsaC (Fig. 1A in An-
tonkine et al., 2002). As a result, this region of PsaC
has a secondary structure; however, it has no packing
interactions with the rest of the protein, and its position
is undetermined within the family of NMR structures.
The resolution of the NMR structure of PsaC is insuf-
ficient to determine what type of helix is formed by the
C-terminus. On the basis of indirect experimental evi-
dence, it was proposed in (Antonkine et al., 2002) that
the C-terminus of PsaC is mobile or at least has intrin-
sically higher mobility than other parts of the protein.
While such a suggestion has significant implications
for the assembly of PsaC onto PS I, thus far there are
no strong experimental evidence either for or against
this idea.

The helical structure of the C-terminus of unbound
PsaC is dramatically different from an extended coil,
with a single α-helical turn, a conformation that is re-
ported for PS I-bound PsaC (Jordan et al., 2001; An-
tonkine et al., 2002; Fig. 4). Thus, the binding of PsaC
to PS I must be accompanied by unwinding of the C-
terminus of the protein (Antonkine et al., 2002).

Most bacterial dicluster ferredoxins are 25–30 amino
acids shorter than PsaC and have no equivalent of
the longer C-terminus or the sequence insertion be-
tween iron–sulfur clusters. However, ferredoxin from
Thauera aromatica is exactly the same size as PsaC
(80 amino acids) (PDB entry 1RGV) (Unciuleac et al.,
2004) and provides an interesting point of compari-
son. Similarly to PsaC it has a sequence extension at
the C-terminus (see section III.B.2), which is a well-
defined three turn α-helix (Unciuleac et al., 2004). This
is longer than the one-turn α-helix in bound PsaC (Jor-
dan et al., 2001) and somewhat similar to the helical
conformation of C-terminus in unbound PsaC (Antonk-
ine et al., 2002).

In summary, three important features of unbound
PsaC structure are quite clear. Firstly, the iron–sulfur
core of unbound PsaC is very similar to PS I-bound
PsaC and to bacterial dicluster ferredoxins. Secondly,
the structure and spatial arrangement of the N-, pre-C-,
and C-termini of PsaC are significantly different from
equivalent regions of bacterial dicluster ferredoxins.
Thirdly, they are also very different from PS I-bound
PsaC. Therefore, during the transition from unbound
to PS I-bound PsaC, the N-, pre-C-, and C-termini of
the protein need to undergo large-scale structural re-
arrangements (Fig. 4; Antonkine et al., 2002, 2003).
This is in good agreement with the results obtained
much earlier by EPR (Li et al., 1991a). The change in
the EPR spectra of FA and FB implied that that environ-
ment of iron–sulfur clusters changed upon binding to
PS I. In the broader context the interesting issue is that
PS I-bound PsaC is structurally much more similar to
soluble dicluster ferredoxins than is unbound PsaC in
solution. This implies that PsaC evolved to be different
from ferredoxins in solution, but similar to them in the
PS I-bound form.

IV. The FX-Binding Site is also the Main
Binding Site for PsaC

FX is the interpolypeptide iron–sulfur cluster bound be-
tween the PsaA and PsaB subunits of PS I (Fig. 6). EX-
AFS and Mössbauer spectroscopic studies of a P700-
FX core devoid of FA and FB unambiguously identi-
fied FX as a [4Fe–4S] cluster (McDermott et al., 1989;
Petrouleas et al., 1989). The midpoint potential of FX

was found to be −730 (Ke et al., 1977) and −705 mV
(Chamorovsky and Cammack, 1982) in PS I particles
with prereduced FA and FB. This makes FX one of
the most reducing, functional [4Fe–4S] clusters known
in biology. The binding site of FX was first proposed
based on the amino acid sequences of the PsaA and
PsaB polypeptides that comprise the membrane-bound
PS I heterodimer (Fish et al., 1985; Cantrell and Bryant,
1987). The site consists of two identical amino acids
sequences, FPCDGPGRGGTC, which are located in
loops connecting helices h and i on PsaA and PsaB
(Figs. 5 and 6). Each of these sequences provides
two conserved cysteine ligands to the cluster; thus
FX represents a highly unusual instance of a [4Fe–
4S] cluster bound between a protein heterodimer. The
high-resolution crystal structure of cyanobacterial PS
I shows that negatively-charged amino acids within the
conserved FX-binding sequences on PsaA and PsaB
provide a set of ionic contacts for the binding of



90 Mikhail L. Antonkine and John H. Golbeck

Fig. 6. The PsaC contact area with PsaA and PsaB from the PS I structure. See Color Plate 7, Fig. 2.

positively-charged amino acids on PsaC (Jordan et al.,
2001; Antonkine et al., 2003; see section V). The FX-
binding sequences on both PsaA and PsaB are parts
of large, extramembrane loops that have a completely
C2-symmetric three-dimensional structure (Fig. 5). For
understanding of assembly of stromal subunits subunits
PsaC, PsaD, and PsaE this is both the most unusual and
the most important feature of the FX-binding site.

In addition to providing ligands for FX, these ex-
tramembrane loops serve several additional func-
tions such as forming the ionic contacts with PsaC
and shielding the FX cluster from molecular oxygen
(Antonkine et al., 2003). FX is additionally shielded
by α-helices that comprise the core of the PsaA/PsaB
heterodimer. The iron protein of nitrogenase [for exam-
ple PDB entry 1CP2 (Schlessman et al., 1998)] and 2-
hydroxyglutaryl-CoA dehydratase component A [PDB
entry 1HUX (Locher et al., 2001)] are the only other
proteins with available three-dimensional structure that
have an interpolypeptide [4Fe–4S] cluster. However,

the environments of these [4Fe–4S] clusters are signif-
icantly different: each subunit of these homodimeric
proteins has two fully-conserved cysteines that are lo-
cated far apart from each other in the amino acid se-
quence. Hence, in these proteins, there is no short con-
sensus binding sequence for the [4Fe–4S] cluster as
exists for FX on PsaA and PsaB subunits of PS I. It fol-
lows that properties of these interpolypeptide [4Fe–4S]
clusters are also very different from FX. The [4Fe–4S]
clusters bound to these proteins have midpoint poten-
tials of −420 to −430 mV (i.e., 280 to 300 mV more
oxidizing than FX); this range is more typical for low
potential [4Fe–4S] clusters in monocluster and diclus-
ter bacterial ferredoxins. Moreover, the [4Fe–4S] clus-
ters in nitrogenase and 2-hydroxyglutaryl-CoA dehy-
dratase component A are highly sensitive to oxygen,
probably because the binding site of the interpolypep-
tide [4Fe–4S] cluster is open and accessible. In contrast,
FX is not oxygen sensitive as was shown by the abil-
ity to isolate functional P700-FX cores under aerobic
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conditions (Golbeck et al., 1988; Parrett et al., 1989).
The requirement for oxygen-insensitivity may come
about because P700-FX cores are likely to be assem-
bled as an intermediate step during the biogenesis of
PS I in the functional (i.e., oxygen-evolving) thylakoid
membrane.

V. Assembly of PsaC onto the
PsaA/PsaB Heterodimer

A. Ionic and Hydrogen Bond Contacts of
PsaC to the Surface of the PsaA/PsaB
Heterodimer

Figure 6 presents a view of the contact area between
PsaC and the PsaA/PsaB heterodimer. The hydrogen
and ionic bond contacts that are found in the X-ray
crystal structure of PS I between PsaC and PsaA/PsaB
heterodimer are listed in Table 2A. The nomenclature in
this review uses the first letter name of the PS I subunit,
separated by a dash from the number of the amino acid
in the sequence, which is specified by its single amino
acid code. For example C-52R refers to the Arg 52 of
PsaC subunit of PS I. All amino acid numbers in this
section refer to the amino acid sequence of polypeptides
in Synechococcus elongatus.

1. C2-Symmetric Contacts Between the
Iron–Sulfur Core of PsaC and the FX-
binding loops on PsaA/PsaB

The FX-binding stromal loops on PsaA and PsaB have a
completely C2-symmetric three-dimensional structure
and provide most hydrogen and ionic bond contacts
for PsaC binding (see section IV). The amino acids
of PsaC that take part in these contacts belong to dif-
ferent structural elements of the protein, namely the
FA-binding site and the pre-C-terminus (β-strand β4a

in PS I-bound PsaC).
Let us focus on the main contact network connect-

ing PsaC to the PsaA/PsaB heterodimer. Two equiva-
lent contact systems exist, PsaA–PsaC–PsaA (left) and
PsaB–PsaC–PsaB (right), both of which employ the
identical contact scheme Asp-Arg-Asp (Fig. 6). An-
other key contact between PsaC and PsaB is the C-
51K, which forms an ionic bond to B-566D. Note, that
neighboring amino acids C-51K and C-52R form ionic
bonds with PsaB and PsaA, respectively (Table 2A).

The PsaC–PsaA and PsaC–PsaB inter-subunit con-
tacts are further stabilized by intra-subunit contacts,
as well as by the local protein environment. A-579D

and B-566D, key contacts on PsaA and PsaB respec-
tively (Table 2A subsets α and β), have intra-subunit
contacts with A-568R and B-555R, respectively. These
ionic bonds contacts are further stabilized by the pres-
ence of nearby hydrophobic patches. The headgroups
of A-579D and B-566D, and their ionic bonds to a C-
52R and C-65R, are in the highly packed region with
Gly residues on either side of A-583R and B-570R
[Fig. 6 and Table 1 of Antonkine et al. (2003)]. The
PsaC inter-subunit contacts are also stabilized by intra-
subunit ones (Table 2A subset γ). The pre-C-terminus
of PsaC changes its conformation upon binding to PS I.
It carries Arg 65, which participates in key PsaC–PsaB
contacts. C-54E forms an ionic bond with C-65R and a
hydrogen bond with C-66V, thus stabilizing proper con-
formation of pre-C-terminus and PsaC–PsaB contacts.
C-54E also forms an ionic bond with C-51K, another
important PsaC–PsaB contact.

C-51K, C-52R, and C-54K all belong to the FA-
binding site, which contain an increased number of
charged amino acids as compared to the FB-binding
site or the binding sites of [4Fe–4S] clusters in bacte-
rial dicluster ferredoxins (see section III.A). It is clear
that all of these charged amino acids, including C-46D
(PsaC–PsaD contact), play an important role in binding
of PsaC within the fully assembled PS I complex.

Rotation of PsaC by 180◦ around the C2-symmetry
axis of the PsaA/PsaB heterodimer results in the per-
fect overlay of Cζ-atoms of C-52R and C-65R, while the
lines connecting the respective Nη atoms are nearly per-
pendicular to each other (Antonkine et al., 2003). More-
over, out of ten ionic and one hydrogen bonds formed
between iron–sulfur core of PsaC and PsaA/PsaB het-
erodimer eight ionic and one hydrogen bond can be
formed equally well by 180◦ rotated PsaC (Table 2B).
Therefore, the iron–sulfur core of PsaC binds symmet-
rically to the PsaA/PsaB hetrodimer and forms a C2-
symmetric contact area with it. The larger issue here
is the overall assembly of PsaC, in which this inher-
ently asymmetric protein is assembled asymmetrically
onto its perfectly C2-symmetric main binding site on
the PsaA/PsaB heterodimer.

2. Contacts Between the C-terminus of
PsaC and PsaB. Symmetry Breaking
During PsaC Binding

The only symmetry-breaking contacts that form upon
binding of PsaC to PsaA/PsaB are the contacts of
the C-terminus of PsaC to PsaB. C-80Y forms hydro-
gen bonds with B-678Q and B-703P; whereas C-73T
forms a hydrogen bond with B-702K. These contacts
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Table 2. (A) Inter-(or intra-)protein contacts (ionic and H-bond) between the PsaA/PsaB heterodimer and the PsaC subunit. The
arrangement of the participating PsaA and PsaB amino acids reflects perfect C2-symmetry on this part of the stromal surface. This
table consists of three subsets – α: Contacts of PsaC with the PsaA stromal surface. β: Contacts of PsaC with the PsaB stromal
surface. Note the C2-symmetry is reflected in equivalent stromal surface contacts of PsaC with PsaA and PsaB, with the exception
of those contacts of the C-terminus of PsaC with PsaB at the end of subset β. γ: Intra PsaC contacts stabilizing the tertiary
structure. α and β subsets present contacts between the iron–sulfur core of PsaC and the FX-binding loops of PsaA and PsaB. (B)
Contacts corresponding to those in part A except that PsaC is rotated around the quasi-C2-symmetry axis of the PsaA/PsaB core.
This table consists of two subsets – α: Contacts of rotated PsaC with the PsaA stromal surface. β: Contacts of rotated PsaC with
the PsaB stromal surface. α and β subsets present contacts between the iron–sulfur core of PsaC and the FX-binding loops of PsaA
and PsaB. (C) Contacts and clashes between the the C-terminus of rotated PsaC and the PsaA stromal surface. The PS I structure
involves a close contact between C-terminus of PsaC and its PsaB-specific binding site. If rotated, the same conformation of the
C-terminus would produce clashes with the PsaA surface. Thus, the conformation of the C-terminus of PsaC would need to change
to allow binding. (Reprinted from Antonkine et al., 2003; Table 3. C© 2003, with permission from Elsevier.)

Remarks Polypeptide Residue Dist. (Å)/type Residue Polypeptide Remarks

A. Inter-(or intra-)protein contacts (ionic and H-bond) between the PsaA/PsaB heterodimer and the PsaC subunit
α

(i) PsaC Arg 52 Nη1 3.22 I Oδ2Asp 568 PsaA (1)
(i) PsaC Arg 52 Nη2 2.84 I Oδ1Asp 568 PsaA (1)
(i) PsaC Arg 52 Nη2 2.77 I Oδ1Asp 579 PsaA (2A)
(i) PsaC Arg 52 Nε 3.04 I Oδ1Asp 579 PsaA (2A)
(i) PsaC Arg 52 Nε 3.07 I Oδ2Asp 579 PsaA (2A)

PsaA Arg 583 Nη2 2.95 I Oδ1Asp 579 PsaA Intra PsaA (3)
PsaA Arg 583 Nη1 3.24 I Oδ1Asp 579 PsaA Intra PsaA (3)

(ii) PsaC Val 48 O 2.84 H N Arg 583 PsaA
β

(i) PsaC Lys 51 Nζ 2.6 I Oδ1Asp 566 PsaB (2B)
(iii) PsaC Arg 65 Nη1 3.11 I Oδ1Asp 555 PsaB (1)
(iii) PsaC Arg 65 Nη1 2.98 I Oδ2Asp 555 PsaB (1)
(iii) PsaC Arg 65 Nη2 3.06 I Oδ1Asp 566 PsaB (2B)
(iii) PsaC Arg 65 Nη2 2.63 I Oδ2Asp 566 PsaB (2B)

PsaB Arg 570 Nη1 3.15 I Oδ2Asp 566 PsaB Intra PsaB (3)
PsaB Arg 570 Nη2 2.67 I Oδ2Asp 566 PsaB Intra PsaB (3)

(iv) PsaC Thr 73 Oγ1 2.96 H NζLys 702 PsaB (4)
(iv) PsaC Tyr 80 Oη 3.18 H Oε1Gln 678 PsaB (4)
(iv) PsaC Tyr 80 Oη 2.67 H O Pro 703 PsaB (4)

γ

PsaC Lys 51 Nζ 3.08 I Oε1Glu 54 PsaC Intra PsaC (5)
PsaC Lys 51 N ζ 3.20 I Oε2Glu 54 PsaC Intra PsaC (5)
PsaC Arg 65 Nη2 3.08 I Oε2Glu 54 PsaC Intra PsaC (5)
PsaC Arg 65 Nε 3.15 I Oε2Glu 54 PsaC Intra PsaC (5)
PsaC Glu 54 Oε2 2.79 H N Val 66 PsaC Intra PsaC (5)

B. Contacts corresponding to those in Table 2A but when PsaC is rotated around the quasi-C2-symmetry axis of the PsaA/PsaB core
α

(i) PsaC Lys 51 Nζ 2.93 I Oδ2Asp 579 PsaA (2A)
(ii) PsaC Arg 65 Nη1 2.64 I Oδ1Asp 568 PsaA (1)
(ii) PsaC Arg 65 Nη1 2.52 I Oδ2Asp 568 PsaA (1)
(ii) PsaC Arg 65 Nη2 2.74 I Oδ1Asp 579 PsaA (2A)
(ii) PsaC Arg 65 Nη2 2.96 I Oδ2Asp 579 PsaA (2A)

PsaA Asp 579 Oδ1 2.95 I Nη2Arg 583 PsaA Intra PsaA
PsaA Asp 579 Oδ1 3.24 I Nη1Arg 583 PsaA Intra PsaA

β

(i) PsaC Arg 52 Nη2 2.67 I Oδ2Asp 566 PsaB (2B)
(i) PsaC Arg 52 Nε 2.99 I Oδ2Asp 566 PsaB (2B)
(i) PsaC Arg 52 Nε 3.36 I Oδ1Asp 566 PsaB (2B)
(iii) PsaC Val 48 O 3.25 H N Gly 571 PsaB

PsaB Asp 566 Oδ2 3.15 I Nη1Arg 570 PsaB Intra PsaB (3)
PsaB Asp 566 Oδ2 2.67 I Nη2Arg 570 PsaB Intra PsaB (3)
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Table 2. (cont.)

Remarks Polypeptide Residue Dist. (Å)/type Residue Polypeptide Remarks

C. Contacts and clashes between the C-terminus of PsaC (rotated) and the PsaA stromal surface
PsaC Thr 73 Oγ1 2.83 H O Gln 43 PsaA
PsaC Tyr 80 Oη 2.97 H Nε2Gln 698 PsaA
PsaA Pro 719 O 0.88 OηTyr 80 PsaC CLASH
PsaA Pro 719 C 2.12 OηTyr 80 PsaC CLASH
PsaA Gln718 Cγ 1.43 O Tyr 80 PsaC CLASH
PsaA Gln718 Cδ 1.18 O Tyr 80 PsaC CLASH
PsaA Arg 720 Nη1 1.59 Cδ2 Leu 78 PsaC CLASH
PsaA Arg 720 Nη1 1.24 Cβ Leu 78 PsaC CLASH
PsaA Arg 720 Nη2 1.51 Cγ Leu 78 PsaC CLASH
PsaA Arg 720 Nη2 1.60 Cβ Leu 78 PsaC CLASH
PsaA Arg 720 Cζ 0.25 Cγ Leu 78 PsaC CLASH
PsaA Arg 720 Cζ 1.55 Cδ2 Leu 78 PsaC CLASH
PsaA Arg 720 Cζ 1.49 Cβ Leu 78 PsaC CLASH
PsaA Arg 720 Nε 1.88 Cδ1 Leu 78 PsaC CLASH
PsaA Arg 720 Nε 1.30 Cγ Leu 78 PsaC CLASH

(i) Amino acid found in the pair of equally charged residues between the second and third cysteine in the FA binding motif.
(ii) Backbone of the FA binding motif.
(iii) Center of the β4a-sheet in the pre-C-terminus of PsaC.
(iv) C-Terminus of PsaC.
(1) Middle of conserved PDK triplet preceding the hi(1) helix turn in PsaA and PsaB.
(2A) Next to A-578Cys ligating FX.
(2B) Next to B-565Cys ligating FX.
(3) Intra FX-binding loop stabilizing the (2A) and (2B) contacts.
(4) PsaB-Specific binding site of PsaC C-terminus.
(5) Intra PsaC contacts involving C-54Glu in the center of the short α-helix connecting FA to the FB binding motif.
The letter H following the distance indicates that this contact is a hydrogen bond. The letter I following the distance indicates that this
contact is an ionic bond.

are included in Fig. 6 and are listed at the end of
subset β in Table 2A. Formation of these three con-
tacts requires a major conformational change of the
C-terminus of PsaC upon binding to the PsaA/PsaB
heterodimer. Namely, the helical C-terminus of PsaC
in solution must unwind to allow these contacts with
PsaB to be established (Antonkine et al., 2002, 2003;
Fig. 4 see section III.C). In succeeding assembly stages,
the extended conformation of the C-terminus of PsaC
and the interactions between the C-terminus of PsaC
and PsaB are stabilized by the binding of PsaD (Jordan
et al., 2001; Antonkine et al., 2003).

When PsaC is rotated 180◦ around the C2-symmetry
axis, a certain number of clashes are found between the
C-terminus of PsaC and PsaA (Table 2C). This is the
only part of the contact area between rotated PsaC and
PsaA/PsaB heterodimer where clashes occur. To avoid
these clashes, the C-terminus would need to assume
a different conformation from that of the nonrotated
PS I-bound PsaC and/or from unbound PsaC. Namely,
a different set of contacts would need to be made
between amino acids of the C-terminus of rotated-
PsaC and the PsaA/PsaB heterodimer. Thus, the bind-
ing of the PsaC terminus is specific to the nonrotated

orientation of PsaC on PsaA/PsaB heterodimer. The
contacts between the C-terminus of PsaC and PsaB are
the sole symmetry-breaking element of PsaC binding
to the P700-FX/PsaC core. Note, however, that only a
few hydrogen bonds on the C-terminus of PsaC are in-
volved (Table 2A). It is difficult to believe that these
few contacts qualify as a sufficiently strong symmetry-
breaking driving force to determine in which of the two
equivalent orientations PsaC binds to PS I. Of particu-
lar relevance here is the highly hydrophobic PVAL se-
quence block next to the PsaC-binding pocket on PsaB
(residues 703–706), which would add stability to the
H-bonds of the C-terminus binding of PsaC. Indeed,
C-80Y sits in a highly hydrophobic pocket surrounded
by the side chains of B-685V, B-703P, B-704V, C18-
L, C-19A, and C-78L as well as by the carbon tails of
B-682E and B-702K. This highly hydrophobic envi-
ronment likely contributes to the free energy of bind-
ing and further strengthens the hydrogen bonds formed
by C-terminus of PsaC. We can expect a very large en-
tropic contribution to the free energy of binding simply
because the large number of relatively immobile water
molecules that are expected to line these hydrophobic
residues would become freed when PsaC binds.
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In summary, a PsaB-specific binding pocket for the
C-terminus of PsaC can be clearly identified (Jordan et
al., 2001; Antonkine et al., 2003). Thus, breaking of C2-
symmetry during PsaC binding is possible. However,
it is difficult to believe that the formation of just three
hydrogen bonds in the PsaB-specific binding pocket of
PsaC can qualify as a sole driving force for an overall
asymmetric binding of PsaC.

B. What Determines the Specificity of PsaC
Binding to the PsaA/PsaB Heterodimer?

The overall pseudo-C2-symmetry of the PsaA/PsaB
heterodimer is clearly broken upon binding of PsaC.
How PsaC assembles asymmetrically raises intriguing
questions that concern the interplay between the near-
perfect C2-symmetry of the PsaA/PsaB core, including
its stromal interface, which is in contact with the com-
pletely nonsymmetrical PsaC that undergoes signifi-
cant conformational changes during its assembly onto
PsaA/PsaB core.

The completely C2-symmetric binding of the iron–
sulfur core region of PsaC to its main binding site on
the PsaA/PsaB heterodimer presents several problems.
There exist two possible solutions for the stepwise as-
sembly of PsaC: (1) In the “iron–sulfur core binds first”
hypothesis, PsaC initially forms the main body of ionic
contacts between the iron–sulfur core and the FX site on
the PsaA/PsaB heterodimer; i.e., PsaC binds strongly,
but nonspecifically with a C2-ambiguity; (2) In the “C-
terminus binds first” hypothesis, PsaC initially forms
contacts between the C-terminus and its PsaB-specific
binding site; thus it binds weakly, but specifically, and
this is followed by a strong binding of the iron–sulfur
core region to the PsaA/PsaB heterodimer; i.e., PsaC
binds in only one of two orientations. We need to ana-
lyze these two cases in depth.

The “iron–sulfur core binds first” hypothesis can be
expected to result in a C2-ambiguity in the binding
of PsaC; i.e., one-half of PsaC binds to the P700-FX

core correctly, and one-half of PsaC binds to the P700-
FX core incorrectly. Because only one orientation of
PsaC is known experimentally, one would need to pro-
pose that prior to the assembly of the stromal ridge
proteins, i.e., binding of PsaD and PsaE, incorrectly-
bound PsaC would need to become unbound. If the
same C2-symmetry binding of PsaC continues to oc-
cur on repeated cycles of unbinding and binding, one
can envision an asymptotic assembly of correctly-
bound PsaC. This presupposes a finite equilibrium con-
stant for the binding of incorrectly-bound PsaC to the

PsaA/PsaB heterodimer. Correctly-bound PsaC would
raise the equilibrium binding constant (tighter bind-
ing) and would presumably be further stabilized by the
binding of the C-terminal region. One problem with
this hypothesis is that it is a seemingly inefficient and
highly inelegant way to build asymmetric stromal ridge
of PS I. Another is that at least eight ionic bonds and
one hydrogen bond would need to be broken for the
unbinding of PsaC to occur. This contradicts earlier
studies that showed the reconstitution of PsaC to P700-
FX cores was spontaneous in vitro, i.e., that the equi-
librium constant was far in the direction of binding
due to a large binding constant (Li et al., 1991a). One
might propose that a chaperone may be involved in un-
binding of PsaC in vivo, relying on ATP hydrolysis to
supply energy, but this idea is invalidated by the fact
that the in vitro reconstitution experiments invariably
result in the correctly bound form of PSI-bound PsaC.
In principle, correctly and incorrectly bound PsaC can
be distinguished by the EPR spectra of FA and FB. PsaD
will not be able to bind to the P700-FX/PsaC cores with
incorrectly-bound PsaC (Antonkine et al., 2003); there-
fore, the resonances of FA and FB will remain broad-
ened as compared to the sharp resonance in PS I-bound
PsaC (Li et al., 1991a). In fact, this is not observed
during in vitro reconstitution of P700-FX cores with
PsaC and PsaD, and only one form of PsaC is detected
(Li et al., 1991a).

The “C-terminus binds first” hypothesis can be ex-
pected to result in the binding of only one of the
two C2-symmetric forms of PsaC, the correctly bound
form. In this scenario, the mobile C-terminus of PsaC
finds the hydrophobic binding pocket on PsaB dur-
ing the initial stages of assembly. When it is locked
in place by establishing H-bonds, the C-terminus un-
winds, thereby allowing the core region of PsaC to as-
semble on the PsaA/PsaB heterodimer. As PsaC binds,
water molecules are excluded as the ionic bonds in the
iron-sulfur core region are formed. Clearly, once the
C-terminus finds its PsaB-specific binding pocket,
the binding of PsaC to the P700-FX core is very specific,
which solves the C2-ambiguity in PsaC binding. This
is a very simple and attractive scenario because it en-
sures specificity of PsaC binding right from the begin-
ning of the assembly process. However, this hypothesis
presumes that not even a small percentage of the core
region can be allowed to bind prior to the C-terminus,
which may be a difficult undertaking. Obviously, some-
thing must prevent the formation of the main body
of contacts between the iron–sulfur core of PsaC and
the FX-binding site on the PsaA/PsaB heterodimer
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prior to the specific binding of the C-terminus to
PsaB.

Because the information for one preferred orien-
tation of PsaC resides exclusively in the amino acid
sequences, and hence, three-dimensional structures of
PsaA, PsaB, and PsaC, we need to look for additional
differences between the three-dimensional structures
of unbound and PS I-bound PsaC. Indeed, there is one
and only one factor that hasn’t yet been brought into
the equation: the altered orientation of the N-terminus.
Comparison of structures of PS I-bound and unbound
PsaC (see section III.C) shows that the N-terminus of
unbound PsaC is bent as compared to PS I-bound PsaC
(Antonkine et al., 2002, 2003; Fig. 4). The backbone of
the bent N-terminus in unbound PsaC occupies the po-
sition of the C-65R side chain in PS I-bound PsaC (see
section III.C). C-65R forms one of the key contacts be-
tween iron–sulfur core of PsaC and the FX-binding site
on the PsaA/PsaB heterodimer (see Table 2). C51K,
another key contact, is also displaced, though to the
lesser degree, in unbound PsaC. A side-by-side com-
parison of the unbound and PS I-bound forms of PsaC
shows that when viewed from the underside, i.e., the
region that binds FX, the bent N-terminus pushes the
polypeptide chain from residue 61 to 68 away from
the core region, changing dramatically the location of
C-65R and altering the orientation of the side chains
of C-51K, C-52R as well. Thus the bent N-terminus
forces PsaC to assume a dramatically different three-
dimensional structure in the key binding region that
includes these three important basic residues (see sec-
tion III.C). This alteration would serve to prevent the
binding of the iron–sulfur core region of PsaC to the FX-
binding site of PsaA/PsaB heterodimer prior to binding
of the C-terminus.

In summary, the “C-terminus binds first” hypothe-
sis is supported by the experimental data. On binding,
the C-terminal region is expected to partially lose its
helical propensity, allowing the body of PsaC to be in
proximity with the ionic residues on PsaA/PsaB. The
C-52R residue is the least affected by the changes in
PsaC conformation, and it may serve as the initial con-
tact with A-568D and A-579. Concomitantly, the N-
terminus would swing around to position itself to be in
H-bond contact with part of the pre-C-terminus. This
would allow C-65R and C51K to make contact with B-
555D and B-566D. Therefore, after the C-terminus of
PsaC binds, structural changes occur that correspond
to a concerted movement of the N- and pre-C-termini
toward the FA-binding site. This establishes the confor-
mation of P700-FX/PsaC. Although experimental evi-

dence is currently unavailable to either support or re-
fute such a detailed scenario, on paper, it looks highly
plausible.

The conformation of PS I-bound PsaC is further in-
fluenced by PsaD binding (Li et al., 1991a). However,
these changes do not affect specificity of PsaC binding
to PsaA/PsaB heterodimer.

In conclusion, the simple evolutionary adaptation of
allowing the the N-, pre-C-, and C-termini to concert-
edly change their conformation upon binding of PsaC
to PS I shows how a relatively small change in the struc-
ture of PsaC may have evolved to serve as a key con-
formational switch that uniquely determines the speci-
ficity of binding and its orientation on the P700-FX

core. This is important because PsaC binding is the de-
cisive step for an assembly of all three subunits of the
PS I stromal ridge.

VI. Outlook

The discovery of an 8 kDa protein named PshB, which
is the functional analogue of PsaC in homodimeric re-
action center of Heliobacterium modesticaldum (Hein-
nickel et al., 2005) opens new avenues for investiga-
tion of the assembly of Type I reaction centers. PshB
can be removed from the heliobacterial reaction center
by mild salt treatment. In comparison, it is necessary
to use chaotropic agents in significant concentration
to remove PsaC from PS I (Heinnickel et al., 2005).
Therefore, it is likely that PshB is bound more weakly
to the PshA homodimer than PsaC is to the PsaA/PsaB
heterodimer. Another interesting feature of this pro-
tein is that the EPR spectra of the PshB-bound [4Fe–
4S] clusters do not change upon removal of the pro-
tein from the reaction center. This implies that, unlike
PsaC, PshB does not undergo a significant change in its
conformation upon binding to the reaction center core.
More importantly, for understanding of assembly of
Type I reaction centers, investigation of the Heliboac-
terial center presents a unique opportunity to compare
and contrast the assembly of heterodimeric and ho-
modimeric reaction center proteins. This investigation
awaits determination of the 3-dimensional structures
of both PshB and the Helibacterial reaction center as
whole.

Another area where progress can be made in the near
future is further investigation of the assembly of PsaC
and the other stromal subunits by TROSY-based (Trans-
verse Relaxation Optimized Spectroscopy) NMR tech-
niques (Pervushin et al., 1997). Application of TROSY
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allows the study large protein complexes comparable
in size to PS I (Fiaux et al., 2002) by NMR in solution.
Furthermore, this technique has already been applied to
the investigation investigation of interactions between
PS I and the soluble electron carrier cytochrome c6

(Diaz-Moreno et al., 2005). Application of TROSY to
PS I makes it possible to test our assembly scenario of
the stromal subunits by solution NMR. Data obtained
on PsaC (Antonkine et al., 2002) and PsaE (Falzone
et al., 1994; Mayer et al., 1999; Barth et al., 2002),
where assignments of the NMR signals of the unbound
protein in solution is available, will be used as the start-
ing point in these studies.

VII. Conclusions

PsaC is the unique example of an iron–sulfur protein
whose structure is known to be different in the bound
and unbound forms. The binding of PsaC is a decisive
step in the assembly of all three of the stromal subunits
(PsaC, PsaD, and PsaE). PsaC changes its conforma-
tion upon binding to PS I. Structural changes occur in
the secondary structure and in respective arrangements
of the N-, pre-C-, and C-termini of the protein. Our hy-
pothesis is that during the assembly of PsaC onto the
PsaA/PsaB heterodimer, the C-terminus of PsaC binds
first, establishing the hydrogen bonds and hydropho-
bic contacts with a PsaB-specific binding pocket. This
specific binding at the very first step assures overall
binding of PsaC in the “correct” orientation. The for-
mation of the main body of contacts between the iron
sulfur core region of PsaC and the FX-binding site on
the PsaA/PsaB heterodimer protein follows. Prior to
the binding of the C-terminus of PsaC to its PsaB-
specific binding pocket, formation of the key contacts
between iron–sulfur core of PsaC and FX-binding site
on PsaA/PsaB heterodimer is prevented by the bent
conformation of N-terminus of unbound PsaC. The
binding of PsaC to PS I serves as an excellent example
of the sequential assembly of a multisubunit protein
complex accompanied by the modulation of the prop-
erties of the protein-bound cofactors.
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Summary

The IsiA protein accumulates in many cyanobacteria under conditions of iron starvation. It is a Chl a-binding
protein, which is closely related to the six-transmembrane �-helical antenna family typified by CP43 of PS II. One
of its functions is to provide an efficient accessory light harvesting system for Photosystem I (PS I) by forming a
ring of 18 IsiA subunits around the trimeric reaction center core. This response is probably to compensate for a drop
in the PS I level relative to Photosystem II (PS II) and, the level of phycobiliproteins, in response to iron deficiency.
A similar accessory light harvesting system for PS I has been shown to occur in cyanobacteria that do not contain
phycobiliproteins, often termed prochlorophytes. This light harvesting system is composed of Pcb proteins that
are closely related to IsiA but bind Chl b as well as Chl a. Unlike IsiA, Pcb proteins can also provide accessory
light harvesting systems for PS II. Some cyanobacteria contain phycobiliproteins and Pcb proteins, where both are
able to function as light harvesting systems. In one case the Pcb protein seems to bind only Chl a (Fischerella
muscicola) while in another they bind Chl d (Acaryochloris marina). Sequence analysis indicates that the IsiA/Pcb
proteins have very similar pigment binding sites to those of CP43 and to a lesser extent to the other reaction center
proteins of this family and have the capacity to accommodate several different forms of Chl. The six-transmembrane
�-helical Chl-binding proteins, of which IsiA and Pcb are members, seem to have evolved from a basic evolutionary
building block providing both internal and accessory light harvesting systems for a wide range of photosynthetic
organisms.
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Fig. 1. Structure of CP43 and IsiA proteins. (a) and (b) Diagrammatic representations of CP43 and IsiA proteins (based on the
sequence of Synechocystis sp. PCC 6803) emphasizing their structural similarities and differences. Also highlighted are the histidine
residues (H) of CP43 and IsiA. In CP43 of Thermosynechococcus elongatus, these histidines provide 10 ligands for the 14 Chls
bound to this PS II protein (Ferreira et al., 2004), which are almost entirely conserved in IsiA. (c) X-ray model of CP43 from Ferreira
et al. (2004) emphasizing the structure of the large extrinsic loop joining transmembrane helices V and VI. Also shown are some of
the Chls bound to this protein.

I. Overview of Light Harvesting Systems

All types of oxygenic photosynthetic organisms con-
tain a chlorophyll (Chl)/carotenoid (Car)-based inter-
nal light harvesting system that is tightly associated
with the reaction center (RC) domains of photosystem
I (PS I) and photosystem II (PS II) core complexes. In
the case of PS II the internal antenna system is com-
posed of two homologous proteins, CP43 and CP47,
which bind 14 and 16 Chl a molecules, respectively
(Ferreira et al., 2004) with the majority ligated to his-
tidine residues. They are composed of six-membrane

Abbreviations: Car – carotenoid; Chl – chlorophyll; CP43 –
chlorophyll-binding protein encoded bypsbC gene; Cyt – cy-
tochrome; EM – electron microscopy; Isi A – iron-stress-induced
chlorophyll-binding protein; LHC – light harvesting complex;
Pcb – prochlorophyte chlorophyll-binding protein; PS I – Pho-
tosystem I; PS II – Photosystem II; RC – reaction center.

spanning α-helices characterized by having large lume-
nal extrinsic loops joining helices V and VI (see Fig. 1).
Their structures have been fully elucidated (Ferreira et
al., 2004) and as predicted (Schubert et al., 1998) were
found to be remarkably similar to the N-terminal por-
tion of the PS I RC proteins PsaA and PsaB (Rhee et al.,
1998; Zouni et al., 2001; Kamiya and Shen, 2003; Fer-
reira et al., 2004). However, in the case of the PS I
proteins there are no equivalent large lumenal loops
(Jordan et al., 2001). The number of Chls bound to the
N-terminal domain of PS I is approximately the same
as for CP43 and CP47, but unlike PS II, there is a clus-
ter of Chl a molecules bound at the interface between
the N-terminal and C-terminal regions of the PsaA and
PsaB proteins (Jordan et al., 2001). Therefore, the PS
I light harvesting domain binds a total of 90 Chl a
molecules while that of the PS II binds only 30 light
harvesting Chl a molecules with the other six Chls of
each photosystem bound to the RC domain.
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In plants and all types of algae, the light harvesting
capacity of PS I and PS II is further enhanced by outer
accessory light harvesting systems. Plants and green al-
gae use Chl a/Chl b light harvesting complexes (LHC)
encoded by cab genes where LHCII and LHCI ser-
vice PS II and PS I, respectively (Green and Durnford,
1996). The LHC proteins have three transmembrane
helical domains and also act as light harvesting systems
in brown algae and diatoms, but in these cases they bind
Chl a and Chl c (Grossman et al., 1995). Dinoflagel-
late algae also use Chl c as an outer light harvesting
pigment but at relatively low levels compared with the
unusual carotenoid, peridinin, acting as the major an-
tenna pigment in this class of organisms (Grossman
et al., 1995).

Although red algae use Chl a-binding LHCI as an
antenna for PS I (Wolfe et al., 1994) they differ from
the above oxygenic organisms in that PS II has as its
outer light harvesting system, the water soluble phyco-
biliproteins assembled into phycobilisomes bound to
the stromal surface of PS II (Glazer, 1985).

Until recently the situation in classical cyanobac-
teria seemed to be simpler, with phycobilisomes be-
ing the only type of accessory light harvesting sys-
tem. This extrinsic light harvesting antenna mainly
transfers energy to PS II but seems to provide some
light harvesting function for PS I (Mullineaux, 1994).
However, it is now clear that cyanobacteria can also
use Chl as an accessory light harvesting system. It
was the discovery of Prochloron didemni by Lewin
(1975, 1976, 1977), which indicated for the first time
that some cyanobacterial-like oxygenic prokaryotic
organisms employ Chl a and Chl b rather than phy-
cobilins as pigments for accessory light harvesting
systems. Prochloron is symbiotic with didemnid as-
cidians of tropical water (Newcomb and Pugh, 1975)
and as yet there is no report of its existence as a free-
living organism. OriginallyProchloron and the related
free-living Chl a/Chl b-containing oxygenic prokary-
otes Prochlorothrix hollandica (Burger-Wiersma et al.,
1986) and Prochlorococcus marinus (Chisholm et al.,
1988) were given their own classification as prochloro-
phytes. Today, based on 16S rRNA analyses (Turner
et al., 1999; Ting et al., 2002; Ernst et al., 2003) they
are well located within the cyanobacterial clade (see
Fig. 2). For this reason this chapter will not only review
the Chl-containing accessory light harvesting sys-
tems of classical cyanobacteria but also of prochloro-
phytes and the recently characterized prochlorophyte-
like cyanobacteria, Fischerella muscicola (Geiss et al.,
2001), and Acaryochloris marina (Miyashita et al.,
1996).

Fig. 2. A phylogenetic tree constructed from 16S RNA se-
quences showing that the three prochlorophytes, Prochloron,
Prochlorothrix, and Prochlorococcus are distributed within the
cyanobacterial clade and are not directly related to each other
being positioned on different branches of the cyanobacterial
radiation. (Modified from Ting et al., 2002.)

II. Response to Iron Deficiency

Iron is the fourth most common element and also the
most abundant transition metal on Earth. It is an abso-
lute requirement for cyanobacteria and other organisms
to flourish. Iron concentrations in the aquatic environ-
ment can fluctuate and they are often limited to pico-
molar levels (Martin et al., 1994). This is due in part
to the fact that in the presence of oxygen iron exists in
its ferric (Fe3+) state. At physiological pH, Fe3+ forms
insoluble hydroxides, severely reducing the availability
of iron to aquatic organisms, thus the level of available
iron may be insufficient to support high phytoplankton
biomass and maximal growth rates in the oceans (de
Baar et al., 1995; Falkowski et al., 1998; Behrenfeld
and Kolber, 1999).

As a response to low levels of available iron,
cyanobacteria have evolved a number of strategies for
survival (Straus, 1994). These include responses that
reduce the demand for iron in the cell including: (i) A
reduction in the number of photosynthetic complexes,
all of which incorporate iron (Guikema and Sherman,
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1983); (ii) An increase in the ratio of PS II RCs to
PS I RCs (Guikema and Sherman, 1983). PS I binds
six times more iron than PS II and by specifically re-
ducing the number of PS I RCs per cell, the cells
demand for iron is reduced; (iii) A reduction in the
amount of phycobilisomes that rely on iron-binding
complexes for their synthesis (Sherman and Sherman,
1983).

In culture, iron starved cyanobacteria can maintain
a normal growth rate for a while and recover rapidly
from their stressed state when iron is introduced into
the growth medium (Sherman and Sherman, 1983). It
is, therefore, apparent that cyanobacteria can acclima-
tize to conditions where iron concentrations are low.
Here we will restrict the discussion to a response that
induces the formation of a Chl a-based accessory light
harvesting system for PS I.

Under iron-deficient conditions the spectral char-
acteristics of cyanobacterial cells in culture, such as
Synechocystis sp. PCC 6803 or Synechococcus sp. PCC
7942, can change: the maximal red Chl a absorption
peak shifts dramatically to the blue from 680 to 675 nm
(Öquist, 1971, 1974a). This characteristic absorption
shift is coincident with the appearance of a dominant
77 K fluorescence emission peak at 685 nm (Öquist,
1974b). It has been shown that these responses are
linked to the expression of the “iron-stress-induced”
gene, isiA (Burnap et al., 1993).

In most but not all cyanobacteria studied to date, the
isiA gene is the first of two genes on the isiAB operon.
The isiA gene encodes a 34 kDa protein, called the IsiA
protein throughout this chapter. It has an amino acid se-
quence homologous to that of CP43 of PS II (Pakrasi
et al., 1985a) and for this reason is also referred to
as CP43′. The second gene, isiB, encodes flavodoxin
which, under conditions of iron deficiency, functionally
replaces the iron-containing ferredoxin as the electron
acceptor of PS I (Fitzgerald et al., 1977; Sétif, 2001).
The isiAB operon is transcribed into two messages, a
monocistronic message containing only the isiA tran-
script and a dicistronic message that also contains the
isiB gene (Laudenbach et al., 1988).

The IsiA protein is predicted by hydropathy anal-
ysis to have six transmembrane helices and judging
by the conservation of histidine residues (see Fig. 1),
it is likely to bind about the same number of Chl a
molecules as CP43. The major difference is that IsiA
lacks the large hydrophilic loop that joins the lume-
nal ends of helices V and VI of CP43 (see Fig. 1).
For this reason, it consists of about 340 amino acids
rather than 470, which typically make up CP43, a fact
reflected in the difference in their molecular masses

(34 kDa as compared with 52 kDa). Under severe iron
stress the IsiA becomes an abundant Chl a-binding
protein in some cyanobacteria and is the cause of the
large spectral changes associated with iron deficiency
(Öquist, 1971, 1974a; Riethman and Sherman, 1988).
Isolated IsiA has a room temperature maximum at
670 nm while that of PS I is 680 nm (Bibby et al.,
2001b).

Although the discovery of the IsiA protein was made
some time ago (Guikema and Sherman, 1983, 1984),
its function as a discrete light harvesting system has
only recently been proven. Prior to this there had been
at least four postulates for its function.

(i) IsiA aids the recovery of cells from their
stressed condition by acting as a Chl store for
when iron becomes readily available in the envi-
ronment (Riethman and Sherman, 1988). Sup-
port for this is in part based on the observation
that even in the presence of inhibitors of chloro-
phyll synthesis, CP43 and CP47 are synthesized
during recovery from iron stress.

(ii) IsiA protects PS II from photo-induced dam-
age by acting as a dissipater of excitation en-
ergy. Indeed, it has been reported that iron-
stressed cyanobacterial cells are more resistant
to photoinhibition of photosynthesis than nor-
mal cells (Park et al., 1999; Sandstrom et al.,
2001; Michel and Pistorius, 2004).

(iii) IsiA may act as a light harvesting complex
under iron-stress conditions, mainly for PS II
(Pakrasi et al., 1985b; Riethman and Sherman,
1988) but also for PS I (Tetenkin et al., 1998)
and in that way compensate for the decreased
level of phycobiliproteins.

(iv) IsiA could provide a functional replacement for
CP43 in PS II during iron starvation (Straus,
1994). This would generate a PS II complex
that lacks the large extrinsic loop of CP43. This
loop plays an important role in stabilizing the
extrinsic subunits of the oxygen-evolving com-
plex (OEC) (De Las Rivas and Barber, 2004)
and also provides a ligand (CP43-Glu354) to
one of the Mn ions of the catalytic center of the
OEC (Ferreira et al., 2004). It can, therefore,
be speculated that this modified form of PS II
would no longer have a functional OEC and
could extract electrons from alternative sub-
strates to water. In fully functional PS II the
extrinsic OEC subunits create the environment
in which water is oxidized at the catalytic man-
ganese cluster and provide steric hindrance to
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Fig. 3. Structure of the IsiA–PS I supercomplex of Synechocystis sp. PCC 6803 deduced by electron microscopy and single particle
analysis of negatively stained preparations presented as a projection map viewed from the stromal surface. (a) Raw electron micrograph.
Bar represents 500 Å. (b) After image processing of 3,000 particles. (c) The overlay of the X-structure of trimeric PS I as a Cα-trace
(Jordan et al., 2001) and six transmembrane helices of CP43 (Zouni et al., 2003). Bar represents 100 Å. (Modified from Bibby et al.,
2001a.)

prevent other substrates being oxidized by the
primary electron donor P680+. A PS II com-
plex having CP43 replaced by IsiA and lack-
ing the extrinsic OEC proteins could in princi-
ple obtain electrons from alternative substrates
such as plastocyanin. In this way a pathway of
cyclic electron flow around PS II and the cy-
tochrome (cyt) b6 f complex might occur in a
similar fashion to that found in photosynthetic
purple bacteria where cyt c, reduced by the cyt
bc complex, acts as a donor to the Type II reac-
tion center (Nogi and Miki, 2001). Cyclic elec-
tron flow around PS II has been suggested pre-
viously (Arnon, 1995) and could represent a
method by which the iron-stressed cyanobacte-
ria could generate a proton gradient for driving
ATP synthesis and thus compensate for the re-
duction of cyclic electron flow mediated by PS
I. However, till date there is no report of the
isolation of this modified form of PS II.

III. IsiA as a Light Harvesting Protein

Electron microscopy (EM) and single particle analy-
sis showed that 18 copies of the IsiA protein associates
with the PS I trimeric RC core complex of Synechocys-
tis PCC 6803 (Bibby et al., 2001a). As shown in Fig.
3, this arrangement was emphasized by modeling into
the structure the X-ray data obtained for the PS I RC
(Jordan et al., 2001) and CP43 (Zouni et al., 2001)
of Thermosynechococcus elongatus assuming the ex-
pected structural homology between CP43 and IsiA.
A similar IsiA–PS I supercomplex was also isolated
from Synechococcus sp. PCC 7942 grown in low iron
conditions by Boekema et al. (2001).

The isolated IsiA–PS I supercomplex has a molecu-
lar mass of about 2,000 kDa and assuming that the IsiA
protein binds 14 Chl as does CP43, then the antenna size
of PS I increases from 90 per P700 to 174, an increase of
about 100%. That the additional light harvesting sys-
tem composed of IsiA can transfer energy efficiently
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Fig. 4. 3D reconstruction of the IsiA–PS I supercomplex of Synechocystis sp. PCC 6803 obtained by electron cryomicroscopy. (a)
A selection of typical class averages used for the 3D reconstruction. (b) Re-projections from the 3D map in orientations identical to
those corresponding to the class averages in panel (a). (c) Surface representation of the final 3D map viewed in the same orientations.
Bar represents 300 Å. (Modified from Nield et al., 2003.)

to the PS I RC has been shown by steady-state room
temperature (Bibby et al., 2001b) and low-temperature
(Andrizhiyevskaya et al., 2002) fluorescence studies
and also by measuring the relative quantum yield for
the oxidation of P700 (Boekema et al., 2001). The va-
lidity of this conclusion was substantiated and extended
by time resolved fluorescence and absorption spec-
troscopy (Melkozernov et al., 2003; Andrizhiyevskaya
et al., 2004). All these studies concluded that the 18-
mer ring of IsiA increases the absorption cross-section
for light absorption by the PS I RC by about 100%.
The time resolved studies concluded that energy trans-
fer within the ring occurs in sub-psec times. Transfer
from the ring to the PS I RC core also seems to be very
fast, occurring within 10 psec. The efficiency of energy
transfer from the antenna ring to the PS I RC core gives
rise to a short excitation lifetime for the IsiA–PS I su-
percomplex measured to be in the region of 40 psec.
This value is longer than the 25 psec measured for the
cyanobacterial PS I trimer but in line with the essential
doubling of the antenna size.

The images shown in Fig. 3 were derived from EM
of samples stained with uranyl acetate, which enhances
the contrast of the images facilitating initial structural
analyses. This heavy metal staining, however, can cause
artifacts such as variable flattening of the 3D struc-

ture brought about by dehydration and granulation due
to differential penetration of the stain (Ruprecht and
Nield, 2001). To overcome these stain-induced arti-
facts, EM and image analyses were conducted on sam-
ples rapidly frozen in vitreous ice in the absence of stain
(Nield et al., 2003). This approach also ensures that the
particles are frozen in a variety of orientations, which
is required for producing an isotropically resolved 3D
model.

Figure 4 shows five typical class averages of the
IsiA–PS I supercomplex derived from electron cry-
omicroscopy (cryo-EM) which, together with further
class averages, were used to calculate the 3D structure
depicted in Fig. 4c. This 3D structure has a resolu-
tion of about 20 Å and provides a more reliable frame-
work for modeling the most complete X-ray structures
of PS I RC and CP43 of T. elongatus (Jordan et al.,
2001; Ferreira et al., 2004). The modeling is shown in
Fig. 5a as an overlay onto the molecular envelope of
the 3D map. It can be seen that the 18-mer ring is not a
true circle and that much of it is not directly attached to
the surface of PS I RC core trimer. There is, however,
a linking density for each monomer, which is outside
the density corresponding to the X-ray structures. This
seems to suggest that a “linker protein” is induced un-
der low iron conditions, but the nature of this protein is



Chapter 9 Accessory Chl Proteins in Cyanobacterial PS I 105

Fig. 5. Interpretation of the cryo-EM 3D structure of the IsiA–
PS I supercomplex of Synechocystis sp. PCC 6803. (a) Model-
ing of the Cα-backbone and chlorophylls of the PS I trimer and
CP43 using data derived from X-ray diffraction studies for PS
I (Jordan et al., 2001) and PS II (Ferreira et al., 2004), overlaid
onto the molecular envelope of the 3D cryo-EM map, viewed
from the stromal side. The white stars indicate areas of density
that are not present in the X-ray structure of PS I and might
represent linker regions between the PS I RC and the IsiA an-
tenna ring. (b) Modeling of Chl organization using coordinates
from the X-ray structures of PS I (Jordan et al., 2001) and PS II
(Ferreira et al., 2004) viewed from the stromal side. The three
ringed areas (I–III) highlight regions where the peripheral Chls
of the PS I RC monomer are closest to the Chls within the IsiA
ring. The modelling assumed that helices V and VI of IsiA are
adjacent to the surface of the PS I RC. (Modified from Nield et
al., 2003). See Color Plate 8, Fig. 1.

unknown. A recent X-ray structure of the LHCI–PS I
supercomplex of higher plants (Ben-Shem et al., 2003,
2004) also has a linker protein in a similar position. It
has been suggested that the protein linking LHCI sub-
units to the PS I RC is PsaG. It is, therefore, conceiv-
able that a “PsaG-like” protein, expressed in response
to iron deficiency, links the IsiA antenna system to the
PS I RC.

The remaining interactions that stabilize the six IsiA
subunits associated with each monomeric PS I RC seem
to be via interactions to the IsiA themselves, which
as can be seen in Fig. 5 are tightly packed. A similar
conclusion has been reached for the Lhca proteins of
LHCI (Ben-Shem et al., 2003).

Further support for the idea that the IsiA antenna is a
self-assembling system involving interactions between
adjacent IsiA subunits coupled with a specific binding
to the PS I RC via a linker protein comes from studies
with a psaL-less mutant of Synechocystis sp. PCC 6803
(Aspinwall et al., 2004). The PsaL protein is located
in the trimerization domain of the cyanobacterial PS
I trimer. The deletion of the psaL gene inhibits trimer
formation (Chitnis and Chitnis, 1993). When this mu-
tant was grown under iron limiting conditions it was
found that IsiA associated with monomeric PS I along
the same surface as with normal PS I trimers. In the
majority of cases, there were six IsiA subunits per RC
but also seven IsiA subunits could be found in a sub-
population of the data set. Chlorophyll fluorescence
measurements indicated that these IsiA subunits were
functionally coupled to the RC. Clearly these results
show that the association of IsiA with PS I does not
depend on the trimeric conformation of RCs. More-
over, that more than six subunits could be identified in
some particles reinforces the view that it is interactions
between adjacent IsiA proteins that stabilize the light
harvesting system. We will return to this point later.

IV. Organization of Chls in the IsiA–PS I
Supercomplex

The improved 3D structural model for the IsiA–PS
I supercomplex derived from cryo-EM (Nield et al.,
2003) has provided an opportunity to identify Chls,
which may be involved in energy transfer from the IsiA
ring to the PS I RC. Figure 5b shows a model for the
distribution of Chl in the supercomplex derived from
the X-ray data. When viewed from the lumenal sur-
face three regions (I, II, and III) at the periphery of
each monomer of the PS I RC trimer can be identified
where the Chls are located closer to those in the IsiA



106 James Barber, Jon Nield, Thomas S. Bibby and James Duncan

Fig. 6. Organization of Chls in regions I–III of Fig. 5. Close up top views from the stromal surface (a, c, and e) and side views (b, d,
and f). The Chls are numbered according to the nomenclature of Byrdin et al. (2002). (From Nield et al., 2003, with permission.)

ring. The closest distances between the IsiA Chls and
those of the PS I RC are 20–30Å edge-to-edge. These
distances do not vary much if the IsiA subunit is ro-
tated within the density (Nield et al., 2003). However,
it seems likely that helices V and VI of IsiA are located
adjacent to the PS I RC surface given that this is the ar-
rangement of the transmembrane helices of CP43 in the
PS II RC core (Kamiya and Shen, 2003; Ferreira et al.,
2004).

Figure 6 shows the three regions in more detail. The
numbering of these Chls is in accordance with the lit-
erature (Byrdin et al., 2002). The first circled region
(region I) contains a cluster of seven Chls, of which
three are distributed toward the stromal surface, A8,
A10, and A18, and three toward the lumenal surface,
A12–A14. All are located within the transmembrane
helices of the PsaA protein, spanning the region from
A-Gly170 to A-Gly320, and all are ligated to histidines.
Interestingly, the seventh Chl a of this cluster, K2, is
coordinated with the small subunit PsaK at residue K-
His67. The central cluster (region II) contains three

Chls: J1–J3, which are associated with the small sub-
unit PsaJ; Chl J2 is ligated to J-Glu28; and J3 to J-
His39. The other Chl, J1, is ligated to a water molecule
also coordinated with the PsaJ protein. The cluster of
Chls identified in region III is composed of three Chl
a molecules, B31–B33, each separated by ∼8 Å, ly-
ing almost in the plane of the membrane toward the
lumenal side. All are directly or indirectly ligated to a
large lumenal loop of the PsaB protein stretching from
residue B-Phe465 to B-Gly510. Chlorophyll B31 is lig-
ated to B-His470, and the other Chls, B32, and B33,
are coordinated to water molecules. However, there is
some uncertainty whether this cluster of Chls exists in
Synechocystis sp. PCC 6803.

If it is assumed that the PS I structure of T. elongatus
applies for Synechocystis sp. PCC 6803, it seems likely
that the three clusters of Chls identified in regions I–III
could facilitate energy transfer from the IsiA antenna
ring to the PS I RC. Although some of these Chls are
bound within the PsaA and PsaB RC proteins, some
are associated with the small subunit located on the
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peripheral edge of the trimer. This is clearly the case
for all three Chls associated with PsaJ and similarly for
one of the Chls indirectly coordinated with PsaK. There
is, however, the possibility that other “linker Chls” are
present in the IsiA–PS I supercomplex, which are in ad-
dition to those resolved by X-ray crystallography for the
PS I complex (Jordan et al., 2001) or for CP43 (Ferreira
et al., 2004). Such linker Chls have been identified in
the higher plant LHCI–PS I supercomplex (Ben-Shem
et al., 2003).

The functional importance of PsaJ has been inves-
tigated using a PsaJ/PsaF double null-mutant of Syne-
chocystis sp. PCC 6803 (Kouril et al., 2003). This mu-
tant expressed the isiA gene, not only in response to
low iron but also under oxidative stress due to impair-
ment of electrons on the acceptor side of PS I (Jeanjean
et al., 2003). A similar effect was observed in wild-
type Synechocystis when methyl viologen was added
to facilitate superoxide radical formation. A follow-
up study showed that the PsaJ/PsaF null-mutant, when
iron stressed, formed an IsiA–PS I supercomplex, but
in this case IsiA antenna ring was composed of 17 sub-
units (Kouril et al., 2003). Consequently the diameter of
this 17-mer supercomplex was 295 Å compared with
324 Å for the normal 18-mer equivalent. This work
clearly shows that neither PsaJ nor PsaF is required to
form the IsiA accessory antenna system around PS I.
Presumably the reduction in the size of the PS I RC
complex due to the absence of PsaF and PsaJ allows
the IsiA ring to form with a smaller diameter having
one less subunit than the wild-type. This clearly breaks
the symmetry and it will require more detailed work
to understand how under these circumstances the IsiA
subunit specifically interacts with the surface of the
PS I RC. In this context it has recently been shown,
using WT Synechocystis sp. PCC 6803 as well as the
PsaJ/PsaF null-mutant, that after prolonged growth in
iron depleted media, when the IsiA protein accumu-
lates to a high level, it assembles into a variety of struc-
tures which are in addition to those where it forms an
accessory light harvesting system for trimeric PS I RC
(Yeremenko et al., 2004). These mainly take the form of
multilayer rings of IsiA. Some of these multilayer rings
surround a central mass attributed by the authors to be
monomeric PS I RC. The physiological significance of
these structures is unclear since the cyanobacteria were
subject to severe iron deprivation over a long period of
time. It was suggested that structures not associated
with the PS I RC could play a role in photoprotection
in line with earlier suggestions that IsiA can function
in this way (Park et al., 1999; Sandström et al., 2001).
The multilayers around the PS I monomer may be le-

gitimate light harvesting systems under very extreme
conditions.

All the studies to date seem to indicate that IsiA is a
rather promiscuous protein which, by interactions with
itself, can form a host of structures, some of which
involve association with PS I to form a functional light
harvesting unit, while others are not involved in energy
transfer to the PS I RC. Given this conclusion it is
surprising that there is no report of the IsiA protein
associating with PS II.

V. Pcb Light Harvesting Proteins

The discovery of Prochloron didemni (Lewin, 1975;
Newcomb and Pugh, 1975) provided evidence that
not all prokaryotic oxygenic organisms contain phy-
cobilins. Indeed, the finding that its accessory light
harvesting system was composed of Chl a- and Chl
b-binding proteins that were intrinsic to the mem-
brane gave rise to the general belief that Prochloron,
like higher plants and green algal chloroplasts, con-
tained Cab proteins. It was, therefore, suggested that
Prochloron was a living example of the precursor to the
modern chloroplast assumed to be derived from an en-
dosymbiotic event involving a Chl a/Chl b-containing
prokaryote (Lewin, 1984; Walsby, 1986). This theory
was given further credibility with the discovery of two
types of free-living “Prochloron-like” or prochloro-
phyta, Prochlorothrix hollandica (Burger-Wiersma
et al., 1986), and Prochlorococcus marinus (Chisholm
et al., 1988).

A number of studies suggested that the Chl a/b-
binding proteins of prochlorophytes differed from Cab
proteins of higher plants and green algae (Matthijs
et al., 1994). The uncertainty was clarified in 1996
when the genes encoding the Chl a/b proteins of
Prochlorothrix and Prochloron were sequenced (La
Roche et al., 1996). This sequencing clearly showed
that genes of these prochlorophytes, now known as
pcb genes (prochlorophyte chlorophyll-binding genes),
were not related at all to cab genes but closely related to
isiA genes of cyanobacteria. This conclusion explains
the results of Bullerjahn et al. (1987), where an im-
munological relatedness between the Pcb proteins of
Prochlorothrix and the IsiA protein was found and that
immunological cross-reaction between Pcb and Cab
proteins could not be observed (Hiller and Larkum,
1985; Bullerjahn et al., 1990).

In the case of Prochloron, one pcb gene (pcbA) was
sequenced (La Roche et al., 1996) but recently a second
pcb gene (pcbC) has been identified (Chen et al., 2004).
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Fig. 7. Association of Pcb proteins with dimeric PS II as identified by EM and single particle analysis of negatively stained preparations
shown as a projection map viewed from the lumenal surface. (a) Pcb–PS II supercomplex of Prochlorococcus marinus SS120 having
four Pcb subunits located on each side of the dimeric PS II. (Modified from Bibby et al., 2003a.) (b) Pcb–PS II supercomplex of
Prochloron didemni with five Pcb subunits on each side of the PS II dimer. (Modified from Bibby et al., 2003b.) The X-ray structures
of the PS II dimer and CP43 (Ferreira et al., 2004) are overlaid on the projection maps of both supercomplexes. Bar represents
100 Å.

Prochlorothrix was found to contain three pcb genes
denoted A, B, and C where pcbA and pcbB are closely
related to each other with the pcbC gene more dis-
tant (van der Staay and Staehelin, 1994; van der Staay
et al., 1998). The highly abundant marine picoplank-
ton Prochlorococcus, has been found to have varying
numbers of pcb genes dependent on the strain. The high
light strain MED4 has just one pcb gene (pcbA) while
the moderate light strain, MIT9313, has two pcb genes
(pcbA and pcbB). In contrast the low light strain SS120,
has eight pcb genes (A–H) (Partensky and Garczarek,
2003).

Soon after the discovery of the 18-mer IsiA ring
around the cyanobacterial PS I it was shown that
Prochlorococcus SS120 also had a similar light har-
vesting structure around its PS I trimeric RC core
(Bibby et al., 2001c). In this case, however, the 18-
mer Pcb-antenna ring contained a high level of Chl b
as well as Chl a.

The high level of Chl b allows this low light adapted
strain to utilize blue light, which becomes enriched at
increasing depths in the oceans (Partensky et al., 1999).
N-terminal sequencing indicated that the Pcb protein
forming the accessory antenna ring around the trimeric
PS I RC of Prochlorococcus SS120 was the product of
the pcbG gene (Bibby et al., 2003a). This therefore
raised the question about the function of the other pcb
genes of SS120 and also suggested that other strains

of Prochlorococcus as well as other prochlorophytes
may have a similar PS I accessory light harvesting
system.

A study to address the question posed above was di-
rected at comparing Prochlorococcus, strains MED4,
MIT9313, and SS120 (Bibby et al., 2003a). Although
the 18-mer Pcb ring around PS I was induced under
normal growth conditions, where iron was present in
the case of SS120, no such antenna ring around PS I
was observed with MED4 or MIT9313. In fact, all three
strains of Prochlorococcus were found to have Pcb pro-
teins attached to PS II. EM and single particle analyses
indicated that four Pcb proteins attached to each side
of the PS II dimeric complex (i.e., eight Pcb subunits
per dimer) (see Fig. 7a). Again, assuming that each Pcb
subunit binds 14 Chls, then the antenna size of each PS
II monomer within the dimer increased from 30 Chls
to 86 Chls. If Chls of the Pcb proteins can efficiently
transfer energy to PS II, then they increase the absorp-
tion cross-section of PS II by about 200%. Clearly in
the case of MED4, given its one pcb gene, the PS II
Pcb protein must be encoded by the pcbA gene of this
strain. In the case of MIT9313 it was shown that the
PS II antenna protein was also the product of its pcbA
gene. This finding with MIT9313 correlated with the
fact that the expression of its pcbB gene under iron re-
plete conditions was very low compared with that of
the pcbA gene. However, when MIT9313 was grown in
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Fig. 8. Phylogenetic distance tree of the IsiA, Pcb, and CP43 proteins of cyanobacteria, prochlorophytes, and prochlorophyte-like
cyanobacteria. (Modified from Chen et al., 2004.) Acary – Acaryochloris marina; PrX – Prochlorothrix hollandica; Prochloron –
Prochloron didemni; Syn – Synechococcus or Synechocystis; Therm – Thermosynechococcus elongatus; Anabaena – Anabaena PCC
7120; Fischerella – Fischerella muscicola; Proc – Prochlorococcus.

an iron-deficient medium, the pcbB gene was upregu-
lated and biochemical and structural studies indicated
that the PcbB protein associated with PS I to form the
18-mer antenna ring (Bibby et al., 2003a).

From these results it was concluded that pcb genes
of Prochlorococcus encode Chl a/Chl b-containing
proteins, which are either targeted to PS II or PS I. In
the case of SS120, the pcbG [and possibly the closely
related pcbC gene, which is upregulated under low iron
conditions (Bibby et al., 2003a)] are targeted to PS I
to form the 18-mer antenna system. Although not yet
investigated in detail it seems likely that the remain-
ing pcb genes of SS120 (Itoh et al., 2001), which are
closely related (pcbA, B, D, E , F , H ), are targeted to
PS II. In the case of MIT9313 and MED4 the situation

is much clearer. PcbA of both strains forms an antenna
system for PS II and PcbB of MIT9313 acts like an IsiA
protein and forms the 18-mer antenna ring around PS I
when iron levels are lowered. Interestingly, a phyloge-
netic analysis (Fig. 8) of isiA and pcb genes indicates
that the products of Prochlorococcus pcb genes that
seem to be targeted to PS I (C and G of SS120 and B
of MIT9313) are closely related.

It has also been shown by EM studies (Bibby et al.,
2003b) that Prochloron has a Pcb–PS II supercom-
plex, but differs from that of Prochlorococcus in that
it has five subunits associated on each side of the PS
II core dimer (10 Pcb subunits per dimer) (see Fig.
7b). Chlorophyll b fluorescence studies indicated that
these Pcb proteins are functionally coupled to PS II.
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Although isolated PS I of Prochloron is trimeric no
Pcb–PS I supercomplex has been found. Whether such
a structure forms in response to low iron levels is dif-
ficult to test since Prochloron has not been success-
fully cultured as a free-living organism. However, it
remains to be determined whether the two pcb genes
(pcbA and pcbC) in this organism are differentially ex-
pressed and targeted to different RCs. There is also
evidence that Prochloron contains an isiA gene (La
Roche et al., 1996) and if true then clearly this or-
ganisms would have the potential to form an IsiA–PS I
supercomplex.

Several studies have indicated that Pcb proteins pro-
vide an accessory light harvesting system for PS II
of Prochloron (Hiller and Larkum, 1985; Schreiber
et al., 1997). Despite this it has also been suggested
that Pcb proteins might associate with the PS I RC
of Prochloron (Schuster et al., 1984; Bullerjahn et al.,
1987; Post et al., 1993). However, as Fig. 8 shows, the
pcbC gene of Prochloron is not closely related to the
Prochlorococcus genes that are providing an antenna
for PS I (SS120 pcbG/C , MIT 9313 pcbB). Moreover,
there is no evidence that Prochloron can undergo state
transitions involving possible association of Pcb pro-
teins with PS I although it has been shown that its Pcb
proteins are permanently phosphorylated (Schuster et
al., 1984).

As mentioned above, in the case of Prochlorothrix,
phylogenetic analyses indicate that its pcbA and pcbB
genes are closely related, while its pcbC gene is diver-
gent (van der Staay et al., 1998) (see Fig. 8). As in the
case of Prochloron, there are several studies indicating
that Pcb proteins provide an accessory light harvest-
ing system for PS II (van der Staay, 1992; Matthijs et
al., 1994). However, in the case of this organism it was
shown that it could undergo state transitions implying
functional association of Pcb proteins with PS I and
that reversible N-terminal phosphorylation of Pcb pro-
teins was involved in the regulatory process (Burger-
Wiersma and Post, 1989; van der Staay, 1992; Post et al.,
1993; Post and Bullerjahn, 1994). It was concluded
from further work (van der Staay and Staehelin, 1994)
that the phosphoprotein was the largest of the Pcb pro-
teins of Prochlorothrix, having an apparent molecular
mass of 38 kDa, later concluded to be the product of
the pcbC gene (van der Staay et al., 1998). However,
unlike the PcbA and PcbB proteins of Prochlorothrix,
which have threonines in their N-terminal domains, the
PcbC protein does not (see Fig. 9). Thus a scheme re-
cently suggested by Partensky and Garezarek (2003)
implying that the PcbC is the mobile phosphoprotein
bringing about state transitions in Prochlorothrix seems

unlikely. Presumably PcbA or PcbB or both, are more
likely to function in this way.

VI. Cyanobacterial-Like Prochlorophytes

Although Prochloron, Prochlorothrix, and Prochloro-
coccus have been called prochlorophytes, there is
no doubt that based on 16S rRNA analyses (Turner
et al., 1999; Ernst et al., 2003), they belong to the
cyanobacterial clade (see Fig. 2). Indeed Prochloro-
coccus SS120 not only contains pcb genes but also
genes that encode for the α- and β-subunits of phyco-
erythrin (Hess et al., 1996). However, the contribution
of this pigment to light harvesting in this organism is
believed to be low (Steglich et al., 2003). In fact, as
shown in Fig. 2, phylogenetic analyses indicate that
Prochloron, Prochlorothrix, and Prochlorococcus are
more distantly related than previously thought, being
positioned on different branches of the cyanobacterial
radiation. For example, Prochlorococcus is more phy-
logenetically related with certain marine Synechococ-
cus species (e.g., WH8102) than with the other
prochorophytes.

The inter-relationship of prochlorophytes and
cyanobacteria has recently become even more obvi-
ous. It was shown that the cyanobacteria Fischerella
muscicola and Anabaena sp. PCC 7120 not only con-
tained phycobilin genes but also have pcb genes (Geiss
et al., 2001; Kaneko et al., 2001). In Fischerella the
pcb gene is on the same operon as its isiA gene and
therefore must also be influenced by iron levels. The
pcb gene of Fischerella is similar to the pcbC gene of
Prochlorothrix (see Fig. 8). Using EM it was found that
the PS I RC complex of Fischerella is monomeric and
that under iron-stress conditions it has an accessory
antenna of 8–10 Chl a-binding IsiA or Pcb subunits
(Duncan and Barber, 2004). It has yet to be clarified
whether the iron-stress-induced antenna of Fischerella
is a mixture of IsiA and Pcb proteins or contains just
one of these proteins. As in the case of Synechocys-
tis sp. PCC 6803, no evidence has yet been found for
association of IsiA or Pcb subunits with PS II.

The most recently discovered cyanobacterial-like
prochlorophyte is Acaryochloris marina (Miyashita et
al., 1996), which contains both pcb genes (Chen et al.,
2002, 2004) and genes encoding for phycobiliproteins
(Marquardt et al., 1997). This organism does not con-
tain Chl b but is rich in Chl d (Chen et al., 2002).
Despite the presence of Chl a, albeit at a low level, this
organism uses Chl d as the primary electron donor of
PS I (Hu et al., 1998a). It has a red-shifted absorption
maximum at 740 nm (P740) as compared with P700. It
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Fig. 9. Alignment of six-helical transmembrane protein family indicating the conservation of His and Asn39 residues as likely ligands
for Chl, based on the X-ray structure of CP43 (Ferreira et al., 2004).

remains a matter of debate whether the primary donor
of PS II is composed of Chl a or Chl d (Mimuro et al.,
1999, 2004; Itoh et al., 2001).

In Acaryochloris the phycobiliproteins form a single
4α6β6 rod, which provides a light harvesting antenna

for PS II (Hu et al., 1998b; Marquardt et al., 2000).
Pcb proteins are also produced under iron-replete
conditions and associate with PS II (Chen et al., 2002).
Electron microscopy has shown that the Pcb–PS II su-
percomplexes of Acaryochloris are made up of two
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end-to-end PS II dimers with four Pcb protein sub-
units along the side of each dimer (Chen et al., 2005a).
It seems likely that these Pcb–PS II supercomplexes
are located in the stacked regions of the Acaryochloris
thylakoids, while those PS II having phycobiliprotein
rods are restricted to the unstacked regions (Hu et al.,
1998b; Marquardt and Morschell, 1999). Acaryochlo-
ris contains two pcb genes, A and C (Chen et al., 2005a),
and recent studies have shown that pcbA is targeted to
PSII. The pcbC gent, like the pcbB gene of Prochloro-
coccus MIT9313 is upregulated under iron depletion
and forms an 18 mer ring around PSI (Chen et al.,
2005b).

VII. Pigments of IsiA and Pcb Proteins

Till date all known examples of IsiA bind only Chl a,
whose ligation is likely to involve the histidines that are
conserved between IsiA and CP43 (see Figs. 1 and 9).
The X-ray structure of CP43 has shown that of the 14
Chls bound to this protein, 10 are ligated by histidine
while 1 is ligated to asparagine (Asn39). The remaining
three Chls are not ligated directly by amino acid side
chains and assignment of one of these is uncertain.
Interestingly, the Asn is conserved in IsiA and also in
Pcb proteins (see Fig. 9). Although the IsiA protein
naturally binds Chl a a recent study has shown that
when the cao gene (Chl a oxidase gene of Arabidopsis)
is cloned into Synechocystis sp. PCC 6803, enabling the
conversion of some Chl a to Chl b (Satoh et al., 2001),
the effect of iron deficiency leads to the incorporation
of some Chl b into its IsiA protein (Duncan et al., 2003).

The result obtained with the cao-Synechocystis mu-
tant is consistent with the fact that the Pcb proteins of
prochlorophytes bind both Chl aand Chl b. The relative
ratio of these two Chl species varies considerably with
different growth conditions and in different species. For
example, the Chl a/b ratio of Prochlorothrix cells can
vary from 10 to 18 depending on the light intensity to
which they have adapted [30 and 100 μEm−2s−1, re-
spectively (Matthijs et al., 1994)]. In general, the Chl b
level of Prochloron, Prochlorothrix, and certain strains
of Prochlorococcus, like MED4, falls in the region
of 5–20% (Lewin and Withers, 1975; Matthijs et al.,
1989; Garczarek et al., 1998). However, in the low light,
adapted Prochlorococcus strain SS120, the Chl b level
can be as high as 65%, which exceeds the levels of Cab
proteins. Although Prochloron and Prochlorothrix bind
Chl a and Chl b to their Pcb proteins, Prochlorococcus
contains only divinyl derivatives of Chl a and Chl b that
are unique to this genus. It has also been reported that
Prochloron contains a low level (4–15% total Chl) of

Fig. 10. Long wavelength room temperature absorption spec-
trum of the Chl a-binding IsiA protein of Synechocystis sp.
PCC 6803 (Syn, dotted trace), Chl a/Chl b-binding Pcb protein
of Prochlorococcus marinus SS120 (Proc, solid line), and Chl
d-binding Pcb protein of Acaryochloris marina (Acaryo,
dashed line). (T Bibby and J Barber, unpublished).

a Chl c-like pigment similar to magnesium-3,8-divinyl
pheoporphyrin a5 monomethyl ester and that this is in-
volved in light harvesting (Larkum et al., 1994). In the
case of Fischerella, no Chl b is present despite this
organism containing a pcb gene, a finding probably ex-
plained by the absence of Chl oxidase enzyme. Perhaps
the most remarkable Pcb protein is that of Acaryochlo-
ris, which binds Chl d (Chen et al., 2002). Figure 10
shows the long wave absorption spectra for the IsiA
protein of Synechocystis, Pcb protein of Prochlorococ-
cus SS120, and the Pcb protein of Acaryochloris. The
high divinyl Chl b level relative to divinyl Chl a of the
Pcb of Prochlorococcus SS120 is clearly seen as is the
significant shift of the Chl d absorption maximum to
705 nm from Chl a absorption maximum of the IsiA
protein is at 670 nm.

The IsiA protein also binds β-carotene as does CP43.
According to the recent X-ray structure of CP43 there
are three β-carotene molecules bound to the surface
of this protein. The Pcb proteins of Prochloron and
Prochlorothrix also seem to bind β-carotene (With-
ers et al., 1978; Pearl et al., 1984; Omata et al., 1985;
Foss et al., 1987) while those of Prochlorococcus and
Acaryochloris probably contain α-carotene (Goericke
and Repeta, 1992; Miyashita et al., 1997; Garczarek
et al., 1998).

According to sequence comparison shown in Fig. 9,
the majority of the ligands for IsiA and Pcb proteins are
conserved. It therefore seems that this six-membrane
spanning α-helical family is versatile in its ability to
bind different pigments and therefore, provides a light
harvesting system with spectral properties, which are
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compatible with the habitat of the organism whether it
be at great depths in the ocean, as for Prochlorococ-
cus SS120 (Partensky et al., 1999), or screened by Chl
a-containing organisms, as in the case of Acaryochloris
(Murakami et al., 2004).

VIII. Evolution of the Six-Membrane
Spanning α-Helical Chl-Binding Protein
Family

Above we have described and discussed how IsiA
and Pcb proteins can act as Chl-based accessory light
harvesting systems for cyanobacterial PS I. They are
members of a six-helical transmembrane protein fam-
ily, which are found in all types of oxygenic photo-
synthetic bacteria. The family is characterized by its
versatility to bind different types of Chl and provide
either “internal” or “outer/accessory” light harvesting
systems. It has been suggested that this basic unit may
have evolved from an 11-helical transmembrane pro-
tein (typical of Type I RCs) by gene fission to form the
six plus five arrangement of the transmembrane helices
now found in the CP43/D1 or CP47/D2 pairing of PS
II (Mulkidjanian and Junge, 1997). Alternatively, the
six-helical transmembrane protein could have been a
basic building block for the light harvesting systems of
present day RCs, as shown in Fig. 11.

In the case of Type I RCs, this six-helical basic build-
ing block may have fused during evolution with the five-
helical RC core before undergoing gene duplication to
produce the homodimeric RCs of present day green sul-
fur bacteria and heliobacteria. Subsequent gene mod-
ification would have had to occur to produce the het-
erodimeric RC of PS I. On the other hand, a gene fusion
giving rise to the large extrinsic loop between helices V
and VI of modern CP43 and CP47 and the association
of this modified six-helical chlorophyll-binding protein
to the primitive five-helical RC may have initiated the
first steps toward the evolution of the Type II RC. As
suggested for the evolution of Type I RCs, gene dupli-
cation and modification would need to have occurred
to arrive at the present day water splitting PS II RC
with its heterodimeric structure consisting of the D1
and D2 proteins flanked, but not fused with, the CP43
and CP47 proteins. This nonfused arrangement would
be beneficial for carrying out the repair processes of
PS II due to photodamage, whereby the D1 protein is
degraded and replaced. Figure 11 also shows a diagram-
matic representation of the Pcb–PS II and Pcb/IsiA–PS
I supercomplexes emphasizing how the Pcb/IsiA pro-
teins form an accessory light harvesting system, which
is an extension of those contained within the PS I and

Fig. 11. A diagrammatic scheme, emphasizing the distribution
and possible evolutionary importance of the six-transmembrane
helical Chl-binding protein superfamily. Members of the six-
transmembrane α-helical family are depicted as having two lay-
ers of light harvesting Chls. The five-transmembrane α-helical
proteins that make up RC cores of Type I and Type II photo-
systems are indicated by their cofactors including the quinine
(Q) electron acceptor (see text).

PS II RC cores. However, intriguingly one of the ma-
jor cyanobacterium in the ocean, Synechococcus sp.
WH8102 has neither pcb nor isiA genes (Palenik et al.,
2003) indicating that Chl accessory light harvesting
systems are not an obligatory requirement for all types
of cyanobacteria.
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Öquist G (1971) Changes in pigment composition and photo-
synthesis induced by iron-deficiency in the blue-green alga
Anacystis nidulans. Physiol Plant 25: 188–191
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tre at 8 Å resolution. Nature 396: 283–286

Riethman HC and Sherman LA (1988) Purification and char-
acterisation of an iron stressed-induced chlorophyll–protein
from the cyanobacterium Anacystis nidulans R2. Biochim
Biophys Acta 935: 141–151

Ruprecht J and Nield J (2001) Determining the structure of bio-
logical macromolecules by transmission electron microscopy,
single particle analysis and 3D reconstruction. Prog Biophys
Mol Biol 75: 121–164
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Summary

In this chapter we summarize the results of reports published since 1979 on the Chl a/b-binding light-harvesting
complex of PS I. In the first part of this chapter, we review the results that led to our current knowledge of the bio-
chemical properties of the individual gene products constituting LHCI, in particular, the presence and distribution of
red-shifted spectral forms and the idea that LHCI, different from LHCII, is organized into heterodimeric complexes.
Recent developments based on EM and X-ray crystallography have been reported, which led to the understanding
that LHCI is bound to only one side of the PS I–LHCI supramolecular complex rather than surrounding the reaction
center as was recently found in bacterial photosystems. The evidence that each Lhca subunit is present in a single
copy per reaction center is also reported as compared with the data leading to a previous model with two copies
of Lhca polypeptides. In the second part of this chapter, we focus on the origin of the peculiar characteristic of
LHCI: the red-shifted Chl spectral forms. First, the evidence for their origin from Chl–Chl interactions is reviewed;
second, the different models for the organization of the chromophores involved in these interactions, which have
been recently proposed, are discussed. We conclude that present evidence favors the origin of red forms from Chl
a–Chl a excitonic interaction between chromophores localized in binding sites A5 and possibly B5 of the Lhca
proteins, while the evidence for involvement of additional chromophores such as Chl b are consistent with an indirect
structural role of the ligand in site B6.

I. Introduction: LHCI Within the PS I
Supercomplex

Photosystem I (PS I) is a multisubunit complex located
in the stroma lamellae of thylakoid membranes, which
functions as light-dependent plastocyanin/ferredoxin
oxidoreductase. In higher plants and green algae this
supramolecular complex is composed by two chloro-
phyll (Chl) binding moieties: (i) the core complex and
(ii) the external antenna, encoded by either chloroplast
or nuclear genes, respectively. The core is composed
by 14 subunits, among which PsaA and PsaB bind
the primary donor P700, and cofactors of the electron
transport chain up to FX as well as the greatest portion
of the 96–103 Chl a and 22 β-carotene molecules. In
fact, only a few Chls are bound to the minor subunits
of the core complex (Jordan et al., 2001; Scheller et
al., 2001; Ben Shem et al., 2003; see also Fromme and
Grotjohann, this volume, Chapter 6; Nelson and Ben-
Shem, this volume, Chapter 7). In addition to the inner
antenna Chls bound to the core moiety, plant PS I is
equipped with a peripheral antenna system in which Chl
a, Chl b, and carotenoid molecules are bound to four
polypeptides, namely Lhca1–4, with molecular weights
between 21 and 24 kDa (Haworth et al., 1983; Bassi and
Simpson, 1987; Jansson, 1994). The polypeptide com-

Abbreviations: α (β)-DM – n-dodecyl-α(β)-D-maltoside;
β-car – β-carotene; Car – carotenoid; CD – circular dichro-
ism; Chl – chlorophyll; EM – electron microscope; FWHM –
full width half maximum; LD – linear dichroism; Lhc – light-
harvesting complex; OGP – n-octyl-β-D-glucopyranoside; PS
I(II) – photosystem I(II); Viola – violaxanthin; WT – wild type.

Fig. 1. Polypeptide composition of the PS I–LHCI supercom-
plex and its two moieties: the PS I-core complex binding Chl
a and β-carotene and the LHCI moiety binding also Chl b and
the xanthophylls lutein and violaxanthin. The separation was
performed by SDS–urea PAGE. Source: Croce et al. (2002).

position of PS I–LHCI, PS I-core, and LHCI is shown
in Fig. 1.

The topological organization of the LHCI moiety
within the PS I supercomplex remained obscure until
recent electron microscope (EM) studies by single par-
ticle analysis (Boekema et al., 2001b) showed that the
Lhca subunits are located asymmetrically, on one side
only, of a monomeric core complex. This organization
is in contrast to that of PS II, in which a dimeric core
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Fig. 2. Localization of LHCI polypeptides within the PS I–LHCI complex resolved by X-ray diffraction. Top (stromal) view of the PS
I–LHCI complex is shown. The four Lhca subunits are aligned into a crescent-like structure on the lower part of the figure. Subunits
exclusive of eukaryotic PS I complex are also indicated. Figure was reproduced from Ben Shem et al. (2003) with permission of the
authors.

complex is symmetrically surrounded by peripheral an-
tenna proteins that bind at multiple sites (Boekema
et al., 1999). Nearest-neighbor analysis was performed
both by covalent cross-linking and by observing the loss
of Lhca components upon knockout or antisense deple-
tion of individual core complex subunits. On this ba-
sis it was proposed that Lhca3 may interact with PsaK,
Lhca2 with PsaG, and Lhca1/Lhca4 with PsaF and PsaJ
(Jansson et al., 1996; Jensen et al., 2000; Scheller et al.,
2001). Moreover, it was also suggested that each Lhca
component is in contact with two others (Jansson et al.,
1996).

An alternative model has been recently proposed
based on the 4.4 Å crystal structure of PS I–LHCI com-
plex from pea (Ben Shem et al., 2003). Lhca complexes
were localized asymmetrically on one side of the core
complex moiety, aligned in a crescent-like structure
(Fig. 2). The only clear interaction could be observed
between the helix C of Lhca1 and PsaG, while Lhca2,
Lhca3, and Lhca4 subunits are proposed to interact with
the core components trough small binding surfaces at

their stromal-exposed regions. Both structural and bio-
chemical data support the view of a LHCI antenna moi-
ety arranged on one side only of the PS I-core complex.
This arrangement is rather unusual among photosyn-
thetic systems that are generally characterized by a cir-
cular or symmetrical arrangement of antenna subunits
around the reaction center complex (Bibby et al., 2001;
Boekema et al., 2001a; Roszak et al., 2003). The rea-
son for this topological organization appears to be a
structural adaptation to allow State I–State II transitions
(Allen, 1992). This mechanism provides a balance in
energy transfer to PS II versus PS I by transfer of phos-
phorylated LHCII subunits to stroma lamellae, where
they serve to increase the antenna size for PS I. The
docking of LHCII to the PS I-core complex has been
reported to be mediated by the PsaH subunit (Lunde
et al., 2000), which is located on the LHCI-free side
of the PS I-core and is thus accessible for binding the
phosphorylated LHCII.

From a spectroscopic point of view, the most streak-
ing feature of PS I is the presence of Chls that absorb at
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Fig. 3. Spectroscopic properties of LHCI (solid), PS I-core
(dashes), PS I–LHCI (dots). (a) Absorption spectra at 77 K
(b) Fluorescence spectra at 77 K, emission maxima are also
reported.

energy lower than P700, the reaction center trap (Butler
and Norris, 1963). This is clearly visible in the fluo-
rescence emission spectra of the PS I–LHCI complex
peaking at approximately 740 nm. The absorption and
emission spectra of PS I–LHCI, PS I-core, and LHCI
are reported in Fig. 3. The absorption spectra show that
the Chl b, which is responsible for the absorption at 475
and 650 nm, is associated with LHCI proteins, as are
the absorption forms at wavelengths >700 nm, which
form the red-most tail in the spectra.

The fluorescence emission spectra of the PS I–LHCI
supercomplex and of its two moieties reflect the dis-
tribution of red-most absorption forms. Thus, PS I–
LHCI, PS I-core, and LHCI exhibit their fluorescence
emission peaks at 740, 720, and 735 nm, respectively
(Mullet et al., 1980b).

It has been demonstrated that at physiological tem-
peratures, 80–90% of the excited states in the system
reside in the red-shifted forms (Croce et al., 1996). This
implies that to be used for charge separation, most of
the excitation energy in PS I has to be transferred uphill

from red absorption forms to P700, the reaction center
trap.

II. Characterization of LHCI

A. Identification of Lhca Genes with
Their Gene Products

Lhca proteins are encoded by the nuclear genome, syn-
thesized by cytoplasmic ribosomes, imported across
the two membranes of the chloroplast envelope, and fi-
nally inserted into the thylakoid membrane (Lubben
et al., 1988). Lhca gene sequences are now avail-
able from different organisms, thanks to the work
of sequencing projects (e.g., see TIGR web site,
http://www.tigr.org/tdb/tgi/plant.shtml).

In vascular plants, six classes of Lhca genes have
been identified, namely Lhca1–6. Moreover, several
copies of the same gene can be found, depending on
the species (see, e.g., Jansson, 1994 and references
therein). In Fig. 4A, the alignment of protein sequences
of Lhca from Arabidopsis thaliana is shown (Jansson,
1994). Biochemical studies on Arabidopsis as well as
on other plants have shown that only the proteins en-
coded by genes Lhca1–4 are expressed under the dif-
ferent experimental conditions investigated (see sec-
tion II.B and references therein). No information is at
present available for the products of the genes Lhca5
and Lhca6 except that they are transcribed at a very
low level (Jansson, 1999). However, the possibility that
Lhca5 and Lhca6 are expressed under special environ-
mental conditions or developmental states cannot be
ruled out. Lhca6, which is highly homologous to Lhca2,
was proposed to be a pseudogene (Jansson, 1999).

The Lhca genes belong to the Lhc multigenic fam-
ily, which also includes the genes for the outer antenna
of PS II, namely Lhcb1–6 (Jansson, 1999). In Fig. 4B
an unrooted cladogram created by ClustalX of all Lhc
deduced protein sequences from Arabidopsis is shown.
Antenna proteins of PS I cluster together, being more
homologous to each other than to the Lhcb PS II compo-
nents. Interesting exceptions from this general trend are
Lhca1, which is more related to Lhcb4 that to Lhca2–
4, and Lhcb6, which is intermediate between the two
clusters. Evolutionary studies on the Lhc multigenic
family confirmed a separation between Lhca and Lhcb
proteins; in fact, Durnford et al. (1999) proposed that
Lhca and Lhcb proteins diverged before the separa-
tion of different Lhca and Lhcb complexes. Thus, Lhca
and Lhcb proteins are separate groups within the Lhc
family, suggesting they have specific properties and
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Fig. 4. (A) Alignment of protein sequences of Lhca1–6 from Arabidopsis thaliana. Chl binding residues are indicated in bold.
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Fig. 4. (B) An unrooted cladogram of deduced protein se-
quences of Lhc proteins of A. thaliana.

functions, probably adapted to the characteristics of the
photosystems that they serve.

B. Differential Characterization of Individual
Lhca Gene Products

The first evidence for the presence of a Chl a/b antenna
in higher plants PS I came from the work of Mullet
et al. (1980b), who purified PS I complexes that differed
in antenna size and in the presence of four polypeptides
with molecular mass between 20 and 24 kDa, thereafter
identified as the outer antenna system of PS I.

To purify the individual Lhca complexes and to de-
termine their biochemical and spectroscopic character-
istics, different approaches have been used: purification
of LHCI from plants, reverse genetics, and refolding in
vitro. In the following section, the main steps in the
determination of the properties of the individual Lhca
complexes are summarized.

1. Fractionation of LHCI – Native LHCI

a. Purification

LHCI complexes were first purified from pea by Ha-
worth et al. (1983) using sucrose gradient ultracentrifu-
gation. The authors isolated a fraction containing four
polypeptides with molecular weights between 20 and
24 kDa, and with a Chl a/b ratio of 3.7. In the fol-
lowing years, several attempts to further purify LHCI
complexes were performed using different methods in-
cluding sucrose gradient ultracentrifugation (Kuang et
al., 1984; Lam et al., 1984b; Bassi and Simpson, 1987;
Ikeuchi et al., 1991a; Schmid et al., 2002b), nondena-
turing electrophoresis (Kuang et al., 1984; Lam et al.,

1984a; Bassi et al., 1985; Dunahay and Staeheli, 1985;
Vainstein et al., 1989; Knoetzel et al., 1992; Preiss et
al., 1993), and perfusion chromatography (Tjus et al.,
1995).

In 1984 Lam et al. (1984a) purified two Lhca frac-
tions from spinach by sucrose gradient ultracentrifu-
gation. The upper band contained the 22 and 23
kDa polypeptides (Lhca2 and Lhca3), while the lower
was enriched in the 20 kDa polypeptides (Lhca1 and
Lhca4). The fractions showed similar Chl a/b ratio
(3.5 ± 0.5), but differed substantially in their spec-
troscopic properties, with the upper band emitting at
680 nm and the lower and emitting at 730 nm. On the
basis of these results, LHCI fractions were named ac-
cording to their emission peaks at low temperature:
LHCI-730 and LHCI-680 (Bassi et al., 1985) and this
nomenclature was used in most of the papers that fol-
lowed this work. From these early experiments it was
concluded that the red forms were associated with the
20 and 21 kDa polypeptides (Lhca1 and Lhca4), rather
than with the heavier subunits (Lhca2 and Lhca3). The
polypeptide composition of LHCI-680 and LHCI-730
varied, however, in the different preparations. LHCI-
730 in some preparations contained only Lhca1 and
Lhca4 (Knoetzel et al., 1992; Tjus et al., 1995; Schmid
et al., 2002b), while in others all four Lhca polypeptides
were present (Bassi et al., 1985; Bassi and Simpson,
1987; Ikeuchi et al., 1991b). Typically, the LHCI-730
fraction had an absorption peak in the Qy region of Chl
a at 670–676 nm and a 77 K fluorescence emission
peak at 730 nm. LHCI-680 was enriched in Lhca2 and
Lhca3 polypeptides; it showed a lower sedimentation
rate in a sucrose gradient and a higher mobility by non-
denaturing electrophoresis (green gels) as compared to
LHCI-730, indicating a lower aggregation state. LHCI-
680 had an absorption peak in the Qy region of Chl
a at 668–670 nm and a 77 K fluorescence emission
peak at 678–680 nm (Lam et al., 1984a; Knoetzel
et al., 1992; Tjus et al., 1995). Exceptions to this pat-
tern suggested a further grade of heterogeneity among
the individual gene products: the “LHCI-680” isolated
by Bassi and Simpson (1987) from barley contained a
single polypeptide, Lhca2, and had a Chl a/b ratio of
2.0. Its absorption peak was at 674 nm and its fluo-
rescence emission peaked at 690 nm. The LHCI-680
preparation described by Ikeuchi et al. (1991b), was
enriched in Lhca2 and Lhca3. Whereas showing the
maximum fluorescence emission occurred at 680 nm,
it had a prominent shoulder above 700 nm suggest-
ing the presence of red-shifted spectral forms in ei-
ther Lhca2 or Lhca3. In other reports, the fractionation
of the PS I–LHCI complex did not yield a LHCI-680
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Table 1. Pigment composition of LHCI

Plant material Fraction Chl a/b Chl tot Viola Lutein β-car References

Pea LHCI 3.7 Haworth et al. (1983)
680/730 3.5 Lam et al. (1984a)

Spinach 680 3.1 Palsson et al. (1995)
730 3.2 Palsson et al. (1995)

Barley 680a 2.0 Bassi and Simpson (1987)
730 2.2 Bassi and Simpson (1987)

Tomato 680 2.5 8.99 0.43 0.92 0.4 Schmid et al. (2002b)
730 2.57 7.17 0.39 0.84 0.18 Schmid et al. (1997)

2.48 11.41 0.54 0.99 0.42 Schmid et al. (2002b)
Maize LHCI 3.8 10 0.55 1.2 0.4 Croce and Bassi (1998)

680 4–5 Vainstein et al. (1989)
730 2–2.5 Vainstein et al. (1989)
Lhca2/Lhca3 3.8 10 0.5–0.6 1.1–1.2 0.5–0.65 Croce (1997)
Lhca1/Lhca4 3.6–3.8 10 0.6–0.7 1.3–1.4 0.36–0.4 Croce (1997)

Arabidopsis LHCI 3.3 10 0.6 1.1 0.45 Croce et al. (2002)
Spinachb 3.0 92 7 12 8 Damm et al. (1990)

Data shown were obtained with different purification methods and from different plant species (see section II.B).
a This preparation contained only Lhca2.
b Data were obtained by difference between the pigment composition of PS I-200 and PS I-core.

fraction. Haworth’s preparation (1983) showed an emis-
sion at 730 nm and contained all four Lhca polypep-
tides. Also, the LHCI preparation by Croce et al. (1998)
did not contain a LHCI-680 fraction but only a LHCI-
730 fraction in a dimeric aggregation state. From the
latter preparation, two emissions were resolved, peak-
ing at 702 and 730 nm (Ihalainen et al., 2000). It was
suggested that the LHCI-680 fraction contains com-
plexes that are not in their fully native state. This is
consistent with the blue-shifted absorption peaks (668–
670 nm) and the fluorescence emission from partially
disconnected Chls (Palsson et al., 1995) that have
longer fluorescence lifetimes with respect to LHCI-
730. Thus, it appears that Lhca2 and Lhca3 can mi-
grate either as monomers, in the LHCI-680 fraction, or
as dimers, in the LHCI-730 fraction, exhibiting spec-
troscopic differences depending on aggregation state: a
longer lifetime emission and a blue-shifted absorption
in LHCI-680 with respect to LHCI-730. This might
be due to higher sensitivity to detergent treatment of
Lhca2 and Lhca3 with respect to Lhca1 and Lhca4, as
suggested by Lam et al. (1984a).

An attempt to purify Lhca2 and Lhca3 in the na-
tive state was made by Croce et al. (Croce and Bassi,
1998; Croce et al., 2002) using nondenaturing IEF.
In this work, fractions containing dimeric complexes
were purified either enriched in Lhca2/Lhca3 or in
Lhca1/Lhca4. Red emission forms were retained, not
only in Lhca4 containing fractions, but also in those in
which Lhca2/Lhca3 was predominant, thus suggesting
that one or both of these two subunits also accommo-
date red-shifted Chl forms.

b. Pigment Content

The purification of individual Lhca complexes in their
native state by classical biochemical methods has
proven very difficult due to the strong association
between the external antenna and the core complex.
Thus, harsh detergent treatment is required for disso-
ciation. Nevertheless, information about the average
biochemical and spectroscopic characteristics of the
LHCI complexes was obtained in several plant species.

A summary of LHCI preparations is presented in
Table 1. The pigment composition of the complexes is
also reported.

The Chl a/b ratio values obtained from the different
preparations vary considerably, with tomato and bar-
ley showing the lowest values, 2.5, and maize and pea
the highest, 4. Both the methods of preparation and
the intrinsic differences in the Chl b content of LHCI
from different species might be the cause for these dif-
ferences as judged by the finding that the same pro-
cedures applied to maize and Arabidopsis yielded a/b
ratios of 3.8 and 3.3, respectively (Croce et al., 2002).
Preparations involving the use of Triton X-100 appear
to undergo partial Chl loss. More consistent are the data
on the carotenoid composition: Lhca complexes bind
violaxanthin and lutein, similar to Lhcb proteins (Bassi
et al., 1993). However, they do not bind neoxanthin. β-
carotene, which is not bound to Lhcb proteins, instead
appears as a minor but genuine chromophore for Lhca
proteins.

Thus, biochemical fractionation, although not yield-
ing purified, individual, undenatured, Lhca gene
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products, allowed characterization of the overall prop-
erties of LHCI. Moreover, evidence was provided for
heterogeneity of the four Lhca components with re-
spect to both pigment composition and enrichment in
red-shifted absorption forms.

2. Reverse Genetic and Chlorina Mutants

An alternative approach to clarify the properties of
Lhca complexes has been the analysis of plants lacking
one or more Lhca gene products. The barley Chlorina
mutant collection (Simpson et al., 1985) has first been
used, followed by knockout mutants or antisense plants.

The Chlorina f2 mutant lacking Chl b was analyzed
by Mullet et al. (1980a) to support Chl b binding to
LHCI complexes and their content in red emission
forms. The preferential failure of Clo-f2 to accumulate
Lhca4 led to the conclusion that the red forms are as-
sociated to this subunit (Bossmann et al., 1997; Knoet-
zel et al., 1998). This suggestion was supported by
Zhang et al. (1997), who produced antisense Arabidop-
sis plants lacking Lhca4, showing a 6 nm blue shift in
the fluorescence emission peak. Antisense plants lack-
ing Lhca2 and Lhca3 (Ganeteg et al., 2001) led the
authors conclude that absorption forms at 695 and 715
nm, connected to emissions at 702 and 735 respec-
tively, were associated to Lhca2 and Lhca3. Thus the
use of mutant plants lacking one or more Lhca proteins
showed to be valuable in establishing the relation be-
tween gene products and the associated absorption and
fluorescence forms, thereby overcoming the problems
due to the partial denaturation of pigment–proteins dur-
ing purification.

3. Recombinant Proteins

A third approach to the study of PS I antenna sys-
tem has been the in vitro production of Lhca holopro-
teins by overexpression of the apoproteins in bacte-
ria and reconstitution in vitro with purified pigments.
This approach, first introduced by Plumley and Schmidt
(1987), exploits the ability of Lhc proteins to fold in
vitro in the presence of Chls and carotenoids. This
procedure was first applied to Lhcb proteins, which
can be purified more easily than Lhca subunits from
thylakoids. Comparison of native and recombinant pro-
teins showed that reconstitution in vitro yielded com-
plexes indistinguishable by biochemical and spectro-
scopic analysis (Giuffra et al., 1996; Pascal et al., 2001;
Croce et al., 2003).

In 1997 Schmid et al. (1997) reconstituted Lhca1
and Lhca4 using tomato genes and showed that the two

Table 2. Pigment composition of reconstituted Lhca
complexes from Arabidopsis thaliana

Sample Chl a Chl b Viola Lutein β-car

Lhca1 8 ± 0.04 2 ± 0.04 1.05 1.81 –
Lhca2 6.5 ± 0.2 3.5 ± 0.2 0.47 1.52 –
Lhca3 8.6 ± 0.2 1.4 ± 0.2 0.66 1.62 0.57
Lhca4 7.0 ± 0.2 3 ± 0.2 0.5 1.5 –

Data shown are from Castelletti et al. (2003).

complexes, although homologous, had distinct proper-
ties, with Lhca4 emitting at 730 nm and Lhca1 at 686
nm. These experiments provided a direct demonstra-
tion that the red-most forms were associated to Lhca4.
The same procedure was later applied to Lhca2 and
Lhca3 from tomato (Schmid et al., 2002b) and to the
four Lhca gene products from Arabidopsis (Croce et
al., 2002; Castelletti et al., 2003). It was shown that
red-shifted forms are a common characteristic of Lhca
proteins, their amplitude and wavelength of emission
increasing in the order Lhca1 > 2 > 3 and 4 (Castelletti
et al., 2003).

The pigment content of the four Lhca complexes
from Arabidopsis is reported in Table 2. All Lhca were
estimated to coordinate 10 Chls per polypeptide, while
differing sensibly in their Chl a to Chl b ratio. In par-
ticular, a higher Chl b content was found in Lhca2 (Chl
a/b = 1.8), while the lowest was found in Lhca3 (Chl
a/b = 6). The carotenoid content was found to be ei-
ther two (in Lhca2 and Lhca4) or three (in Lhca1 and
Lhca3). Reconstitution in vitro confirmed that neoxan-
thin is not a component of the antenna system of PS I.
In fact, although present in the reconstitution mixture
during refolding, it was never bound in the complexes.
Lhca3 has the peculiar feature of binding β-carotene
in its monomeric state (Croce et al., 2002; Castelletti
et al., 2003). While the results on tomato Lhca dif-
fer slightly, the trend in both Chl a/b and carotenoids
binding (Schmid et al., 2002b) is consistent with the
data found using Arabidopsis genes. Reconstitution
in the absence of individual pigment species revealed
that Lhca1 and Lhca3 need Chl a-only for folding,
while Chl b is, in addition, essential for the stability
of Lhca2 and Lhca4 (Schmid et al., 2002b), consistent
with the different affinity of the complexes for the two
Chl species.

The possibility to prepare homogeneous prepara-
tions of each Lhca complex allowed their spectroscopic
properties to be determined. The analysis of the emis-
sion spectra at low temperature showed that all Lhca
complexes contained emission forms at wavelengths
longer than 700 nm. In particular Lhca4 showed an
emission maximum at 733 nm, Lhca3 at 725 nm, Lhca2
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Fig. 5. (a) Absorption and (b) fluorescence emission spectra at 77 K of recombinant Lhca complexes: Lhca1 (solid), Lhca2 (dashes),
Lhca3 (dots), Lhca4 (dash-dots). All genes are from Arabidopsis thaliana. Emission maxima are also reported.

at 702 nm. The Lhca1 emission peak was at 690 nm but
a shoulder was also present at 701 nm (Fig. 5b). The ab-
sorption spectra of individual Lhca proteins (Fig. 5a)
demonstrated that each of them has peculiar charac-
teristics and a different distribution of the absorption
forms. The Qy absorption peaks of Lhca1, Lhca2, and
Lhca3 are found at around 680 nm, strongly red shifted
with respect to Lhcb complexes. This is not the case for
Lhca4, for which the Qy absorption peak was found at
676 nm (Fig. 5b).

A comparison between the pigment organization in
Lhca and Lhcb complexes can be had by analyzing the
CD and LD spectra of the complexes. A red shift in
both CD and LD is observed for Lhca complexes as
compared to Lhcb, which indicates that the red forms
contribute to the dichroic spectra. Interestingly, in the
region in which carotenoids absorb, the spectra showed
larger differences, thus supporting the hypothesis that
the xanthophylls in Lhca complexes are differently
organized/oriented than in Lhcb complexes (Croce

et al., 2002; Castelletti et al., 2003; Morosinotto et al.,
2003).

In vitro reconstitution resulted in a major contribu-
tion to the detailed knowledge of the biochemical and
spectroscopic characteristics of individual Lhca com-
plexes. It was clear that the four Lhca complexes, de-
spite their high sequence homology, strongly differ in
their pigment binding affinity and in the distribution
of the absorption forms. Strongly shifted fluorescence
emissions were associated with both Lhca4 and Lhca3
monomers, while Lhca1 and Lhca2 had a limited shift
of their red-most spectral forms.

III. Models of LHCI Polypeptides

A. Polypeptide Structure

The structure of one member of Lhc family, the main
antenna complex of PS II, LHCII, has been solved using
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Fig. 6. Schematic 2D representation of Lhca structure, based on reconstitution experiments. Conserved Chl and xanthophyll binding
sites are indicated, using the nomenclature proposed by Kühlbrandt et al. (1994). Residues directly coordinating chlorophylls are
also indicated.

2D crystals and electron crystallography (Kühlbrandt
et al., 1994). The high sequence homology between
the members of the Lhc multifamily (Durnford et al.,
1999) suggested that they share the same structural
organization (Green and Durnford, 1996). This was
confirmed by the structure of the PS I–LHCI com-
plex, in which the 3D organization of Lhca polypep-
tides was solved. Superimposition of the structure of
the transmembrane domain of Lhca complexes with
LHCII showed an almost perfect match, with three
transmembrane helices and one amphipatic helix ex-
posed on the lumenal side of the membrane (Ben Shem
et al., 2003). The N-terminus is exposed to the stroma
and the C-terminus is exposed to the thylakoid lu-
men (Fig. 6; Kühlbrandt et al., 1994; Ben Shem et al.,
2003).

Less information is at present available about the
organization of loops connecting α-helices, which are
not resolved in the 2D crystals of LHCII. An analysis
of the primary structure reveals differences between
the Lhc proteins in the length of the loops connect-
ing the transmembrane helices. In this respect, Lhca1
is similar to Lhcb4, having the stromal and the lu-
menal loops of the same length (23–25 amino acids).
Lhca2, Lhca3, and Lhca4 have longer stromal loops
of 41 (Lhca2), 43 (Lhca3), and 36 residues (Lhca4),
and shorter lumenal loops of 17 (Lhca2), 26 (Lhca3),
and 17 residues (Lhca4), making these complexes more
similar to Lhcb6. Structural data suggest that these
differences do not influence the packing of the trans-
membrane domain, but might be involved in interac-
tions with core complex subunits (Ben Shem et al.,
2003).

B. Chlorophyll Binding

1. How Many Chls are Bound to Each Lhca
Complex?

A pigment determination on a purified LHCI frac-
tion containing all four Lhca complexes showed that
there are, on average, 10 Chls per polypeptide (Croce
and Bassi, 1998). This value was consistently found
in fractions enriched in Lhca2–3 or Lhca1–4. In the
PS I–LHCI structure (Ben Shem et al., 2003), the au-
thors observed 56 Chls associated with the external an-
tenna, 14 Chls per each Lhca complex. However, Lhca
proteins appear to be embedded in a sort of “pigment
bed” composed of Chls either tightly bound to Lhca
proteins or bound at the interface between two neigh-
bor Lhca polypeptides or filling the gap between the
LHCI crescent-like structure and the PS I-core com-
plex. A portion of the Chls loosely associated with
LHCI thus appear to be prone to dissociation dur-
ing solubilization, thus leaving 10 Chls bound to each
Lhca polypeptide as determined from both the Chl-to-
polypeptide ratio and the carotenoid to Chl ratio. The
latter parameter, in particular, appears to be reliable due
to the inner location of three carotenoid binding sites
in Lhc proteins (Croce et al., 2002; Castelletti et al.,
2003).

2. Chlorophyll Organization

From the structure of LHCII complex, eight amino
acid residues were indicated as Chl ligands, while the
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Table 3. Biochemical and spectroscopic properties of the Chls in each binding site for Lhcb1 and Lhca1

Site Lhcb1 Lhca1

A1 Chl a (679 nm) Chl a (nd)
A2 Chl a (681 nm) Chl a (682 nm)
A3 Chl a/Chl b (662/650 nm) Chl a (663–681 nm)
A4 Chl a (674 nm) Chl a (678–679 nm)
A5 Chl a (674 nm) Chl a (675–679 nm)
B3 Chl a/Chl b (665/650 nm) Chl a (663 nm), traces Chl b
B5 Chl b (652 nm) Chl a/Chl b 644/(668–686/644 nm)
B6 Chl b (652 nm) Chl a/Chl b 644/(668–686/644 nm)
B1 Chl a (679.4 nm) –
B2 Chl b (644 nm) Chl a/Chl b (650/682 nm)
A6/A7 0.5 Chl a/1.5 Chl b (679/652 nm) –
Xa – Chl a/Chl b (644/ND)

Data shown are from Remelli et al. (1999) and Morosinotto et al. (2002). The site nomenclature used here is
derived from the LHCII nomenclature proposed by Kühlbrandt et al. (1994). It indicates the position of the
chlorophyll in the structure. The A and B prefix is not meant here as indication of the Chl a/Chl b occupancy
of the site.
a This site seems do not be present in Lhcb1 complex. In Lhca this Chl is lost together with Chl A5.

mode of binding of the remaining four Chl molecules
remained unclear. Mutation analysis confirmed that all
eight Chl binding residues were indeed able to coor-
dinate the central Mg2+ of the Chls in LHCII. It was
suggested that the additional four Chls were positioned
by interaction with other chromophores, although the
involvement of residues in the intra-helices loops could
not be excluded (Kühlbrandt et al., 1994; Remelli et al.,
1999). Primary structure comparison between LHCII
and the Lhca complexes showed that all of the Chl
binding residues present in LHCII are conserved in
Lhca proteins, with a few substitutions: (i) Chl B6 is
coordinated by a Gln in LHCII, while this position is
occupied by a Glu in all Lhca proteins; (ii) an Asn
residue is present at site A5 in Lhca3 and Lhca4, while
in LHCII as well as in all other antenna complexes
the ligand for Chl A5 is a His. Mutation analysis con-
firmed that these residues coordinate Chls as well as all
other conserved amino acids (Morosinotto et al., 2002,
2003).

To assign the Chl occupancy to the individual sites
and to determine the spectroscopic properties of each
Chl, a detailed study of the pigment organization was
performed by mutation analysis on Lhca1 (Morosinotto
et al., 2002). The results are summarized in Table 3, in
which the attribution of chromophores to different sites
in Lhca1 is compared to that in Lhcb1.

The results indicate that the occupancy of most of the
sites in Lhca1 is similar to Lhcb1, the major differences
being due to the increased affinity for Chl a vs. Chl b of
the sites showing mixed Chl a and Chl b occupancy. In-
terestingly, in Lhca1 most of the mutations caused the
loss of more than one pigment in a manner different

from that observed in Lhcb1 and Lhcb4, while several
interactions between chromophores were spectroscop-
ically detected in LHCI (Bassi et al., 1999; Remelli
et al., 1999). This different pattern of responses sug-
gests that pigment–pigment interactions are stronger
in Lhca proteins as compared to Lhcb proteins. The
crystal structure shows that the plane of the tetrapyr-
role is differently oriented in at least three Chls within
Lhca complexes as compared to LHCII, namely Chls
in sites B5 (or A5), A7, and A3 (Ben Shem et al.,
2003).

C. Carotenoid Binding

The carotenoid organization in Lhca1 was not resolved
in the crystal structure, thus information is restricted to
data from mutational analysis. Most of the mutations to
the Chl binding residues also yielded loss of carotenoid
molecules. This was useful for localizing the xantho-
phyll binding sites within Lhca1 and for determining
their affinity for ligands. Three carotenoids are tightly
bound to Lhca1 as well as to Lhcb1, and they are likely
to be located at the same three binding sites, namely L1
and L2, nearby helices A and B, and N1 near helix C.
The affinity of each site for the individual xanthophyll
species is not the same: neoxanthin, which is accom-
modated in the site N1 of Lhcb1 (Croce et al., 1999) is
absent in Lhca1 and is substituted by violaxanthin and
lutein. Lutein is conserved as a ligand for site L1 in all
Lhc complexes analyzed thus far. However, while the
occupancy of site L1 is essential for Lhcb protein fold-
ing, in Lhca1, lutein is lost on mutating site A3 without
destabilizing the complex (Bassi et al., 1999; Remelli
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et al., 1999). Site L2 accommodates both lutein and
violaxanthin with similar affinities.

On the basis of the results of the mutational analysis,
a model for the chromophore organization in Lhca1 can
be drawn (Fig. 6).

Preliminary results on the mutational analysis of
Lhca2, Lhca3, and Lhca4 suggest that all Lhca pro-
teins share a similar pigment organization with the ex-
ception of the number of bound xanthophylls: two in
Lhca2 and Lhca4, three in Lhca 1 and 3. Lutein is
in site L1, while site L2 is occupied by both lutein
and violaxanthin. Lhca3 was shown to coordinate also
β-carotene (Schmid et al., 2002b; Castelletti et al.,
2003), but its binding site is not yet clear.

The structure of Lhca complexes is similar to LHCII
with respect to both apoprotein and chromophores or-
ganization. However, differences can be observed in the
affinity of the pigment binding sites for the individual
chromophores. Small differences in the pigment orga-
nization can be detected both by mutational analysis
and by X-ray diffraction, suggesting that the peculiar
spectroscopic characteristics of Lhca complexes might
be due to small changes in inter-chromophore distance
and orientation, particularly in the domain including
the stromal side of helices A and C.

IV. Dimerization of Lhca Proteins

It is now accepted that all Lhca complexes are present
in dimeric form in vivo (Croce and Bassi, 1998; Croce
et al., 2002). This suggestion was first made by Kuang
et al. (1984) and by Bassi (1985) from their appar-
ent mobility as a 40 kDa band in nondenaturing elec-
trophoresis. A similar suggestion was also made based
on sucrose gradient ultracentrifugation (Ikeuchi et al.,
1991a) and by nearest-neighbor analysis (Jansson et al.,
1996) that yielded cross-linking products between 40
and 45 kDa.

The suggestion that Lhca1 and Lhca4 form het-
erodimers (Knoetzel et al., 1992) was later confirmed
by in vitro reconstitution (Schmid et al., 1997). In the
Lhca1–4 heterodimer there is complete energy transfer
between Lhca1 and Lhca4, as demonstrated by the sin-
gle 733 nm emission peak in the spectrum of the dimer.
The CD and the LD spectra of the dimer also showed
that the dimerization influenced the pigment organiza-
tion, especially of Chl b (Schmid et al., 1997; Croce et
al., 2002). Moreover, the heterodimer was more stable
to heat denaturation than the two monomers. Dimeriza-
tion also involved the binding of β-carotene, probably
at the subunit interface (Croce et al., 2002).

Consistent with the in vitro data, analysis of Chlorina
mutants (Knoetzel et al., 1998) and of Lhca4 antisense
plants (Zhang et al., 1997) showed that although Lhca1
is maintained in the absence of Lhca4, its stoichiometry
with respect to PS I RC is decreased, suggesting that
they form dimers in vivo.

The results on Lhca2 and Lhca3 are less clear: they
do not dimerize in vitro (Schmid et al., 2002b) but an-
tisense plants lacking either Lhca2 or Lhca3 showed
relevant reduction of Lhca3 and Lhca2, respectively,
thus suggesting that the two subunits are connected
(Ganeteg et al., 2001). Moreover, partial purification
of LHCI by preparative isoelectrofocusing yields both
dimers enriched in Lhca1–4 and in Lhca2–3, suggest-
ing their association (Croce et al., 2002). Evidence for
Lhca2 homodimers was obtained by analyzing a na-
tive LHCI preparation containing all Lhca complexes:
two different emissions, at 702 and 733 nm were de-
tected (Ihalainen et al., 2000), which is predicted only
if dimers of Lhca2 cannot transfer energy to Lhca3,
whose red-most transition is at far lower energy (Castel-
letti et al., 2003).

The dimerization of Lhca1 and Lhca4 has been stud-
ied in vitro, producing proteins modified by deletions
or point mutagenesis. It has been shown that the Trp
residue at position 4 of Lhca1 is involved in dimeriza-
tion together with an additional Trp residue localized
at the C-terminus of the same protein. Lhca4 C- and
N-termini are not involved in strong interactions with
Lhca1 since Lhca1–4 dimerization was broken only
after complete deletion of the N- and C-terminal se-
quences (Schmid et al., 2002a). This is consistent with
the X-ray data showing that Lhca1 binds to the C-helix
and to the lumenal loop of Lhca4.

We can conclude that Lhca complexes are present as
heterodimers in vivo with the Lhca1–4 pair being more
stable than the Lhca2–3 dimer. More experiments are
needed to elucidate the interaction between Lhca2 and
Lhca3 and to determine the spectroscopic characteris-
tics of this heterodimer.

V. PS I–LHCI Stoichiometry

The number of antenna proteins bound to PS I has, for
long time, been a matter of debate. It was believed that
there were eight Lhca per P700. This figure was de-
rived from EM analysis (Boekema et al., 1990), and
it was in good agreement with pigment stoichiometry
data that attributed 80 Chls to the LHCI moiety and
10 Chls to each polypeptide (see above). However, a
more detailed electron microscopic analysis suggested
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that the surface occupied by LHCI in projection with
the PS I–LHCI complex could accommodate four to
five Lhca per reaction center (Boekema et al., 2001b).
The 3D structure of the PS I–LHCI complex supports
a stoichiometry of four Lhca per PS I. The structure
also allowed the discrepancy between the pigment sto-
ichiometry and the structural data to be explained. In
fact, linker Chls are present in between the Lhca com-
plexes and the core and in between the individual Lhca
subunits. These Chls could be lost upon separation of
LHCI from the core, thus influencing estimations of
stoichiometry based on the pigment content of individ-
ual polypeptides.

Thus, four Lhca complexes are present in the PS I–
LHCI supercomplex, and are connected to the core by
linker Chls that are lost upon dissociation of the LHCI
fraction from the core moiety.

VI. Energy Transfer

Analysis of the excitation spectra of Lhca complexes
reveals that the carotenoid transfers energy to the Chls
with 65%, efficiency, a value lower than in Lhcb com-
plexes (70–80%, Croce et al., 2002; Castelletti et al.,
2003). The energy transfer pathways in Lhca complexes
are reviewed in Karapetyan et al. (this volume, Chapter
13), where the reader is provided more details. Here,
we stress that the value obtained from time-resolved
data indicate that the energy transfer within LHCI com-
plexes is very similar to that observed within Lhcb com-
plexes. The only difference is represented by the energy
transfer component in the red absorbing forms, which
takes place in approximately 5 psec. We note that a sim-
ilar lifetime has been associated with the Chl a–Chl a
equilibration in LHCII and in CP29 (Van Amerongen
and van Grondelle, 2001; Croce et al., 2003). The en-
ergy transfer between monomers within the dimeric
complex is slower than the energy transfer between
individual subunits in LHCII trimers (30 psec vs. 12
psec, Kleima et al., 1997). These results suggests that
the pigment organization in Lhca complexes is not very
different compared to Lhcb with the exception of the
presence of the red forms, while the monomers in the
dimer seem to be less strongly associated with respect
to the trimer of LHCII.

VII. On the Origin of Red Absorption
Forms

Following characterization of individual LHCI compo-
nents, the elucidation of the structural features respon-

sible for the huge shift in the Chl fluorescence emission
has been the target of research on LHCI. In higher plant
photosynthetic complexes, the Qy absorption band of
Chl is in the 640–660 nm range for Chl b and between
660 and 682 nm for Chl a. In the case of the red forms,
the Chls involved are expected to absorb above 700 nm,
and are thus energetically far apart from the bulk Chls.
It has been proposed that the red forms represent the
low energy band of an excitonic interaction between
two or more Chl molecules (Gobets et al., 1994). In
the following we will address some detailed questions
about red forms:

A. Which complex(es) coordinate the red Chls?
B. Which are the absorption characteristics of the

red forms?
C. How many Chls absorb in the red?
D. Which are the Chls involved?
E. Where are the red Chls located within the Lhca

complexes?
F. What is the role played by the protein in modu-

lating the absorption of the red Chls in the four
Lhca complexes?

G. What mechanism is responsible for the large ab-
sorption shift of the red forms as compared to the
bulk Chls?

A. Which Complexes Coordinate the
Red Chls

The dissociation of PS I-200 into PS I-core and LHCI
complexes resulted in the conclusion that the most red
forms are associated with the outer antenna system in
higher plants. This is in contrast with other organisms,
in which the red emission originates from Chls associ-
ated with the PS I-core [see Gobets and van Grondelle
(2001) for a review].

In vitro reconstitution of individual Lhca complexes
yielded the emission spectra of individual Lhca com-
plexes, showing that the emissions at 4 K for Lhca4,
Lhca3, Lhca2, and Lhca1 were at 733, 725, 702, and
690 nm, respectively (Castelletti et al., 2003). The
Lhca1–4 heterodimer showed the same fluorescence
emission as the Lhca4 monomer, indicating complete
energy transfer from Lhca1 to the red forms of Lhca4
(Schmid et al., 1997).

B. Which are the Absorption
Characteristics of the Red Forms?

While the red forms can be easy detected by fluores-
cence, especially at low temperature, a determination of
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the absorption forms responsible for the red emission
is not straightforward since the red pigments represent,
at most, the 5% of the total absorption in the Qy region
(Ihalainen et al., 2000). Although these forms are ex-
pected to be energetically distant from the bulk Chls, it
was not possible to detect a clear band, even at 4 K, due
to the lack of structure in the spectra. This suggests
that these forms are largely inhomogeneously broad-
ened. From an early analysis of the 735 nm emission
of chloroplasts (Butler et al., 1979) it was proposed
that the origin of the red emission was an absorption
band at 705 nm (Boardman et al., 1978). Site-selected
fluorescence measurements on a PS I-200 preparations
indicated 716 nm as the upper limit for the maximum
of the band responsible for the long wavelength emis-
sion (Gobets et al., 1994). Similar work on a puri-
fied dimeric LHCI fraction shifted this estimation to
711 nm (Ihalainen et al., 2000). The bandwidth of the
711 nm absorption was suggested to be 356 cm−1 by
Gaussian deconvolution of the red tail of LHCI absorp-
tion spectra, while site-selected fluorescence analysis
showed that the contribution of the homogeneous and
inhomogeneous broadening to the bandwidth were 210
and 290 cm−1, respectively. Consistently, an electron–
phonon coupling value of 2.7 was derived from fluo-
rescence line-narrowing experiments (Ihalainen et al.,
2003): the stronger coupling found in photosynthetic
antenna complexes. From these values the FWHM of
the red band in LHCI of 30 nm and the Stokes shift of
35 nm could be calculated.

Analysis of the reconstituted Lhca complexes at 77
K, by Gaussian deconvolution of difference absorp-
tion spectra (see below), suggested that the absorption
is located between 700 and 705 nm for both Lhca3
and Lhca4 (Morosinotto et al., 2003). The origin band
for the 702 nm emission of Lhca1 and Lhca2 com-
plexes was located at 686–688 nm by comparison of the
spectra of WT and point mutant proteins (Morosinotto
et al., 2002, unpublished).

C. How Many Chls Absorb in the Red?

In LHCI preparations it was estimated that the red ab-
sorption represents 5% of the total absorption in the
Qy band, which translates to 0.5 Chls per complex or
1 Chl molecule per dimer. Analysis of the absorption
spectra of reconstituted complexes at low temperature
suggested that in both Lhca3 and Lhca4 the red tail
represents roughly the absorption of one Chl molecule
(Morosinotto et al., 2003), in agreement with the anal-
ysis on the native complex. Due to the difficulties asso-
ciated with the determination of the actual band shape

of the low energy absorption forms, this value has to
be taken as a rough estimate. However, the value sug-
gests that the Chls involved in the excitonic interaction
that yield the red forms are not in the head-to-tail ar-
rangement, but instead their dipole transition vectors
are organized almost perpendicular to each other.

D. Which Chl Specie(s) is Involved in
Red Forms?

Mukerji and Sauer (1990) observed that excitation of
Chl b increased the amplitude of red emission as com-
pared to excitation of Chl a, and thus concluded that
Chl b is closely connected to red-shifted chromophores.
A suggestion of a direct involvement of Chl b in the
red forms was also made by Schmid et al. (2001) based
on the observation that reconstitution of Lhca4 in the
absence of Chl b caused a loss of red forms. However,
Chl a-only Lhca3 (Castelletti et al., 2003) retained the
red-shifted emission while Chl a-only Lhca4, although
reducing the amplitude of red emission, still retained in
part this spectral feature. It was shown that by increas-
ing the Chl b content in Lhca4 above the control level,
a progressive blue shift from 733 to 722 nm resulted
in the emission peak. This result was interpreted as ev-
idence that a Chl a–Chl a interaction was substituted
by a Chl b–Chl a interaction, thus yielding a smaller
emission shift due to the larger difference in the transi-
tion energy level of interacting monomers (see below).
These results show that the interacting Chls responsi-
ble for red forms are in fact Chl a molecules, while
suggesting that Chl b is possibly needed to maintain
the conformation of chromophores responsible for the
red forms.

E. Where are the “Red Chls” Located in the
Lhca Architecture?

The mutation of Chl binding residues in Lhca com-
plexes allows determination of the binding sites respon-
sible for the red forms. Mutational analysis of Lhca1
(see section III.B) revealed that the 702 nm fluores-
cence emission component is lost on mutating sites
A5, B5, and B6. On the basis of the occupancy of these
sites (Chl a for A5, mixed site for B5 and Chl b for
B6), it was proposed that the red emission originated
from a Chl a–Chl a interaction between Chls located in
sites A5 and B5, while the presence of a Chl in site B6
stabilized the conformation leading to the red forms.
The mixed occupancy of site B5 explains the presence
of the 690 nm fluorescence component: when Chl b is
accommodated in site B5 the Chl a–Chl a interaction
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that yields the red form is lost, yielding instead, the 690
nm bulk emission (Morosinotto et al., 2002).

The involvement of the A5 B5 domain in the ori-
gin of red forms was confirmed in all Lhca complex
by constructing mutants at the Chl binding site A5,
B5, and B6 (Morosinotto et al., unpublished). In all
complexes the absence of Chl A5 and B5 led to the
complete disappearance of red emission. B6 mutants,
instead, have a slightly different phenotype, especially
in Lhca3 and Lhca4: red emission is strongly reduced
but not abolished.

From the analysis of the Lhca mutants two conclu-
sions have been drawn: (i) the red forms originate from
the same chromophores in all Lhca complexes; (ii) the
model proposed for the origin of red forms by excitonic
interactions of two Chl a molecules in the sites A5 and
B5, proposed after the analysis of mutations in Lhca1
is probably maintained in all Lhca proteins.

An alternative hypothesis was recently proposed
suggesting that a new Chl binding site, whose ligand
residue would be a His belonging to helix C, is respon-
sible for the red forms by establishing excitonic inter-
actions with both Chl A5 and Chl B5 (Melkozernov
and Blankenship, 2003). This hypothesis is not consis-
tent with the previous report that Lhca3 has a strong
red-shifted emission (Schmid et al., 2002b; Castelletti
et al., 2003) and yet lacks the putative Chl binding His
residue. Moreover, the recent structure of Lhca4 does
not show the presence of an additional Chl coordinated
to this particular residue (Ben Shem et al., 2003).

F. What is the Role of the Polypeptide Chain
in Modulating the Absorption of the Red
Chls in the Four Lhca Complexes?

Primary sequence analysis shows a strong homology
between Lhca2 and Lhca4. Lhca1 and Lhca3 are also
closely related. This clustering extends to the Chl a/b
ratio and to the number of xanthophylls per polypep-
tide. However, the distribution of red forms is not con-
sistent with the pattern being associated mainly with
Lhca3 and Lhca4. Rather, it correlates with a specific
substitution in the ligand of Chl A5: an asparagine in
Lhca1 and Lhca3 versus a histidine in Lhca1–2 and
in the rest of Lhcb proteins, which are depleted in red
forms. A mutation at the A5 ligand (Asn > His) in Lhca3
and Lhca4 led to a loss of the red forms without affect-
ing the pigment composition. The importance of the
presence of Asn as a ligand in site A5 for the formation
of red forms was confirmed by the reverse mutation on
Lhca1: the His > Asn mutant gained red-shifted emis-
sion (Morosinotto et al., 2003).

G. What is the Mechanism Responsible for
the Large Absorption Shift of the Red
Forms Compared to the Bulk Chls?

The type of interaction between the chromophores re-
sponsible for the large absorption shift of the red forms
has been investigated (Morosinotto et al., 2003) by
comparing the absorption spectra of mutants lacking
the red forms with the spectra of WT complexes. It
was shown that in the His 97 mutant of Lhca4, two
absorption forms at 682 and 703 nm were lost, while
absorption at 675 nm was gained. This spectrum was in-
terpreted as the loss of an excitonic interaction, having
the high-energy term at 682 nm and the low energy
contribution at 703 nm, while the 675 nm was repre-
senting the absorption of the noninteracting monomers.
This was consistent with the analysis of the CD spectra
(Morosinotto et al., 2003).

On this basis, it was proposed that part of the large
shift of the red absorption band could be associated
with the interaction energy (around 200 cm−1). How-
ever, the energy associated with this interaction does
not fully account for the large red shift of the absorp-
tion. Possibly, the presence of the Asn in this position
directly influences the properties of the Chl ligand by
changing the geometry of the tetrapyrrole or otherwise
leading to a different folding of the protein domain that
favors the red absorption.

The absence of the red emission in the Asn > His
mutants of Lhca4 and Lhca3 was thus interpreted as the
loss of the excitonic interaction between Chl A5 and
Chl B5. Two parameters influence the interaction, the
distance between the chromophores and the orientation
of their dipole moments. LD spectra showed no changes
in the chromophores orientation, thus suggesting that
the substitution of Asn with His increased the distance
between the two interacting Chls, thereby lowering the
interaction energy (Morosinotto et al., 2003).

VIII. Lhca Proteins in Chlamydomonas
reinhardtii

The first evidence for the presence of a Chl b contain-
ing antenna in LHCI was obtained in Chlamydomonas
reinhardtii (Wollman and Bennoun, 1982). Evolution-
ary studies on Lhc complexes led to the conclusion
that Lhca proteins diverged more than Lhcb during
evolution (Durnford et al., 1999). The antenna com-
plex of C. reinhardtii has recently been the subject of
two electron microscopy studies (Germano et al., 2002;
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Table 4. Lhca polypeptides identified in Chlamydomonas
and their homologous in vascular plants

Chlamydomonas Homologous in Nomenclature from
reinhardtii protein vascular plants Bassi et al. (1992)

Lhca1 Lhca1 p22.1
Lhca2 Lhca2 p19
Lhca3 Lhca3 p14.1
Lhca4 Lhca2 or Lhca4 p14
Lhca5 Lhca2 or Lhca4 p15.1
Lhca6 Lhca2 or Lhca4 p18.1
Lhca7 Lhca5 p15
Lhca8 Lhca5 p18
Lhca9 Lhca2 p22.2

The correspondence is derived from Stauber et al. (2003). The
older nomenclature, used in previous work on C. reinhardtii
(Bassi et al., 1992) is also reported.

Kargul et al., 2003). In these studies, the authors an-
alyzed the structure of PS I–LHCI by single particle
analysis and were led to the conclusion that in PS I be-
tween 11 and 14 Lhca subunits are bound to the core
complex (Germano et al., 2002; Kargul et al., 2003).
These data are consistent with a larger surface occupied
by LHCI in C. reinhardtii as compared to spinach (Ger-
mano et al., 2002). Consequently, C. reinhardtii LHCI
was shown to contain either seven (Bassi et al., 1992)
or nine (Stauber et al., 2003) distinct polypeptides.
These values, integrated with sequence data available
in databases, allowed the identification of at least nine
distinct polypeptides that compose the LHCI complex
of PS I in C. reinhardtii. These polypeptides have been
named Lhca1–9, but these names do not exactly re-
flect homology to higher plants genes. In particular, five
different groups have been identified based on homol-
ogy with vascular plants Lhca. This is summarized in
Table 4 (Stauber et al., 2003).

The biochemical and spectroscopic properties of
LHCI are known in less detail in C. reinhardtii than in
vascular plants. Bassi et al. (1992) identified two LHCI
populations, one emitting at 680 nm and the other at 705
nm. Similar purifications of LHCI from higher plants
yielded LHCI-680 and LHCI-730 described above (see
section II.B). Thus, the red forms of LHCI are not red
shifted to the same extent as in vascular plants (Woll-
man and Bennoun, 1982).

Recently, Kargul et al. (2003) isolated PS I–LHCI
complexes from C. reinhardtii showing a fluorescence
emission maximum at 715 nm. Unfortunately it is not
clear if this red emission originated from the antenna
or from the core complex.

Pigment binding properties of LHCI of C. reinhardtii
have not been analyzed in detail. The recent availabil-
ity of protein sequences, however, shows that all eight
Chl binding residues present in higher plant Lhcs are

conserved in the C. reinhardtii proteins, strongly sug-
gesting that these complexes bind at least eight Chls
each. Xanthophyll binding has not been studied. In-
direct evidence suggests that the xanthophyll binding
properties of LHCI in C. reinhardtii are similar to those
in vascular plants as deduced from the observation that
C. reinhardtii mutants depleted in lutein, violaxanthin,
and neoxanthin, thus leaving only zeaxanthin and β-
carotene as carotenoid species available, were found
to retain a stable LHCI. In these conditions Lhcb pro-
teins were severely affected (Polle et al., 2001). The
same phenotype was observed the Arabidopsis npq2-
lut2 mutant (Havaux et al., 2004).

From the comparison of Lhca sequences from Ara-
bidopsis and C. reinhardtii, some interesting observa-
tions can be made. Lhca1 and Lhca3 from Arabidop-
sis and the corresponding genes from C. reinhardtii
are highly homologous, while Lhca2 and Lhca4 from
higher plants do not have closely related genes in C.
reinhardtii. Moreover, it is interesting to note that in C.
reinhardtii there exist two genes homologous to Lhca5
and one of them, Lhca8, is expressed at high levels
(Stauber et al., 2003). This suggests that Lhca8 have a
physiological function in C. reinhardtii that could pos-
sibly be maintained by the Lhca5 gene in Arabidopsis.

It has been observed that LHCI from C. reinhardtii
showed reduced red forms as compared with higher
plants. A possible explanation for these characteristics
of algal LHCI can be found in the observation that genes
highly homologous to higher plant Lhca4 and Lhca3,
in fact, have His as the Chl A5 ligand. Asn however, is
present at site A5 in three Lhca polypeptides of C. rein-
hardtii (Lhca2, Lhca4, Lhca9). Thus suggesting they
may be responsible for the 705–715 nm fluorescence
emission.

Acknowledgment

We want to thank Prof. Nelson from the Tel Aviv Uni-
versity for the reproduction of Fig. 2.

References

Allen JF (1992) How does protein phosphorylation regulate pho-
tosynthesis? Trends Biochem Sci 17: 12–17

Bassi R (1985) Spectral properties and polypeptide composi-
tion of the chlorophyll–proteins from thylakoids of granal and
agranal chloroplasts of maize (zea mays L.). Carlsberg Res
Commun 50: 127–143

Bassi R and Simpson D (1987) Chlorophyll–protein complexes
of barley photosystem I. Eur J Biochem 163: 221–230



Chapter 10 LHCI in Plants and Green Algae 135

Bassi R, Machold O and Simpson D (1985) Chlorophyll–proteins
of two photosystem I preparations from maize. Carlsberg Res
Commun 50: 145–162

Bassi R, Soen SY, Frank G, Zuber H and Rochaix JD (1992)
Characterization of chlorophyll-a/b proteins of photosystem-I
from Chlamydomonas reinhardtii. J Biol Chem 267: 25714–
25721

Bassi R, Pineau B, Dainese P and Marquardt J (1993) Carotenoid-
binding proteins of Photosystem-II. Eur J Biochem 212: 297–
303

Bassi R, Croce R, Cugini D and Sandona D (1999) Mutational
analysis of a higher plant antenna protein provides identifi-
cation of chromophores bound into multiple sites. Proc Natl
Acad Sci USA 96: 10056–10061

Ben Shem A, Frolow F and Nelson N (2003) Crystal structure
of plant photosystem I. Nature 426: 630–635

Bibby TS, Nield J and Barber J (2001) Iron deficiency induces
the formation of an antenna ring around trimeric photosystem
I in cyanobacteria. Nature 412: 743–745

Boardman NK, Anderson JM and Goodchild DJ (1978)
Chlorophyll–protein complexes and structure of mature and
developing chloroplast. In: Sanadi DR and Vernon LP (eds)
Current Topics in Bioenergeties, Vol 8, pp 35–109. Academic
Press, New York

Boekema EJ, Wynn RM and Malkin R (1990) The structure
of spinach photosystem I studied by electron microscopy.
Biochim Biophys Acta 1017: 49–56

Boekema EJ, van Roon H, Calkoen F, Bassi R and Dekker JP
(1999) Multiple types of association of photosystem II and its
light-harvesting antenna in partially solubilized photosystem
II membranes. Biochemistry 38: 2233–2239

Boekema EJ, Hifney A, Yakushevska AE, Piotrowski M,
Keegstra W, Berry S, Michel KP, Pistorius EK and Kruip J
(2001a) A giant chlorophyll–protein complex induced by iron
deficiency in cyanobacteria. Nature 412: 745–748

Boekema EJ, Jensen PE, Schlodder E, van Breemen JF, van Roon
H, Scheller HV and Dekker JP (2001b) Green plant photo-
system I binds light-harvesting complex I on one side of the
complex. Biochemistry 40: 1029–1036

Bossmann B, Knoetzel J and Jansson S (1997) Screening of chlo-
rina mutants of barley (Hordeum vulgare L.) with antibodies
against light-harvesting proteins of PS I and PS II: absence of
specific antenna proteins. Photosynth Res 52: 127–136

Butler WL and Norris KH (1963) Lifetime of the long-
wavelength chlorophyll fluorescence. Biochim Biophys Acta
66: 72–77

Butler WL, Tredwell CJ, Malkin R and Barber J (1979) The rela-
tionship between the lifetime and yield of the 735 nm fluores-
cence of chloroplasts at low temperatures. Biochim Biophys
Acta 545: 309–315

Castelletti S, Morosinotto T, Robert B, Caffarri S, Bassi R and
Croce R (2003) Recombinant Lhca2 and Lhca3 subunits of the
photosystem I antenna system. Biochemistry 42: 4226–4234

Croce R (1997) Il fotosistema I delle piante superiori: studi
biochimici e spettroscopici. Ph.D. thesis, Universitá di Milano,
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Summary

Photosystem I (PS I) in plants contains 18 different protein subunits. Only three subunits are directly involved in
electron transport, while the remaining subunits have a multitude of other functions. Although the PS I complex in
plants shows many specific adaptations, it is fascinating that the overall structure and function has been extremely
well conserved through the billion years of evolution that separates plants and cyanobacteria. Important roles
of the small accessory subunits include efficient docking of the electron donor plastocyanin and the electron
acceptor ferredoxin. These functions are conserved between plants and cyanobacteria but plant PS I has a number
of specific adaptations, particularly the PS I-N subunit, which is only present in eukaryotes and is involved in
the efficient oxidation of plastocyanin. The eukaryote-specific PS I-G subunit is also involved in the binding of
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plastocyanin. Another important role of small PS I subunits in plants is the interaction with peripheral an-
tenna proteins. Three conserved subunits PS I-J, -K, and -F together with PS I-G have the role of binding
“light-harvesting complex I,” which is specific for PS I. Two conserved subunits PS I-I and -L together with the
eukaryote-specific PS I-H and -O have the role of binding “light-harvesting complex II” under certain physiological
conditions. The plant PS I complex is more stable than the cyanobacterial counterpart, a difference related to
structural modifications of the PS I-D and -E subunits, which are located peripherally on the stromal side. The
increased stability may be related to a high susceptibility of plants to damage caused by reactive oxygen species
generated at the reducing side of PS I.

I. Introduction

Photosystem I (PS I) from higher plants is a
supramolecular complex consisting of at least 18 differ-
ent polypeptides located in the non appressed thylakoid
membranes (Scheller et al., 2001; Jensen et al., 2003).
The core of PS I consists of at least 14 different subunits
named PS I-A to -L, -N, and -O. Two subunits present
in cyanobacteria, PS I-M and -X, are absent in plants.
The major subunits of PS I, -A, and -B, have a molecu-
lar mass of 82–84 kDa and are homologous. They form
a heterodimer, which binds components of the electron
transfer chain: the primary electron donor P700 and the
electron acceptors A0, A1, and, Fx (Golbeck, 1992; Jor-
dan et al., 2001; Scheller et al., 2001). The remaining
electron acceptors, FA and FB (both [4Fe–4S] clusters),
are bound to the 9 kDa PS I-C subunit. The remaining
11 subunits of the PS I core have molecular masses
ranging between 4 and 18 kDa and do not bind elec-
tron acceptors. Figure 1 shows a schematic model of
PS I with its subunits and electron acceptors. Table 1
summarizes the subunits and their functions in plant
PS I.

The low molecular mass subunits of PS I can be di-
vided into three main groups. The first group consists
of the stromal subunits PS I-C, -D, and -E, which are in-
volved in electron transport and docking of ferredoxin.
The second group consists of the membrane integral
subunits PS I-F, -G, -H, -I, -J, -K, -L, and -O, whose
main function is stabilization of the core antenna sys-
tem and interaction with the peripheral antenna. PS I-F
and -G have the additional function of interaction with
plastocyanin (Pc). The third group consists of the lu-
minal subunit PS I-N, which is involved in electron
transport from Pc. The subunits PS I-G, -H, -N, and -O

Abbreviations: Chl – chlorophyll; Cyt – cytochrome; Fd – ferre-
doxin; FNR – ferredoxin NADP+ oxidoreductase; LHC – light-
harvesting complex; NPQ – nonphotochemical quenching; Pc –
plastocyanin; PS – photosystem; PS I-A to PS I-O – Alternative
higher plant nomenclature for PS I polypeptides.

are unique to higher plants and algae. In the recent 4.4
Å structure of plant PS I the positions of the PS I-G
and -H subunits are clearly identified, but PS I-N and
-O are not resolved (Ben-Shem et al., 2003; see Nelson
and Ben-Shem, this volume, Chapter 7).

PS I of cyanobacteria contains 96 Chl a molecules
and 22 β-carotene molecules (Jordan et al., 2001;
see Fromme and Grotjohann, this volume, Chapter 6).
Out of the 96 chlorophylls only three are missing in
the plant PS I reaction center: two bound to PS I-M
and -X, and one bound to PS I-J (Ben-Shem et al.,
2003). From the remaining 93 chlorophylls, 92 are
identified at the same position as in the cyanobacte-
rial reaction center. Approximately, 83 of the chloro-
phyll molecules are bound to the PS I-A/B het-
erodimer and the remaining are bound to the minor
subunits PS I-J (2), -K (4), -L (3), -H (1), and -G
(0 or 1).

Light-harvesting complex I (LHCI) is also specific
for higher plants and algae. This peripheral antenna is,
at least in higher plants, composed of the products of
four nuclear genes, Lhca1–4, with molecular masses
of 20–24 kDa. A fifth protein, Lhca5, has been de-
duced from EST clones (Jansson, 1999) and recently
the protein has been detected in PS I of Arabidop-
sis thaliana in small amounts (Ganeteg et al., 2004;
Croce et al., this volume, Chapter 10). In contrast to
the trimeric LHCII, the major light-harvesting com-
plex of PS II, Lhca1/Lhca4, and Lhca2/Lhca3 form
heterodimers (Ben-Shem et al., 2003). In PS I, two
dimers are arranged so that the individual proteins are
in series creating a crescent-shaped belt adjacent to
the core complex on the PS I-F side (Ben-Shem et al.,
2003). This arrangement maximizes the number of
LHCI chlorophylls facing the core. Interestingly, the
contact site between LHCI and the PS I core resem-
bles the contact site between the IsiA antenna pro-
teins and the PS I core in iron-starved cyanobacteria
(Bibby et al., 2001; Boekema et al., 2001b). How-
ever, this is an example of convergent evolution since
there is no homology between IsiA and Lhca proteins.
LHCI binds, according to the structure published by
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Fig. 1. Schematic model of plant PS I.

Ben-Shem et al. (2003), 56 Chl a and Chl b molecules
per P700 besides lutein, violaxanthin, and small
amount of β-carotene (Croce et al., 2002; Schmid et al.,
2002). Between the individual Lhca monomers and be-
tween the two dimers in LHCI eight linker chlorophylls
are found, and between the core and the peripheral an-
tenna are 10 so-called gap chlorophylls, which are not
an intrinsic part of LHCI or the reaction center. Thus,
plant PS I with its full complement of peripheral an-
tenna binds a total of approximately 167 Chl a and b
molecules (Ben-Shem et al., 2003). Figure 2 shows the
arrangement of the core subunits and LHCI in the PS I
complex.

The 4.4 Å structure has a geometrical arrangement in
excellent agreement with electron microscopy and sin-
gle particle analysis (Boekema et al., 2001a; Boekema
et al., this volume, Chapter 5). These studies indi-
cate a constant size of PS I. However, other stud-
ies have shown that the relative content of different
Lhca proteins in the thylakoid membrane is variable
depending on growth conditions (Bailey et al., 2001).
Whether this variability at the thylakoid level reflects
variability at the level of PS I complexes has not been
determined.

II. The Acceptor Side of PS I: PS I-C, -D,
-E, and Electron Donation from PS I to
Ferredoxin

A. Topology and Location in PS I

Three small subunits, PS I-C, -D, and -E, are situated
at the stromal side of PS I. These three subunits do
not contain transmembrane �-helices (Fromme, 2001;
Ben-Shem et al., 2003). The three polypeptides form a
compact interconnected structure known as the stromal
ridge (Kruip et al., 1997; Klukas et al., 1999; Jordan
et al., 2001; Antonkine et al., 2003). The subunits are
close together and arranged as a crescent (Fig. 2), with
PS I-D closest to the PS I-H, -I, -L, -O side, PS I-C in
the middle and PS I-E to the PS I-F, -J side (Jordan et
al., 2001).

PS I-C is necessary for the stable association of
PS I-D, -E, and -L (Mannan et al., 1994; Yu et al.,
1995). A knock-out mutant of psaC demonstrates a
difference between cyanobacteria and green algae. An-
abaena variabilis ATCC 29413 lacking PS I-C assem-
bled and accumulated a PS I complex with functional
P700 (Mannan et al., 1991) and Synechocystis sp. PCC
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Table 1. Composition of PS I in higher plants. The location of the gene in plants in the chloroplasts (C) or nucleus (N) is indicated
together with the number of genes encoding the subunit in Arabidopsis. Electron transfer cofactors and pigments attached to the
individual subunits and function of the individual subunits in PS I are also indicated (question marks indicate that the assignment of
cofactors is not confirmed experimentally)

Gene and
subunit

Location of
the genea

Molecular
mass (kDa)b Cofactorsc Function

PsaA, PS I-A C 83.2 ≈79 Chl a, ≈22 β-carotene,
P700, A0, A1, FX

Light-harvesting, Charge
separation

PsaB, PS I-B C 82.5 Electron transport
PsaC, PS I-C C 8.9 FA, FB Electron transport
PsaD, PS I-D N (2) 17.8/17.7 Binding of ferredoxin

Binding of PS I-C
PsaE, PS I-E N (2) 10.4/10.5 Binding of ferredoxin and FNR
PsaF, PS I-F N 17.3 Binding of plastocyanin

Binding of LHCI
PsaG, PS I-G N 11.0 1–2 β-carotene Stabilization of LHCI

Interaction with plastocyanin
PsaH, PS I-H N (2) 10.4/10.4 1 Chl a Binding of LHCII

Stabilization of PS I-D
PsaI, PS I-I C 4.1 Stabilization of PS I-L
PsaJ, PS I-J C 5.0 2–3 Chl a Stabilization of PS I-F
PsaK, PS I-K N 8.5 2–4 Chl a Binding of LHCI
PsaL, PS I-L N 18.0 3 Chl a Stabilization of PS I-H and

PS I-O
PsaN, PS I-N N 9.7 Docking of plastocyanin
PsaO, PS I-O N 10.1 Chl a ? Binding of LHCII (state

transitions)
Lhca1, Lhca1 N 21.5 14 Chl, ≈2 carotenoids Light-harvesting, LHCI-730
Lhca2, Lhca2 N 23.2 14 Chl, ≈2 carotenoids Light-harvesting, LHCI-680B
Lhca3, Lhca3 N 24.9 14 Chl, ≈2 carotenoids Light-harvesting, LHCI-680A
Lhca4, Lhca4 N 22.3 14 Chl, ≈2 carotenoids Light-harvesting, LHCI-730
Lhca5, Lhca5 N 23.2 ≈14Chl ?, ≈2 carotenoids ? Light-harvesting,?
aNumber in brackets indicate the cases where there is more than one nuclear gene in the Arabidopsis genome encoding the subunit.
bThe predicted molecular mass of the mature Arabidopsis protein.
cThe number of pigment molecules bound to the subunits are from Jordan et al. (2001) and Ben-Shem et al. (2003) except for the
plant specific PS I-H and -G where the numbers are from Ihalainen et al. (2002).

6803 lacking PS I-C assembled a PS I subcomplex de-
void of PS I-D and -E (Yu et al., 1995). In contrast,
a knock-out mutant of psaC in Chlamydomonas rein-
hardtii resulted in complete destabilization of the PS I
complex, which did not accumulate (Takahashi et al.,
1991). No plants lacking PS I-C have been reported.

PS I-D has been shown to interact with PS I-A/B, -C,
-E, -L, and -H (Merati and Zanetti, 1987; Zanetti and
Merati, 1987; Zilber and Malkin, 1988; Andersen et al.,
1992; Armbrust et al., 1996; Jansson et al., 1996). In
cyanobacteria, the loop segment in the C-terminus of
PS I-D is attached by numerous hydrogen bonds to the
stromally exposed sides of PS I-C and -E and seems
to help in the positioning of these subunits (Jordan
et al., 2001; Antonkine et al., 2003). This is in ex-
cellent agreement with the importance of PS I-D for
the in vitro reconstitution of electron transfer from FX

to FA/FB in plants (Naver et al., 1995). An N-terminal
extension of PS I-D in plants stabilizes the interaction

of PS I-C with the rest of the PS I core and this can
explain why the stromal side of PS I in plants is more
stable than in cyanobacteria (Naver et al., 1995). Cross-
linking experiments carried out with barley PS I have
suggested that PS I-D exerts its stabilizing effect via
an interaction with PS I-H (Naver et al., 1995). This
suggestion is supported by the analysis of transgenic
Arabidopsis lines cosuppressed for PS I-H, in which
PS I-C is not as tightly bound to the PS I core as in the
wild-type (Naver et al., 1999).

In Arabidopsis, PS I-D is encoded by two homolo-
gous genes, psaD1 and psaD2 (Haldrup et al., 2003).
The two PS I-D proteins are identical in the highly
conserved C-terminal region and the differences are
only found in the variable N-terminal region. Over-
expression analysis has indicated that the products of
the two psaD genes have redundant functions and can
compensate for each other (Ihnatowicz et al., 2004).
However, it is possible that the two genes respond to
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Fig. 2. Schematic view of plant PS I viewed from the stro-
mal side. The outline is modeled on the pea PS I (Ben-Shem
et al., 2003) and the plant specific subunits are shown in the
deduced positions with approximately the correct size. The po-
sition of PS I-O is not resolved in the pea PS I structure and has
been inferred from cross-linking data and phenotype of PS I-O
mutants. The relative position of the Lhca1/Lhca4 dimer and,
Lhca2/Lhca3 dimer has not been experimentally determined
but reflects the most likely position based on secondary effects
of removing other subunits.

different signal transduction pathways, thus allowing
the plant cell to respond more flexibly to environmen-
tal stimuli, as found in Nicotiana sylvestris (Yamamoto
et al., 1993). Recently, PS I-D in Arabidopsis was
shown to be phosphorylated on a threonine residue
close to the N-terminus (Hansson and Vener, 2003).
However, this residue is not conserved in PS I-D from
many other species and it is an open question if the
phosphorylation has an important role in the function
of PS I-D.

PS I-E is, like PS I-D, a hydrophilic subunit exposed
to the stroma and also encoded by two genes in Ara-
bidopsis. However, in barley there appears to be only
one psaE gene (Okkels et al., 1988). The plant PS I-E
subunit has, like PS I-D, an N-terminal extension com-
pared to cyanobacterial proteins and a more conserved
C-terminus (Varotto et al., 2000).

B. The Role of PS I-C, -D, and -E in the
Docking and Reduction of Ferredoxin

Ferredoxin is reduced at the stromal side of PS I by PS
I-C. Cross-linking experiments have shown that PS I-D
serves as a docking site for ferredoxin during photore-

duction (Zanetti and Merati, 1987; Zilber and Malkin,
1988) and PS I-D is indispensable for the productive
interaction of PS I with ferredoxin (Lelong et al., 1994;
W Xu et al., 1994; Chitnis et al., 1996). When ferre-
doxin is chemically cross-linked at the docking site of
PS I, electron transport can still take place and the po-
sition of ferredoxin in these cross-linked complexes
has been identified by electron microscopy (Lelong
et al., 1996). The PS I-E subunit interacts with FNR
via its N-terminal extension (Andersen et al., 1992)
and is important for efficient NADP+ reduction (Naver
et al., 1995). In cyanobacteria, photoautotropic growth
is barely affected in the absence of PS I-E (Rousseau et
al., 1993; W Xu et al., 1994). In contrast, plants lacking
PS I-E exhibit severely reduced growth (Varotto et al.,
2000; Scheller et al., 2004). Extensive kinetic analysis
has so far not been performed with PS I from plants
down-regulated in PS I-D or -E.

C. The Role of PS I-D in Assembly of PS I

By the use of antisense technique, Arabidopsis plants
with only 5–60% of wild-type PS I-D content were gen-
erated (Haldrup et al., 2003). Plants with low levels of
PS I-D (approximately 5%) were small and struggled
to survive and plants totally lacking PS I-D were not
found. Also, knock-out mutants of psaD1-1 with 40%
PS I-D remaining and psaD2-1 mutants with 90% PS
I-D remaining have been generated (Ihnatowiez et al.,
2003). The growth of the psaD1-1 mutant was substan-
tially reduced relative to psaD2-1 and wild-type plants.
The psaD1-1 psaD2-1 double mutants did not survive
when grown in soil, but could be propagated in sterile
culture supplemented with sucrose, indicating that PS
I-D function is essential for photosynthesis (Ihnatowicz
et al., 2004). Antisense plants with only about 10% PS
I-D present compared to the wild-type were very small,
grew very slowly, showed light-green leaf coloration,
and set seeds very late (Haldrup et al., 2003). Analy-
sis of other PS I subunits showed a similar decrease
in all the subunits including LHCI. Thus, the Ara-
bidopsis plants with only 10% PS I-D contained only
about 10% of PS I, but all the PS I present had a nor-
mal composition including functional LHCs (Haldrup
et al., 2003). In vitro experiments have confirmed the
requirement for PS I-D for stable binding of PS I-C in
both cyanobacteria (Li et al., 1991) and plants (Naver
et al., 1995, 1996). Considering this knowledge about
PS I assembly, the most obvious conclusion is that in
the absence of PS I-D in plants, the PS I-C protein can-
not be properly assembled with PS I and this results in
degradation of the incorrectly assembled complexes.
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Degradation products of PS I-E were detected in plants
down-regulated in PS I-D (Haldrup et al., 2003). In con-
clusion, PS I-D plays an essential role for the assembly
and stability of PS I in plants. This is different from the
situation in Synechocystis sp. PCC 6803, where PS I
complexes devoid of PS I-D but containing other small
subunits are present in psaD deletion strains (W Xu
et al., 1994).

D. Instability at the Stromal Side Causes
Photoinhibition

With low amounts of PS I, the antisense PS I-D plants
were able to survive but suffered naturally from low
photosynthetic rates and highly unbalanced redox con-
ditions. Plants down-regulated in PS I-D became light-
stressed even in low light although they exhibited high
non photochemical quenching (NPQ) (Haldrup et al.,
2003). The high NPQ was generated by up-regulating
the level of violaxanthin de-epoxidase and PsbS, and
increasing the level of xanthophyll pigments (Haldrup
et al., 2003; Ihnatowicz et al., 2004) that are essential
components of NPQ (Niyogi, 1999). The redox state
of thioredoxin was also affected. During the normal
light cycle thioredoxin becomes increasingly oxidized
in plants with low amounts of PS I-D (Haldrup et al.,
2003). The change in the thiol disulfide redox state
might be fatal for the PS I-D less plants, because re-
duction of thioredoxin is one of the main switches for
the initiation of CO2 assimilation and photoprotection
upon exposure to light.

Recent investigations have shown that PS I-E has a
very significant role in plants. Arabidopsis plants have
been created in which one of the two psaE genes was
inactivated by transposon tagging (Varotto et al., 2000;
Pesaresi et al., 2002). The plants contained about 40%
PS I-E compared to the wild-type and an approx 50%
decrease in PSI-C, -D, -H, and -L was observed. The
plants contained wild-type amounts of most other PS I
subunits. The plants with less PS I-E were pale green
and exhibited high chlorophyll fluorescence, i.e., lower
photochemical quenching, indicating a disturbed re-
dox balance of the intersystem chain. Under green-
house conditions, the plants showed a 50% decrease in
growth rate and susceptibility to photoinhibition. Sim-
ilar results have been obtained in our laboratory with
Arabidopsis plants in which PS I-E was down-regulated
by antisense suppression (Scheller et al., 2004). These
plants were down-regulated to 5–50% of wild-type lev-
els and exhibited severe effects especially in the later
stages of development; many plants did not survive

to set seeds. Consequently, the plants containing very
low amounts of PS I-E were only found in the first gen-
eration, whereas the second generation only yielded
plants with more than 50% PS I-E. A fraction of LHCII
seemed to be stably associated with PS I when plants
with low content of PS I-E were exposed to low-light
conditions (Pesaresi et al., 2002). The formation of this
LHCII-PS I complex was associated with an almost
complete suppression of state transitions and a drastic
increase in the levels of phosphorylated LHCII. The
moderate importance of PS I-E for ferredoxin reduc-
tion would not appear to explain the pronounced phe-
notypic effect of the reduced amount of PS I-E. Plants
lacking PS I-H or -N also have a decreased rate of
ferredoxin reduction (see below) but they compensate
by increasing the PS I/PS II ratio and show virtually
no growth phenotype. Such compensation appears to
be insufficient in plants lacking PS I-E. Most likely, PS
I-E is important for the stability of the reducing side
of PS I. Possibly, the lack of PS I-E in plants leads
to a high susceptibility to photodamage of the PS I
complex. Reduced levels of PS I-E may limit the re-
duction of ferredoxin and lead to over reduction of the
iron–sulfur centers FA/FB. This will in turn lead to O2

reduction by PS I, generating superoxide anion radical
and other reactive oxygen species, and causing damage
to the photosynthetic apparatus.

III. The Donor Side of PS I: PS I-F, -J, -N,
and Electron Donation from
Plastocyanin to P700

A. Topology and Location in PS I

Regions of PS I-F are highly conserved between
species, but eukaryotic PS I-F has an N-terminal ex-
tension (Farah et al., 1995). PS I-F is anchored in the
thylakoids with a transmembrane helix and is exposed
both to the lumen and to the stroma. The large positively
charged N-terminal domain is situated in the lumen and
contributes to the structural features of the surface of
PS I toward the lumen (Jordan et al., 2001; Ben-Shem
et al., 2003). PS I-F and luminal interhelical loops of
PS I-A and -B form a docking site for Pc or Cyt c6

(Farah et al., 1995; Hippler et al., 1997, 1998, 2002;
Sommer et al., 2002). The C-terminus forms contacts
with PS I-E (Fromme, 2001).

PS I-N is the only subunit located entirely in the
thylakoid lumen. It can be dissociated from the PS I
complex at high ionic strength and therefore has been
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concluded to be located externally in the complex
(He and Malkin, 1992). Cross-linking revealed little
interaction between PS I-N and other small PS I sub-
units even though putative cross-linking products with
PS I-G and -F were found (Jansson et al., 1996). Un-
fortunately, the 4.4 Å structure (Ben-Shem et al., 2003)
does not reveal the position of PS I-N.

PS I-J is a small hydrophobic subunit with one trans-
membrane helix that is located close to PS I-F and
(Jordan et al., 2001) the N-terminus of PS I-J is located
in the stroma, the C-terminus is located in the lumen
(Fromme et al., 2001).

B. The Role of PS I-F and -N in the Docking
of Plastocyanin

Pc has been regarded the only mobile electron donor to
PS I in higher plants. Recently, a Cyt c6-like protein was
identified in higher plants (Gupta et al., 2002; Wastl
et al., 2002). Biochemical and genetic analyses sug-
gested that the Cyt c6-like protein was targeted to the
thylakoid lumen where it could replace Pc in reducing
PS I (Gupta et al., 2002). However, Weigel et al. (2003)
showed that Arabidopsis plants deleted in both of the
two Pc-encoding genes but with functional Cyt c6 could
not grow photoautotrophically because of a complete
block in light-driven electron transport suggesting that
only Pc can donate electrons to PS I in vivo.

The psaF gene was successfully inactivated in
Chlamydomonas and this confirmed that in eukaryotes
PS I-F has a role in docking of Pc (Farah et al., 1995) –
a function suggested already 26 years ago by Bengis
and Nelson (1977). Introduction of a modified PS I-F
containing the N-terminal part of Chlamydomonas
PS I-F into Synechococcus elongatus led to a large in-
crease in the rate of oxidation of Pc and Cyt c6 (Hippler
et al., 1999). Although, the lack of PS I-F had a signifi-
cant effect on Pc docking in Chlamydomonas, the algae
devoid of PS I-F were almost unaffected in photoau-
totrophic growth under normal light conditions. Only in
high light did the algae lacking PS I-F become photoin-
hibited (Hippler et al., 2000). In contrast, Arabidopsis
plants devoid of PS I-F were barely able to survive even
at low-light intensity (Haldrup et al., 2000). In plants
lacking PS I-F the electron transfer from Pc to the re-
action center of PS I was reduced to the same extent as
in Chlamydomonas.

PS I-N has been investigated with a cosuppression
approach in Arabidopsis (Haldrup et al., 1999). The
plants lacking any detectable PS I-N were essentially
indistinguishable from the wild-type in terms of growth

and photosynthesis. Careful analysis revealed a 50%
decrease in the rate of Pc oxidation and the steady-state
reduction of NADP+. The plants seemed to compen-
sate for the lower activity of PS I by increasing the
PS I/PS II ratio. Thus, plants lacking PS I-N had about
20% higher content of PS I on a chlorophyll basis. How-
ever, under conditions of sufficient light, this difference
did not result in any measurable decrease in photosyn-
thesis. Under light-limited conditions, a 10% decrease
in quantum yield of oxygen evolution was observed but
this effect was observed with plants acclimatized to a
much higher light intensity. When the antisense PS I-N
plants were grown under very low light they did not
show any growth defect. Apparently, the plants adjust
well to any nonfluctuating light condition to which they
are exposed. In general, the physiological significance
of many of the small subunits may only be apparent un-
der conditions of stress or fluctuating light. The role of
PS I-N might be mediated through a direct interaction
with Pc or through a modifying effect on PS I-F. In this
connection it is interesting to note that transgenic Ara-
bidopsis plants lacking PS I-F have a secondary loss of
PS I-N (Haldrup et al., 2000).

In cyanobacteria PS I-J interacts with PS I-F (Q
Xu et al., 1994). PS I particles isolated from a Syne-
chocystis sp. PCC 6803 mutant with deletion of psaJ
contained only about 20% of the PS I-F subunit com-
pared to the wild-type (W Xu et al., 1994). In contrast,
Chlamydomonas chloroplast transformants with an in-
activated psaJ gene contained wild-type levels of PS
I-F and were able to grow photosynthetically, while a
large fraction of mutant PS I complex displayed slow
kinetics of electron donation from Pc or Cyt c6 to P700
(Fischer et al., 1999). Thus PS I-J does not appear to
participate directly in binding of Pc and Cyt c6but plays
a role in maintaining a precise recognition site of the
N-terminal domain of PS I-F required for fast electron
transfer from Pc and Cyt c6 (Hippler et al., 2002; Hip-
pler and Drepper, this volume, Chapter 29). As PS I-J is
chloroplast-encoded and mutants are not readily avail-
able, the function of this subunit in higher plants has so
far not been analyzed. We are currently investigating
the role of PS I-J in transgenic tobacco plants lacking
this subunit (P. E. Jensen and J. Meurer, unpublished).

C. Energy Transfer and Photoinhibition

Plants lacking PS I-F were severely affected in energy
transfer from LHCI (Haldrup et al., 2000). Thus, al-
though Lhca1 and Lhca4 remain in the PS I complex,
they could not efficiently transfer energy to the reaction
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center in the absence of PS I-F. This suggests that PS
I-F in LHCI-containing plants and perhaps, also green
algae should have regions optimized for the interac-
tion with LHCI. This is in agreement with results from
electron microscopy and single particle analysis of
PS I from spinach, which show that the LHCI com-
plexes only binds to the core complex at the PS I-F
side of PS I (Boekema et al., 2001a). A direct con-
tact of PS I-F with plant light-harvesting systems had
been suggested earlier by experiments in which plant
subunit PS I-F was isolated as a chlorophyll–protein
complex with LHCI proteins (Anandan et al., 1989).
With the crystal structure of plant PS I, it has now been
proven that LHCI is in contact with PS I-F, and it was
suggested that Lhca4 is the subunit interacting directly
with PS I-F (Ben-Shem et al., 2003).

In cyanobacteria PS I-J binds three chlorophylls (Jor-
dan et al., 2001). In plant PS I-J only two chlorophylls
are bound, which are probably important for the energy
transfer between LHCI and the PS I core (Ben-Shem
et al., 2003).

The inefficiency in the peripheral antenna in plants
lacking PS I-F does not explain the severe change in
phenotype. Presumably, the lack of PS I-F lead to loss
of the stromal subunits PS I-C, -D, and -E, which is
accelerated by the generation of active oxygen at the
reducing side of PS I. This cascade of events may be
similar to the photoinhibitory effects that takes place
in plants lacking PS I-D and -E. In all these cases,
the phenotypes are much more severe than would be
expected from the cyanobacterial counterparts or from
the primary decrease in electron transport rates. Appar-
ently, plants are much more sensitive to reactive oxygen
formed at the reducing side of PS I than cyanobacteria
and even green algae. Perhaps, the difference is related,
to the compromise between transpiration and photo-
synthesis in land plants, which often results in limited
availability of electron sinks.

IV. PS I-G and -K and Interaction
with LHCI

A. Topology and Location in PS I

PS I-K is a 9 kDa subunit containing two transmem-
brane �-helices connected by a stromal loop (Jordan
et al., 2001; Mant et al., 2001). In the 2.5 Å struc-
ture of PS I from S. elongatus, PS I-K appears to be
the least ordered subunit in the PS I complex (Jordan
et al., 2001). The 4.4 Å structure of plant PS I cannot

unambiguously assign PS I-K within the PS I complex
but PS I-K is proposed to retain its cyanobacterial posi-
tion in plant PS I. This is also in agreement with cross-
linking studies with PS I of higher plants, which showed
that PS I-K only cross-links to PS I-A or -B and not to
any of the other small intrinsic subunits, suggesting
that PS I-K should be located distant from the twofold
symmetry axis (Jansson et al., 1996). PS I-G and -K
share 30% sequence identity and a similar topology
with two transmembrane helices connected by a stro-
mal loop (Mant et al., 2001; Rosgaard et al., 2005).
This is in agreement with the topology of PS I-K in
the S. elongatus structure (Fromme et al., 2001; Jordan
et al., 2001) confirming that the higher plant PS I-K
is the structural equivalent of the cyanobacterial
PS I-K.

B. The Role of PS I-G and -K in Energy
Transfer

In cyanobacteria, PS I-K clearly plays a role in proper
function of the core antenna system since PS I-K
binds two Chl a molecules and forms contacts with
carotenoids (Jordan et al., 2001). The higher plant PS
I-K binds four chlorophylls and was suggested to be
involved in binding of Lhca3 (Ben-Shem et al., 2003).
Furthermore, PS I-K is part of a contact region be-
tween the core and the peripheral antenna. In this re-
gion, the interpigment distances are sufficiently short
(10–15 Å) to allow efficient energy transfer (Ben-Shem
et al., 2003).

The involvement of PS I-K in binding of LHCI in
higher plants has been analyzed both by using antisense
suppression and disruption of the gene encoding PS I-K
(Jensen et al., 2000; Varotto et al., 2002). In both cases
it was found that the plants specifically devoid of PS
I-K have a secondary loss of ∼20–30% of the Lhca2
protein and ∼30–40% of the Lhca3 protein resulting in
a ∼15–20% reduction of the PS I antenna size (Jensen
et al., 2002). Thus, PS I-K clearly has a role in the
interaction with Lhca2 and/or Lhca3 but PS I-K is not
strictly needed for binding of these proteins since they
are still present in PS I in the complete absence of PS
I-K although in reduced amounts.

The role of PS I-G has also been analyzed in plants
in which the psaG gene expression has been either
suppressed by antisense technology or eliminated by
transposon tagging (Jensen et al., 2002; Varotto et al.,
2002). The PS I antenna size was determined from
flash-induced P700 absorption changes and it was
found that the absence of PS I-G does not affect the PS I
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antenna size, whereas in the absence of PS I-K there was
a 15–20% decrease in size (Jensen et al., 2002). More-
over, PS I-200 particles without PS I-G have a normal
content of all LHCI proteins and a Chl a/b ratio iden-
tical to wild-type PS I-200, though under mildly dena-
turing conditions a more unstable interaction between
the PS I core and the LHCI antenna was seen (Jensen
et al., 2002). It therefore seems that PS I-G is not needed
for binding and function of the peripheral antenna but
plays a role in stabilizing the peripheral antenna. Ac-
cording to the plant PS I structure, PS I-G is also part
of a contact region between the core and the peripheral
antenna located at the opposite end of LHCI compared
to PS I-K (Ben-Shem et al., 2003). Most interactions
between the core and the LHCI proteins are through
small binding surfaces at their stromal-exposed regions
but a strong interaction between a transmembrane he-
lix in an LHCI protein (suggested to be Lhca1) and
the two transmembrane helices of PS I-G is evident
from the 4.4 Å structure. It is therefore surprising that
elimination of PS I-G from plant PS I does not lead
to a more severe effect on LHCI binding and func-
tion. This suggests that binding of the Lhca1/Lhca4
dimer is mainly via direct interactions with the core
and that the interaction with PS I-G is less important for
binding.

Pigment analysis and 5 K absorption spectra of PS
I-200 particles without PS I-G indicate that the PS
I-G subunit binds one or two red-shifted β-carotene
molecules with a absorption maximum at 5 K of
∼506 nm (Ihalainen et al., 2002). There is no evidence
for chlorophyll binding to PS I-G, although the binding
of a single chlorophyll molecule cannot be excluded.
The resolution of the plant PS I structure is unfortu-
nately not detailed enough to give any further insight
into the pigment binding properties of PS I-G.

Excitation energy transfer and trapping dynamics
were analyzed in PS I-200 particles from wild-type and
mutants lacking PS I-G or -K by measuring fluores-
cence decay kinetics at room temperature (Ihalainen
et al., 2002). In both wild-type and the two mutants
two fast phases (5 and 15 psec) could, at least in part,
be attributed to the excitation equilibration between
bulk chlorophyll and red chlorophyll forms, though the
15 psec phase also contains a contribution from trap-
ping by charge separation. Two other phases (50 and
120 psec) predominantly reflect trapping by charge sep-
aration in the PS I reaction center. The trapping of exci-
tation energy that takes place within the 15 psec phase
probably arises from photons absorbed in the core an-
tenna, whereas trapping of excitation energy within the

50 psec phase is dominated by photons absorbed by
Lhca2 and Lhca3 and trapping within the 120 psec
phase is dominated by photons absorbed by Lhca1 and
Lhca4 (Ihalainen et al., 2002). In agreement with a role
of PS I-K and -G in the interaction between core and
the peripheral antenna proteins, more excitations are
trapped in the 15 psec phase and less in the 50 psec and
120 psec phases in PS I particles without the PS I-K or
-G proteins.

The exact location of the two Lhca dimers (one
Lhca1/Lhca4 dimer and one Lhca2/Lhca3 dimer) on
the PS I core is not known in detail and a resolution
of 4.4 Å does not allow unambiguous identification of
individual Lhca proteins in the LHCI part of the struc-
ture. Suppression of either Lhca2 or Lhca3 by antisense
technology clearly indicates that the contents of these
proteins are interdependent (Ganeteg et al., 2001). A
similar interdependence between Lhca2 and Lhca3 is
also indicated from work on plants devoid of PS I-K
(Jensen et al., 2000; Varotto et al., 2002). Furthermore,
removal of Lhca1 and Lhca4 also affects Lhca2 and
Lhca3, suggesting that the two Lhca dimers are adja-
cent to each other in the PS I holocomplex (Ganeteg
et al., 2001). This is in perfect agreement with the struc-
ture of plant PS I obtained by electron microscopy, in
which protein densities on the PS I-F/J side of PS I were
suggested to represent LHCI (Boekema et al., 2001a),
an observation recently confirmed by the X-ray crystal
structure of plant PS I (Ben-Shem et al., 2003).

C. A Newly Discovered Role for PS I-G in
Interaction with Plastocyanin

Plants with no detectable content of PS I-G were indis-
tinguishable from wild-type when grown under growth
chamber conditions (Jensen et al., 2002), but showed a
decrease in mean size when grown under greenhouse
conditions (Varotto et al., 2002). However, in the ab-
sence of PS I-G there was a 40% reduction of PS I on
a chlorophyll basis (Table 2; Jensen et al., 2002). This
reduced PS I content was compensated for by a more
effective PS I since the light-dependent reduction of
NADP+ in vitro was 48% higher (Jensen et al., 2002).

The location of PS I-G in the PS I complex is at the
periphery of the complex and therefore it is surprising
that PS I-G can affect the electron transport through PS
I. Most likely, PS I-G somehow affects the interaction
either with ferredoxin on the stromal side or Pc on the
luminal side. The kinetics of the Pc–PS I interaction
were analyzed by flash-induced P700 absorption tran-
sients as a function of varying concentrations of Pc. All
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Table 2. Secondary effects of removing a PS I subunit on the
other subunits in PS I. Primary removal of a subunit has been
accomplished by down-regulation using antisense,
co-suppression or RNA interference, or by gene disruption.
For references see the text

Primary
Plant line loss Secondary loss

PsaD PS I-D1
and -D2

A general reduction of PS
I-LHCI corresponding to the
residual amount of PS I-D

∼20% LCHII
PsaE PS I-E1

and -E2
40–80% loss of PS I-C, -D, -H,

and -L
PsaF PS I-F ∼80% loss of PS I-C, -D, -E, -F,

-K, -N, and -O
∼50% Lhca1 –3

PsaG PS I-G A general 40% reduction in PS I
PsaH PS I-H1

and -H2
∼50% PS I-L, ∼80% PS I-O

PsaL PS I-L ∼80 – 90% PS I-H and -O
PsaO PS I-O None
PsaN PS I-N None
PsaK PS I-K ∼30% Lhca2, ∼40% Lhca3

the rate constants of the reaction between Pc and P700
were calculated and the dissociation constant (KD) was
found to be three times higher in wild-type plants (KD =
30 μM) than in �PS I-G plants (KD = 9.7 μM), indi-
cating that the affinity of P700 for Pc is higher in the
absence of PS I-G (Zygadlo et al., 2005). Thus, PS I-G
is involved in the interaction between PS I and Pc, but
it cannot be concluded whether the interaction is direct
or indirect through an effect on the conformation of
PS I-F or -N. An interaction between PS I-G and -N is
suggested by a putative cross-linking product between
the two proteins (Jansson et al., 1996).

V. The PS I-H, -I, -L, -O side of PS I

A. Topology and Location in PS I

Cyanobacterial PS I contains the subunits PS I-L and -I,
which are located close to each other near the threefold
symmetry axis in PS I trimers (Fromme et al., 2001).
The PS I-L subunit is required for the interactions be-
tween PS I monomers in the trimers. In plants, the sit-
uation is different. First, there is no indication for the
presence of PS I trimers, and therefore PS I-L must have
a different role. Second, plant PS I contains additional
subunits PS I-H and -O, which are located in the same
region of PS I. The PS I-H subunit has been known for
a long time and topological studies have showed that

this subunit is in proximity with PS I-L and -I since
these three subunits can all be cross-linked with each
other by chemical cross-linkers (Jansson et al., 1996).
In agreement with this, a single transmembrane helix
adjacent to PS I-L has been assigned to PS I-H in the
plant PS I structure (Ben-Shem et al., 2003). The three
subunits were also shown by chemical cross-linking to
be located close to PS I-D (Andersen et al., 1992; Jans-
son et al., 1996). More recently, the subunit designated
PS I-O was discovered and identified in Arabidopsis,
barley and spinach (Knoetzel et al., 2002). Open read-
ing frames or mRNAs encoding similar proteins have
been reported in many different plant species, in mosses
and in green algae. No proteins similar to PS I-O are
present in cyanobacteria.

The proximity of the PS I-H, -L, and -O proteins has
been supported by the similarity in phenotype of knock-
out mutants (see below). In addition, the secondary loss
of one subunit as a consequence of a primary deficiency
in another subunit confirms the interaction between
these proteins (Table 2). Interestingly, the primary de-
ficiency of PS I-L has the strongest secondary effect
on the other proteins. Thus, plants down-regulated in
the PS I-L protein have only about 10–20% PS I-H
(Lunde et al., 2000) and virtually no PS I-O (Jensen
et al., 2004). In contrast, primary down-regulation of
PS I-H has a much smaller effect on PS I-O and -L
(Lunde et al., 2000), and a primary down-regulation
of PS I-O has virtually no effect on the content of PS
I-H and -L (Jensen et al., 2004). This behavior of the
three proteins fits very well with the PS I-L protein
being the most ancient and conserved subunit closest
to the reaction center and the eukaryotic PS I-H and
-O proteins being later additions located more periph-
erally in the complex. The PS I-I protein is also an-
cient but its interactions with the other subunits are
less well understood for two reasons. First, the quanti-
tative analysis of this small subunit by immunoblotting
is technically difficult, and second, no plant knock out
of the psaI gene has been investigated. The psaI gene
is located in the chloroplast and knock out of plastid
genes does not work well in plants except for tobacco.
We are currently investigating the function of PS I-
I and its interaction with other proteins in transgenic
tobacco.

PS I-H, -I, -L, and -O are all transmembrane pro-
teins. The PS I-L protein in cyanobacteria has three
membrane-spanning �-helices and the PS I-I protein
has one transmembrane helix. These two proteins are
highly conserved between prokaryotes and eukaryotes
and we can safely assume that the topology in plants
must be the same as in the cyanobacterial PS I, and at
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least the three membrane-spanning �-helices of PS I-L
are clearly resolved in the plant PS I structure (Ben-
Shem et al., 2003). PS I-H is a 10-kDa protein con-
taining one transmembrane �-helix and a 20 Å-long
helix lying parallel to the membrane (Ben-Shem et al.,
2003). The PS I-O protein has two predicted transmem-
brane �-helices separated by a luminal loop (Knoetzel
et al., 2002). The predicted topology has been con-
firmed by import experiments (Knoetzel et al., 2002).
Because PS I-O was discovered only recently, its in-
teractions with other PS I proteins have not been re-
ported. Recent experiments in our group have shown
that PS I-O can be chemically cross-linked with PS
I-L in agreement with PS I-O being located near PS
I-L (Jensen et al., 2004) but PS I-O is not present or
not resolved in the 4.4 Å plant structure (Ben-Shem
et al., 2003).

B. Involvement of the PS I-H, -I, -L, and -O
Subunits in State Transitions

A “state transition” is a mechanism that allows plants to
redistribute some of the light-harvesting antenna pro-
teins between PS II and PS I depending on light condi-
tions and metabolic requirements (Haldrup et al., 2001;
Allen, 2003). The major light-harvesting antenna of PS
II (LHCII) is composed of trimers of Lhcb1 and Lhcb2
in varying proportions. Some of the trimers appear to
be tightly associated with PS II but others are more
weakly bound and may dissociate from PS II. Under
those conditions, LHCII may then associate with PS I.
The condition in which LHCII dissociates from PS II
and associates with PS I is known as State 2 and occurs
when a reduced plastoquinone pool indicates an imbal-
ance between the two photosystems, with PS I being
limiting. The reduced plastoquinone pool leads to ac-
tivation of a kinase, which phosphorylates LHCII, and
this results in transition to State 2. The increase in PS
I antenna size and decrease in PS II antenna size will
tend to reoxidize the plastoquinone pool. The transi-
tion to State 1 takes place when the plastoquinone pool
is oxidized and involves dephosphorylation of LHCII
by a phosphatase; unlike the kinase the phosphatase
activity appears not to be redox regulated. The overall
function of state transitions is a negative feedback that
tends to keep intersystem electron transport chain in re-
dox homeostasis despite changes in light quality. Most
likely, state transitions are most important for the plant
at rather low-light intensities when light is limiting.
A function of state transitions in photoprotection has
also been proposed, but this seems less likely since re-
versible LHCII phosphorylation does not take place at

high-light intensities. State transitions could also play
a role in regulating the relative antenna size of PS I and
PS II depending on the requirement for cyclic versus
linear electron transport.

The dissociation of LHCII from PS II in State 2 has
been known for a long time and is easily detected by
fluorescence measurements. The association of LHCII
with PS I under the same conditions has attracted much
less attention. However, there is little doubt that the
antenna size of PS I increases in State 2. Until re-
cently, little was known about the point of interaction
between LHCII and PS I. Bassi and Simpson (1987)
showed that LHCII could not attach to PS I particles
from which LHCI had been dissociated with detergents
and concluded that LHCII most likely connect to PS I
via LHCI. However, the detergent treatment used to re-
move LHCI is very likely also to have removed PS I
core subunits that were not known at the time. More
recently, the PS I-H subunit was shown to be directly
involved in state transitions (Lunde et al., 2000). Ara-
bidopsis plants with co-suppression of the psaH genes
and containing almost no PS I-H showed almost com-
plete absence of state transitions. LHCII was phospho-
rylated normally by the kinase under State 2 condi-
tions but LHCII remained bound to PS II and the an-
tenna size of PS I remained the same as in State 1. The
wild-type plants in contrast showed an increase in PS
I antenna size of about 30% in State 2 compared to
State 1.

Plants lacking PS I-L also showed a decrease in state
transitions, but this decrease correlated with the sec-
ondary loss of PS I-H observed in these plants (Lunde
et al., 2000). Therefore, PS I-H was concluded to be the
subunit directly responsible for interaction with LHCII.
Subsequent studies have shown that also plants lacking
PS I-O are highly deficient in state transitions (Jensen
et al., 2004). PS I-I could possible be involved in state
transitions also, but since no PS I-I knock out has yet
been investigated in plants or in green algae, this is not
known.

The proposed binding of LHCII to PS I-H was based
on studies of mutants and a direct interaction had not
been demonstrated. However, recently we have shown
that LHCII does in fact interact physically with ex-
actly the part of PS I suggested from the mutant studies
(Zhang and Scheller, 2004). In this study, PS I parti-
cles were isolated under very mild conditions and it was
shown that LHCII could be chemically cross-linked to
PS I-H, -L, and -I. No cross-linking of LHCII to PS I-O
was found, but this does not necessarily mean that the
proteins are not in contact with each other. The studies
also showed that PS I particles isolated from mutants
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lacking PS I-H, -O, or -L had a much decreased con-
tent of LHCII and were similar to PS I particles isolated
from the wild-type in State 1.

The emerging picture from studies of the Arabidop-
sis mutants and transformants is that PS I-H, -L, -O,
and possibly -I constitute one domain, and are all re-
sponsible for state transitions. Some of the proteins
interact directly with LHCII and others may just be
required for the stability or assembly of the domain.
The PS I-L protein originally served the function of
interaction between PS I monomers in the trimers, but
in eukaryotes that function has changed to interaction
with LHCII during state transitions. In the evolution of
this changed function, the additional subunits PS I-H
and -O were acquired.

C. Pigment Binding of the PS I-H, -L, and
-O Subunits

PS I-L in S. elongatus binds three Chl a molecules
(Fromme et al., 2001) and a similar number has been
indicated for the plant PS I-L (Ben-Shem et al., 2003).
Absorbance spectroscopy of PS I isolated from anti-
sense plants down-regulated in PS I-L showed a de-
creased content of Chl a corresponding to about five
molecules per P700 (Ihalainen et al., 2002). Since PS
I in the psaL antisense plants have lost most of PS I-
H, it was suggested that PS I-L binds three chlorophyll
molecules as in cyanobacteria while PS I-H would bind
the remaining two molecules (Ihalainen et al., 2002). In
the recent plant structure, PS I-H binds only one chloro-
phyll molecule (Ben-Shem et al., 2003). Since we now
know that also the content of PS I-O is very low in
PS I from antisense psaL plants, it is therefore pos-
sible that PS I-O also bind one chlorophyll molecule.
Because down-regulation of PS I-O does not result in
secondary loss of any other subunits, absorption spec-
troscopy of PS I from PS I-O mutants should resolve
this issue. The pigments in the three subunits will of
course contribute to the total antenna of PS I. However,
we can imagine that these particular pigment molecules
are important for the energy transduction from LHCII
to P700. A high-resolution structure of eukaryotic PS
I and site-directed mutagenesis of the small proteins
will be required to determine the significance of these
pigment molecules.

D. Other Functions of the PS I-H, -I, -L, and
-O Subunits

As stated above, PS I-L is involved in trimer formation
in cyanobacteria, but this role has been lost in plants. PS

I-I is involved in the stabilization of PS I-L in cyanobac-
teria and the absence of PS I-I therefore affects trimer
formation indirectly (Xu et al., 1995). Given the conser-
vation of the PS I-L and -I proteins it seems likely that
PS I-I would have a similar stabilizing role in plants,
but whether this is the case is not known. Similarly, the
PS I-H protein has a stabilizing role on the other pro-
teins in the domain. However, this mutual stabilization
can all be seen as part of the primary function of interac-
tion with LHCII during state transitions. More interest-
ing are the additional functions of PS I-H unrelated to
state transitions. In the absence of PS I-H, steady-state
electron transport through PS I is decreased (Naver
et al., 1999). A thorough kinetic analysis is still lack-
ing but the data suggest that absence of PS I-H affects
the binding of ferredoxin. PS I-H has not been shown
to interact directly with ferredoxin but it interacts
with PS I-D, and this subunit interacts directly with
ferredoxin during electron transfer (see section II.B).
PS I-H has a relatively large stromal domain and it may
be this domain that interacts with PS I-D and stabilizes
the binding of ferredoxin. PS I-H also stabilizes the
stromal subunits PS I-C, -D, and -E directly (Naver
et al., 1999). The three stromal subunits are more
strongly bound to eukaryotic PS I than to cyanobac-
terial PS I, but in the absence of PS I-H they are easily
removed. The stabilizing effect of PS I-H on the stro-
mal subunits appear to be of minor importance in vivo,
since no degraded or inactive PS I was recovered from
transformants with a virtual absence of PS I-H (Naver
et al., 1999).

E. The Significance of the Subunits In Vivo

As mentioned above, the significance of state transi-
tions for plant growth and development has not been
completely clear. While a role in optimizing photo-
synthesis to changing light composition at low-light
intensities seems most likely, a role in photoprotection
has also been proposed. It would seem that the mutants
lacking some of the PS I subunits responsible for state
transitions would be ideal for investigating this idea.
However, a clear-cut result has been difficult to obtain.
The cosuppression of PS I-H is variable and is absent
in very young plants. Hence, the plants must be grown
to a certain size and each plant must then be tested
individually for the content of PS I-H. Obviously, this
limits the scale of growth experiments. Nevertheless,
we have grown plants lacking PS I-H or -L under a vari-
ety of constant light conditions, both low light and high
light with significant photoinhibition. In none of the
conditions could we detect any effect on plant growth
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(Lunde et al., 2003). One problem with this kind of
experiment is that the plants will quickly adjust to any
constant growth condition and the significance of an
inability to perform dynamic adjustments such as state
transitions will not be seen. Therefore, we have also
grown plants lacking PS I-H under conditions where
the light constantly varied between State 1 and State 2
or between low and high light. With variations between
low and high light the plants lacking PS I-H did produce
10% less seeds than the wild-type plants (Lunde et al.,
2003). However, it must be emphasized that the lower
seed set was not considered statistically significant.

F. The PS I-M Subunit

In cyanobacteria the PS I-M subunit is located in con-
tact with PS I-I. PS I-M is the smallest subunit in PS I
consisting of a single transmembrane helix with short
domains in the ends. Genes encoding a similar protein
have been found in various algae, including green al-
gae, and in Marchantia polymorpha but the presence
of the PS I-M protein has not been confirmed in any
eukaryote. Two psaM genes are annotated in the in-
verted repeat regions of the Pinus thunbergii chloro-
plast genome at a position corresponding to the psaM
genes in Marchantia. However, the putative PS I-M
sequences from Pinus are virtually impossible to align
with PS I-M from other species. Also, no nucleotide se-
quence from any other plant appears to encode a protein
with even remote resemblance to PS I-M. Therefore, in
our opinion there is no PS I-M protein in plants and the
genes in Pinus are most likely not expressed. It may be
imagined that the position of PS I-M in cyanobacterial
PS I has been taken over by PS I-O in plants. However,
green algae appear to contain both PS I-M and -O since
the predicted proteins are well conserved.

VI. Concluding Remarks

The subunit composition of plant PS I is essentially
known. Since an additional subunit, PS I-O, was discov-
ered relatively recently and 10 years after the discovery
of PS I-N, we should be careful in excluding the possi-
bility that there are no additional subunits. However, it
is very unlikely that there will be any major additions to
the subunit inventory of PS I. An unresolved question
is the stoichiometry of the LHCI proteins. The LHCI
content and composition in the thylakoid membranes
is somewhat variable but it is unclear how that relates
to differences in the PS I complexes. The major chal-
lenge for the future lies in an understanding of how

the subunits interact with each other, especially during
assembly and turnover and during dynamic changes in
the PS I complex. We know almost nothing about how
the PS I complex with all its cofactors is assembled
and even less about how the complex is turned over for
example after photodamage. Another major challenge
is to determine the structure of the plant PS I complex
at a higher resolution that presently available.
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Summary

This review discusses energy and electron transfer in Photosystem I (PS I) complexes by means of ultrafast time-
resolved optical techniques. In particular, this article addresses directly observable initial (sub)picosecond electronic
excitation equilibration among different antenna chlorophyll forms and energy trapping by the charge separation
process followed by picosecond electron transfer to the secondary electron acceptor A1. There is still no general
agreement on the energy trapping classification in PS I; the validity of diffusion-limited, trap-limited, and mixed-
energy trapping models is tested against the available experimental data. Ultrafast experiments on branch-specific
complementary mutants of the reaction center open the unique possibility of differentiating between the two highly
symmetrical branches of the reaction center, revealing the directionality of electron transfer in PS I. Finally, the
most recent optical data questions the conventional sequence of electron transfer steps, and suggests the intriguing
possibility that one additional intermediate radical pair may exist that was not previously observed.

I. Introduction

A. General Remarks

Photosystem I (PS I) is a chlorophyll–protein com-
plex that uses light energy to reduce ferredoxin in
cyanobacteria and plants (Brettel, 1997). The primary

∗ Author for correspondence, email: sergei@physics.purdue.edu

events triggered by light absorption in the core
antenna–reaction center of PS I complexes have been
intensively studied by ultrafast spectroscopy since the
mid-1980s (van Grondelle et al., 1994). Recent deter-
mination and subsequent refinements of the X-ray crys-
tal structure of the PS I core antenna–reaction center
(RC) complex from the cyanobacterium Synechococ-
cus elongatus (Krauß et al., 1993, 1996; Klukas et al.,
1999; Jordan et al., 2001) and from a higher plant

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 155–175.
C© 2006 Springer.
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Fig. 1. Arrangement of the pigments and iron–sulfur cofactors within the PS I core complexes from Synechococcus elongatus.
(A) Side view. (B) Top view (Jordan et al., 2001).
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Fig. 2. Arrangement of electron transfer cofactors in PS I (Jordan et al., 2001).

(Ben-Shem et al., 2003) has prompted a resurgence
of interest in primary processes in PS I and made
structure-based modeling of energy and electron trans-
fers possible in this photosynthetic complex. These
simulations, while leading to a deeper molecular un-
derstanding of the structure–function relationships in
PS I, rely heavily on the available experimental data on
the dynamics of the modeled processes. Energy trans-
fer, charge separation, and primary electron transfer
(ET) steps in PS I all occur competitively during the
first 20–50 psec after absorption of a photon and can
be best monitored by means of ultrafast optical spec-
troscopy.

In this chapter, we summarize investigations of the
ultrafast dynamics of electronic energy transfer from

Abbreviations: Chl – chlorophyll; DAS – decay-associated spec-
trum; ESA – excited state absorption; ET – electron transfer;
PB – photobleaching; PS – photosystem; RC – reaction center;
SE – stimulated emission.

the PS I antenna to the PS I RC followed by rapid
charge separation and the first electron transfer step.

B. The Structure of the PS I Complex

According to the latest X-ray data, the cyanobacterial
PS I core complex contains one chlorophyll (Chl) a′ and
95 Chl a pigments, which are coordinated by several
protein subunits (Jordan et al., 2001; see Fromme and
Grotjohann, this volume, Chapter 6). Most of the pig-
ments function as light-harvesting antenna, capturing
light excitation and transferring it to the RC located
in the middle of the PS I complex. The antenna pig-
ments are arranged in a quasielliptical manner (Fig. 1A)
around the reaction center with the only hint of pseudo-
C2 symmetry. The side view (Fig. 1B) reveals that 79
of all identified Chls form two distinct layers near and
parallel to the stromal and lumenal membrane surfaces,
respectively. The RC is located in the middle of the
complex and is comprised of six Chl cofactors (Fig. 2):
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Fig. 3. Steady-state absorption (solid line) and (P700+− P700)
absorption difference spectrum (dashed) of PS I core complexes
from Synechocystis sp. at room temperature.

the primary electron donor P700 (a heterodimer of Chl
a′ and a denoted as eC-A1 and eC-B1, respectively),
two accessory Chls (eC-B2 and eC-A2), and two chloro-
phylls denoted as eC-A3 and eC-B3, of which one or
both are believed to serve as primary electron accep-
tor A0. According to the conventional model, in the
PS I RC, primary charge separation leads to the re-
duction of A0, creating the radical ion-pair P700+A−

0 .
The unpaired electron migrates first to the phylloqui-
none secondary acceptor A1 (QK-A and/or QK-B), then
to the [4Fe–4S] center FX, and finally to the terminal
iron–sulfur centers FA and FB before being transferred
to ferredoxin (Brettel, 1997; Brettel and Leibl, 2001).

The mean distance from any of the antenna pig-
ments to its nearest neighbor in the PS I core com-
plex is 9.9 Å, and the average distance to the second-
and third-nearest pigments are 12.2 and 14.3 Å, re-
spectively. Such close proximity of antenna pigments
to each other ensures rapid and efficient excitation en-
ergy equilibration between antenna pigments and exci-
tation transfer to the RC. A simple estimate based on
the Förster energy transfer theory (Struve, 1995) pre-
dicts that the single-energy transfer step between the
neighboring pigments in PS I occurs in 100–200 fsec.
The overall lifetime of electronic excitation in the an-
tenna has been shown to be ∼20–60 psec depending on
the species (Holzwarth et al., 1998; Karapetyan et al.,
1999; Gobets and van Grondelle, 2001; Melkozernov,
2001), which implies that ∼100 single-energy trans-
fer steps occur before the electronic excitation reaches
the RC and gets trapped, forming the P700+A−

0 charge
separated state. Experimental observation of each in-

dividual energy transfer step in such a complex system
is impossible; instead, only a small number of average
kinetic processes can be distinguished.

Optical transition energies of Chl a pigments in PS I
strongly overlap—the Qy absorption band measured
for PS I complexes is ∼30 nm wide (Fig. 3), while an
individual Chl a molecule yields an absorption band
which is only three times narrower at room temperature.
Such spectral congestion, combined with uncertainties
in optical transition energies, further complicates de-
tailed analysis of experimental data and modeling of
the energy transfer process in PS I. The exact transi-
tion energies have only been measured for the special
pair P700 and the primary electron acceptor A0. The
former is characterized by a broad (∼30 nm fwhm) ab-
sorption band centered at ∼700 nm, and the latter has
been measured to absorb at ∼686 nm and has an ab-
sorption bandwidth of ∼10 nm (Hastings et al., 1994b;
Savikhin et al., 2001). Spectral positions of other Chls
have recently been derived using structure-based the-
oretical simulations (Byrdin et al., 2002; Damjanovic
et al., 2002), though these predictions could not be ex-
perimentally verified. One of the striking features of
all PS I complexes is the presence of a relatively small
number of Chls that absorb at energies lower than that of
the primary electron donor P700 (Shubin et al., 1991;
Wittmershaus et al., 1992; van der Lee et al., 1993;
Gobets et al., 1994; Pålsson et al., 1996, 1998; Melkoz-
ernov et al., 2000; see Karapetyan et al., this volume,
Chapter 13). Although the number of these low energy
Chls is small, they have a pronounced effect on the
overall energy transfer and trapping process since an
energy transfer from these “red” pigments to the pri-
mary electron donor P700 occurs uphill and is therefore
relatively slow.

The primary charge separation in PS I is followed by
a rapid electron transfer step from A−

0 to the secondary
electron acceptor A−

1 . The intrinsic rate of this elec-
tron transfer step (∼0.03–0.1 psec−1)is comparable to
the antenna lifetime and cannot be directly observed in
experiments. The formation of P700+A0A−

1 concludes
the sequence of events, which can be monitored by ul-
trafast spectroscopy techniques. The subsequent elec-
tron transfer steps occur on a time scale of >10 nsec
and will be not addressed in this chapter.

II. Ultrafast Optical Spectroscopy
Techniques

During past decades, energy and electron trans-
fer in PS I have been studied by several ultrafast
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spectroscopy techniques: pump–probe absorption
spectroscopy (Holzwarth et al., 1993; Kumazaki et al.,
1994a; Hastings et al., 1994b; Hastings et al., 1995b;
Melkozernov et al., 2000; Savikhin et al., 2000;
Kumazaki et al., 2001; Savikhin et al., 2001; Müller
et al., 2003), single-photon counting (Werst et al., 1992;
Holzwarth et al., 1993; Turconi et al., 1993; Pålsson et
al., 1995), fluorescence upconversion (Du et al., 1993;
Kennis et al., 2001), and synchroscan streak camera
techniques (Gobets et al., 2001).

In a typical pump–probe absorption experiment, a
short laser pulse (pump pulse) is used to excite one
of the pigments (typically Chl) within the PS I com-
plex. As the pigment is promoted into an excited state
the absorption spectrum of the whole PS I complex
changes, reflecting the optical properties of the excited
molecule. The resulting difference between the absorp-
tion spectrum before excitation and that after excita-
tion (�A) is then probed as a function of wavelength
and time by a second light pulse (probe pulse). When
the excitation energy is transferred between spectrally
distinct molecules or is trapped, the dynamics of this
process is reflected in the dynamics of the �A sig-
nal. There are three major contributions to the ab-
sorption difference signal when a molecule is excited:
photobleaching (PB) of the original absorption spec-
trum of the excited molecule, excited state absorp-
tion (ESA) that arises from the transitions in the ex-
cited molecule to higher excited states, and stimulated
emission (SE) due to the stimulated transition from
the excited state to the ground state of the excited
molecule. These three components of the �A signal
are superimposed on each other and, in general, can-
not be measured independently in a pump–probe ex-
periment. The time resolution of a modern ultrafast
pump–probe spectrometer is determined only by the
duration of the laser pulse and can be better than 100
fsec—a resolution sufficient to resolve a single-energy
transfer step in PS I. The sensitivity of the �A sig-
nal to both the ground and excited state populations
allows not only detection of excitation energy trans-
fer dynamics, but also electron transfer kinetics which
involve optically visible cofactors such as P700, A0,
and phylloquinone A1 (the latter has a distinct absorp-
tion band at ∼380 nm). However, the primary electron
transfer steps occur within the same time range as ex-
citation energy transfer processes, and separating the
signals due to the different processes is not straightfor-
ward.

Single-photon counting, fluorescence upconversion,
and synchroscan streak camera techniques all detect
transient fluorescence and therefore can monitor only

the dynamics of optically active excited states. The
main difference between these methods lies in their
light sensitivity and time resolution. Single-photon
counting and the synchroscan streak camera can both
work with very low fluorescence intensities, but their
time resolution is limited to ∼10 and ∼1 psec, re-
spectively. In contrast, fluorescence upconversion tech-
niques can deliver time resolution better than 100 fsec,
but have poor light sensitivity due to the non-linear
process utilized in the detection scheme.

A single PS I complex contains a coupled network
of 96 Chls. Under natural sunlight intensities, a single
Chl molecule gets excited less than 10 times per second,
and there is never more than one excitation at a time in
a single PS I complex. Creating two or more excitations
in a PS I complex in experiments utilizing short laser
pulses may lead to an effect called singlet–singlet anni-
hilation (van Grondelle, 1985; Valkunas et al., 1995b;
Gobets and van Grondelle, 2001), which can seriously
distort experimental data. Due to efficient energy trans-
fer, two excitations can collide at a single chlorophyll,
promoting it to its second excited state. The follow-
ing rapid internal conversion to the lowest excited state
effectively quenches one of the excitations, adding a
nonphysiological component to the measured signal.
Alternatively, even if one of the excitations is trapped
in a normal way and initiates electron transfer, the ox-
idation of P700–P700+ effectively closes the normal
physiological trapping path for the second excitation,
resulting in similar artifacts in the measured transient
signal. It was shown, for example, that under intense ex-
citation conditions when 4–8 excitations were created
per a single PS I complex, annihilation shortened the
natural excitation lifetime in the antenna from 20–30 to
4–5 psec (Hastings et al., 1994b). Due to the probabilis-
tic nature of the excitation process, it is not sufficient
to simply match the number of absorbed photons to the
number of complexes in the same volume. One can eas-
ily show that the ratio of excitations in multiple excited
complexes to the total number of excitations is given
by nmult/ntot = 1 − (1 − p)N−1, where N = 96 is the
number of molecules in a single complex, and p is the
absolute fraction of excited Chl molecules. In the case
of p = 1/96 (i.e., one excitation is created per single
complex on average), the fraction of multiple excita-
tions contributing to annihilation artifacts is 63%. To
keep this fraction below 10%, each laser shot should
excite not more than one out of ∼10 PS I complexes.
In practice, this implies that excitation pulse energies
must be of the order of a nJ and the detection system
should be capable of detecting absorption changes �A
smaller than 10−3.
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Fig. 4. Two different perspectives of �A versus time and wavelength surfaces for PS I core complexes from Synechocystis sp.
measured at room temperature upon excitation at 660 nm.

Excitation trapping in the PS I complex switches the
special pair from the neutral P700 state to the oxidized
P700+ state, often referred to as the open and closed
states of the RC (or PS I), respectively. When the RC
is in a closed state, the normal charge separation func-
tion of PS I is disrupted and electronic excitation in
the PS I antenna is quenched by a nonphysiological
process. To avoid this, sufficient time must be allowed
between the consequent excitation pulses to ensure full
recovery of the RC to its open state, or, alternatively,
a sample should be physically circulated through the
laser beam rapidly enough to ensure that every light
pulse excites fresh complexes with open RCs. It has
been shown that recombination between P700+ and
the reduced terminal acceptor [FA/FB]− occurs within
45 msec (Hiyama and Ke, 1971). However, after each
excitation, a fraction of electrons on the terminal elec-
tron acceptors are scavenged from the PS I complexes
(Diaz-Quintana et al., 1998) before recombination can
occur, and in the absence of an external reductant, all
PS I complexes soon switch to the closed RC state
and can remain in that state for hours. Addition of
20 mM of sodium ascorbate provides an alternative
channel for P700+ reduction through direct electron
donation from ascorbate, which occurs with 120 sec
kinetics (Savikhin et al., 2001). Addition of 150 μM
phenazine methosulfate along with the ascorbate fur-
ther shortens this reduction time to ∼2 msec (Byrdin et
al., 2000), limiting the excitation pulse repetition rate
to <500 Hz for static samples. Higher laser pulse repeti-
tion rates require the use of spinning samples (Savikhin
et al., 1993) or flow cells and allow pulse repetition

rates in the range of 1 – 100 kHz, resulting in higher
sensitivity of the experimental setup.

III. Ultrafast Spectroscopy of PS I Core
Complexes

Figure 4 shows the three-dimensional plot of �A mea-
sured by optical pump–probe techniques for PS I core
complexes from Synechocystis sp. PCC 6803 at room
temperature as described in detail in (Savikhin et al.,
2000). The �A signals were inverted to ease visual
perception of the three-dimensional surface. In this
experiment, PS I trimeric complexes were excited by
∼100 fsec long pulses into the blue edge of Qy absorp-
tion band at 660 nm (Fig. 3), and the absorption changes
were probed by a second ∼100 fsec pulse across the
entire PS I Qy absorption band as a function of the time
delay between pump-probe pulses. The initial PB sig-
nal created by excitation at 660 nm rapidly (<1 psec)
transforms into a strong PB maximum at ∼685 nm,
which roughly corresponds to the PS I absorption max-
imum in the steady-state spectrum (Fig. 3) and is an
indication of a rapid subpicosecond excitation energy
transfer to the most numerous Chl a pigments, which
absorb in this spectral region. The time-dependent �A
signals probed at wavelengths above 700 nm maximize
∼3 psec after initial excitation, reflecting much slower
energy transfer to red-most Chl pigments. The slow ki-
netics of the latter process is a natural consequence of a
small number of red-most Chls—many single-transfer
steps are required before excitation can “find” those
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pigments. Excitation equilibration is essentially com-
plete a few psec after excitation and the subsequent
changes in �A signal reflect the excitation energy trap-
ping by the special pair and the formation of the P700+

state. At times >50 psec after excitation the energy
transfer and charge separation processes are essentially
complete with an electron residing on phylloquinone
A1, the �A signal at its residual value and its spectral
shape mimicking that of the (P700+− P700) difference
spectrum shown in Fig. 3. Since phylloquinone and iron
sulfur cluster do not absorb in the Qy region of Chl, the
consequent nanosecond electron transfer from A1 to
FX is not expected to directly induce any changes in
the time-dependent �A signals. However, noticeable
nanosecond-scale changes in �A signals have been re-
cently detected (Savikhin et al., 2001) and attributed to
an electrochromic shift of the absorption bands of a few
antenna Chls in the changing electric field of the extra
electron moving from A1 to FX (Dashdorj et al., 2004).

The �A dynamics measured in pump-probe experi-
ments is a result of tens or even hundreds of individual
energy transfer steps (hops). A detailed model of en-
ergy transfer would require consideration of ∼104 en-
ergy transfer channels between all possible excitation
donor-acceptor pairs formed from PS I antenna Chls.
It would be impossible to extract reliable information
about every single-energy transfer step from the mea-
sured �A profiles. Instead, the kind of data shown in
Fig. 4 is often analyzed in terms of decay-associated
spectra (DAS). In this analysis, the experimental time-
dependent �A slices at all wavelengths are fitted glob-
ally with a small number of exponential components.
The decay times � i (or rates ki = 1/� i ) for each compo-
nent are assumed to be wavelength-independent, while
the amplitudes Ai are optimized independently for each
individual time-dependent �A profile and the data is
fitted using the following equation:

�A(�, t) =
N∑

i=1

Ai (�)e− t
�i , (1)

where � is the probe pulse wavelength, and N is the
number of decay components used to fit the data. In
this model, each decay component is characterized by
a unique wavelength dependent DAS Ai (�).

Figure 5 shows DAS obtained by global analysis
of the pump–probe data presented in Fig. 4 (Savikhin
et al., 2000). A good fit to the time-dependent pro-
files at all wavelengths could be obtained with a set
of only four exponential components with decay times
530 fsec, 2.3 psec, 23.6 psec and a slow >1 nsec com-
ponent that could not be resolved in the 200 psec time
frame of the experiment.

Fig. 5. Decay-associated spectra (DAS) from global analysis of
the data shown in Fig. 4: 0.53 psec ( ), 2.3 psec (n), 23.6 psec (5 ),
and long component (w). The solid positive line with no symbols
represents scaled down steady-state absorption spectrum of PS
I for a reference (Savikhin et al., 2000).

A. Excitation Energy Equilibration in the
PS I Antenna

1. Subpicosecond Equilibration Among
Bulk Chls

The 530 fsec DAS (Fig. 5) has a negative amplitude at
∼670 nm, which represents a PB/SE decay and reflects
the decrease of excited Chl a molecules absorbing at
the blue edge of the PS I absorption band. This de-
cay is mirrored by a PB/SE rise occurring at ∼690 nm
that has the same absolute amplitude and kinetics and
represents a simultaneous increase in the number of ex-
cited Chl molecules absorbing at longer wavelengths.
Such sigmoidal DAS is a typical signature of a downhill
energy transfer. Thus, the 530 fsec component arises
from spectral equilibration between bulk Chl forms ab-
sorbing at ∼670 and those absorbing at ∼690 nm. A
similar subpicosecond energy equilibration component
of 360–500 fsec has been revealed by several groups
using pump–probe spectroscopy (Melkozernov et al.,
2000; Gibasiewicz et al., 2002), as well as fluorescence
upconversion (Kennis et al., 2001) for PS I core com-
plexes from Synechocystis sp., Synechococcus elonga-
tus and Chlamydomonas reinhardtii. Recently, Müller
et al. (2003) performed a global analysis of the data sim-
ilar to the one shown in Fig. 4 for PS I core complexes
from C. reinhardtii in terms of a lifetime density map
with the number N = 70–100 in Eq. (1) (Croce et al.,
2001), and found that it revealed two subpicosecond
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components (300 and 800 fsec) in the initial energy
equilibration dynamics.

Since the individual energy transfer hops are pre-
dicted to be in the order of 100–200 fsec, the observed
300–800 fsec equilibration requires in average 2–8 el-
ementary energy transfer steps. Inability to distinguish
a shorter component in isotropic experiments indicates
that the first energy transfer step occurs predominantly
between Chl molecules with similar optical properties
(i.e., with similar absorption and emission spectra) and
therefore does not lead to detectable spectral changes in
�A or fluorescence signals. However, energy transfer
between spectrally equivalent molecules with drastic
orientations of optical transition moments could be re-
vealed by studying the time-dependent anisotropy r (t)
of �A or fluorescence signals after exciting a sample
using polarized light pulses:

r (t) = S||(t) − S⊥(t)

S||(t) + 2S⊥(t)
, (2)

where S||(t) and S⊥(t) are �A or fluorescence signals
detected with light polarization parallel or perpendic-
ular to that of the excitation pulse. Using anisotropic
fluorescence upconversion techniques the single step
transfer in the PS I core antenna complex was mea-
sured to be between 100 and 200 fsec (Du et al., 1993;
Kennis et al., 2001). The presence of a similar fast com-
ponent in pump–probe anisotropies at 680 nm was also
indicated in (Savikhin et al., 1999b), but the decay time
of that component was not quantified.

2. Picosecond Equilibration with
Red Chl Forms

The 2.3 psec DAS (Fig. 5) has a bimodal shape similar
to the 530 psec DAS and is attributed to the energy
equilibration between the bulk Chls and the “red” Chls
absorbing at ∼710 nm. It is no surprise that energy
transfer to these Chls takes so long as their number
is small and 10–20 single-energy transfer hops are re-
quired for the excitation to “find” a red Chl.

The number of red Chl forms in PS I complexes and
their spectral positions have been found to be species-
dependent (Shubin et al., 1991; Wittmershaus et al.,
1992; van der Lee et al., 1993; Gobets et al., 1994,
2001; Pålsson et al., 1996). This leads to a wide spread
of picosecond energy equilibration times resolved for
PS I complexes in different organisms. There is no clear
agreement on the number of red Chl forms in PS I com-
plexes from Synechocystis sp. Gobets et al. proposed
that there is only one red form absorbing at 706 nm
(Gobets and van Grondelle, 2001; Gobets et al., 2001).
This is consistent with the single red absorption band

observed in low-temperature steady-state absorption
spectra of PS I complexes (Rätsep et al., 2000; Gobets
et al., 2001) as well as with the single 2.3 psec DAS
component (Fig. 5) associated with energy equilibra-
tion between bulk and red antenna Chls. A similar
single-energy equilibration component of 2–5 psec
was reported by several groups using various ultra-
fast optical techniques (Hastings et al., 1995b; Turconi
et al., 1996; Melkozernov et al., 2000; Gobets et al.,
2001). However, hole burning experiments performed
by Hayes et al. (2000) suggested the presence of two
distinct red Chl spectral forms absorbing at 706 and
714 nm, respectively. Savikhin et al. (1999b) also re-
ported the presence of two energy equilibration com-
ponents (2 and 6.5 psec) in DAS of PS I complexes.
However, the latter results were obtained on PS I com-
plexes with closed reaction centers, and the presence
of the second energy equilibration component was not
confirmed in the later experiments on complexes with
open RCs (Savikhin et al., 2000).

A single-energy equilibration component of ∼2 psec
was also recently reported for PS I complexes from
C. reinhardtii (Gibasiewicz et al., 2002; Müller et al.,
2003). The absorption spectrum of PS I complexes
from C. reinhardtii shows the least content of red Chls
as compared to the PS I complexes from other species
(Gibasiewicz et al., 2002).

PS I complexes from Synechococcus elongatus and
Spirulina platensis each, exhibit two distinct forms of
red Chls (Gobets et al., 2001) and as a result two differ-
ent equilibration components were observed, with life-
times ∼4 and 10–15 psec (Gobets et al., 2001; Kennis
et al., 2001).

The rate of energy equilibration between the bulk
antenna Chls and the red Chl forms is clearly depen-
dent on the energy gap between excited states of the
antenna and that of the red Chls—larger energy gaps
lead to slower equilibration times. The longest equili-
bration time of 15.1 psec was reported for the Spirulina
platensis trimeric core complex (Gobets et al., 2001),
which contains red Chls absorbing at wavelengths as far
as 740 nm. Equilibration with the 708 nm Chl spectral
forms in the same complexes occurs within 4.3 psec.
This trend is qualitatively consistent with the Förster
energy transfer theory, which predicts lower transfer
rates as the spectral overlap between donor and accep-
tor molecules decreases.

B. Excitation Energy Trapping

The shape of the 23.6 psec DAS (Fig. 5) is consis-
tent with the overall decay of a population of excited
Chls in PS I antenna caused by excitation trapping at



Chapter 12 Ultrafast Optical Spectroscopy 163

the reaction center and the formation of P700+ as a
result of charge separation. While the 23.6 psec DAS
exhibits considerable PB/SE decay amplitude in the red
antenna Chl spectral region (>700 nm), it also shows an
intense signal at 680–690 nm, overlapping the positive
segments of 530 fsec and 2.3 psec DAS. Bulk → red
antenna transfers are thus not irreversible; a dynamic
equilibrium is reached among the red Chl forms and the
bulk antenna. Similar conclusions have been reported
by other groups (e.g., Owens et al., 1988; Holzwarth et
al., 1990; Werst et al., 1992; Hastings et al., 1995a).

The excitation trapping time was shown to be
species-dependent. A trapping time of 20–25 psec was
measured for PS I complexes from both Synechocys-
tis sp. and C. reinhardtii (Hecks et al., 1994; Hast-
ings et al., 1994a; DiMagno et al., 1995; Hastings
et al., 1995b; Turconi et al., 1996; Gobets et al., 1998b,
Melkozernov et al., 1998a, 2000; Savikhin et al., 2000;
Gobets and van Grondelle, 2001; Gobets et al., 2001;
Gibasiewicz et al., 2002). A somewhat longer trapping
time of 30 psec was reported by Melkozernov et al.
(1997) for C. reinhardtii. PS I complexes from Syne-
chococcus elongatus exhibit trapping times of 30–38
psec (Holzwarth et al., 1993; Byrdin et al., 2000; Gob-
ets et al., 2001; Kennis et al., 2001). The longest energy
trapping times of 38–69 psec have been observed in PS
I core complexes from Spirulina platensis (Karapetyan
et al., 1997; Gobets et al., 2001). The increase in en-
ergy trapping time in these species correlates with the
increased content of red Chl forms combined with the
larger spectral shifts of these forms with respect to the
energies of the bulk Chls and is consistent with the
Förster energy transfer theory.

The validity of the 20–25 psec component assign-
ment to the energy trapping process in C. reinhardtii
(and perhaps in other species) was recently questioned
by Müller et al. (2003). In this work, the authors used a
pump–probe technique to obtain data similar to those
shown in Fig. 4, but extended the range of probe wave-
lengths up to 760 nm and analyzed the data in terms
of a lifetime density map. The analysis revealed a new
component at 6–9 psec which is especially pronounced
at wavelengths above 720 nm, and a longer compo-
nent of ∼20–30 psec similar to the one conventionally
assigned to the energy trapping process. The authors
proposed that the newly discovered 6–9 psec compo-
nent is the dominant energy trapping time due to charge
separation, and that the longer lifetime represents the
consequent electron transfer process, and not trapping
as suggested by earlier papers. The new data also sug-
gest that the conventional electron transfer sequence
needs to be revised and a new intermediate radical pair
state introduced into the kinetic model (see sections

“C” and “V” below for further discussion). The new
energy/electron transfer kinetic model is intriguing but
its validity still needs to be tested by independent ex-
periments.

The DAS of the long >1 nsec component (Fig. 5)
represents the P700+ state that is formed as a result of
energy trapping and that has a lifetime many orders of
magnitude longer than the time window span covered
by ultrafast optical experiments. This DAS coincides
with a �A spectrum measured at a fixed 200 psec de-
lay and is almost superimposable on the steady-state
spectrum of the (P700+− P700) difference spectrum
shown in Fig. 3. Slight differences between the steady-
state (P700+− P700) and the �A spectrum measured
at a fixed 200 psec delay as observed in (Savikhin et
al., 2001) were explained by the presence of the electric
field of an extra electron, which still resides on the sec-
ondary electron acceptor A1 200 psec after excitation
and causes a slight electrochromic shift of the absorp-
tion bands of the Chls positioned near A1 (Dashdorj
et al., 2004).

High quantum efficiency of the photosynthetic pro-
cess implies that the main excitation quenching mecha-
nism in PS I is charge separation initiated when the elec-
tronic excitation reaches the special pair. Once charge
separation is complete, the special pair switches into
its closed (or oxidized) P700+ state and one should ex-
pect the excitation lifetime in the antenna to increase
substantially (up to the free Chl fluorescence lifetime
of ∼4.5 nsec) as the physiological quenching mecha-
nism by charge separation would be blocked. However,
extensive evidence suggests that the antenna kinetics
are essentially unaffected by the P700 oxidation state
(Nuijs et al., 1986; Shuvalov et al., 1986; Owens et al.,
1988; Klug et al., 1989; Holzwarth et al., 1993; Tur-
coni et al., 1993; Hastings et al., 1994b; Dorra et al.,
1998; Savikhin et al., 2000), and only a slight change in
fluorescence quantum yield and fluorescence lifetime
for the PS I complex in the closed state was observed
(Ikegami, 1976; Telfer et al., 1978; Trissl, 1997; Byrdin
et al., 2000). On this basis, the oxidized electron donor
P700+ is widely considered to be as good a quencher
as the reduced donor P700, although neither the rea-
son nor the physiological significance for this are yet
understood. The similarity of antenna kinetics in open
and closed PS I complexes opens the unique possi-
bility of comparing the dynamics of excitation in two
well-defined redox states of P700, and this strategy has
been used by several groups to obtain important infor-
mation on various aspects of the energy and electron
transfer (Shuvalov et al., 1986; Hastings et al., 1994b;
White et al., 1996; Byrdin et al., 2000; Savikhin et al.,
2001).



164 Sergei Savikhin

Excitation energy trapping by photosynthetic re-
action centers is often discussed in terms of
“diffusion-limited” or “trap-limited” models (Amesz
and Neerken, 2002). In the case of the diffusion-limited
model (also called transfer-to-trap-limited model) the
rate of trapping is determined only by the rate of diffu-
sion of the excitation energy through antenna pigments
to the trap (reaction center), which will only occur if
the trap is fully irreversible, i.e., excitation, once trans-
ferred to the trap, will not be able to escape back to the
antenna. In contrast, the trap-limited model implies that
the reaction center is visited by an excitation several
times before trapping occurs and the rate of trapping
would therefore depend primarily on the trap efficiency.

There is currently no clear agreement on the classi-
fication of energy trapping in PS I complexes. On the
basis of experimental data and kinetic modeling, sev-
eral groups argued that the excitation-trapping process
in PS I complexes is essentially trap-limited (Holzwarth
et al., 1993; Turconi et al., 1993; Hastings et al., 1994a;
Kumazaki et al., 1994b; Laible et al., 1994, White et al.,
1996; Melkozernov et al., 1997; Beddard, 1998; Dorra
et al., 1998). To test the dependence of the energy-
trapping rate on the trap efficiency, Melkozernov et al.
(1997, 1998b) introduced a site-specific substitution of
His-656 residue of PsaB subunit for Asp in the PS I
core complexes from C. reinhardtii. According to the
X-ray structure, the His-656 residue is an immediate
ligand to one of the Chls in the special pair and its sub-
stitution leads to an increase in redox potential of P700
(Webber et al., 1996) and a change in the P700 pho-
tooxidation spectrum. The change in redox potential
could cause a decrease in the free energy gap between
the primary donor excited state P700∗ and the primary
charge separated state P700+A−

0 , resulting in lower trap
efficiency (slower intrinsic charge separation rate). The
authors observed the doubling of trapping time in the
mutant (∼65 psec) as compared to that in wild type PS I,
which is consistent with the trap-limited model of en-
ergy transfer. However, due to spectral congestion, di-
rect measurement of the intrinsic charge-separation rate
in PS I is a challenging task, and one cannot exclude
the possibility that the slow excitation trapping rate ob-
served in the mutant may have been caused by the de-
creased spectral overlap of the primary electron donor
P700 with the surrounding antenna.

Back-transfer of excitation from P700∗ to the an-
tenna is also an indicator of a trap-limited process
and has been reported by several groups. White et al.
(1996) excited PS I complexes from higher plants at
708 nm in an attempt to create the P700∗ state di-
rectly and observe the consequent formation of P700+,

but were forced to conclude that energy transfer from
P700∗ to the antenna is faster than the intrinsic pri-
mary charge separation time, which was estimated to be
∼1.3 psec. Kumazaki et al. (1998, 2001) studied PS I
complexes from higher plants containing only 12–13
Chls per special pair, with the majority of the antenna
Chls removed chemically. Both fluorescence upcon-
version and absorption pump–probe experiments indi-
cated that at least half of the excitations created initially
on the special pair escape into the remaining pool of
antenna Chls instead of being trapped by the charge
separation process. The intrinsic charge-separation
time was estimated to be ∼1.3–2 psec, while the ex-
citation back-transfer component of ∼0.3 psec was
observed in fluorescence upconversion experiments
(Kumazaki et al., 1998), and an even shorter ∼0.1 psec
process was detected in the later study using absorp-
tion pump–probe techniques (Kumazaki et al., 2001).
However, the latter 0.l psec process could be caused by
coherent nuclear vibration of P700∗, and the presented
pump–probe data was in general more consistent with
the back-transfer rate being almost equal to the intrin-
sic charge separation rate. It should be noted here that
chemically treated PS I complexes are not equivalent to
native complexes, as the removal of a significant num-
ber of antenna Chls would necessarily alter the dynam-
ics of the energy equilibration process between antenna
Chls and the special pair and may also lead to structural
damage of these pigment–protein complexes.

The independence of the effective excitation trap-
ping time on the excitation wavelength (see, e.g.,
Pålsson et al., 1998; Melkozernov et al., 2000) is also
indicative of the trap-limited description of excitation
dynamics in PS I.

An alternative transfer-to-trap-limited model of en-
ergy trapping in PS I was proposed by several groups
(van Grondelle et al., 1994; Valkunas et al., 1995a;
Croce et al., 1996; Jennings et al., 1997; Trissl, 1997;
Gobets et al., 1998a,b; Pålsson et al., 1998). The
transfer-to-trap-limited model implies that while Boltz-
mann equilibration within the antenna is reached, there
is no equilibrium between the antenna and the RC. As a
criterion for the Boltzmann equilibrium, the so-called
Stepanov–Kennard relation was applied to study the
extent of thermal equilibration in PS I-200 particles
from higher plants (Croce et al., 1996; Jennings et al.,
1997). It was found that the fluorescence yield observed
in the experiment was lower than calculated according
to the Stepanov–Kennard relation. This was interpreted
as an indication that the excitation is trapped by the RC
faster than excitation equilibration can be established.
However, care should be taken when applying these
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results to the core complexes as the PS I-200 particles
still contain the outer light-harvesting antenna complex
(LHCI), which slows down the overall trapping process.
Pålsson et al. (1998) used a similar thermalization ap-
proach to study PS I core complexes from Synechococ-
cus elongatus and suggested that at low temperatures
the rate of primary charge separation is much faster
than the back-transfer of the excitation energy from
P700∗ to the neighboring antenna pigments. They also
proposed that at room temperature ∼50% of photo-
chemical trapping might occur from the red pigments
to P700, in which case the latter energy transfer pro-
cess would represent a bottleneck process. Gobets et al.
(1998a,b) modeled time-resolved fluorescence data ob-
tained for PS I core complexes from Synechococcus
elongatus and Synechocystis sp. and suggested that the
slow energy transfer from the red pigments located on
the periphery of the complex limits the trapping.

Drastically different conclusions reached by various
groups on the classification of energy transfer process
in PS I complexes are based on essentially similar ex-
perimental data. The key factor preventing unanimous
agreement in the interpretation of the experimental data
is the complexity of the system. Even though the struc-
ture of PS I has been determined to high precision, the
spectral positions of most of the Chls constituting the
PS I antenna are unknown and modeling includes a lot
of guessing. Moreover, the measured optical signals are
caused by a mixture of many energy (electron) transfer
steps, occurring concurrently, and extracting individual
(intrinsic) kinetic parameters becomes tricky. It is very
possible that energy trapping in PS I is neither of the
extreme cases discussed above, but rather an interme-
diate case where both excitation energy diffusion from
the antenna to the special pair and the intrinsic charge
separation rate influence the energy trapping in a bal-
anced way (Trinkunas and Holzwarth, 1996; Holzwarth
et al., 1998; Karapetyan et al., 1999; Byrdin et al., 2000,
2002).

Trinkunas and Holzwarth (1996) analyzed the avail-
able experimental fluorescence data using a genetic al-
gorithm and various kinetic models and reported that
the data were inconsistent with both purely transfer-
to-trap- and purely trap-limited models. For PS I com-
plexes from Spirulina platensis, a new model was sug-
gested with nearly trap-limited excitation transfer from
bulk antenna to P700 and a diffusion-limited excitation
transfer from the red Chl pools via the bulk antenna
(Holzwarth et al., 1998; Karapetyan et al., 1999).

Byrdin et al. (2000) used the latest 2.5 Å structure of
PS I (Jordan et al., 2001) to build a detailed model that
would reproduce static optical properties of PS I com-

plexes from Synechococcus elongatus (steady-state ab-
sorption, linear, and circular dichroism) along with ex-
citation transfer and trapping dynamics observed ex-
perimentally. The model predicts that electronic light
excitation visits P700 an average of six times before
being trapped photochemically and creating a charge
separated state. Therefore, the overall energy trapping
rate must depend on the trap efficiency. Indeed, the two-
fold increase or decrease in the intrinsic charge separa-
tion rate in respect to its original value of 0.87 psec−1

resulted in 23 and 56 psec trapping lifetimes instead of
the original 34 psec. On the other hand, similar vari-
ations in the Förster parameter R0, which governs ex-
citation energy transfer rate between Chls, rendered
lifetimes of 28 and 45 psec. The authors concluded that
the antenna excited state decay lifetime (and trapping)
depended on all key parameters of the model—the in-
trinsic charge separation rate, the transfer-to-the trap
rate, and the transfer rate between individual antenna
Chls—and that the excited state dynamics is neither
pure trap-limited, nor pure transfer-to-trap-limited.

C. Charge Separation and Electron
Transfer Kinetics

When discussing the dynamics of charge separation
and consequent electron transfer processes in a pho-
tosynthetic system, it is important to clearly differ-
entiate between the “effective” transfer rates and the
“intrinsic” rate constants. To avoid possible ambiguity,
we will adhere to the terminology defined in (Gatzen
et al., 1996; Müller et al., 2003). The term “intrinsic rate
constant for electron transfer” will be used exclusively
to denote the kinetic rate of an individual electron trans-
fer step from a particular electron donor molecule to a
particular acceptor molecule in the assumption that all
other transfer processes are blocked. The “effective rate
constant” (sometimes referred to as “apparent rate con-
stant”) is defined as the rate at which a certain redox
state is populated (or depopulated). Thus, the energy
trapping time of 20–65 psec observed in experiments
as the decay of antenna excitation is equivalent to the
effective charge separation time (time = 1/rate), since
excitation trapping leads to the creation of the radical
pair(s) and is a consequence of many individual energy
transfer steps followed by a single electron transfer step.
In contrast, the intrinsic charge separation time in PS I
represents the kinetics of charge separation in the case
when excitation is created directly on P700 and back-
transfer from P700 to the antenna, as well as charge re-
combination are blocked. Since for the PS I complex the
described conditions cannot be achieved, the intrinsic
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rate constant cannot be directly observed in experiment
and is usually obtained via model simulations.

There is unanimous agreement that the intrinsic
charge separation rate in PS I RC is much faster than
the observed effective excitation trapping rate. Most of
the studies put the intrinsic charge separation step in PS
I RC in the 0.5–3 psec time range, and the consequent
electron transfer from primary electron acceptor A0 to
the secondary electron acceptor A1 is believed to oc-
cur in 10–50 psec (Brettel and Leibl, 2001). However,
the precise measurement of these important kinetic pa-
rameters presents a challenging problem. Isolation of
the RC cofactors from PS I is impossible as the two
main protein subunits PsaA and PsaB that coordinate
the cofactors also bind most of the antenna Chls. The
presence of antenna pigments and spectral congestion
among reaction center cofactors precludes selective ex-
citation of P700 and complicates the isolation of the op-
tical signals arising from the electron transfer process
from the signals stemming from the excitation energy
transfer.

Kumazaki et al. (1994a,b, 2001) tried to minimize
the contribution of antenna processes to the measured
transient absorption and fluorescence signals by chem-
ical treatment of PS I complexes from spinach that re-
moved most of the antenna Chls from complexes, leav-
ing only 12–14 Chls per P700. Due to the small amount
of antenna Chls, preferential excitation of P700 became
possible. The authors found that the effective primary
charge separation kinetics in these complexes could be
described by two components of equal amplitudes with
time constants of 0.8 ± 0.1 and 9 ± 1 psec (Kumazaki
et al., 2001). The short 0.8 psec component was as-
cribed to the formation of the charge separated state
generated directly from the initially excited P700∗, and
the relatively slow 9 psec component was assumed to
stem from excitations which escaped from P700∗ to
the surrounding pigments and were recaptured at later
times. A kinetic model revealed that the observed data
could be reproduced with an intrinsic charge separation
time of 0.5–0.8 psec.

Several groups (Nuijs et al., 1986; Shuvalov et al.,
1986; Wasielewski et al., 1987; Hastings et al., 1994b;
Kumazaki et al., 1994b; White et al., 1996; Savikhin
et al., 2001) proposed a strategy for isolating the re-
action center kinetics by obtaining time-resolved ab-
sorption difference profiles for PS I core complexes
with open and closed reaction centers. Since extensive
experimental evidence suggests that the antenna kinet-
ics are unaffected by the P700 oxidation state, the dif-
ference ��A between absorption difference profiles
for open and closed RCs (��A = �AopenRC −

Fig. 6. Time-resolved (open-closed) absorption difference pro-
files for PS I complexes from Synechocystis sp. excited at
660 nm and probed at specified wavelengths. Noisy curves
are experimental. Smooth curves are the results of global fit
with only two free parameters – intrinsic charge separation and
first electron transfer step times; all amplitudes were fixed as
described in (Savikhin et al., 2001).

�AclosedRC) should isolate the electron transfer pro-
cesses, since they occur only in complexes with open
RCs. Hastings et al. (1994b) applied this method to
study PS I complexes from Synechocystis sp. The ex-
perimental ��A profiles probed at 686 nm exhib-
ited an initial PB rise feature of ∼4 psec followed
by ∼21 psec PB decay. This probe wavelength cor-
responds to the maximum position of the A0 absorp-
tion band, and the observed kinetics were attributed
to the formation and decay of the A−

0 state. The au-
thors concluded that the ∼4 psec rise represented the
effective energy-trapping time, which was significantly
shortened as a result of annihilation caused by the
use of high-excitation pulse intensities, and that the
21 psec component characterized the intrinsic rate of
the A0 → A1 electron transfer step. Savikhin et al.
(2001) have further extended this method and stud-
ied annihilation-free ��A profiles probed in a wide
spectral range with significantly lowered noise lev-
els (Fig. 6). Assuming that all of the antenna kinetics
were canceled by the (open-closed) subtraction pro-
cedure, the shown ��A profiles should reflect the
formation and decay dynamics of only three states:
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P700∗A0A1, P700+A−
0 A1, and P700+A0A−

1 . Using a
simple sequential model of electron transfer, all of the
curves shown in Fig. 6 were fitted globally with only
two free parameters, resulting in the intrinsic times for
charge separation and the following A0 → A1 electron
transfer step of 1.3 and 13 psec, respectively. White
et al. (1996) applied a similar approach to study dy-
namics of electron transfer process in PS I complexes
from spinach. Using simple models of energy migra-
tion, the intrinsic rates of charge separation and primary
electron transfer step were estimated to be 1.4 and 20
psec, respectively. It was also found that even when the
femtosecond pulses were tuned to preferentially excite
P700, only a small fraction of the initially excited P700∗

led to the charge separated state while the rest of the
excitations escaped to the antenna.

The formation and decay kinetics of A−
1 can be mon-

itored directly in its broad near-UV absorption band
around 380–390 nm (Brettel et al., 1986; Brettel, 1988;
Lüneberg et al., 1994; Brettel and Vos, 1999). At this
probe wavelength, Brettel and Vos (1999) observed
�A transient for Synechocystis sp., which could be de-
scribed by two exponentials with time constants of 7
and 28 psec. The shorter component was attributed to
the antenna processes presumably accelerated by an an-
nihilation artifact due to high excitation levels, and the
longer component was interpreted as the intrinsic time
of A0 → A1 electron transfer step. However, the ob-
served build-up of the A−

1 state was probably delayed
by the preceding antenna equilibration and charge sep-
aration steps and the reported 28 psec time is likely
to be an overestimate. While annihilation phenomenon
shortens the antenna excitation lifetime, it also pre-
cludes precise measurement of the effective trapping
time, since the observed antenna excitation decay is not
caused by merely charge separation process anymore.
To avoid complications arising from annihilation pro-
cesses, we performed a similar experiment under low
excitation levels. Figure 7A (upper line) shows �A ki-
netics probed at 390 nm after exciting open PS I com-
plexes at 660 nm (N. Dashdorj and S. Savikhin, unpub-
lished). The measured annihilation-free pump–probe
profile could be described with a single PB exponent
with a time constant of 30 ± 3 psec followed by a non-
decaying positive component. In the absence of annihi-
lation, the (effective) trapping that precedes A0 → A1

electron transfer step occurs in 23 psec, which implies
that the intrinsic A0 → A1 transfer step is significantly
faster than the measured 30 psec time constant. More-
over, the 390 nm signal is initially dominated by the
photobleaching of the antenna Chl a pigments, and the
formation and decay of the reduced A−

0 state may also

Fig. 7. Time-resolved absorption difference profiles for WT
PS I complexes from Synechocystis sp. excited at 660 nm and
probed at 390 nm. (A) �A profiles obtained for PS I complexes
with open and closed RCs. (B) Time-resolved (open-closed)
absorption difference profile, and the optimized fit to it. Signal
contributions due to formation of P700+, A−

0 , and A−
1 are also

shown. (Dashdorj et al., 2005)

contribute to the signal. To simplify the analysis, the
��A profile was obtained by subtraction of the �A
profile for the closed RC from that for the open RC
(Fig. 7B). As a result, the early time negative compo-
nent that stems from excited antenna pigments was can-
celed (Savikhin et al., 2001), and the resulting profile
was fitted using a simple sequential electron transfer
model:

(Antenna + P700)∗
�1→ (P700+A−

0 A1)
�2→ (P700+A0A−

1 )

The effective charge separation time � 1 was fixed at
23 psec (the measured antenna excitation decay time),
and a good fit to the data could be obtained with the
intrinsic electron transfer time � 2 varied in the range
of 8–15 psec. Similar � 2 could be obtained by fitting
the original unprocessed pump–probe profile for open
PS I complexes (Fig. 7A, upper line) and modeling
the uncanceled signal contribution due to the antenna
excitation decay by a single 23 psec PB component.

The build-up of the positive �A signal in the
380–390 nm region upon the formation of P700+A−

1
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observed by Brettel et al. (1999) and our group is, how-
ever, not consistent with the picosecond transient ab-
sorption measurements by Mi et al. (1999), who re-
ported that the (P700+A−

1 − P700A1) difference spec-
trum for Synechocystis sp. is negative in this spectral
range. The source of this discrepancy is not clear.

A different electron transfer scenario was proposed
recently by Müller et al. (2003) on the basis of pump-
probe data obtained after exciting PS I complexes from
C. reinhardtii at 670 and 700 nm. The number of “red”
pigments in PS I complexes from these species is small
and 700 nm pump pulses excite predominantly P700
dimer directly, while the 670 nm excitation represents
the contrasting case when all of the electronic excita-
tions are initially created in the antenna. By comparing
pump–probe data measured in these different excitation
regimes and analyzing the data in terms of species-
associated difference spectra, the authors found that
the experimental results could be explained only if one
additional radical pair was introduced to the conven-
tional scheme of electron transfer. According to the
most probable scenario proposed in the paper, the in-
trinsic charge separation time is 2.9 psec, which is com-
bined with the backward recombination process with
intrinsic time of ∼40 psec. Primary charge separation
is followed by two fast electron transfer steps with in-
trinsic times of 13 and 35 psec, respectively, which
lead to the formation of P700+A−

1 . The first 13 psec
electron transfer step is in good agreement with the
result reported by Savikhin et al. (2001), although ac-
cording to the latter group, the 13 psec transfer step
already leads to the formation of P700+A−

1 . Müller
et al. (2003) proposed an intriguing possibility that the
additional radical pair involves the accessory pigment
Aacc and that the primary charge separated state may be
not P700+A−

0 , but P700+A−
acc or A+

accA−
0 (Aacc is used

to denote one of the accessory Chls, Fig. 2). Formation
of the former charge separation state would be remi-
niscent of the main electron transfer mechanism in the
bacterial RC (Woodbury and Allen, 1995).

D. Directionality of Electron Transfer

The presence of two highly symmetrical branches in the
RC of PS I raises the question of directionality of the
ET in this complex. Evidence for bidirectional ET has
mainly been obtained for PS I of eukaryotes such as the
alga Chlorella sorokiniana (Joliot and Joliot, 1999) and
C. reinhardtii (Boudreaux et al., 2001; Fairclough et al.,
2001; Guergova-Kuras et al., 2001; Muhiuddin et al.,
2001), while evidence for more asymmetric electron
transfer in PS I has been reported for prokaryotes such

as the cyanobacterium Synechocystis sp. PCC 6803
(Golbeck et al., 2001; Xu et al., 2003a,b). The con-
clusions about the electron transfer pathway in PS I are
based primarily on studies involving specific mutations
around the respective phylloquinone (A1) binding sites
on the PsaA and PsaB polypeptides (Joliot and Joliot,
1999; Boudreaux et al., 2001; Guergova-Kuras et al.,
2001; Muhiuddin et al., 2001). The advantage of these
mutations is that the spectral and functional changes
they induce are so subtle that they do not influence the
charge separation. The disadvantage is that the subtle
nature of the changes induced by the mutations leaves
some ambiguity in the interpretation of the spectral
data. Moreover, these experiments have been focusing
primarily on the measurements of the changes in the
ET kinetics (optical and EPR), which reflect relatively
slow nanosecond electron transfer from the A1 to FX.
In this case, the electron acceptor is common for both
branches and the mutational changes around A1 (which
is close to FX) in one branch can influence the prop-
erties of FX and through that ET kinetics through the
other branch.

Recently, Cohen et al. (2004) constructed identical
mutations in both the PsaA-side and the PsaB-side at
the corresponding A0 sites modifying the properties
of the primary electron acceptor in PS I complexes
from Synechocystis sp.PCC 6803. In particular, the me-
thionines in M688PsaA or M668PsaB positions were re-
placed by leucine or asparagine. These methionines
are proposed to provide the axial ligands to the re-
spective Mg2+ ions of the two A0 chlorophylls and
a change in the ligand would be expected to alter the
mid point potential of the A−

0 /A0 redox pair, causing
changes in electron transfer dynamics. Nanosecond op-
tical and EPR experiments revealed significant differ-
ences between the PsaA-branch and the PsaB-branch
mutants which were more consistent with the assump-
tion that ET occurs primarily along A-branch of the RC
(Cohen et al., 2004). These measurements, however,
did not have time resolution sufficient to detect changes
in the first two electron transfer steps, which directly in-
volve A0 and would be naturally affected by such point
mutations. We have recently performed a series of ul-
trafast pump–probe experiments on the same samples
and supported their findings (Dashdorj et al., 2005).
Figures 8A,B show the A−

1 formation dynamics probed
at 390 nm for PS I complexes with point mutations in
PsaA- and PsaB-branch, respectively, along with the
analogous data obtained in native complexes shown
previously in Fig. 7. Mutations in PsaB-branch had es-
sentially no effect on electron transfer, while the A0 →
A1 electron transfer in PsaA-branch mutants increased
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Fig. 8. Time-resolved (open-closed) absorption difference pro-
files for WT, M668LPsaB, and M668NPsaB mutants (A), and for
WT, M688LPsaA and M688NPsaA mutants (B). All samples were
excited at 660 nm and absorption differences were probed at
390 nm. (Dashdorj et al., 2005)

to ∼100 psec. The presented data suggests that in PS
I complexes from Synechocystis sp., electron transfer
preferably occurs along the PsaA-branch of the RC,
and that the function of the primary electron acceptor
A0 is served by Chl denoted as eC-A3 in Fig. 2.

Different results were reported by Ramesh et al.
(2004) for PS I complexes from C. reinhardtii. These
authors introduced branch-specific mutations replacing
the methionine residue that provides axial bond to eC-
A3 in the PsaA or eC-B3 in the PsaB-branch by histidine
(see Fig. 2). According to ultrafast pump–probe ab-
sorption difference data, the long-lived (A−

0 − A0) dif-
ference signal accumulates at ∼686 nm in complexes
with mutation in either branch, demonstrating that elec-
tron transfer between A−

0 and A1 is blocked or signif-
icantly slowed down by this substitution and suggest-
ing that electron transfer occurs along both branches
concurrently. These findings support earlier conclu-
sions on bidirectionality of electron transfer in C. rein-
hardtii (Boudreaux et al., 2001; Fairclough et al., 2001;
Guergova-Kuras et al., 2001; Muhiuddin et al., 2001).

The contrasting results on directionality of electron
transfer may indicate that the electron transfer path
in PS I is species-dependent and that relatively small

changes in PS I protein structure expected for these or-
ganisms may have a significant impact on the details of
the electron transfer process.

E. Excitonic Coupling in a PS I Core
Complex

The close proximity of pigments to each other in PS I
leads to strong excitonic coupling between nearby Chls,
altering optical properties of single pigment transitions
and further complicating the analysis of transient sig-
nals. Excitonic states can be recognized by their dis-
tinct signatures in �A spectra. Upon excitation into
an excitonic band, the early time �A spectra typically
spread far beyond the excitation pulse bandwidth and
exhibit rich spectral structure. Moreover, while the ini-
tial anisotropy r (0) of �A signals following excitation
of an ensemble of single molecules is typically close
to 0.4, the r (0) values of excitonic transitions depend
strongly on wavelength and may take any value (see the
underlying theory in Savikhin et al., 1999a).

It is widely accepted that the close spacing of the two
Chls forming P700 leads to excitonic coupling and re-
sults in a broad absorption band observed at ∼700 nm
in (P700+− P700) spectra (Fig. 3). Gibasiewicz et al.
(2002) resolved a highly structured instant �A spec-
trum upon exciting PS I complexes from C. reinhardtii
at 10 K with 700 nm light pulses that targeted primarily
the P700 optical transition. They observed four positive
bands accompanied by four negative bands spread over
the range of 634–695 nm, far beyond the spectral width
of the excitation pulse. The quantity of the observed
bands indicated that excitonic coupling spreads over
more than just the two pigments forming P700. The
observed �A spectrum was explained in terms of an
excitonic system consisting of all six pigments consti-
tuting the RC. For such a system, one should expect six
excitonic PB bands combined with 15 excitonic ESA
bands and one SE band (Savikhin et al., 1999a). The
lower number of the observed features may stem from
the low intensity of some of the excitonic transitions
and/or overlapping bands.

Savikhin et al. (1999b, 2000) studied PS I com-
plexes from Synechocystis sp. by means of the pump–
probe technique. Upon exciting complexes at 710 or
720 nm they observed “anomalous” negative initial
anisotropies r (0) ∼ −0.5, which suggest the pres-
ence of mutually orthogonally polarized components
near ∼718 and 680 nm, suggesting that the red-most
Chl antenna transition(s) arise from two (or more)
strongly coupled Chls. This interpretation is in line
with hole-burning experiments (Hayes et al., 2000;
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Rätsep et al., 2000; Zazubovich et al., 2002), Stark
effect measurements (Frese et al., 2002), and fluo-
rescence line-narrowing studies (Gobets et al., 1994).
Several strongly coupled pairs have been proposed to
serve as the red-most pigments based on the available
X-ray structure (Jordan et al., 2001; Byrdin et al., 2002;
Damjanovic et al., 2002; Dashdorj et al., 2004).

IV. Ultrafast Spectroscopy of PS I–LHCI
Supercomplexes

In plants and green algae, the PS I core complex is
surrounded by the Chl a/b containing light-harvesting
complex (LHC) I that serves as peripheral antenna, in-
creasing the efficiency of the system by capturing ad-
ditional light and guiding its energy to the PS I core
complex antenna (Gobets and van Grondelle, 2001;
Melkozernov, 2001; Ben-Shem et al., 2003). The re-
cent 4.4 Å resolution X-ray structure of the PS I–LHCI
from pea (Ben-Shem et al., 2003) shows a layer of four
evenly spaced monomeric LHCI proteins (Lhca1, 2, 3,
and 4) which are in structural contact with PS I and in-
crease the antenna size to 167 Chls per RC (see Nelson
and Ben-Shem, this volume, Chapter 7). The structural
details of PS I–LHCI supercomplex from green algae
are still unknown, but the available low-resolution elec-
tron microscopy of C. reinhardtii predicts binding of
11–14 Lhca proteins (Germano et al., 2002; Kargul
et al., 2003), resulting in an even larger antenna size.

The presence of additional antenna components in
PS I–LHCI supercomplexes results in significant het-
erogeneity of the Chl excitation dynamics and leads to
a slower energy trapping process but does not affect
the consequent electron-transfer steps (van Grondelle
et al., 1994; Pålsson et al., 1995; Croce et al., 2000;
Melkozernov, 2001; Melkozernov et al., 2004). Croce
et al. (2000) used a single-photon counting technique
to resolve the fluorescence dynamics of intact PS I–
LHCI supercomplexes from higher plants (PS I-200
particles) and found that excitation trapping could be
described by two components of 57 and 130 psec. A
single 67 psec excitation trapping component in PS I-
200 complexes was measured by Gobets et al. (2001)
using a synchroscan streak camera. In comparison, ex-
citation trapping in plant core complexes that miss the
peripheral antenna is much faster and occurs in 22 psec
(Gobets and van Grondelle, 2001). A similar effect was
reported by Melkozernov et al. (2004), who studied ex-
citation transfer and trapping dynamics in PS I–LHCI
supercomplexes from a green alga C. reinhardtii by
means of pump–probe and fluorescence spectroscopy.

The excitation trapping was found to be biphasic, with
the shorter 25 ± 3 psec component ascribed to pho-
tochemical trapping in the PS I core antenna, and the
longer 104 ± 20 psec component attributed to excita-
tion trapping occurring from the peripheral LHCI com-
plexes. The slow 104 psec process suggests the pres-
ence of a slow energy-transfer pathway from the LHCI
to the PS I core and indicates that excitation trapping
from the peripheral antenna is diffusion-limited.

The energy equilibration and trapping processes in
PS I–LHCI supercomplexes are addressed in more de-
tail by Karapetyan et al., this volume, Chapter 13.

V. Concluding Remarks

The extensive experimental data on the dynamics
of energy and electron transfer in PS I core com-
plexes is summarized in the compartment model shown
in Fig. 9A. Here, the effective (observable) trans-
fer/equilibration times are labeled in italic, and the in-
trinsic transfer times are labeled in bold. The antenna
is represented as three pools of Chls that are grouped
by their Qy optical transition energies and absorb at
∼660, ∼680, and >705 nm, respectively. Introduction
of three pools is necessary to account for two energy
equilibration processes observable in ultrafast optical
experiments—or the 300–800 fsec equilibration be-
tween Chls absorbing at ∼660 and Chls absorbing at
∼680 nm, and 2–5 psec equilibration with the small
pool of red Chls absorbing at >705 nm. The energy
transfer rates from the antenna pigments to the special
pair P700 and possible back-transfer rates are model
dependent. In the case of a diffusion-limited transfer
model, the back-transfer rate from P700 to antenna is
negligible and the forward energy transfer rate is essen-
tially equal to the observable effective energy-trapping
time. In the case of a trap-limited model, the choice of
a unique pair of forward and back-transfer rates is not
straightforward since many combinations of forward
and backward transfer rates can reproduce the effective
excitation trapping rate observed experimentally. The
model depicted in Fig. 9A represents a conventional
sequence of electron transfer steps, which involves two
radical pairs (P700+A−

0 A1FX) and (P700+A0A−
1 FX)

that precede the relatively slow nanosecond formation
of the (P700+A0A1F−

X) state. Figure 9B shows one of
the alternative compartment models proposed recently
by Müller et al. (2003), which models antenna with only
two pools of pigments but adds one more intermediate
radical pair to the conventional sequence of electron
transfer. The exact nature of the additional radical pair
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Fig. 9. (A) Compartment model of energy and electron transfer in PS I core complexes consistent with the data presented in Figs.
4 and 6. (B) One of the alternative compartment models with an extra radical pair proposed by Müller et al. (2003). The intrinsic
transfer times are printed using bold typeface. In scheme (B) the original transfer rates were converted to lifetimes (time = 1/rate)
for easier comparison.

is not known, but it would most probably involve oxi-
dation or reduction of the accessory Chl.

The compartment models shown in Fig. 9 do not ex-
haust all possible arrangements used to model the re-
sults of ultrafast optical experiments (see, e.g., White
et al., 1996; Gobets et al., 2001; Kumazaki et al., 2001;
Müller et al., 2003). However, while compartment mod-
els of excitation transfer and equilibration significantly
simplify the analysis of the observable kinetics, they are
inherently only approximations of the real processes.
Dividing antenna Chls into pools based on their spec-
troscopic properties ignores the fact that Chls belong-
ing to different spectral pools do not form spatially sep-
arated groups but are most probably randomly mixed
(interlaced), forming a strongly coupled net of pig-
ments. Availability of high resolution X-ray structure
of PS I opens the excellent possibility of building a
complete model of energy transfer in this complex that
would include excitation transfer between all antenna
pigments, or between all excitonic states formed by all
strongly coupled antenna pigments (see, e.g., Byrdin
et al., 2002). However, for precise simulations, these
models require knowledge of Qy transition energies

of each of the pigments in the antenna. Due to spec-
tral congestion, the transition energies of most of
the antenna pigments are not accessible in optical
experiments—to date, only spectra of P700 and A0

have been measured reliably. Alternatively, the spectral
positions of Chls in antenna could be predicted by per-
forming molecular simulations based on the known lo-
cal protein structure around each pigment (Damjanovic
et al., 2002), though the results of such calculations are
difficult to verify.
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Dekker JP and van Grondelle R (1998b) Time-resolved fluo-
rescence measurements of photosystem I from Synechocystis



Chapter 12 Ultrafast Optical Spectroscopy 173

PCC 6803. In: Garab G (ed) Photosynthesis: Mechanisms and
Effects, pp 571–574. Kluwer Academic Publishers, Dordrecht,
The Netherlands

Gobets B, van Stokkum IHM, Rögner M, Kruip J, Schlodder E,
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M, Jordan R, Schlodder E and Lubitz W (1996) Site-directed
mutations affecting the spectroscopic characteristics and mid-
point potential of the primary donor in photosystem I. Bio-
chemistry 35: 12857–12863

Werst M, Jia Y, Mets L and Fleming GR (1992) Energy transfer
and trapping in the photosystem I core antenna. A temperature
study. Biophys J 61: 868–878

White NTH, Beddard GS, Thorne JRG, Feehan TM, Keyes TE
and Heathcote P (1996) Primary charge separation and energy
transfer in the photosystem I reaction center of higher plants.
J Phys Chem 100: 12086–12099

Wittmershaus BP, Woolf VM and Vermaas WFJ (1992) Tem-
perature dependence and polarization of fluorescence from
photosystem I in the cyanobacterium Synechocystis sp PCC
6803. Photosynth Res 31: 75–87

Woodbury NW and Allen JP (1995) The pathway, kinetics and
thermodynamics of electron transfer in wild type and mutant
reaction centers of purple nonsulfur bacteria. In: Blankenship
RE, Madigan MT and Bauer CE (eds) Anoxygenic Photosyn-
thetic Bacteria. Kluwer Academic Publishers, Dordrecht, The
Netherlands

Xu W, Chitnis PR, Valieva A, van der Est A, Brettel K, Guergova-
Kuras M, Pushkar YN, Zech SG, Stehlik D, Shen G, Zybailov
B and Golbeck JH (2003a) Electron transfer in cyanobacterial
photosystem I: II. Determination of forward electron transfer
rates of site-directed mutants in a putative electron transfer
pathway from A0 through A1 to FX. J Biol Chem 278: 27876–
27887

Xu W, Chitnis PR, Valieva A, van der Est A, Pushkar YN,
Krzystyniak M, Teutloff C, Zech SG, Bittl R, Stehlik
D, Zybailov B, Shen G and Golbeck JH (2003b) Elec-
tron transfer in cyanobacterial photosystem I: I. Physio-
logical and spectroscopic characterization of site-directed
mutants in a putative electron transfer pathway from
A0 through A1 to FX. J Biol Chem 278: 27864–
27875

Zazubovich V, Matsuzaki S, Johnson TW, Hayes JM, Chitnis
PR and Small GJ (2002) Red antenna states of photosystem
I from cyanobacterium Synechococcus elongatus: a spectral
hole burning study. Chem Phys 275: 47–59



Chapter 13

The Long Wavelength Chlorophylls of Photosystem I

Navassard V. Karapetyan∗
A.N. Bakh Institute of Biochemistry, Russian Academy of Sciences, 119071 Moscow, Russia

Eberhard Schlodder
Max-Volmer-Laboratory of Biophysical Chemistry, Technical University, 10623 Berlin, Germany

Rienk van Grondelle and Jan P. Dekker
Division of Physics and Astronomy, Free University, 1081 HV Amsterdam, The Netherlands

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .178
II. Spectral Characteristics of Long Wavelength Chlorophyll in PS I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
III. Localization of Long Wavelength Chlorophyll in Antenna . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

A. PS I Core Complex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .183
B. LHC I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

IV. Dissipation of Excess Energy in PS I via Long Wavelength Chlorophyll . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
V. Energy Transfer and Trapping in PS I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

A. Time-Resolved Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .186
B. Modeling Energy Transfer and Trapping in the PS I core . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .187
C. Energy Transfer and Trapping in LHC I and PS I-200 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

Summary

In cyanobacteria, long wavelength chlorophylls (LWC) are located in the Photosystem I (PS I) core complex, whereas
in plants and algae they are distributed between the PS I core and the light-harvesting complexes (LHC I). LWC
are most probably aggregates of (excitonically) coupled chlorophylls, mainly dimers or trimers. The total number
of LWC is rather small (≤10% of the total chlorophylls). Depending on their location in the PS I antenna and
their distance from P700, they can play a crucial role in the kinetics of energy transfer and in the trapping of the
excitation energy by charge separation. Energy absorbed by LWC is transferred uphill to P700 with high efficiency
at room temperature, thereby increasing the cross-section for the absorption of red light. LWC are involved also in
the dissipation of excess energy, thus protecting the reaction center. Under physiological conditions, the excitations
within the PS I antenna are nearly thermally equilibrated over the different spectral forms and the excitation energy
is efficiently trapped via charge separation in the reaction center. When the photochemistry in the reaction center is
blocked, the excitations migrate to the LWC and are quenched either by P700+ or by the P700 triplet state depending
on the state of P700.
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I. Introduction

A unique property of PS I of higher plants, algae, and
cyanobacteria is the relatively high content of the so-
called long wavelength chlorophylls (LWC), red, or low
energy chlorophylls (Chls) that are located on the PS
I core complex and/or the peripheral light-harvesting
complex (LHC I). We define the LWC on the basis of
their spectral properties: LWC are those antenna Chls
that absorb wavelengths longer than P700, the primary
electron donor of the reaction center, i.e., the lowest ex-
cited state energy of the LWC are below that of P700.
The presence of LWC in almost all types of PS I com-
plexes indicates their functional importance.

LWC were observed for the first time in green bean
leaves as an emission band at 735 nm in the 77 K flu-
orescence spectra (Litvin and Krasnovsky, 1957) and
in the algae Chlorella and Porphyridium cruentum as
an emission band at 720 nm (Brody, 1958). Since a
concentrated solution of Chl a shows a low temper-
ature fluorescence band at 715 nm, it was suggested
that a Chl aggregate (dimer) is responsible for the
long wavelength emission (Brody, 1958). Until now,
the origin of red-shifted Chls in photosynthetic organ-
isms was not clear. The spectral characteristics of an-
tenna Chls in vivo are already red shifted by up to about
15 nm relative to a solution of pure Chl in organic sol-
vents, indicating the involvement of pigment–protein
interactions. The optical properties of antenna Chls are
highly heterogeneous and, especially at low tempera-
ture, spectrally different Chl forms can be distinguished
according to the position of the red absorption peak in
photosynthetic cells (Krasnovsky, 1960). LWC absorb-
ing at wavelengths longer than 700 nm have also been
observed in solutions and films. The Chls in films ob-
tained by evaporation of an alcoholic extract of Chl had
spectral characteristics similar to Chls in cells. The flu-
orescence of these Chl films is effectively quenched as
it is in vivo. It was shown that exposure of Chl films
to water vapor at 50˚C resulted in an additional red
shift to 740 nm (for review see Katz et al., 1991), indi-
cating the role of water molecules in that phenomenon.
Water-treated films of bacteriochlorophyll a (Bchl) and

Abbreviations: Chl(s) – chlorophyll(s); Bchl – bacteriochloro-
phyll; C708 (C719, C740, etc.) – Chls with absorption band
peak at 708 nm (719, 740, etc.); CD – circular dichroism; DAS –
decay associated spectrum; F720 (F735, F760, etc.) – Chls with
fluorescence maximum at 720 nm (735, 760, etc.); FWHM –
full width at half maximum; LD – linear dichroism; LWC(s) –
long wavelength Chl(s); PS I – photosystem I; P700 (P700+) –
primary electron donor of PS I in reduced (oxidized) state;
3P700 – P700 in triplet state; RC – reaction center.

Bchl c showed large red shifts relative to their solu-
tions in polar organic solvents. Infra-red spectroscopic
investigations of Chl (Bchl) films provided evidence
that two types of aggregation can occur in solid pig-
ment films: direct Chl–Chl interactions resulting from
keto C=O . . . Mg interactions, and coordination inter-
actions of the keto C=O group that are mediated by
water, coordinated to the central Mg atom of another
molecule (Krasnovsky and Bystrova, 1986; Katz et al.,
1991). These two modes of aggregation generate ag-
gregates with very different optical and magnetic res-
onance properties. The idea was developed that an ag-
gregation of pigments is involved in both the red shift
and the fluorescence quenching of Chls in vivo. The
fact that water molecules have been found close to an-
tenna Chl dimers or trimers in the X-ray structure of PS
I (Jordan et al., 2001) may help to establish the possible
role of water molecules in LWC.

The fluorescence yield of LWC strongly increases at
low temperatures because excitation energy not utilized
by the reaction center (RC) migrates predominantly to
LWC. Similar to P700, the LWC serve as terminal en-
ergy trap and therefore have a pronounced effect on en-
ergy transfer and trapping. It was expected that LWC
serve to increase the trapping time and decrease the
quantum yield of charge separation. However, the de-
crease in the quantum yield of primary photochemistry
by LWC is compensated by the efficient uphill energy
transfer from LWC to bulk Chls at physiological tem-
peratures, and by the increase of the absorption cross-
section. Note that the mechanism of efficient uphill en-
ergy transfer in the PS I antenna is not yet clear. Prob-
ably, even a small overlap between the emission band
of the LWC and the absorption band of the primary
electron donor is enough for efficient energy transfer.

LWC of PS I may play different roles in photosynthe-
sis depending on their location in antenna, and therefore
on the distance between the red Chls and P700 (Kara-
petyan et al., 1999a). It was suggested that LWC may
concentrate energy on P700 by decreasing the amount
of energy transfer in bulk Chls (Holzwarth et al., 1993;
White et al., 1996); however, recent data have shown
that LWC slow down the trapping rate (Gobets et al.,
2001b). Red Chls may increase the absorption cross-
section under conditions of low-intensity light in the
course of cyanobacteria cultivation (Trissl, 1993; Shu-
bin et al., 1995) and plant growth (Rivadossi et al.,
1999), or protect RC against excess energy (Mukerji
and Sauer, 1989; Karapetyan et al., 1999a,b). LWCs
compete with P700 for excitation energy (especially at
low temperature), thus affecting the efficiency of charge
separation (Palsson et al., 1998). The quantum yield of
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P700 oxidation is independent of the wavelength of
the excitation, even at wavelengths of up to 760 nm
as a result of uphill energy migration to bulk Chl and
then to P700 (Shubin et al., 1995; Dorra et al., 1998;
Holzwarth et al., 1998; Palsson et al., 1998; Gobets
et al., 2003b).

The LWC of PS I have been discussed in several
recent reviews (Karapetyan, 1998; Karapetyan et al.,
1999a; Gobets and van Grondelle, 2001; Melkozernov,
2001; Fromme et al., 2003). In this chapter, the spectral
properties of LWCs, their possible origin, their location
in the antenna, and their influence on the energy transfer
and trapping kinetics will be discussed.

II. Spectral Characteristics of
Long Wavelength Chlorophyll in
PS I

Absorbance spectra of PS I exhibit a large spectral het-
erogeneity in the Qy region that is probably the result
of strong pigment–pigment interactions of tightly cou-
pled Chls and site-energy differences that arise from
pigment–protein interactions. At low temperature, ab-
sorbance bands are clearly resolved at wavelengths
>700 nm. They are attributed to antenna (exciton) states
(so-called LWC), which absorb at energies below that
of the primary electron donor P700. The number of
Chls contributing to the far-red absorption bands can
be estimated from the ratio of the integrated intensity
of the long wavelength absorption bands in the 5 K
spectrum to the total integrated intensity of the Qy

band and the number of Chls per PS I. The number
and the spectral characteristics of LWC are species-
dependent. Trimeric PS I complexes contain usually
more LWC than monomers. Spectral properties of the
LWC of cyanobacterial PS I have been described and
analyzed in several studies (Shubin et al., 1991, 1993;
van der Lee et al., 1993; Gobets et al., 1994, 2001b;
Woolf et al., 1994; Palsson et al., 1996, 1998; Turconi
et al., 1996; Karapetyan et al., 1997, 1999a; Wittmer-
shaus et al., 1998; Kruip et al., 1999; Cometta et al.,
2000; Hayes et al., 2000; Melkozernov et al., 2001;
Zazubovich et al., 2002; for more recent reviews see
Gobets and van Grondelle, 2001).

Figure 1 shows, as an example, the 5 K absorption
spectra of monomeric and trimeric PS I complexes from
Thermosynechoccus elongatus and Arthrospira platen-
sis between 650 nm and 750 nm (see note of Table 1
for changes in names of cyanobacteria). The spectra
are dominated by the absorption of the bulk antenna
Chls centered at about 678 nm. It should be noted

Fig. 1. 5 K absorption spectra of trimeric and monomeric PS
I complexes from T. elongatus (A and B) and A. platensis
(C and D). (Gobets et al., 2001b)

that this already corresponds to a red shift of about
15 nm compared to the absorption spectrum of Chl a
in an organic solvent. Above 700 nm, the spectrum of
trimeric PS I complexes from T. elongatus (Fig. 1A)
shows absorption bands at about 708 and 719 nm with
an oscillator strength corresponding to that of ∼5 and
∼4 Chls, respectively. The monomers contain a lower
number (∼2) of C719 pigments (Fig. 1B). The nota-
tion Cxxx represents LWC with a low temperature Qy

absorption maximum at xxx nm. The maxima of the
low temperature emission are 730 nm for monomeric
and 732 nm for trimeric PS I complexes from T. elon-
gatus. Monomeric PS I complexes from T. elongatus,
prepared either from a psaL− strain or by dissociation
of trimers, lack the PsaL subunit. PsaL forms most of
the contact sites within the trimerization domain and
coordinates three antenna chlorophylls (Jordan et al.,
2001). Therefore, it has been suggested that some of
the C719 pigments are located close to the connect-
ing domain of the monomeric PS I complexes within
the trimer (Palsson et al., 1998). On the basis of hole-
burning experiments, a third spectral form with ab-
sorption maximum at 715 nm at low temperature was
recently suggested (Zazubovich et al., 2002).
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Table 1. Absorption maxima (nm) of LWC in PS I complexes from cyanobacteria at 5 or 77 K; the oscillator strength of the
respective absorption bands corresponds to the given number of Chl a molecules per P700 (in brackets). The spectral forms of
LWC summarized in the table are determined by the deconvolution of low temperature absorption spectra with the minimum
number of Gaussian bands

Species
Spectral forms of
LWC (nm) References

Thermosynechococcus elongatus –
monomersa

708 (5) 719 (2) Palsson et al. (1998)

Thermosynechococcus elongatus –
trimers

708 (5) 719 (4) Palsson et al. (1998), Byrdin et al.
(2000)

Arthrospira platensis –
monomersa

708 (7) Gobets et al. (2001b), Schlodder et al.
(2005)

Arthrospira platensis – trimers 708 (7) 740 (3) Gobets et al. (2001b), Schlodder et al.
(2005)

Synechocystis sp. – monomersb 708 (3) Melkozernov et al. (2001), Gobets et al.
(2001b)

Synechocystis sp. – trimers 708 (5) Gobets et al. (2001b)
Synechococcus 7942−trimers 703 (2) Andrizhiyevskaya et al. (2004)
aOld name of Thermosynechococcus elongatus was Synechococcus elongatus, and that of Arthrospira platensis was Spirulina
platensis.
bSynechocystis sp. is Synechocystis sp. PCC 6803.

PS I trimers of A. platensis contain the red-most Chl
a antenna state reported in any PS I complex (Shubin,
et al., 1992). The 5 K spectrum exhibits a band at
740 nm (C740, corresponding to about three Chl a)
(Fig. 1C). In addition, PS I trimers contain a LWC form
with an absorption maximum at 708 (corresponding to
about seven Chls). PS I monomers show only the LWC
form with an absorption maximum at 708 nm (corre-
sponding to about seven Chls) (Fig. 1D). On the basis
of a deconvolution with a larger number of Gaussian
bands, four to five LWC forms in PS I trimers and three
in monomers have been suggested (Karapetyan et al.,
1997; Cometta et al., 2000). The maxima of the low-
temperature emission are 730 nm for monomeric and
760 nm for trimeric PS I complexes from A. platensis. It
has been shown that C740 in PS I trimers of A. platensis
emerges upon trimerization of isolated monomeric PS
I complexes (Kruip et al., 1999) indicating that about
three Chls of each monomer are red-shifted due to in-
teractions and/or changes in pigment organization in-
duced by the trimerization. Therefore, it has been pro-
posed that C740 originates from pigment–pigment in-
teractions of peripherally located Chls associated with
different monomers within the trimeric complex. In the
context of the 2.5 Å structure of trimeric PS I complex
from T. elongatus (Jordan et al., 2001) this is diffi-
cult to rationalize because the shortest center-to-center
distance between Chls of different monomers is 13.4
Å, which is the distance between aC-M1 and aC-PG1
(nomenclature of Jordan et al., 2001).

The formation of trimers changes not only the spec-
tral characteristics of the Chls, but also those of the
carotenoids (Fig. 2): The optical activity of carotenoids

in the wavelength region between 480 and 530 nm of
the circular dichroism (CD) spectra is higher in PS I
trimers than in monomers (Shubin et al., 1993).

PS I trimers and monomers of Synechocystis sp. ex-
hibit at 5 K a strongly broadened absorption band at
708 nm (corresponding to about five and three Chls, re-
spectively) (Gobets et al., 2001a,b). Hole-burning ex-
periments (Hayes et al., 2000; Raetsep et al., 2000)
indicated that PS I monomers of Synechocystis sp.
might contain a LWC form with an absorption max-
imum at 706 nm (three Chls), while PS I trimers con-
tain two forms with an absorption maxima at 708 (two
Chls) and 714 nm (two Chls). The maximum of the
low-temperature emission is 724 nm for monomeric
and trimeric PS I complexes from Synechocystis sp.
PS I trimers of Synechococcus sp. PCC 7942 con-
tain according to our knowledge the lowest number
of LWC; the PS I complexes exhibit one red-antenna
state with absorption maximum at 703 nm and an os-
cillator strength corresponding to about two Chls (An-
drizhiyevskaya et al., 2002, 2004).

Higher plants and some algae contain the red-most
Chls in the light-harvesting complex LHC I associated
with Lhca3 and Lhca4), which give rise to the emission
at 730–735 nm at low temperature (Croce et al., 2000,
2002; Morosinotto et al., 2002). The LWC in the PS I
core absorb around 705 nm and emit at 720 nm.

Upon increasing the temperature, the absorption
bands of the LWC, which are resolved well at 5 K, trans-
form into a long, featureless red tail that is observed in
the room temperature spectrum. More detailed studies
of the temperature dependence of the absorbance spec-
trum show that a blue shift of the peak position and a
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Fig. 2. CD spectra of the A. platensis isolated membranes (1) and trimeric (2) and monomeric (3) PS I complexes at 77 K. (Shubin
et al., 1993)

broadening of the LWC bands occur when the temper-
ature is raised from 5 K to room temperature (Cometta
et al., 2000; Schlodder et al., 2005). The room temper-
ature absorption and emission properties of the LWC
have also been estimated from the target analysis of
time-resolved fluorescence data (Gobets et al., 2001b).

The pronounced peaks of F730 for PS I trimers and
F715 for PS I monomers of A. platensis at 295 K (Fig.
3) provide evidence that LWC exists under physiolog-
ical conditions (Karapetyan et al., 1997).

In addition to the strong red shift, other spectro-
scopic properties of the LWC have been shown to be

Fig. 3. Fluorescence emission spectra of membranes (dashed) and PS I trimeric (solid) and monomeric (dotted) complexes from
A. platensis at 295 K. Spectra are normalized at their shortwave band, excitation wavelength 440 nm. (Karapetyan et al., 1997)
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Fig. 4. Linear dichroism of trimeric PS I from T. elongatus: Steady-state polarized absorption (A|| and A⊥), LD = A|| − A⊥ and
reduced LD (=LD/Aisotropic) spectra of trimeric PS I complexes at 5 K. The LD spectrum is multiplied by a factor of 5.

different from those of the bulk antenna chlorophylls
by hole-burning and fluorescence line-narrowing ex-
periments at low temperature. The red-antenna states
are characterized by a large Stokes shift of about
200 cm−1 due to strong electron–phonon coupling
and by a large inhomogeneous broadening of 200–
400 cm−1 (Gobets et al., 1994; Cometta et al., 2000;
Raetsep et al., 2000). The FWHM of absorption and flu-
orescence bands of the extreme LWC in PS I trimers of
A. platensis is, for example, about 20 nm as compared to
7–8 nm for bulk Chls. Stark spectroscopy revealed per-
manent dipole changes between the ground and excited
state, which are about a factor of 3–5 larger than that of
monomeric chlorophyll (Frese et al., 2002; Zazubovich
et al., 2002). The red-most states in T. elongatus C719
and in A. platensis C740 are furthermore characterized
by very large polarizability differences �� between the
ground and excited state with values of f2·Tr(��) up
to 600 Å3 (f is the local field correction factor). High-
pressure hole-burning experiments demonstrated large
linear pressure-shift rates of about -0.45 cm−1MPa−1

for the red-most states in T. elongatus and Synechocys-
tis sp. (Zazubovich et al., 2002). These unusual spec-
troscopic properties provide evidence that strongly ex-
citonically coupled Chls are responsible for the long
wavelength absorption and emission, respectively. In-
deed, the very large polarizability differences �� of
the red-most states C719 of T. elongatus and C740 of
A. platensis, which is similar to those of the special pair
of the purple bacterial reaction center, may indicate the
mixing of charge transfer states into the excited ex-

citonic state. CD spectroscopy provided evidence that
C708 of monomeric and trimeric PS I complexes from
A. platensis is formed by excitonically coupled Chls
(see Fig. 2 and Engelmann et al., 2001). The CD spec-
trum of the trimeric PS I complex from T. elongatus
at 77 K also shows a separate band that has been at-
tributed to the low energy exciton band of coupled Chls
that give rise to long wavelengths absorption (Byrdin
et al., 2002). No CD signal has been resolved thus far
for C708 of Synechocystis sp. (van der Lee et al., 1993)
and C740 of trimeric PS I from A. platensis (see Fig. 2)
(Shubin et al., 1993; Engelmann et al., 2001). This
might be the result of the specific organization of the
excitonically coupled Chls. Calculations based on the
2.5 Å structure of trimeric PS I complex from
T. elongatus (Jordan et al., 2001) show that the lowest
exciton bands of the chlorophyll trimers A31A32B7
and B31B32B33 (see below) have small rotational
strengths of less than 0.3 D·μB.

Information on the orientation of the transition
dipole moments of the LWC relative to the mem-
brane plane has been obtained by linear dichroism
(LD) spectra. Figure 4 shows, as an example, the po-
larized absorption (A|| and A⊥), LD and reduced LD
(LD/Aiso) spectra of trimeric PS I complexes from
T. elongatus at 5 K. On the long wavelength side of
the main peak in the LD spectrum distinct bands at
about 698, 709, and about 720 nm are well resolved.
The LD/Aisotropic ratio is maximal for the red-most
band at 720 nm (LD/Aiso ≈ 0.6). With an orienta-
tion factor of about 0.4–0.45, the angle ϑ between the
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Fig. 5. The arrangement of Chls in one PS I monomer of
T. elongatus. Only the ring planes of the Chls are shown for
clarity. The strongest coupled Chls with an interaction energy
≥100 cm−1 are depicted in grey. See Color Plate 9, Fig. 1.

transition dipole moment of C719 and the normal to
the membrane plane can be calculated using the equa-
tion LD/(3·Aiso) = −〈0.5·(3·cos2ϑ − 1〉 · �(n) to 80˚
< ϑ < 100˚, i.e., the transition moment of the red-
most state is oriented virtually parallel to the membrane
plane (Schlodder et al., 2005). The reduced LD is only
slightly lower for the absorbance band around 708 nm,
demonstrating that the transition moments of C708 lie
also preferentially parallel to the membrane plane. LD
studies of PS I complexes from other species demon-
strated also that the transition dipole moments of LWC
are almost parallel to the membrane plane (Duval et al.,
1986; van der Lee et al., 1993; Schlodder et al., 2005).

III. Localization of Long Wavelength
Chlorophyll in Antenna

A. PS I Core Complex

The only PS I complex from cyanobacteria for which
a high-resolution X-ray structure is available is the
trimeric PS I complex from T. elongatus (Jordan et al.,
2001) (see Fromme and Grotjohann, this volume,
Chapter 6). In the present chapter we will only dis-
cuss which of the 96 Chls identified in the structure
might be responsible for the long wavelength absorp-
tion. On the basis of the spectroscopic properties of
LWC described in section II, it has been proposed that
red antenna states originate from strongly excitonically
coupled Chls. Therefore, we address first the excitonic
interactions between the Chls in the trimeric PS I com-

plex from T. elongatus (for a more detailed discussion
see Byrdin et al., 2002). The mean center-to-center dis-
tance between neighboring Chls in the cyanobacterial
PS I is 9.9 Å, which is only slightly more than the diam-
eter of the chlorin ring. This dense packing indicates
that excitonic interactions play an important role. From
the mean nearest neighbor distance an average interac-
tion energy between neighboring Chls of ∼70 cm−1 is
calculated, which corresponds to ∼6 nm splitting be-
tween the upper and lower excitonic bands.

Figure 5 shows the arrangement of the Chls in one
monomer of PS I [pdb file 1JB0]. The strongest cou-
pled Chls with an interaction energy ≥100 cm−1 are
depicted in color. Reddish tones are used if virtually
all oscillator strength of the coupled Chls is concen-
trated in the red-shifted lowest exciton state. If the os-
cillator strength of the coupled Chls is more equally
distributed between upper and lower exciton states, the
coupled Chls are represented in green. There are two
pairs in blue (A38-A39 and B37-B38 (the nomencla-
ture of Jordan et al., 2001 is used for naming Chls).
In these cases, the upper exciton state carries most of
the oscillator strength. The ratio between the oscillator
strengths of the lower and upper exciton states is about
0.2. In the extended dipole approximation, the strongest
couplings (∼250 cm−1) have been calculated for the
trimers B7-A32-A31 and B31-B32-B33. It should be
noted that upon application of the point dipole approx-
imation, the strongest coupling of 415 cm−1 is found
between the two pigments that constitute the special
pair of P700, corresponding to an excitonic splitting
of ∼39 nm. It is obvious that excitonic interactions
alone cannot explain the strong red shift of LWC. Most
probably pigment–protein interactions, which give rise
to lower individual site energies of the involved Chls,
contribute to the red shift. Furthermore, charge trans-
fer interactions have to be taken into account as well,
especially in view of the fact that the edge-to-edge dis-
tances between strongly coupled Chls (closest contacts
of the �-systems) are close to van der Waals contact.

Although the LWC in PS I from T. elongatus (C708
and C719) and the number of Chls contributing to these
red-antenna states are known (see Table 1), it is difficult
to ascribe the various structurally defined aggregates to
specific spectral forms of LWC. Even if we take into
consideration that the transition moments of the red-
most states are oriented virtually parallel to the mem-
brane plane, any spectral/structural assignment is rather
speculative. The coupled Chls circled by elliptical rings
in Fig. 5 are possible candidates: (1) A31-A32-B7 with
ϑ = 95.5˚ (ϑ is the angle between the transition mo-
ment of the lower exciton transition and the normal
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to the membrane plane) and N = 1.5 (N represents
the number of Chls contributing to low energy exciton
transition); (2) B18-B19 with ϑ = 85˚ and N = 1.9; (3)
A26-A27 withϑ=90.2˚ and N=0.8; (4) B24-B25 with
ϑ = 85.5˚ and N = 0.8; (5) B37-B38 with ϑ = 91.3˚ and
N = 0.4, (6) A38-A39 with ϑ = 96.1˚ and N = 0.8; (7)
A16-A17-A25 with ϑ = 107.6˚ and N = 1.6; (8) B14-
B15-B23 with ϑ = 107.9˚ and N = 1.6; and (9) B31-
B32-B33 with ϑ = 111.5˚ and N = 2.9. Interestingly,
more than one strongly coupled aggregate is required
to match the observation that the oscillator strength of
C719 (C708) corresponds to four (five) Chls. The as-
signment by Zazubovich et al. (2002) that A38-A39
represents C715 and B37-B38 represents C719 would
explain only about 15% of the oscillator strength of
the red-most transitions. On the basis of modeling of
time-resolved fluorescence data at room temperature
(Gobets et al., 2003b) it has been proposed that the
trimer B31-B32-B33 with ϑ = 111.5˚ and N = 2.9 is
involved in the C719 spectral form. However, this as-
signment is not in agreement with the above-described
LD experiment at 5 K. The latest data accept that the
strongly coupled aggregate (A31-A32-B7) located on
the lumenal side close to the trimerization domain of
the trimeric complexes and forming hydrophobic con-
tacts with PsaL may represent the C719 (Byrdin et al.,
2002; Sener et al., 2002). Obviously, this location is
very sensitive both to the lack of the PsaL subunit in
a deletion mutant and to the loss of PsaL by detergent
treatment, which could explain the lower number of
C719 in monomeric PS I (see Table 1). Additionally,
B7 is unique for this side of the complex and has no
C2-symmetry analogue on the opposite side.

The dimers A33-A34 and A24-A35 have been sug-
gested to represent C715, while the dimer B22-B34 has
been suggested to represent C708 (Sener et al., 2002).
The dimer A33-A34 can be excluded because of ϑ =
69.7˚. A24-A35 and B22-B34 are not colored in Fig. 5
because these dimers are not strongly coupled.

It is interesting to compare the organization of the
Chls in the 2.5 Å structure from T. elongatus (Jordan
et al., 2001) with those observed in the 4.4 Å structure
from pea (Ben-Shem et al., 2003), also because the
latter complex does not contain C719, but only C708.
Though the latter structure is still at intermediate res-
olution, it appears that the positions and orientations
of most Chls are conserved between cyanobacteria and
higher plants. One of the rare differences is Chl B33,
which is in significantly different orientations in both
organisms. This suggests that the trimer B31/B32/B33
located on the periphery of PS I core antenna could be
involved in the C719 spectral form in T. elongatus. Note

that 92 Chls in the plant PS I core are indicated at the
same position as that in the PS I core of cyanobacteria
(Jordan et al., 2001; Ben-Shem et al., 2003).

B. LHC I

The PS I complex of higher plants and algae (PS I-
200) consists of the PS I core complex and the periph-
eral LHC I. In higher plants and algae, several Lhca
complexes are connected to each PS I monomer (Jans-
son, 1994; Fromme et al., 2003). Electron microscopic
characterization of green plant PS I indicates that LHC
I binds to the core complex only on the side of the
subunits PsaF/PsaJ and thus does not cause structural
hindrances for possible trimerization (Boekema et al.,
2001) (see Haldrup et al., this volume, Chapter 11).
Recently, a crystal structure at 4.4 Å resolution was
published of PS I-200 from pea (Ben-Shem et al.,
2003), revealing the binding of four LHC I proteins in
a half-moon shape at the PsaF/PsaJ side of the complex
(see Nelson and Ben-Shem, this volume, Chapter 7).
Green algae such as Chlamydomonas reinhardtii bind
larger numbers of LHC I proteins (Germano et al.,
2002; Kargul et al., 2003). The Lhca1 and Lhca4 pro-
teins of LHC I form a heterodimer in solution (Schmid
et al., 1997), which gives rise to a 77 K emission band
peaking at about 730 nm and is generally referred to as
F730. It was shown that most of the long wavelength
emission originates from Lhca4. Lhca2 and Lhca3 were
thought to give rise to a 77 K emission peak at 680
nm (the same maximum as observed for all PS II-
associated Chl a/b binding proteins) and could there-
fore be responsible for LHC I-680, but recent experi-
ments suggested that LHC I-680 could also be a product
of the monomerization of the LHC I-730 dimer (Croce
et al., 2002). Instead, Lhca2 and/or Lhca3 were shown
to give to rise to F702, which originates from an absorp-
tion band peaking between 690 and 695 nm (Ihalainen
et al., 2000, 2003).

More information on the origin of F730 was re-
cently obtained by Morosinotto et al. (2003). These au-
thors used in vitro reconstitution to obtain monomers
of Lhca1–4, of which Lhca1 and Lhca2 were shown
to give rise to F702, and Lhca3 and Lhca4 to F730
(Morosinotto et al., 2002; Schmid et al., 2002). It ap-
pears that Lhca3 and Lhca4 have Asn as the ligand for
Chl A5 instead of His, the ligand for Chl A5 in Lhca1,
Lhca2, and all Lhcb proteins of PS II, which all show no
or a low amounts of LWC. It was shown by site-directed
mutagenesis that Asn as ligand for Chl a in the A5 bind-
ing site is essential for the formation of F730, whereas
a substitution of Asn to His ligand in Lhca3 and Lhca4
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resulted in a clearly blue-shifted emission (Morosinotto
et al., 2003). These results indicate that a pair of Chls
bound at the A5 and B5 sites is responsible for F730 in
LHC I. The recent finding that the A5 and/or B5 Chls
are tilted in LHC I compared to LHC II (Ben-Shem
et al., 2003) can be in line with this suggestion.

IV. Dissipation of Excess Energy in PS I
via Long Wavelength Chlorophyll

LWC of PS I compete with P700 for excitation energy,
and therefore may serve as indicators of energy uti-
lization by the RC. The fluorescence yield of LWC in
the PS I antenna is strongly quenched at room temper-
ature and becomes visible in plants and algae only at
77 K as an intense band F735 emanated from LWC
of LHC I absorbing at 705–710 nm, or as F720 emit-
ted by LWC of PS I core antenna absorbing around
705 nm (Fromme et al., 2003). Unicellular cyanobac-
teria such as Synechocystis sp. PCC 6803 show the
77 K fluorescence band F720 emitted by PS I core
LWC absorbing at 708 nm (van der Lee et al., 1993;
Palsson et al., 1996). In addition to F730, the PS I
trimers of the cyanobacterium A. platensis at 77 K ex-
hibit extremely red-shifted fluorescence F760 emitted
by core C740 (Shubin et al., 1992; Karapetyan et al.,
1997).

Remarkably, the fluorescence lifetime and yield, re-
spectively, were found to be very similar in PS I with
P700 in the reduced (“open RC”) and oxidized (“closed
RC”) states at room temperature. A small amount of
light-induced fluorescence enhancement (∼5%) of PS I
at room temperature for PS I enriched particles isolated
from bean chloroplasts was attributed to P700+ accu-
mulation (Karapetyan et al., 1973). A larger (∼12%)
light-induced increase of long wave fluorescence as a
result of P700+ accumulation was observed at room
temperature for PS I trimers of the cyanobacterium
T. elongatus (Byrdin et al., 2000). The invariance of
PS I fluorescence was explained as a quenching of
the fluorescence of PS I antenna by P700 and P700+

with equal efficiency (Shubin et al., 1995; Karapetyan
1998).

At 77 K, accumulation of P700+ was accompanied
by a light-induced decrease of fluorescence in PS I
enriched particles (Ikegami, 1976), PS I trimers of
the cyanobacterium A. platensis (Shubin et al., 1992)
and in T. elongatus (Byrdin et al., 2000). No fluores-
cence changes dependent on P700 redox state have
been found in PS I trimers of the cyanobacterium Syne-
chocystis sp. (van der Lee et al., 1993). The absence of

Fig. 6. Fluorescence emission spectra of A. platensis PS I
trimers for P700 in the reduced (solid) and oxidized (dotted)
state (77 K), excitation 440 nm. (Karapetyan et al., 1997)

variable F735 nm in PS I of plants may be due to by
the large distance between P700 and the LWC local-
ized on LHC I (about 65 Å, according to Dorra et al.,
1998). Note that the intensity of F760 in PS I trimers
of A. platensis (Fig. 6) as F730 in PS I trimers of T.
elongatus strongly depends on the P700 redox state at
77 K: it is maximal with P700 is reduced, and minimal
with P700 oxidized (Shubin et al., 1993; Karapetyan et
al., 1997; Byrdin et al., 2000). P700+ quenches F760
in PS I trimers of A. platensis more than one order of
magnitude, while F725 of PS I monomers is indepen-
dent of the P700 redox state (Karapetyan et al., 1997).
Quenching of F730 by P700+ in PS I trimers of T. elon-
gatus at 5 K was less efficient than that in PS I trimers
of A. platensis (Byrdin et al., 2000).

The low yield of variable fluorescence of PS I un-
der physiological conditions results from the fact that
may different types of energy dissipation in open and
closed PS I centers (quenching by charge separation
and quenching by chlorophyll cation radicals) are func-
tioning with almost the same quenching efficiency. At
low temperature, the strong F760 quenching in PS I
trimers of A. platensis can be attributed to the direct
energy transfer from the LWC absorbing at 740 nm to
P700+ (Shubin et al., 1995). The value of the Förster
overlap integral between F760 and the absorption band
of P700+ in PS I trimers of A. platensis is about two
orders of magnitude higher than that for P700 (Dorra
et al., 1998). This value compensates for the large dis-
tance of about 42 Å between P700 and LWC emitting
F760 (Dorra et al., 1998; Karapetyan et al., 1999a);
a more correct evaluation provides a distance of 32 Å
(Schlodder et al., 2005). At the same time, the values of
the overlap integral between F730 and P700/P700+ in
PS I monomers of cyanobacteria and PS I complexes of
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higher plants are equal. Quenching of the long wave-
length fluorescence of Bchls by cation radical of the
primary electron donor of RC was observed also for
the heliobacterium Heliobacterium chlorum (Deinum
et al., 1991) and the purple bacterium Rhodopseu-
domonas viridis (Kleinherenbrink et al., 1992). The
higher values of the overlap integral between the emis-
sion band of long wavelength Bchl with the absorption
band of cation radicals (P965+ or P798+) as compared
with that of reduced primary donors has suggested a
similar type of quenching mechanism.

Evidence for an energy exchange between antenna
Chls of monomers within a PS I trimer of A. platensis
has been derived from simultaneously-measured kinet-
ics of P700 oxidation and the light-induced decrease of
F760 at 77 K (Karapetyan et al., 1999b). Although the
decrease of F760 nm was ascribed to a stronger quench-
ing effect of P700+ on F760 than of reduced P700 (Shu-
bin et al., 1995; Dorra et al., 1998), the light-induced
F760 decrease in trimers was faster than P700 oxidation
(Karapetyan et al., 1999b). The nonlinear relationship
between the variable part of F760 and the fraction of re-
duced P700 is considered to be the result of an energetic
connectivity of the antenna of monomeric complexes
within a trimer. When one of the P700 centers in PS I
trimers of A. platensis is oxidized, the energy from an
antenna of monomers with reduced P700 may migrate
to a subunit with P700+ and be quenched there. The
energy exchange between the antenna of monomers
within a PS I trimer stimulates quenching of F760 by
P700+ was confirmed by a difference in the midpoint
potentials (Em) between P700 and F760 (Schlodder
et al., 2005). The relationship between the values of
Em of F760 and P700 also indicates that about 30% of
P700+ (i.e., when one monomer within each trimer on
the average has P700+) causes the quenching of about
70% of F760, and 60% of P700+ quenches about 90%
of F760 as a result of such energy exchange between
monomers within a trimer. A model was presented
describing the energetic interaction of antenna of
monomeric complexes within the PS I trimer via C740
(Karapetyan et al., 1999b). The intermonomer energy
exchange provides no gain in photochemistry, but it
stimulates the dissipation of excess energy as heat and
therefore protects the RC against photodestruction. PS
I trimers are more stable to the light excitation as com-
pared with monomers: According to the X-ray structure
of PS I trimers of T. elongatus, carotenoids are located
close to LWC and in the region of monomer interaction
of trimer (Fromme et al., 2001; Jordan et al., 2001).

Under highly reducing conditions, excess energy is
also dissipated efficiently. The triplet state of P700

(3P700) is formed when A1 is prereduced by dithionite.
Under these conditions, when electron transport to A1

is blocked, the primary radical pair P700+ A−
0 recom-

bines to 3P700 which decays with a half-life of t1/2 ∼
1.1 msec at 5 K in PS I trimers of A. platensis (Witt
et al., 2003). The formation and decay of 3P700 at 5
K could also be recorded by flash-induced changes of
the fluorescence intensity at 760 nm in PS I trimers
from A. platensis. The flash-induced decrease of F760
attributed to the formation of 3P700 decays with virtu-
ally the same kinetics as 3P700. This provides direct ki-
netic evidence that 3P700 is also an effective quencher
of F760 (Schlodder et al., 2005). Thus, dependent on
the redox state of P700 and PS I cofactors, fluorescence
of the LWC is quenched efficiently under all conditions
investigated thus far: either by P700 or by P700+ and
3P700, respectively.

V. Energy Transfer and Trapping
in PS I

A. Time-Resolved Spectroscopy

The core antenna of PS I is intimately bound to the RC
of PS I and consequently time-resolved experiments
on native PS I need to be performed on systems with
a large number (about 100) of Chls all connected via
efficient energy transfer. During the past decade, PS I
complexes of a wide variety of species have been stud-
ied using (sub-)picosecond time-resolved techniques,
including pump-probe, single photon timing, fluores-
cence upconversion and with the use of a synchroscan
streak camera. For most of these PS I cores it was found
that the trapping time was in the few 10s of picoseconds
range and increasing for systems that contained an in-
creasing complement of red pigments: Synechococcus
sp. PCC 7942: 19 psec, Synechocystis sp. PCC 6803 and
plant cores: 22 psec, T. elongatus: 36 psec, A. platensis:
51 psec. In addition to these “slow” trapping times a
number of faster events could be distinguished that all
reflected various stages of equilibration (see Savikhin,
this volume, Chapter 12).

Figure 7 shows the decay associated spectra (DASes)
of PS I core of trimer of T. elongatus (Gobets et al.,
2001b). Two distinct energy transfer components of 3.8
and 9.6 psec can be distinguished for C708 and C719.
The 3.8 psec equilibration component exhibits a DAS,
which shows the equilibration between bulk Chls of
PS I and C708 (which peaks at 702 nm at room tem-
perature). The spectrum is more or less conservative,
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Fig. 7. DAS of fluorescence decay of PS I trimers of T. elongatus
at 295 K, excitation at 400 nm. (Gobets et al., 2001b)

indicating that in the trimeric core of T. elongatus the
amount of trapping that occurs with the 3.8 psec time
constant is negligible. In contrast, the 9.6 psec DAS
is highly nonconservative and basically consists of a
broad positive contribution that peaks around 700 nm.
This spectrum suggests that during the 9.6 psec com-
ponent both trapping by charge separation and fur-
ther equilibration between the bulk/C708 and the C719
pools of Chls is taking place.

B. Modeling Energy Transfer and Trapping
in the PS I core

The kinetic model of the fluorescence spectral dynam-
ics of a variety of PS I cores was developed by Gob-
ets and coworkers (2001b). The model discussed here
mainly for the PS I core of T. elongatus includes ultra-
fast relaxation from the Soret to the Qy region, followed
by relaxation between the various pools of Chls (bulk,
C708, C719) and trapping (Fig. 8). An important result

Fig. 8. Compartmental model describing the kinetics of PS I trimeric complex of T. elongatus upon excitation at 400 nm. Red 1
represents the pool of C708 and Red 2 represents the pool of the most-red Chls (C719 or C740), Free represents some uncoupled
Chls.

of the kinetic modeling was that a trapping time of 18
psec could be estimated for a hypothetical PS I core
without red pigments. Earlier attempts to understand
energy transfer and trapping in PS I on the basis for in-
stance of lattice models all suffered from the problem of
locating the red pigments. A combination of the charge
separation time and (average) single-site lifetime (de-
fined as the time it takes to “hop” away from a certain
pigment) result in a 18 psec trapping time of a PS I
core “without red pigments.” Realistic estimates for
the single-site lifetime (�ss) and the charge separation
time (�cs) are 150 fsec and 1 psec, respectively (note
that it is assumed that charge separation may occur
from both Chls in P700). The (almost) linear relation
between �ss and �cs could be explained using a rela-
tively simple perturbed two-level model. This model
led to an estimation of the first passage time (fpt) of
about 8.5 psec (Gobets et al., 2003a). This implies that
on the average an excitation is trapped on the second
visit to the RC. The value of the fpt is almost identical
to the average time needed for an excitation to reach
one of red Chl pools in T. elongatus, corroborating ex-
perimental evidence that these two processes compete
in an approximately 1:1 ratio.

The probability of escaping from the RC after reach-
ing it for the first time is about 50% but most of these
excitations are trapped on subsequent revisits. Making
the bulk antenna inhomogeneous has some effect on
these parameters (for instance the probability of es-
caping increases), but the general conclusions remain
unchanged. To compare the estimated value of �ss with
an experiment, the polarized fluorescence of PS I cores
was studied using fluorescence upconversion (Kennis
et al., 2001). The anisotropic decay showed a major
component of ∼150 fsec, most likely reflecting the de-
cay in polarization due to a single energy-transfer step
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in the bulk antenna and consistent with the modeling
result. Another important conclusion that follows from
the kinetic model (Fig. 8) is that trapping (and thus
transfer to the RC) takes place both from the bulk Chls
and from the red Chl pools. Comparing the trapping
rates relative to the spectral overlap of their emission
with the absorption spectrum of P700 indicates that
the red Chls in the C708 pool are neither close to the
RC nor very distant. For the C719 Chls a more distant
location could not be ruled out.

Having accurate estimates for �ss and the charge sep-
aration rate, kcs, the only thing that is required to calcu-
late the dynamics of the PS I core of T . elongatus is to
assign the C708 and C719 pools in the structure. Since
the red pigments are thought to consist of dimers or
larger aggregates of Chls, strongly coupled Chl aggre-
gates in the structural model are the prime candidates
for these pools. There exist various possible choices for
the dimers (Jordan et al., 2001; Sener et al., 2002; Go-
bets et al., 2003b); assigning any triplet combination
these dimers to the C708 species gave good results.
In contrast, the C719 species was best represented by
the trimer consisting of the Chls designated as aC-B31,
aC-B32, and aC-B33. Any other choice could not re-
produce the distinct 10 psec equilibration phase.

The amplitudes of the contributions to the DASes
of each of the five pools of Chls (bulk, C708, C719,
P700, and A0; A0 is a Chl a monomer, and the pri-
mary electron acceptor of PS I) for each of the 96 life-
times in the system have been studied. Remarkably,
only a few (clusters) of the 96 lifetimes correspond
to DASes with significant amplitude. Four clusters of
lifetimes dominate the dynamics of the system for all
excitation conditions: 37.5, 10.9, ∼3, and <1.5 psec.
First of all we note the excellent correspondence be-
tween the lifetimes from the modeling with those from
the experiment. Second, the spectrum of the 35–38
psec component is independent of the excitation wave-
length, consistent with the experimental trapping spec-
trum (Gobets et al., 2003b). Note that the amplitude of
this spectrum does depend on the excitation wavelength
due to the fact that there is significant nonequilibrium
trapping upon bulk excitation, but much less when the
red pools are excited. Third, the 10.9 psec component
clearly reflects energy transfer between the bulk/C708
pools and C719, while the group of ∼3 psec compo-
nents mainly display energy transfer between bulk and
C708. Finally, the amplitudes of the <1.5 psec com-
ponents are small, since they are associated mainly
with transfer within the bulk pool, and thus do not
lead to spectral changes. The sum of the large num-
ber of ultrafast components, however, does show a sig-

nificant amount of equilibration between the bulk and
red pools, especially for selective excitation of the red
Chls, consistent with the (sub)-picosecond components
that were found for such excitation conditions (Gobets
et al., 2003b). Using the emission spectra for the various
spectral forms extracted from these data in combina-
tion with the kinetic model (Gobets et al., 2003a) one
can reconstruct the DASes of each of the four lifetime
components. Notably, the very nonconservative char-
acter of the 10 psec component is reproduced in the
simulation.

The assignment of the Chl trimer to C719 was es-
sential in reproducing the 10 psec equilibration com-
ponent. The use of any of the dimers (either alone or in
combination with another dimer) to represent C719 did
not result in a distinct separation of a ∼10 psec trans-
fer component from the faster ones. It thus appears that
C719 needs to be located in one single cluster on the
periphery of the antenna. The assignment of the Chl
trimer to the C719 pool is supported by structural and
biochemical data for T. elongatus and Synechocystis
sp. PCC 6803, where PS I of the latter organism lacks
C719. The lumenal loop in PsaB, which stabilizes the
Chl trimer in T. elongatus, is shorter in Synechocystis
sp.; subunit PsaX, which interacts with one of the Chls
of the trimer is probably not present in Synechocystis
sp. PCC 6803; and the axial ligand to aC-B31 (His-
B740) is not conserved in Synechocystis sp. PCC 6803.
Therefore, the presence of a Chl trimer like in PS I of T.
elongatus is unlikely for PS I of Synechocystis sp. PCC
6803 (N. Krauß, P. Jordan, and P. Fromme, personal
communication).

It has been speculated that the linker Chls, aC-A40
and aC-B39, play a bridging role in energy transfer
from the antenna to the RC (Jordan et al., 2001).
However, a simulation of the excitation transfer un-
der conditions in which these linker Chls were re-
moved showed that the dominant lifetimes were only
slightly increased. For instance, the trapping time was
slowed down by only 2%. Therefore, it is concluded
that the linker Chls do not perform a special role in
light-harvesting in PS I.

C. Energy Transfer and Trapping in LHC I
and PS I-200

The main function of LHC I is to absorb light and
transfer the excited state energy to the core of PS I.
The excited state decay in a mixture of isolated dimers
of LHC I was investigated using fluorescence upcon-
version and a synchroscan streak camera (Gobets et al.,
2001a), while the reconstituted monomeric Lhca4 and
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Fig. 9. Scheme of energy-transfer pathways in LHC I. Dashed
lines indicate the pathways that presently cannot be decided
upon based on our data.

the heterodimer Lhca1/Lhca4 were studied with single
photon counting and transient absorption (Melkozer-
nov et al., 1998, 2000c).

In the dimers of LHC I the energy transfer from the
carotenoid excited S2 states to predominantly Chl a
was found to take place within 150 fsec; whether the S1

state is involved in slower energy transfer is unknown.
Energy transfer from Chl b to Chl a occurs with two
distinct lifetimes, 0.5 and 2–3 psec. The 0.5 psec com-
ponent mainly reflects energy transfer to the bulk Chl
a, whereas the 2–3 psec component may also account
for direct energy transfer from Chl b to the special red-
shifted Chl a forms. Equilibration between the bulk Chl
as and these red-shifted Chl a forms displays various
lifetimes ranging at 4–8 psec, while a slower phase oc-
curs with about 20 psec. Since the 4–8 psec component
was also observed in monomer Lhca4 (Melkozernov et
al., 2000c), while the slower phase only appeared in the
heterodimer, the 4–8 psec phase probably reflects intra-
monomer equilibration, while the 20 psec component
is energy transfer between the two monomers. Figure
9 summarizes the energy transfer pathways in LHC I.

The fluorescence of these LHC I dimers decays bi-
exponentially. The largest fraction of excitations (75–
80%), which decays with a 3 nsec time constant, is
attributed to the Lhca1/Lhca4 heterodimer and a ho-
modimer of either Lhca2 or Lhca3, whereas the remain-
ing fraction, which decays in 0.6 nsec, is assigned to

the remaining homodimer. Large PS I particles show
an average fluorescence decay time of about 80 psec
(van Grondelle et al., 1994). Faster phases were as-
cribed to equilibration. A full global analysis of the
room temperature fluorescence decay of pea chloro-
plasts recorded at a variety of wavelengths, led to the
assignment of a 10–20 psec phase to equilibration, fol-
lowed by a 80–120 psec trapping process in PS I. A
recent streak-camera study of PS I-200 of Arabidop-
sis thaliana gave lifetimes of 5, 15, 50, and 120 psec
(Ihalainen et al., 2002). The 5 and 15 psec phase could
at least in part be attributed to the excitation equilibra-
tion between bulk and red Chl forms, though the 15
psec phase also contains a contribution from nonequi-
librium trapping, similar to the 10 psec phase observed
in the PS I cores of T. elongatus. The 50 and 120 psec
phases have all-positive spectra and correspond to the
trapping of the excitations. Very similar kinetics has
been reported for PS I-200 from maize (Croce et al.,
2000) and spinach (Turconi et al., 1994). A straight-
forward explanation for the two phases could be that
the 50 psec phase, which peaks at 720 nm, reflects the
trapping from the PS I core, while the 120 psec phase,
which peaks above 725 nm contains a large contribu-
tion from the peripheral antenna LHC I, in particular
from Lhca1/Lhca4 (Ihalainen et al., 2002).
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Summary

The electron transfer chain of Photosystem I (PS I) is made up of six chlorophylls (P700, A, and A0), two quinones
(A1), and three iron–sulfur centers (FX, FA, and FB). The chlorophylls and quinones form two potential pathways for
electron transfer from P700 to FX. The electron transfer chain chlorophylls are also excitonically coupled as indicated
by the spectrally broad transient bleaching observed between 660 and 700 nm upon initial excitation. This article
reviews how specific mutagenesis of the ligands of each cofactor is being used to address some of the outstanding
questions raised by the structural model of Photosystem I.

I. Introduction

Mutagenesis of ligands to various cofactors has been
a useful tool for understanding structure function
questions related to Photosystem I (PS I). Prior to a
detailed structure of PS I, site-directed mutagenesis
was used to address questions related to identifying
ligands to specific cofactors, in particular the primary
donor and the iron–sulfur centers FX, FA, and FB.
As the structure of PS I has gained in resolution,

∗ Author for correspondence, email: andrew.webber@asu.edu

Abbreviations: ETC – electron transfer chain; EPR – electron
paramagnetic resonance; ENDOR – electron-nuclear double res-
onance; ESEEM – electron spin echo envelope modulation;
PSI – Photosystem I.

the specific questions that can be addressed using
well-designed mutants have increased in sophistica-
tion, such that now a combination of mutagenesis
and spectroscopic analysis provides a very powerful
approach for understanding excitation energy and
electron transfer processes. This chapter reviews the
major questions that have been or are being addressed
by mutagenesis of ligands to the PS I cofactors.

II. Chlorophylls of the Electron Transfer
Chain

A. Primary Donor, P700

Some of the earliest work involving specific mutagen-
esis of PS I in vivo was aimed toward identifying the
axial ligands to P700. In the absence of any detailed

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 193–204.
C© 2006 Springer.
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Fig. 1. The primary donor P700 and its protein environment. See Color Plate 9, Fig. 2.

structural information, it was assumed that the ax-
ial ligand would be a histidine, similar to the case
of the purple bacterial reaction center, a hypothesis
that was supported by selective isotopic labeling and
electron-nuclear double resonance (ENDOR) and elec-
tron spin echo envelope modulation (ESEEM) spec-
troscopy. Changing one particular histidine (His 656
of PsaB) to asparagine or serine was found to result in
significant changes in the optical and ENDOR spec-
tra, as well as the redox potential, of P700 (Webber
et al., 1996), whereas changes in other conserved His
residues of PsaB or PsaA had no effect on the spec-
troscopic properties of P700 (Cui et al., 1995; Redding
et al., 1998).

The axial ligand mutants have been useful for exam-
ining a number of questions related to P700, in particular
the issue of whether or not P+

700 is a monomer or a dimer;
which chlorophyll carries the spin density in P+

700; and
what role the protein environment plays in determining
the redox potential of P700. The crystal structure of PS
I clearly shows that P700 is a chlorophyll a′/chlorophyll
a dimer (Fig. 1). However, a large body of spectro-
scopic information indicates that P+

700 is a chlorophyll
a monomer. In particular, ENDOR spectroscopy of sin-
gle crystals of PS I from Thermosynechococcus elonga-

tus indicates that greater than 80% of the spin distribu-
tion in P+

700 is located on a single chlorophyll. ENDOR
studies of the various P700 mutants of Chlamydomonas
reinhardtii have been performed in detail (Webber et
al., 1996; Krabben et al., 2000). In all these mutants,
only mutations of the PsaB subunit were found to al-
ter the 1H-ENDOR spectra of P700

+· and no significant
change in the hyperfine couplings were found for the
PsaA mutants. The small magnitude of the effect of
the mutations was not that surprising given that the
spin density at the Mg2+ ion coordinated by the axial
ligand is probably very small. The surprising observa-
tion was that predominantly only one single hfc of the
methyl group at position 12 was affected by each of the
PsaB mutations (Webber et al., 1996; Krabben et al.,
2000). Studies of modified chlorophyll a in vitro have
shown that the hyperfine coupling of this methyl group
is very sensitive to small structural changes and so the
increased hyperfine coupling of this methyl group is
probably caused by a movement of the chlorophyll a or
a change in its conformation as a result of substitution
of the axial ligand with shorter or nonligating residues
(Krabben et al., 2000). These ENDOR results were
interpreted to indicate that the PsaB side chlorophyll a
carries the electron spin density in P700

+·.
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The reason why P700 has a highly reducing potential
compared to chlorophyll a in solution is pretty much
unknown. Factors that may contribute to the unusual
potential of P700 include interaction with the protein
environment (Fig. 1). An interesting observation is that
decreasing the polarizability of the amino acid ligands
to P700 results in an increase in the redox potential
(Webber et al., 1996; Krabben et al., 2000). This would
then suggest that the unpaired electron of the His ax-
ial ligand stabilizes the charge on P+

700 thereby lowering
the redox potential. Other factors that will contribute to
the redox potential of P700/P+

700 include the H-bonding
the PsaA-side chlorophyll a′ at the 131-keto carbonyl.
Mutation of Thr 739, the H-bond donor to the 13′-keto,
in C. reinhardtii to Ala was shown to decrease the po-
tential by 32 mV (Witt et al., 2002).

The altered potential of P700 in the axial ligand mu-
tants has also been used to examine electron transfer
between plastocyanin and P700. Increasing the potential
of P700 would be expected to increase the driving force
for electron transfer between plastocyanin and P700. In-
deed, this was found to be the case, and in P700 axial
ligand mutants that increase the potential of P700 there
is an also increase the rate of electron transfer from
PC to P700 (Ramesh et al., 2002). Exploiting “Dutton’s
ruler” to estimate the distance between two cofactors
based upon the rate of electron transfer, it was estimated
that the distance between the edge of P700 and the Cu of
plastocyanin was 15 Å. This estimate fits well with the
hypothesis that plastocyanin binds to the lumen side of
PS I in a site formed by the ij helices of PsaA/B. It has
also been suggested that conserved Trp residues on the
surface-exposed ij loops of PsaA and PsaB may be im-
portant for electron transfer from plastocyanin to P700.
Mutation of the B-side Trp resulted in PS I complexes
that lack the fast phase of electron transfer from P700

to PS I supporting the notion that these residues are re-
quired for rapid electron transfer within the predocked
complex (Sommer et al., 2002, 2004).

B. The Accessory Chlorophylls, A

The two chlorophylls, eC-A2 and eC-B2, are located
between P700 and eC-A3 and eC-B3 (Jordan et al.,
2001). The axial ligand to both of these chlorophylls
is a water molecule that is hydrogen bonded to an as-
paragine. They are located very close to the P700 chloro-
phylls and the eC-A3/B3 chlorophylls. Calculations
indicate that eC-A2 and eC-B2 are strongly exciton-
ically coupled to eC-A3 and eC-B3, the chlorophylls
expected to represent A0 (Gibasiewicz et al., 2003).
These accessory chlorophylls were first identified from

the PS I structure at 6 Å, but have never been detected
spectroscopically and so have not been directly impli-
cated in the primary charge separation. However, on
the basis of their close proximity and the extent of ex-
citonic coupling it is very unlikely that they are not
directly involved. Indeed, based on kinetic modeling
of ultrafast absorbance changes thought to represent
initial electron transfer events and their insensitivity to
redox state of P700, it has been suggested that primary
charge separation could initiate at eC-A2 or eC-B2,
and that the positive charge subsequently retracts to
P700 (Gibasiewicz et al., 2003; Muller et al., 2003).
At this time this is somewhat speculative, but there is
precedent for a similar charge separation mechanism
in Photosystem II and purple bacteria.

C. The Primary Acceptor (s), A0

Spectroscopic analysis has identified the primary elec-
tron acceptor, A0, as a chlorophyll a monomer. In the
X-ray structure, one or both the chlorophylls eC-A3
and eC-B3 are assumed to be A0 (Fig. 2). The axial
ligands to eC-A3 and eC-B3 are Met688 of PsaA and
Met668 of PsaB, respectively (Jordan et al., 2001). Lig-
ation of a hard acid like Mg2+ by the soft base sulfur
is very surprising and could account for the unusual
redox potential of the A0 chlorophyll. The chlorophyll
eC-A3 has two H-bonds, one between the keto oxygen
of ring V and Tyr696 of PsaA and a second between
the phytyl ester carbonyl and the backbone oxygen
of Ser429 of PsaB (Jordan et al., 2001). The chloro-
phyll eC-B3 has only one H-bond between the keto
oxygen of ring V and Tyr676 of PsaB (Jordan et al.,
2001).

The very symmetrical nature of the electron trans-
fer chain (ETC) chlorophylls raises the question as to
whether both eC-A3 and eC-B3 are involved in electron
transfer, or if only a single chlorophyll represents A0.
This question has been addressed in C. reinhardtii by
site-directed mutagenesis, where the Met ligands have
been changed to His, Ser, or Leu (Fairclough et al.,
2003; Ramesh et al., 2004). These mutants have been
studied by electron paramagnetic resonance (EPR) and
ENDOR and by ultrafast optical spectroscopy.

Ultrafast absorption spectroscopy cannot normally
resolve bleaching due to reduction of A0 because of the
fast electron transfer to A1. However, under conditions
that doubly reduce the phylloquinones the absorption
spectra between 660 and 720 nm measured 200 psec af-
ter flash illumination contains contributions from P+

700

and A−
0 . Subtraction of the P700/P+

700 difference spectra
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Fig. 2. The chlorophyll cofactors eC-A1, eC-B2, eC-A3, and eC-B1, eC-A2, and eC-B3 of the A- and B-branches of the ETC. The
primary electron acceptors eC-A3 and eC-B3 are axially ligated by Met A688 and Met 668, respectively. Source: Ramesh VM,
Gibasiewicz G, Lin S, Bingham SE and Webber AN Unpublished.

from the P+
700/A−

0 spectra yields an absorption spectra
for A−

0 (Fig. 3) with a maximum bleaching at 682 nm
(Hastings et al., 1994, 1995). In the PsaA and PsaB
mutants of Met axial ligands, the P700/P+

700 difference
spectra is clearly different from the wild-type, indicat-
ing a contribution from A−

0 in the spectra (Ramesh et
al., 2004). When the P700/P+

700 spectra from wild-type
is subtracted from the spectrum from the mutant PS I, a
spectrum identical to A−

0 is obtained (Fig. 3) (Ramesh
et al., 2004). This data strongly supports the hypoth-
esis that both branches of the electron transfer chain
function in forward electron transfer at least to A0 in
C. reinhardtii. The amplitude of the bleaching signal
attributed to A−

0 is approximately half that from wild-
type for both mutants (Ramesh et al., 2004). This indi-
cates that electron transfer occurs along either branch
to approximately the same extent. When measured on
a longer timescale, it has recently been possible to re-
solve a component that decays with a lifetime of 1700
psec and which has a shape identical to A−

0 (Ramesh
and Webber, unpublished). This indicates that electron
transfer from A−

0 to A1 is slowed from approximately
20 psec in wild-type, to ∼1700 psec in the A0 mutants
(Fig. 4).

Time resolved EPR spectroscopy of the decay of the
geminate P+

700/A−
1 radical has been used to study for-

ward electron transfer from A1 to FX. In wild-type C.
reinhardtii, the electron spin polarized signal measured
at room temperature decays in approximately 350 nsec
and has been shown to monitor forward electron trans-
fer from the PsaA-side phylloquinone to FX (Muhi-
uddin et al., 2001). This signal was not detected in
the PsaA Met mutant indicating that electron transfer
from P700 to A1 is blocked (Fairclough et al., 2003). At

100 K in samples reduced with sodium ascorbate and
phenazine methosulfate, or sodium dithionite, the rate
of decay of the correlation of the P+

700A−
1 radical pair

that is thought to reflect the environment of the PsaA is
absent in the PsaA Met mutant, with just a fast phase
detected (Fairclough et al., 2003). In wild-type cells the
fast phase is only detected when FX is reduced by pho-
toaccumulation (Muhiuddin et al., 2001; Fairclough
et al., 2003). Their interpretation is that since the slow
phase is missing and since A-side electron transfer is
blocked, the fast decay of the correlation of the rad-
ical pair must reflect B-side electron transfer. This is
apparently supported by the fact that the fast phase
of the decay of the spin correlation is absent in the
PsaB side Met mutant. However, these interpretations
are confused by the fact that the PsaB side mutants also
affect the rate of decay of the P+

700A−
1 signal at room

temperature, which reflects electron transfer on the A-
branch. The difficulty in interpreting these EPR results
is that they are not directly monitoring rates of electron
transfer but rather the effect of mutations on the decay
of radical pair signals decaying by processes other than
electron transfer (FX needs to be prereduced to observe
biphasic kinetics in wild-type cells).

Overall the optical and EPR studies lend credence
to the hypothesis that both eC-A3 and eC-B3 partici-
pate in electron transfer in C. reinhardtii. However, the
results are still not totally satisfying given the fact that
PsaB mutants show an effect on electron transfer events
that have been clearly shown to be associated with the
A-branch of the ETC. A systematic study of these mu-
tants using optical and EPR techniques is required to
understand the impact of mutations on specific electron
transfer steps in this organism.
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Fig. 3. Accumulation of (A–
0 − A0) absorbance difference spectra in the MH(A684) (A) and MH(B664) (B) mutant PS I from

C. reinhardtii at room temperature under neutral conditions. The spectra presented were recorded 200–300 psec after ∼150 fsec-
excitation at 695 nm (Ramesh et al., 2004).
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Fig. 4. Decay associated spectra (DAS) of the 1700 psec (solid) and non-decaying (dashed) components obtained from global analysis
of data measured under neutral condition in Photosystem I from MH(A684) and MH(B664) mutants of C. reinhardtii. Data were
collected on a 4 nsec timescale, using high intensity excitation pulses at 695 nm. Source: Ramesh VM, Gibasiewicz G, Lin S,
Bingham SE and Webber AN Unpublished.
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Fig. 5. Comparison of the initial time resolved spectra recorded after a pump-probe delay time of ∼160 fsec at excitation wavelengths
of 670, 680, and 695 nm (A), and 700 nm (B). Traces A and B in panel B are from two independent experiments. Excitation
wavelengths are indicated by arrows. Source: Gibasiewicz K, Ramesh VM, Lin S, Woodbury NW and Webber AN (2002) Excitation
dynamics in eukaryotic PS I from Chlamydomonas reinhardtii CC 2696 at 10 K. Direct detection of the reaction center exciton states.
J Phys Chem B 106: 6322–6330.

D. Excitonic Coupling Between the
ETC Chlorophylls

A feature that has emerged from both an analysis of
transient (subpicosecond) absorption changes and from
modeling chlorophyll interactions based on the 2.5 Å
structure is that there is considerable excitonic inter-
action between the chlorophylls of the ETC (Melkoz-
ernov et al., 2000; Byrdin et al., 2002; Gibasiewicz
et al., 2002). The extent of the interaction probably
needs to result in a reappraisal of our thinking about the
nature of the individual chlorophylls of the ETC—they
are clearly not isolated molecules but are a connected
network that may extend beyond the ETC and include at
least the connecting chlorophylls (Gibasiewicz et al.,

2003). The nature of the excitonic coupling between
chlorophylls of the ETC has been extensively inves-
tigated in mutants of C. reinhardtii (Gibasiewicz et
al., 2003). C. reinhardtii has been particularly useful
in this regard because the PS I core complexes lack
the red-shifted chlorophylls that absorb at 700 nm and
longer (Gibasiewicz et al., 2002). This allows for di-
rect excitation of the ETC chlorophylls and therefore
a study of the earliest events associated with light ab-
sorption. Excitation of the red edge of the Qy tran-
sition band in C. reinhardtii PS I using excitation of
700 nm leads to wide transient (subpicosecond) absorp-
tion changes with a positive �A between 635 and 665
nm and four negative �A bands at 667, 675, 685, and
695 nm (Fig. 5). The wide structure of this absorption
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band was attributed to excitonic coupling (Gibasiewicz
et al., 2002, 2003). The negative bands were ascribed to
photobleaching of the transitions to four different one-
exciton states, and the positive bands to excited state
absorption from the lowest one-exciton state to four
different two-exciton states. Calculation of interaction
energies between the six ETC chlorophylls based on
the 2.5 Å model indicated that the six ETC chloro-
phylls can be considered as a set of three dimers: eC-
A1/A2, eC-A2/eC-A3, and eC-B2/eC-B3 (Gibasiewicz
et al., 2003). Because of the symmetry in the structure
there is degeneracy in the one-exciton states so that
instead of six states there are four. However, the cal-
culated splitting of the lower and upper states was too
large to explain the experimental data. Including the
connecting chlorophylls in the calculation was shown
to predict eight one-exciton levels of which five were
well-separated and could be expected to appear in the
experimental results (Gibasiewicz et al., 2003). The
contribution of each of these chlorophylls to the exci-
tonic coupling was tested by analysis of C. reinhardtii
mutants that alter the axial ligand to the two connecting
chlorophylls (a HL(A730)/HL(B714) double mutant)
(Redding et al., 1998; Gibasiewicz et al., 2003) and to
the eC-A3 and eC-B3 chlorophylls (Gibasiewicz et al.,
2003).

In the HL(A730)/HL(B714) double mutant the band
at 683 nm was absent as predicted if the connect-
ing chlorophylls were left out of the calculation
(Gibasiewicz et al., 2003). This supported the hypoth-
esis that the connecting chlorophylls significantly con-
tribute to the excitonically coupled network of chloro-
phylls even though the calculated interaction energy be-
tween the connecting chlorophylls and A0 were small.
In the mutants that have changed the axial Met ligand
of A0 to His, the amplitudes of the band attributed to
A0 interacting with A, at 675, and the band attributed
to A0 interacting with the connecting chlorophyll, at
683 nm, were both reduced by half (Gibasiewicz et al.,
2003; Ramesh et al., 2004). This was predicted based
on calculated interaction energies when either eC-A3
or eC-B3 were removed from the calculations. While
the model of interaction between at least eight chloro-
phylls fits the early absorption spectra discussed here,
it remains to be seen if it will also predict other spec-
troscopic data, such as T-S spectra and P700 difference
spectra.

The data described in this section supports the hy-
pothesis that the ETC chlorophylls are part of an ex-
citonically coupled system. The resulting wide and
structured spectrum of the ETC chlorophylls may be
of great significance for the effectiveness of energy

transfer from the antenna to the reaction center. It is
expected to increase the range of spectral overlap be-
tween these two pools of chlorophylls, thus possibly
promoting the effective energy transfer between dif-
ferent spectral forms of antenna chlorophylls and ETC
chlorophylls (Gibasiewicz et al., 2002, 2003).

III. The Quinone Acceptors, A1

It is very clear from the current structural model that
there are two quinones in symmetrically related po-
sitions, completing the bifurcated chain of potential
electron carries between P700and FX. Again, as with
the A0 chlorophylls, it is relevant to address whether
one or both are active in electron transfer. Optical ki-
netic measurements of forward electron transfer from
A−

1 to FX show a fast (∼10 nsec∗∗) and a slow phase
(∼200 nsec) (Joliot and Joliot, 1999; Guergova-Kuras
et al., 2001). Transient EPR measurements, on the other
hand, only confirm the presence of the slow phase
(Boudreaux et al., 2001; Xu et al., 2003b), reviewed
in Golbeck (2003). The two kinetic phases may reflect
two separate electron transfer events, one from each
quinone bound by PsaA or PsaB, thus inferring bidi-
rectional electron transfer. Alternatively (see Agalarov
and Brettel, 2003 for discussion), it has been sug-
gested that the biphasic kinetics arise from unidirec-
tional electron transfer in two distinct PS I popula-
tions with different kinetics of forward electron trans-
fer. A third proposal is that there is a quasi-equilibrium
between A−

1 and F−
X that would give rise to a fast

A−
1 reoxidation and a slower phase due to depopula-

tion of the quasi-equilibrium state by electron transfer
to FA.

The role of the two quinones has been addressed by
a specific mutagenesis of the quinone binding pocket
of PsaA and PsaB in attempts to modify electron trans-
fer between one of the quinones and FX. The first re-
ported mutations were of the �-stacked Trp residues
(Fig. 6) that were changed to Phe in C. reinhardtii
(Boudreaux et al., 2001; Guergova-Kuras et al., 2001).
More recently, the analogous �-stacked quinones were
also change to Phe in Synechocystis sp. PCC 6803,
as well as changes to Ser residues that are involved
in H-bonding (Golbeck, 2003; Xu et al., 2003a,b). In
C. reinhardtii, mutation of the PsaB-side Trp slowed
the 18 nsec fast phase to 97 nsec while the analo-
gous PsaA-side mutation slowed the 218 nsec slow
phase to 609 nsec. Although in Synechocystis sp. PCC
6803 the fast phase of A1 reoxidation only represents
a small fraction of the total amplitude of the signal in
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Fig. 6. The environment of the phylloquinone QK-A. View direction from the stromal side onto the membrane plane into the
phylloquinone binding site at the A-branch of the ETC. The ribbon represents the main chain of PsaA, the residues of which form
the binding pocket of QK-A. LeuA722 and TrpA697 interact with the quinone. On the left-hand side a carotenoid located near the
quinone is drawn in black. On the right-hand side the [4Fe–4S] cluster FX is shown. TrpB673 is located toward the lumenal side of
the FX cluster. (Modified from Fromme et al., 2001, with permission.)

wild-type, compared to C. reinhardtii, the analogous
mutations of the Trp residues produced similar results
(Xu et al., 2003b). These results are most easily ex-
plained by a bidirectional model of electron transfer
involving both quinones in forward electron transfer
to FX, although it is not possible to rule out that other
factors could be leading to the biphasic kinetics, as
mentioned above and discussed in detail in Agalarov
and Brettel (2003). Also, the site-directed mutations
could have more global effects such that mutation of
one specific cofactor could influence other cofactors,
as evidenced by the fact that mutation of eC-B3 alters
the decay of the spin correlated signal at room tem-
perature, which has been attributed solely to electron
transfer along the A-branch (Fairclough et al., 2003).

Characterization of these same mutants by EPR
spectroscopy leads to different conclusions compared
to those obtained by optical spectroscopy. There is clear
agreement that the slow kinetic phase of electron trans-
fer is detected by transient EPR and that this kinetic
phase is associated with the same quinone that is de-
tected by EPR photoaccumulation experiments. This is
clearly supported by the mutants of the �tstacked tryp-
tophan mutants, WF(A697) in Synechosystis sp. PCC
6803 and the WH(A693), WL(A693), and WF(A693)
mutants of C. reinhardtii. In all cases the mutations
effect the photoaccumulation of A1 and the EPR de-
tected transient P+

700A−
1 state (Boudreaux et al., 2001;

Xu et al., 2003b). Interestingly, none of these param-

eters are affected by the analogous B-side mutations.
The only exception to these observations is that in the
WL(B693) mutant of C. reinhardtii that has been pre-
reduced by dithionite and subsequently illuminated at
205 K, reducing FX, the decay of the spin correlated
P+

700A−
1 germinate radical pair is monophasic, rather

than the biphasic decay (fast and slow phases) observed
in wild-type (Fairclough et al., 2003).

IV. The Iron–sulfur Center, FX

Most of the mutagenesis work on the ligands to the
iron–sulfur center FX, which were some of the first re-
ported PS I mutants, were performed prior to the avail-
ability of a high resolution structure. At that time it
was not clear which residues were involved in coordi-
nating the [4Fe–4S] cluster or which residues provided
a docking site for PsaC. The presence of two highly
conserved sequences containing equally spaced cys-
teines in PsaA and PsaB (Phe-Pro-Cys-Asp-Gly-Pro-
Gly-Arg-Gly-Gly-Thr-Cys), located in loop regions
predicted to lie on the stromal side of the membrane, led
to the proposal that FX was an interpolypetide [4Fe–4S]
cluster coordinated by two cysteines from PsaA and two
cysteines from PsaB. To test this hypothesis the PsaB
cysteines were changed to Ser, Asp, and His. The Ser
and His mutants of Synechocystis sp. PCC 6803 (Smart
et al., 1993; Warren et al., 1993), and the His mutant
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of C. reinhardtii (Webber et al., 1993) resulted in very
reduced levels of PS I, suggesting that Asp or His is
not able to replace Cys as a ligand to FX. The Ser mu-
tants of Synechocystis sp. PCC 6803 accumulated more
substantial PS I and were found to have a reduced the
anisotropy of the EPR spectrum of FX and increased
rates in the back reaction from F−

X and A−
1 (Warren

et al., 1993)
Each of the FX binding regions contain two con-

served Pro residues. A Pro adjacent to Cys is found in
nearly all [4Fe–4S] proteins involved in electron trans-
fer reactions, suggesting some critical function for this
motif. However, when the Pro residues of the PsaB-side
loop were changed to Leu there was no effect on PS I
accumulation or function (Webber et al., 1993). The
stability of the PS I complex from the various proline
mutants of PsaB in C. reinhardtii was investigated by
measuring the extent and rate of dissociation of the PS I
reaction center following treatment with urea and sub-
sequent reconstitution of the urea-treated complex with
PsaC expressed in E. coli (Rodday et al., 1995). The
extent of dissociation and reconstitution was followed
spectrophotometrically by measuring the recombina-
tion kinetics between P+

700 and FA/F−
B following a brief

activating flash. In wild-type, the half-time for decay of
the flash induced absorption change was approximately
30 msec, which is diagnostic for charge recombination
between FA/F−

B and P+
700. The two PsaB proline mu-

tants, PA(B560) and PL(B560), both displayed a half-
time for recombination of 30 msec indicating complete
electron transfer to the FA/FB acceptors on PsaC (Rod-
day et al., 1995). The flash transient from PL(B560)
showed a minor contribution of a faster msec phase in-
dicating some disruption in electron transfer between
FX and FA/FB (Rodday et al., 1995). Following disso-
ciation of the reaction center with urea, the PA(B560)
and PL(B560) mutants reconstituted poorly with PsaC
indicating that the interaction with PsaC was impaired
(Rodday et al., 1995). Similar results were observed fol-
lowing mutagenesis of proline residues in ferredoxin of
Clostridium pasterianium—the redox properties of the
iron–sulfur centers were not affected but the centers
were significantly destabilized at increased tempera-
tures (Quinkal et al., 1994). NMR studies of the mu-
tants showed that destabilization was due to changes
in hydrogen bonding within the cluster (Quinkal et al.,
1994). It was suggested that the proline mutations in
PsaB of PS I also led to altered hydrogen bonding in the
FX-domain causing decreased stability (Rodday et al.,
1995). A detailed analysis of the 2.5 Å structure of the
FX region (Golbeck, 2003) identifies a complex series
of H-bonding and salt bridges in this region, and in par-

ticular that the Pro B564 of T. elongatus is H-bonded
to Arg B712 and thus ties together two transmembrane
a-helices.

V. The Iron–sulfur Centers, FA and FB

The FA and FB centers are coordinated by PsaC, a small
9 kDa polypeptide located on the stromal side of PS
I. The protein contains two classic [4Fe–4S] binding
motifs that bind the FA and FB centers. The earlier
low-resolution crystal structure of PS I shows a local
pseudo-C2 symmetry around both the iron–sulfur cen-
ters, which led to much of the PsaC research focusing
on two important questions—which cluster represents
FA and which cluster FB, and which cluster is proximal
to FX and which cluster is distal to FX and represents
the donor to ferredoxin?

To address the first of these questions site-directed
mutagenesis was used to produce mutants of PsaC in
which the second Cys ligand in each [4Fe–4S] center
was changed to Asp. Following overexpression of the
mutant PsaC proteins in E. coli, the iron–sulfur clusters
were inserted in vitro, and the reconstituted proteins
were added to P−

700FX core preparations in the presence
of PsaD. EPR spectroscopy revealed that in the C51
mutant there was an intact cluster identified as FB and
a [3Fe–4S] cluster in the other site. In the C14 mutant
the intact cluster had an EPR signature identical to that
of FA. On the basis of these results it was predicted that
Cys 21, 48, 51, and 54 ligate FA and that Cys 11, 14,
17, and 58 ligate FB (Zhao et al., 1992).

The second question, which cluster is proximal to
FX, arose because the orientation of PsaC in the lower
resolution structure, which places one of the [4Fe–4S]
cluster closer to FX, could not differentiate FA and FB.
Chemical inactivation studies supported the hypothe-
sis that FB was the distal cluster. This was also sup-
ported by analysis of site-directed mutants of PsaC in
C. reinhardtii. Acidic residues located adjacent and up-
stream of the first cysteine ligand of either FA or FB were
changed to neutral or basic residues. Only changes of
residues near FB were shown to have an effect on the
ferredoxin affinity (Fischer et al., 1999). These results
are now all confirmed by the latest PS I structure (Jor-
dan et al., 2001).

References

Agalarov R and Brettel K (2003) Temperature dependence of
biphasic forward electron transfer from the phylloquinone(s)



Chapter 14 Mutagenesis of Ligands to the Cofactors in PS I 203

A1 in photosystem I: only the slower phase is activated.
Biochim Biophys Acta 1604: 7–12

Boudreaux B, MacMillan F, Teutloff C, Agalarov R, Gu F,
Grimaldi S, Bittl R, Brettel K and Redding K (2001) Mutations
in both sides of the photosystem I reaction center identify the
phylloquinone observed by electron paramagnetic resonance
spectroscopy. J Biol Chem 276: 37299–37306

Byrdin M, Jordan P, Krauß N, Fromme P, Stehlik D and Schlodder
E (2002) Light harvesting in photosystem I: modeling based
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Summary

Isoprenoid quinones (phylloquinone, plastoquinone) and their derivatives (α-, β-, and γ-tocopherol) play crucial
roles in oxygenic photosynthesis. Phylloquinone (vitamin K1) and plastoquinone-9 are cofactors of Photosystem I
(PS I) and Photosystem II (PS II) complexes, respectively, and mediate electron transfer within and between com-
plexes, while the roles of tocopherols are yet to be fully identified. Traditionally, the biosynthetic pathways of these
quinones have been studied by direct enzymatic assays or, since the late 1960s, by using isotopic tracer compounds.
Recent progress in the genome sequencing of 14 cyanobacteria has provided a new tool for the identification of genes
encoding enzymes of the biosynthetic pathways of these quinones; comparative genomics, in combination with re-
verse genetics, has recently provided a wealth of new information. With the exception of Gloeobacter violaceus,
phylloquinone biosynthesis in cyanobacteria has been shown to be very similar to menaquinone biosynthesis in
Escherichia coli. Metabolic engineering of the pathway resulted in the incorporation of a variety of quinone species
of either biotic or abiotic origin into the A1 site of Photosystem I, and the resulting strains are important tools for the
investigation of electron transfer around the A1 quinone. Plastoquinone-9 biosynthesis in cyanobacteria differs from
that in higher plants. Comparative genome analysis has revealed the presence of conserved open reading frames,
which encode proteins that share sequence similarity with those required for ubiquinone biosynthesis in E. coli.
Possible applications of metabolic engineering of the plastoquinone-9 and α-tocopherol biosynthetic pathways for
studies of oxygenic photosynthesis are also discussed.
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I. Introduction

Oxygenic photosynthesis transforms CO2 and water
into biomass using light as an energy source and
concomitantly releases molecular oxygen as a waste
product (Barber and Anderson, 2002). The ability to
perform this remarkable process is unique to cyanobac-
teria and their chloroplast-containing descendants, the
algae, and higher plants. Since their first appearance
more than 3 billion years ago (Schopf, 1993 and ref-
erences therein), cyanobacteria have affected, and are
continuing to affect, our environment. The produc-
tion of molecular oxygen has transformed the atmo-
sphere of our planet from an extremely reducing to
a rather oxidizing environment, and this change sup-
ported the evolution of diverse forms of life on Earth.
Since about half of the global CO2 fixation known to oc-
cur on Earth is carried out by cyanobacteria (Falkowski,
2002; Bryant, 2003), these organisms today attract
even more attention because of concerns about global
warming.

Much has been learned about the molecular mech-
anisms of oxygenic photosynthesis owing to decades
of study by many scientists, who have dissected and
solved much of the mystery of water oxidation and the
detailed electron-transport functions of the photosyn-
thetic apparatus from the viewpoint of protein function
(Deisenhofer and Norris, 1993; Bryant, 1994; Ort and
Yocum, 1996; Ke, 2001). Such a perspective, however,
has generally overlooked the biological importance
of non-proteinous molecules that play roles in these
processes. Quinones are cofactor molecules of this
type. This class of compounds includes phylloquinone
(PhyQ, 2-methyl-3-phytyl-1,4-naphthoquinone, also
known as vitamin K1); menaquinone (MQ, 2-methyl-
3-polyprenyl-1,4-naphthoquinone), also known as vi-
tamin K2; and plastoquinone-9 (PQ-9, 2,3-dimethyl-
6-solanyl-1,4-benzoquinone). All of these compounds
are composed of a quinonoid nucleus with a polyprenyl
substituent (Fig. 1). Two types of quinoid substruc-
tures occur naturally: 1,4-naphthoquinone (1,4-NQ),
and 1,4-benzoquinone (1,4-BQ). PhyQ is a methyl- and
phytyl-substituted 1,4-NQ, while PQ-9 is a methyl- and
solanyl-substituted 1,4-BQ. The phytyl substituent is a

Abbreviations: AQ – anthraquinone; Chl a – chlorophyll a;
DHNA – 1,4-dihydroxy-2-naphthoate; DMPBQ – 2,3-dimethyl-
6-phytyl-1,4-benzoquinone; MPBQ – 2-methyl-6-phytyl-1,4-
benzoquinone; MSBQ – 2-methyl-6-solanyl-1,4-benzoquinone;
MQ – menaquinone; NQ – naphthoquinone; PhyQ – phylloqui-
none; PQ – plastoquinone; PS I – Photosystem I; PS II – Photo-
system II; UQ – ubiquinone.

Fig. 1. Structures of isoprenoid quinones.

partially saturated tetra-isoprene unit (equivalent to 20
carbon atoms), while the solanyl substituent is a nona-
isoprene unit (equivalent to 45 carbon atoms). MQ has
a polyprenyl substituent that can have 4 to ∼10 iso-
prene units (20–50 carbons). α-Tocopherol (2,5,7,8-
tetramethyl-6-chromanol, also known as vitamin E) is
a highly methylated derivative of a phytyl-substituted
1,4-BQ and contains a tetramethyl-substituted, chro-
manol quinoid nucleus (Fig. 1). PhyQ, PQ-9, and
α-tocopherol are only synthesized in oxygenic pho-
totrophs (Threlfall and Whistance, 1971; Collins and
Jones, 1981), and their functions are tightly connected
to oxygenic photosynthesis. For example, PhyQ and
PQ-9 are bound cofactors of the PS I and PS II re-
action center complexes, respectively, and in this con-
text they mediate electron transfer within these com-
plexes as one-electron carriers (see below). In both the
photosynthetic electron transport and the respiratory
electron transport chains, PQ-9 serves as a membrane-
associated carrier of two electrons and two protons.
α-Tocopherol, on the other hand, is thought to pro-
vide protection against oxidative stress in animals and
plants, although its role(s) in cyanobacteria has not yet
been demonstrated (see below). In this review, our cur-
rent understandings of these quinones are summarized.
Because PS I structure and function are the principal
subjects of this book, this chapter will emphasize the
pathway for PhyQ biosynthesis and will only briefly de-
scribe the plastoquinone and α-tocopherol pathways.
Genetic manipulation of this pathway has been used to
create modified PS I complexes that have been used to
modify the electron-transfer properties of this reaction
center.

It is now accepted that PhyQ serves as the sec-
ondary electron acceptor in PS I. Briefly, each PS
I monomer of Synechococcus elongatus consists of
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Fig. 2. Electron-transfer cofactors and their redox potentials in
PS I, cytochrome c6 and ferredoxin.

12 protein subunits, 96 chlorophyll a (Chl a)
molecules, 22 β-carotene molecules, 2 PhyQ
molecules, 3 [4Fe–4S] clusters, 4 structural lipids,
and a large number of water molecules (Jordan et al.,
2001; see reviews by Fromme et al., 2001, 2003; see
also Fromme and Grotjohann, this volume, Chapter 6).
The core structure of the PS I complexes of higher
plants appears to be very similar; it lacks two polypep-
tides (PsaM and PsaX) and lacks only three of the
Chl a molecules found in the cyanobacterial complex;
however, it has four complex-specific subunits (PsaG,
PsaH, PsaN, and PsaO) (Ben-Shem et al., 2003, 2004;
see also Nelson and Ben-Shem, this volume, Chap-
ter 7). Tightly bound electron-transfer cofactors are
associated with the PsaA and PsaB polypeptides that
form the cores of both types of PS I complex (Jor-
dan et al., 2001; see reviews by Golbeck, 1994, 2003;
Fromme et al., 2001, 2003). These include a Chl a–
Chl a′ dimer (P700), two Chl a monomers (A0), two
PhyQ molecules (A1), and three [4Fe–4S] clusters (de-
noted FX, FA, FB). These cofactors are arranged in two
branches related by C2 symmetry. The spatial arrange-
ment of these cofactors and their estimated in situ re-
dox potentials are shown in Fig. 2. Upon photoexci-
tation, the primary donor P700 reduces the primary
acceptor, A0, resulting in the initial charge-separated

state P700+A−
0 . Subsequent electron transfer to the

secondary acceptor A1 stabilizes the charge-separated
state P700+A0A−

1 and minimizes the rapid charge re-
combination that occurs between P700+ and A−

0 . The
electron is subsequently transferred to FX producing
P700+A0A1F−

X, and finally to the terminal acceptors
producing P700+A0A1FXF−

A and P700+A0A1FXFAF−
B .

The FA and FB [4Fe–4S] clusters are bound by the pe-
ripheral PsaC subunit, which is found on the stromal
surface of the PS I complex. The reduction of ferre-
doxin or flavodoxin takes place upon direct protein–
protein interaction between these soluble electron ac-
ceptors and the three stromal proteins: PsaC, PsaD,
and PsaE (Zhao et al., 1990, 1993; N Li et al., 1991;
Golbeck, 1994; Mühlenhoff et al., 1996a,b; Sétif, 2001;
Fromme et al., 2003). Photooxidized P700+ accepts an
electron from reduced cytochrome c6 or plastocyanin
on the lumenal side of the thylakoid membrane to com-
plete the electron-transfer events and to reset PS I for
a new round of photochemistry (Durán et al., 2004).

II. The Phylloquinone Biosynthetic
Pathway

A. Historical Perspective

Since the initial discovery of PhyQ in oxygenic pho-
totrophs by Dam in 1941 (cited in Hauska, 1988), the
role of PhyQ in PS I was obscure for more than two
decades. In the 1970s Thornber et al. (1976) showed
that PhyQ copurifies with PS I, and in the 1980s it was
established that PhyQ is exclusively associated with
PS I (Takahashi et al., 1985; Schoeder and Lockau,
1986). Spin-polarized EPR analyses (Petersen et al.,
1987) and kinetic optical spectroscopy (Brettel et al.,
1987; see also reviews by Brettel, 1997; Golbeck, 1994,
2003; Brettel and Leibl, 2001) then showed that PhyQ
participates in electron transfer in PS I. Further more,
supporting evidence for the participation of PhyQ in PS
I electron transfer was derived from solvent-extraction
studies. Extraction of PhyQ from PS I with hexane
or ether resulted in a rapid, nanosecond-scale charge
recombination between P700+ and A−

0 . Stable charge
separation could be restored by the addition of exoge-
nous PhyQ (Biggins and Mathis, 1988; Itoh and Iwaki,
1989a). It is now accepted that PhyQ is the secondary
electron acceptor A1 and that this quinone plays a cru-
cial role in photosynthesis as a PS I cofactor by mediat-
ing electron transfer between the primary acceptor A0

(Chl a) and the tertiary, core-intrinsic acceptor FX (a
[4Fe–4S] cluster) after photoexcitation of the primary
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donor P700 (Golbeck, 1994, 2003; Brettel, 1997; Bret-
tel and Leibl, 2001).

The in vitro reconstitution method was subsequently
used to study the structural and thermodynamic re-
quirements for A1 by the introduction of diverse
quinones, including BQs, NQs, and anthraquinones
(AQs) of abiotic origin and with various ring substitu-
tions, into the A1 site (Itoh and Iwaki, 1989a,b, 1991;
Iwaki and Itoh, 1989, 1991; see also review by Itoh
et al., 2001). These authors concluded that the success-
ful restoration of stable charge separation occurs only
when quinones with redox potentials between those of
A0 and FX are used. In addition to this, they found that
the structure of the head group is not important and that
the phytyl tail is not essential, although it contributes
to tighter binding to the quinone-binding pocket (Iwaki
and Itoh, 1989). This conclusion contradicted earlier
studies, in which the presence of the phytyl tail was
shown to be essential when hexane/hexane–methanol-
extracted PS I complexes were studied (Biggins and
Mathis, 1988; Biggins, 1990). These contradictory
interpretations imply that different solvent-extraction
methods affect the architecture of PS I differently;
hence, the inconsistencies in the conclusions might re-
flect artifacts of the methods employed. Such artifacts
can be avoided if “biologically” or “physiologically”
modified complexes are used. Complexes that have not
gone through harsh extraction processes, which prob-
ably result in the extraction of other important PS I
constituents such as water, Chl a, carotenoid, and lipid
molecules (Biggins and Mathis, 1988; Itoh and Iwaki,
1989a,b; Biggins, 1990; Itoh et al., 2001), should pro-
duce more consistent and interpretable results. Some
of these extractable molecules are located in the vicin-
ity of the quinone-binding site. In particular, as re-
vealed by the 2.5 Å-resolution crystal structure of PS I
(Fromme et al., 2001; Jordan et al., 2001), β-carotenes
and chlorophylls form hydrophobic contacts with the
phytyl side chain of PhyQ and seem to provide struc-
tural stability for this important electron carrier.

A genetic method was therefore sought to eliminate
PhyQ selectively in vivo from the A1 site of PS I. Since
its first introduction by Chitnis and Golbeck, this bio-
logical methodology, when employed alone or in com-
bination with reconstitution or exchange procedures,
has provided a robust method for the incorporation of
a wide range of quinones of biotic or abiotic origin
into the A1 sites of PS I complexes (Johnson et al.,
2000). The following sections summarize the identifi-
cation of the PhyQ biosynthetic pathway in oxygenic
phototrophs and progress in using genetic engineer-
ing approaches to alter PhyQ biosynthesis and thereby
modify PS I.

B. Comparative Genome Analyses and
Reverse Genetics

The Gram-negative bacterium Escherichia coli syn-
thesizes menaquinone (MQ), whose molecular struc-
ture is striking similar to that of PhyQ. The only
difference is the length and saturation level of the
isoprenoid substituent at the C3 position (see Fig.
1). MQ biosynthesis in Gram-negative and Gram-
positive bacteria is reasonably well understood at both
the enzymatic and the genetic levels (see reviews by
Meganathan, 1996, 2001). MQ biosynthesis occurs
through eight enzymatic steps that are summarized in
Fig. 3. The first committed step is the isomerization of
chorismate to isochorismate by isochorismate synthase
(MenF); the ensuing reaction is the condensation of
isochorismate and thiamine-pyrophosphate–succinic
semialdehyde, which is catalyzed by 2-succinyl-6-
hydroxy-2,4-cyclohexadiene-1-carboxylate synthase
(MenD). Dehydration of 2-succinyl-6-hydroxy-2,4-
cyclohexadiene-1-carboxylate is catalyzed by o-
succinylbenzoate synthase (MenC) and the subsequent
CoA thioesterification occurs through the activ-
ity of o-succinylbenzoate-CoA synthetase (MenE).
The ring cyclization reaction is catalyzed by
1,4-hydroxynaphthoyl-CoA synthase (MenB), and
de-esterification of this product, either by 1,4-
hydroxynaphthoyl-CoA thioesterase (MenH) or a spon-
taneous reaction, results in formation of 1,4-dihydroxy-
2-naphthoic acid (DHNA). DHNA polyprenyltrans-
ferase (MenA) catalyzes the condensation of DHNA
and polyprenyl diphosphate, yielding 2-polyprenyl-
1,4-naphthoquinone (demethylmenaquinone). The fi-
nal methylation reaction is performed by 2-polyprenyl-
1,4-naphthoquinone methyltransferase (MenG), with
S-adenosyl-L-methinone as the methyl donor, and re-
sults in the production of MQ. PhyQ and MQ have very
similar molecular structures (Fig. 1). However, PhyQ
has a partially saturated, C20 phytyl substituent while
MQ, which is widely distributed among bacteria, has an
unsaturated polyprenyl substituent that typically con-
sists of 30–50 carbon units (Collins and Jones, 1981).
Interestingly, MenG is a multifunctional methyltrans-
ferase and is also responsible for the C-methylation
reaction that occurs in ubiquinone biosynthesis in
E. coli (Lee et al., 1997).

PhyQ biosynthesis in higher plants and cyanobac-
teria is expected to occur by a pathway that is similar
to the MQ biosynthetic pathway of bacteria. Indeed,
cell extracts from the plants Morinda lucida and Gal-
ium mollugo have been shown to convert α-[C14] keto-
glutarate to 2-succinyl-6-hydroxy-2,4-cyclohexadiene-
1-carboxylate and o-succinylbenzoate in a thyamine-
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Fig. 3. Menaquinone biosynthesis pathway. SAM – S-adenosyl-L-methionine; TPP-SS – thiamine-pyrophosphate–succinic semi-
aldehyde. The MenH-catalyzed reaction can also occur spontaneously (see reviews by Meganathan, 1996, 2001).

pyrophosphate- and isochorismate-dependent man-
ner (see review by Pennock and Threlfall, 1981;
Simantiras and Leistner, 1991; Swiezewska, 2004).
As of November 17, 2004, complete genomic se-
quences of six cyanobacteria and one higher plant
are available. Complete sequences exist for the
cyanobacteria Synechocystis sp. PCC 6803 (Kaneko
et al., 1996), Nostoc sp. PCC 7120 (Kaneko et al.,
2001), Thermosynechococcus elongatus BP-1 (Naka-
mura et al., 2002), Gloeobacter violaceus (Naka-
mura et al., 2003), Prochlorococcus marinus MED4
and Prochlorococcus marinus MIT9313 (Rocap et al.,
2003), Prochlorococcus marinus SS120 (Dufresne
et al., 2003), Synechococcus sp. WH8102 (Palenik
et al., 2003), and the higher plant Arabidopsis
thaliana. Incomplete sequences exist for Synechococ-
cus sp. PCC 7002 (Marquardt et al., unpublished),
Nostoc punctiforme (Gene Bank accession number:
NZ AAAY00000000), Trichodesmium erythraeum
(Gene Bank accession number: NZ AABK00000000),
Synechococcus elongatus sp. PCC 7942 (Gene Bank
accession number: NZ AADZ01000001), Anabaena
variabilis ATCC 29413 (Gene Bank accession num-
ber: NZ AAEA01000001), and Crocosphaera wat-
sonii WH8501 (Gene Bank accession number:
NZ AADV01000004). Similarity searches with the
MenA through MenH protein sequences of E. coli
as queries were performed against each genome and
the results are summarized in Table 1. Of the organ-

isms examined, 11 cyanobacteria and A. thaliana were
shown to possess the complete set of eight Men pro-
tein homologs. No homologs of MenD (A. variabilis)
or MenC and MenF (C. watsonii) have been iden-
tified to date, but these genomes are not yet com-
pletely sequenced. Similarities based on amino acid
sequences were typically in the range of 30–70%, al-
though MenB sequences were very highly conserved
among a wide range of organisms including cyanobac-
teria, the γ-proteobacterium E. coli, the green sul-
fur bacterium Chlorobium tepidum, the Gram-positive
bacterium Bacillus subtilis, and the archeon Halobac-
terium sp. NRC-1 (similarity >70%).

G. violaceus stands as a notable exception to this
highly conserved pattern. In the genome of this organ-
ism, only homologs of MenA and MenG were detected
while MenB, MenC, MenD, MenE, and MenF are ab-
sent. When the Synechocystis sp. PCC 6803 MenB se-
quence was used to search the G. violaceus genome
database, the best hit was Gll2549 with only 38% sim-
ilarity. Further database searching has revealed that
Gll2549 is highly similar to 6-oxo camphor hydro-
lase in Rhodococcus sp. NCIMB 9784 (69%). When
Synechocystis sp. PCC 6803 MenC, MenD, MenE, and
MenF sequences were used to search the G. violaceus
database, the best hits were Gll3099 (35%), Gll2804
(44%), Glr1146 (45%), and Gll0757 (43%), respec-
tively. These ORFs also showed significantly higher
similarities to other putative proteins: Gll3099 is more
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Table 1. Whole genome analyses for the MQ/PhyQ biosynthesis enzymes in 14 cyanobacteria, E. coli, B. subtilis, C. tepidum, and
Halobacterium sp. NRC-1. Similarity to Synechocystis sp. PCC 6803 proteins are shown in parentheses (%). The similarity is
based pairwise alignment of the entire sequences constructed by BLOSUM30

S.6803 S.7002 Nostoc T. ery N. pun A. var C. wat S. elo T. elo

MenA Slr1518 (67%)a Alr0033
(70%)

Tery1070
(73%)

Npun0604
(70%)

Avar026348
(68%)

Cwat143901
(34%)b

Selo020647
(66%)

Tlr2196
(70%)

MenB Sll1127 (89%)a All2347
(91%)

Tery1085
(83%)

Npun2498
(91%)

Avar413601
(91%)

Cwat159701
(91%)

Selo187301
(89%)

Tll2458
(88%)

MenC Sll0409 (52%)a Alr0034
(54%)

Tery1067
(54%)

Npun0605
(52%)

Avar026382
(54%)

– Selo020304
(50%)

Tlr1174
(55%)

MenD Sll0603 (62%)a Alr0312
(61%)

Tery1075
(61%)

Npun2496
(59%)

– Cwat131201
(61%)

Selo02718
(61%)

Tll0130
(56%)

MenE Slrl0492 (44%)a Alr0035
(56%)

Tery1066
(56%)

Npun0606
(54%)

Avar026381
(52%)

Cwat026026
(52%)

Selo02305
(45%)

Tll1221
(50%)

MenF Slr0817 (54%)a All0032
(58%)

Teryal71
(57%)

Npun0603
(60%)

Avar026437
(58%)

– Selo021474
(53%)

Tll1213
(54%)

MenG Slr1653 (70%)a Alr5252
(72%)

Tery3321
(63%)

Npun3758
(65%)

Avar287101
(48%)b

Cwat179201
(68%)

Selo020383
(66%)

Tll2373
(63%)

MenH Sll1916 (43%)a All0111
(68%)

Tery1986
(46%)

Npun0061
(55%)

Avar513701
(65%)

Cwat024832
(45%)

Selo020062
(52%)

Tlr2066
(43%)

G. vio S.8102 P.MED4 P. MIT P.SS120 Arabidopsis E. coli C. tep B. sub

MenA Gll1578
(53%)

Synw2307
(56%)

Pmm0176
(58%)

Pmt2059
(55%)

Pro0201
(55%)

At1g60600
(55%)

B3930
(47%)

CT11511
(44%)

Bsu38490
(41%)

MenB – Synw0998
(80%)

Pmm0608
(77%)

Pmt0405
(79%)

Pro1053
(79%)

At1g60550
(78%)

B2262
(78%)

CT1846
(77%)

Bsu3075
(81%)

MenC – Synw2306
(39%)

Pmm0175
(41%)

Pmt2058
(43%)

Pro0200
43%)

At1g68900
(46%)

B2261
(38%)

CT1847
(35%)

Bsu30780
(35%)

MenD – Synw0997
(46%)

Pmm0607
(46%)

Pmt0406
(47%)

Pro1054
(46%)

At1g68890
(45%)

B2264
(43%)

CT1839
(44%)

Bsu3077
(49%)

MenE – Synw2305
(35%)

Pmm0174
(34%)

Pomt2057
(36%)

Pro0199
(35%)

At3g48990
(43%)

B2260
(46%)

CT1848
(39%)

Bsu3074
(39%)

MenF – Synw2308
(42%)

Pmm0177
(48%)

Pmt2060
(47%)

Pro0202
(47%)

At1g74710
(51%)

B2265
(44%)

CT1838
(44%)

Bsu3078
(47%)

MenG Gll0127
(53%)

Synw1674
(56%)

Pmm0431
(51%)

Pmt0276
(37%)

Pro0427
(57%)

At1g23360
(50%)

B3833
(47%)

CT0462
(52%)

Bsu22750
(45%)

MenH – Synw0681
(38%)

Pmm1628
(35%)

Pmt0128
(38%)

Pro1790
(40%)

At5g38520
(43%)

B2263
(35%)

CT1845
(31%)

Bsu3076
(34%)

S.6803 –Synechocystis sp. PCC 6803; S.7002 –Synechococcus sp. PCC 7002; Nostoc –Nostoc sp. PCC 7120; N. pun –Nostoc
punctiforme; T. elo –T. elongatus BP-1; T. ery – Trichodesmium erythraeum; G. vio – G. violaceus PCC 7421; A. var – Anabaena
variabilis ATCC 29413; S. elo – Synechococcus elongatus sp. 7942; C. wat – Crocosphaera watsonii WH8501; S.8102 – Synechococcus
sp. WH8102; P.MED4 – Prochlorococcus marinus MED4; P.MIT – Prochlorococcus marinus MIT9313; P.SS120 –Prochlorococcus
marinus SS120; Arabidopsis –Arabidopsis thaliana; E. coli –Escherichia coli; C. tep – Chlorobium tepidum; B. sub – Bacillus subtilis.
aNo locus tags are available.
bN-terminal sequence was truncated.

similar to chloromuconate cycloisomerase in Clostrid-
ium acetobutylicum (57%); Gll2804 is more similar to
acetolactate synthase in Synechocystis sp. PCC 6803
(Sll1981, 86%); Glr1146 is more similar to a long-
chain fatty-acid CoA ligase in Bacillus cereus (54%);
and Gll0757 is similar to more anthranilate synthase
component I in Synechocystis sp. PCC 6803 (Slr1979,
66%). The apparent absence of the MenB, MenC,
MenD, MenE, and MenF homologs in G. violaceus
might suggest that G. violaceus does not synthesize
PhyQ. Previous studies have shown that PhyQ-less

mutants (the menA and menB mutant of Synechocystis
sp. PCC 6803; see below) recruit PQ into the A1 site of
PS I, and despite a slightly lower catalytic efficiency for
PS I as measured by the flavodoxin reduction rate, the
cells are able to grow photoautotrophically (Johnson
et al., 2000). One could therefore speculate that PQ-9
functionally replaces PhyQ in PS I in this organism.
However, based on the observation that G. violaceus
synthesizes MQ-4 that most likely functions as the A1

quinone in PS I (Sakuragi, 2004), this hypothesis has
probably been invalidated. Instead, these observations
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Fig. 4. The men gene clusters. Nostoc – Nostoc sp. PCC 7120; Bsu – Bacillus subtilis; Ctep – Chlorobium tepidum; Eco – Escherichia
coli; Hal – Halobacterium sp. NRC-1; Arabidopsis – A. thaliana; Cyme – Cyanidioschyzon merolae; Cyca – Cyanidium caldarium;
Npun – Nostoc punctiforme; Pmm – Prochlorococcus marinus MED4; Pmt – P. marinus MIT9313; Synw – Synechococcus sp.
WH8102; Tery – Trichodesmium erythraeum. P. marinus SS220 has the same arrangement as Pmm.

strongly suggest that G. violaceus has a novel path-
way for the synthesis of 1,4-dihydroxy-2-naphthoic
acid.

Some of the men genes involved in PhyQ biosynthe-
sis are found to form clusters, or possibly operons, in
several cyanobacterial genomes. A cluster composed of
menF, menA, menC, and menE is conserved in T. ery-
thraeum, N. punctiforme, Nostoc sp. PCC 7120, Syne-
chococcus sp. WH8102, and all three Prochlorococcus
species (Fig. 4). In a separate region of the genome,
menD and menB are also found to form a cluster. The
observed gene arrangements in these cyanobacteria are
similar to parts of the gene clusters found in E. coli,
C. tepidum, B. subtilis, and Halobacterium sp. NRC-1
(Fig. 4). Combined with the conservation of the amino
acid sequences among Men proteins, the conserved ar-
rangements of the men genes are strong indications that
PhyQ biosynthesis in cyanobacteria evolved from the
MQ pathway of other bacteria. The menF, menD, menH
and menB, menC, menE genes tend to be organized
as clusters, while the menA and menG genes typically
are not clustered with other men genes. It should be

noted that an ORF immediately downstream of menA
in E. coli, which was originally annotated as menG,
is now characterized as a regulator of RNase E ac-
tivity A (RraA) and thus is not the authentic menG
(Monzingo et al., 2003). No men gene clusters were
found in Synechocystis sp. PCC 6803 and Thermosyne-
chococcus elongatus BP-1.

In eukaryotic phototrophs, the distribution of the
men genes is rather incoherent. In the unicellular red
algae Cyanidioschyzon merolae and Cyanidium cal-
darium, most of the men genes (menA, menB, menC,
menD, menE, and menF) are found in their chloroplast
genomes and form a single cluster (see Fig. 4; Glockner
et al., 2000; Ohta et al., 2003). The gene arrangement
within these clusters is somewhat similar to those in
prokaryotes with characteristic subclusters formed by
menC and menE and by menB, menD, and menF. This
may be reflection of the evolution of the PhyQ/MQ-
4 biosynthetic pathways, which are probably derived
from those in prokaryotes. The menG and menH genes
are expected to be present in the nuclear genomes, and
analysis of the C. merolae nuclear genome indicates
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that is probably the case (Matsuzaki et al., 2004). In
more complex red algae, including the multicellular
Porphyra purpurea and the cryptomonad Guillardia
theta, the men genes are absent from the chloroplast
genomes.

In the green lineage of eukaryotic phototrophs, no
men genes are found in any chloroplast genome. There-
fore, one would expect that these genes are encoded by
the nuclear genome, and, indeed, in A. thaliana, all of
the men gene homologs are detected in nucleus (Ta-
ble 1). While most of the men genes (menA, menB,
menC, menD, menF, and menG) are located in chro-
mosome I, only menA and menB, and menC and menD
are found to form clusters (Fig. 4). The menE gene,
which typically is clustered with other men genes, oc-
curs alone on chromosome III, and menH is encoded
on chromosome V. However, it should be noted that the
arrangement of the men genes appears quite different in
A. thaliana as compared to those in prokaryotes and in
the unicellular red algae. This apparent lack of conser-
vation of the men gene arrangement may derive from
the possible gene shuffling between the plastid and the
nuclear genomes in all green and some red lineages
of eukaryotic phototrophs. It is highly likely that, after
the unique acquisition of an ancestral chloroplast by
the host eukaryotic cell through endosymbiosis (Mar-
gulis, 1970), the men genes were transferred from the
plastid to the nuclear genomes through gene shuffling
between the two cellular compartments (Delwiche and
Palmer, 1997; Douglas, 1998; Martin et al., 1998).

As noted above, in E. coli MenG functions in both
the MQ and ubiquinone biosynthesis pathways (Lee
et al., 1997). This is not the case in Synechocystis sp.
PCC 6803 and Synechococcus sp. PCC 7002, as no
synthesis of ubiquinone occurs in any cyanobacterium
known to date and null mutations in the menG genes of
these two organisms produce no discernible alteration
in PQ-9 biosynthesis (Sakuragi, 2004).

Targeted inactivation of the menA, menB, menD,
menE, and menG genes in Synechocystis sp. PCC 6803
(Johnson et al., 2000, 2003; Sakuragi et al., 2002) and
the menB, menF, and menG genes in Synechococcus
sp. PCC 7002 (Sakuragi, 2004) has been performed
by insertion of antibiotic resistant cartridges into the
coding regions of these genes. In all cases, the result-
ing mutants were unable to synthesize PhyQ. These re-
sults provide conclusive evidence that these genes are
required for PhyQ or MQ-4 (see below) biosynthesis
in cyanobacteria and establish a clear evolutionary re-
lationship between MQ biosynthesis in other prokary-
otes and PhyQ biosynthesis in cyanobacteria and higher
plants.

C. Distribution of Phylloquinone and
Derivatives

Although PhyQ is the major naphthoquinoid species
that is synthesized by oxygenic phototrophs and
utilized as a cofactor in PS I, there have been sporadic
reports of the occurrence of other PhyQ derivatives in
this group of organisms. The presence of demethyl-
phylloquinone was reported in spinach chloroplasts 40
years ago (McKenna et al., 1964) but the physiological
function of this molecule is still unclear. The synthesis
of both PhyQ and 5′-monohydroxyphylloquinone has
been reported in the eukaryotic flagellate Euglena
gracilis Klebs (strain Z) (Ziegler et al., 1989) and
the cyanobacterium Synechococcus sp. PCC 6301
(Allen et al., 1967; Ziegler et al., 1989). Additionally,
a recent study has shown that the red alga Cyanidium
caldarium synthesizes MQ-4 and utilizes it in its PS I
complexes (Yoshida et al., 2003). Two cyanobacteria,
Synechococcus sp. PCC 7002 and G. violaceus,
have also been found to synthesize MQ-4 instead of
PhyQ (Sakuragi, 2004). Therefore, MQ-4 synthesis
and utilization in PS I may occur more widely than
is presently realized among oxygenic phototrophs.
MQ-4 and 5′-monohydroxyphylloquinone exhibit the
same basic molecular structure as PhyQ, with only
a modification either in the level of saturation or the
presence of a hydroxyl substituent in the alkyl side
chain; these molecules have been reported to provide
the same functionality as PhyQ in the PS I (Ziegler
et al., 1989; Sakuragi, 2004). G. violaceus, which
lacks thylakoids and exhibits other structural and
biochemical differences from most cyanobacteria, is
thought to be one of the earliest diverging lineages
of the cyanobacteria (Nelissen et al., 1995; Honda
et al., 1999). It is therefore highly plausible that
ancestral cyanobacteria synthesized MQ-4 and that
PhyQ biosynthesis evolved from MQ-4 biosynthesis
in cyanobacteria. While this is likely to be the case,
the absence of most men genes in G. violaceus is a
finding that certainly warrants additional biochemical
studies, since this organism seems to possess a novel
pathway for the synthesis of the quinoid head group.

III. Genetic Manipulation of the
A1 Quinone

As the PhyQ/MQ-4 biosynthetic pathway was being
nearly completely verified, it was shown that genetic
manipulation of the PhyQ pathway in cyanobacteria
can also be used to place quinones of biotic or abiotic
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origin into the A1 site of PS I. The type of quinone
that can be inserted into the A1 site depends on the
nature of the intermediate that accumulates after the
manipulation of the pathway, or it depends upon further
chemical treatment and/or reconstitution of the isolated
PS I complexes.

A. The menA and menB Mutants

It has been demonstrated that the menA, menB, menD,
and menE mutants of Synechocystis sp. PCC 6803,
and menB and menF mutants of Synechococcus sp.
PCC 7002 are no longer capable of PhyQ or MQ-4
biosynthesis, respectively, but that they still accumu-
late a UV-absorbing compound in PS I (Johnson et al.,
2000, 2003; Sakuragi et al., 2002; Sakuragi, 2004). This
compound has been identified as PQ-9 based on its ab-
sorption spectrum, its characteristic retention time in
HPLC analysis, and its m/z ratio in mass spectrometric
analysis. The orientation of the carbonyl bonds rela-
tive to the membrane normal and the distance from
P700+ were shown to be the same as those of PhyQ
in the wild-type PS I by continuous-wave EPR, elec-
tron spin-polarized transient EPR, and electron-spin-
echo modulation experiments (Zybailov et al., 2000).
In the PS I complexes from such mutants, PQ-9 was
shown to participate in electron transfer from A0 to
FX (Semenov et al., 2000; Zybailov et al., 2000), and
this quinone can support nearly 85% of the wild-type,
electron-transfer activity of PS I as measured by the rate
of cytochrome c6:flavodoxin oxidoreduction (Johnson
et al., 2000). Although they grow at a significantly
slower rate than the wild-type strain, the menA and
menB mutants are capable of photoautotrophic growth
at low light intensity (20 μE m−2 sec−1); these results
conclusively demonstrate that PQ-9 can functionally
replace PhyQ in PS I.

Given the difference in the one-electron reduction
potentials between PhyQ (−465 mV vs. NHE, Prince
et al., 1983) and PQ-9 (−369 mV vs. NHE, Prince
et al., 1986) in dimethylformamide, an alteration of ki-
netic properties of electron transport for reactions in-
volving A1 was expected in PS I complexes containing
PQ-9. Semenov et al. (2000) demonstrated that charge
recombination occurs with a lifetime of 3 msec, which
is nearly 25 times faster than the rate for wild-type PS
I complexes, between P700+ and the [4Fe–4S] clus-
ters of PS I complexes isolated from the menA and
menB mutants. The forward electron transfer from A1

to the [4Fe–4S] clusters occurs with lifetimes of ∼15
and ∼300 μsec, which are 100–1,000 slower than the
rates for wild-type PS I complexes. These kinetic data

have been used to estimate the in situ Gibbs free energy
difference between A1 and FX, which is ∼−100 mV in
wild-type but ∼ +100 mV in the menA and menB mu-
tants. Shinkarev et al. (2002) refined their model and
calculated that the redox midpoint potential of PQ-9 at
the A1 site is about 135 mV more oxidizing than PhyQ.
If this model is correct, the redox potential of PQ-9 at
the A1 site would be more oxidizing than FX, and the
consequence of this would be that thermodynamically
unfavorable, up-hill electron transfer from PQ to Fx

must occur in the PS I complexes of the menA and menB
mutants. Despite the unfavorable conditions for main-
taining stable charge separation, the PQ-9-containing
PS I complexes are nearly as active in catalyzing elec-
tron transfer as the PhyQ-containing wild-type PS I
complexes.

B. The menG Mutant

Demethylphylloquinone- or demethylmenaquinone-
containing PS I complexes have been obtained by
construction of the menG mutants in Synechocys-
tis sp. PCC 6803 and Synechococcus sp. PCC
7002, respectively (Sakuragi et al., 2002; Sakuragi,
2004). Unlike the menA, menB, menD, menE, and
menF mutants, PS I complexes isolated from these
menG mutants contained demethylphylloquinone or
demethylmenaquinone-4 in the A1 site. This clearly in-
dicates that these prenyl naphthoquinones have a higher
affinity for the A1-binding site than PQ-9. Kinetically,
the forward electron transfer from A1 to the [4Fe–4S]
clusters is about threefold slower, and correspondingly
the rate of charge recombination between FeS− and
P700+ is approximately fourfold faster, in PS I com-
plexes containing demethylphylloquinone than in wild-
type PS I complexes containing PhyQ. These results
have been interpreted thermodynamically as being due
to an alteration of the Gibbs free energy difference be-
tween A1 and FX (Sakuragi et al., 2002). The kinetic
data allow one to estimate that demethylphylloquinone
at the A1 site is about 50 mV more oxidizing than
PhyQ. This result is in excellent agreement with the
predicted difference based on the redox potentials of the
PhyQ analogs 2,3-dimethyl-1,4-naphthoquinone and
2-methyl-1,4-naphthoquinone, in dimethylformamide
(Sakuragi et al., 2002). When the PS I activity was
measured by the light-dependent rate of flavodoxin re-
duction using reduced cytochrome c6 as the electron
donor, PS I complexes containing demethylphylloqui-
none were equally active as the wild-type PS I com-
plexes containing PhyQ. These results indicate that the
threefold reduction of the forward electron-transfer rate
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is not the rate-limiting step for the reduction of flavo-
doxin. Because PS I complexes containing demethyl-
phylloquinone function similarly to wild-type PS I
complexes, the question then arises as to why the methyl
group is present at all. Although no completely satis-
fying answer to this question is currently available, it is
nevertheless possible that the methyl group may play a
conditionally important structural role. Indeed, the PS
I content of the menG mutant cells grown at a moder-
ately high light intensity (∼ 250 μE m−2 sec−1) is about
20% lower than that of the wild-type control. The full
role(s) of the methyl group is yet to be identified, but
it is possible that the absence of this methyl group ad-
versely affects either the stability or the assembly of
the PS I complexes.

C. Recruitment of Other Quinones

Attempts have been made to place quinones other
than PQ-9 and demethylphylloquinone/demethylmen-
aquinone into the A1 site of PS I by supplementing
the growth medium for selected cyanobacterial mu-
tants with various quinones of abiotic origin. The first
such attempt involved supplementing the medium for a
Synechocystis sp. PCC 6803 menB mutant culture with
naphthoquinones (NQ). Of the many quinones tested,
2-carboxyl-1,4-NQ, which is an intermediate of PhyQ
biosynthesis, and 2-methyl-1,4-NQ were shown to be
phytylated in vivo (and methylated in the case of the
former) and resulted in the presence of PhyQ in the
PS I complexes of the mutant (Johnson et al., 2001).
PhyQ was shown to replace PQ-9 at efficiency of ca.
90%, and as a result, the menB mutant regained the
ability to grow photoautotrophically with a rate nearly
equal to that of the wild-type strain (Johnson et al.,
2001). When the growth medium of the menA mu-
tant was similarly supplemented with intermediates of
PhyQ biosynthesis or with other quinones, photoau-
totrophic growth was not restored. Therefore, it appears
that the presence of the phytyl substituent is essen-
tial for the displacement of PQ-9 by the exogenously
added quinone. Other naphthoquinones tested so far
either partially restored the photoautotrophic growth
of the menB mutant (1,4-NQ, 2-hydroxyl-1,4-NQ, 2-
hydroxyl-3-prenyl-1,4-NQ), produced no effect on its
growth (2-carboxyl-3,5-NQ, 2-carboxyl-3,7-NQ, 1,2-
NQ), or were toxic (5-hydroxy-1,4-NQ, 2-methyl-5-
hydroxyl-1,4-NQ, 2,3-dichloro-1,4-NQ).

In light of these findings, medium supplementa-
tion of the menB mutant with various substituted AQs
was also tested (Zybailov, 2003). Of the compounds
tested, 9,10-AQ, 2-amino-9,10-AQ, 2,6-diamino-9,10-

AQ, 2,3-dimethyl-9,10-AQ, and tertbutyl-9,10-AQ
were shown to improve the photoautotrophic growth
of the menB mutant. Further studies are required to as-
sess the efficiency of the incorporation of these AQs
into the A1 site. In general, the redox potential of AQs
are lower than those of NQs in organic solvent (Prince
et al., 1982). Therefore, it is reasonably anticipated that
the presence of these quinones in the A1 site would al-
ter thermodynamics of the electron transfer between the
cofactors. This would easily be detectable by changes
in the rates of the forward and reverse electron-transfer
reactions.

Two conclusions can be drawn based on the results
obtained from the in vivo and in vitro quinone replace-
ment studies: (i) a wide variety of quinoid structures
can functionally replace PhyQ at the A1 site, and (ii)
a wide range of quinone derivatives can support PS I
activity and their effectiveness correlates well with the
redox potentials of the molecules examined. As was
effectively demonstrated for the studies of the menA,
menB, and menG mutants (see above), the obvious ad-
vantage of the in vivo, genetic manipulation of the PhyQ
pathway and growth medium-supplementation method
is that it provides a biological and physiological system
in which the effect of the quinone alteration can be as-
sessed within the context of the overall photosynthetic
activities of the organism. A disadvantage is that ap-
parently only substituted naphthoquinones appear to be
able to efficiently displace PQ-9. This limitation has re-
cently been overcome by using PS I complexes isolated
from a rubA menB double mutant of Synechococcus
sp. PCC 7002 (Sakuragi et al., 2005). The rubA gene
encodes a membrane-associated rubredoxin, which is
absolutely required for insertion of [4Fe–4S] clusters
into PS I (Shen et al., 2002a,b). A rubA null mutant,
constructed by insertional inactivation of the coding
sequence of this gene, produces PS I complexes that
are completely devoid of [4Fe–4S] clusters and lacking
the PsaC, PsaD, and PsaE stromal surface polypeptides
(Shen et al., 2002a,b). The rubA menB double mutant
therefore produces PS I complexes containing PQ-9 but
lacking [4Fe–4S] clusters, including FX. Intriguingly,
when PS I complexes isolated from rubA menB double
mutant were incubated with AQ and then extensively
washed, both PQ-9 and AQ were removed and PS I com-
plexes with apparently empty A1 sites were produced
(Sakuragi et al., 2005). The potential uses and signifi-
cance of this system are enormous. By using PS I com-
plexes devoid of quinone and iron–sulfur clusters, the
inherent rate of charge recombination between A0 and
P700 can be evaluated in complexes that have not been
harshly extracted with solvents. Reconstitution of the
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A1 site with a variety of quinones should also be possi-
ble without the obstacle of the added molecule having
to out-compete PQ-9 for the A1 sites. It should also
now be possible to produce complete PS I complexes
with any desired quinone that can be stably bound at
the A1 site by first reconstituting the FX cluster (Gol-
beck, 1995; Shen et al., 2002b) and then by adding
recombinant PsaC, containing FA and FB (Zhao et al.,
1992; Mehari et al., 1995; Golbeck, 1998; Vassiliev
et al., 2001), and PsaD (Zhao et al., 1990; N Li et al.,
1991).

IV. The Plastoquinone Biosynthetic
Pathway

The successful delineation of the pathway for PhyQ
biosynthesis and genetic manipulation of this path-
way as a mechanism for modifying and probing PS I
function encourages an extension of this methodology
to other quinone biosynthetic pathways. There are at
least four reasons to manipulate PQ-9 biosynthesis by
a similar strategy. First, the pathway for the synthesis
of plastoquinone is presently unknown in cyanobac-
teria, and it is only known that this pathway differs
from that in higher plants (Dähnhardt et al., 2002;
Cheng et al., 2003). Second, if a strain mutated in
both a men gene and a gene encoding an appropriate
enzyme in plastoquinone biosynthesis could be con-
structed, this would allow further manipulation of the
quinone species found in the A1 site of PS I. Third, it
would allow manipulation of the quinone species in PS
II complexes and would facilitate detailed studies of the
kinetics involving QA and QB in vivo. Fourth, it is rea-
sonable to assume that a modified quinone species in
the membrane quinone pool would affect the redox state
of the electron-transport chain, which would probably
alter the redox-dependent expression of some genes
that encode components of the photosynthetic appara-
tus (Escoubas et al., 1995; Alfonso et al., 2000; H Li
and Sherman, 2000; see also a review by Allen and
Pfannschmidt, 2000 and references therein). Such an
experimental system would thus provide a completely
novel way to analyze redox effects on photosynthetic
gene expression in vivo.

Studies of PQ-9 biosynthesis have been carried out
in higher plants since the 1960s by using isotopic trac-
ers and direct enzyme activity assays (see a review by
Threlfall and Whistance, 1971; Pennock and Threlfall,
1981; Swiezewska, 2004) and only more recently by
genetic methods (Collakova and DellaPenna, 2001;
Shintani et al., 2002; Cheng et al., 2003). The com-

bined results have shown that in plants PQ is synthe-
sized from homogentisate after two further enzymatic
reactions: first, the condensation of solanyl diphos-
phate and homogentisate by a solanyl transferase result-
ing in 2-methyl-6-solanyl-1,4-benzoquinone (MSBQ),
and second, a methylation reaction at the C3 position
of the benzoquinoid ring system by MSBQ methyl-
transferase. This MSBQ methyltransferase is also re-
sponsible for methylation of 2-methyl-6-phytyl-1,4-
benzoquinone (MPBQ) in α-tocopherol biosynthesis,
and therefore it is a bifunctional enzyme in higher plant
(Shintani et al., 2002; Cheng et al., 2003). Given the
frequent similarity of biochemical pathways in plants
and cyanobacteria, it would have been logical to as-
sume that the same pathway functions in cyanobacte-
ria. However, recent studies have shown that neither the
synthesis of homogentisate nor the presence of MPBQ
methyltransferase activity is required for PQ-9 biosyn-
thesis in the cyanobacterium Synechocystis sp. PCC
6803 (Dähnhardt et al., 2002; Cheng et al., 2003). These
results indicate that PQ-9 biosynthesis in cyanobacteria
is distinctly different from that in higher plants and that
the PQ-9 biosynthetic pathways may have evolved con-
vergently in cyanobacteria and higher plants (Cheng
et al., 2003).

How is PQ synthesized in cyanobacteria? Compar-
ative genome analysis of 14 cyanobacteria revealed
the presence of ORFs that show sequence similarity
to some of the enzymes responsible for ubiquinone-
8 (UQ-8, 2,3-dimethoxy-5-methyl-6-octaprenyl-1,4-
benzoquinone) biosynthesis. UQ-8 biosynthesis in E.
coli occurs as shown in Fig. 5 (see the review by
Meganathan, 2001 and references therein). The first
committed step of the pathway is the aromatization of
chorismate to 4-hydroxybenzoate, which is catalyzed
by chorismate-pyruvate lyase (UbiC). Prenylation
by 4-hydroxybenzoate octaprenyltransferase (UbiA)
and decarboxylation by isofunctional 3-octaprenyl-4-
hydroxybenzoate decarboxylases (UbiD and UbiX) re-
sults in the synthesis of 2-octaprenyl-phenol, which
is converted into UQ after three hydroxylation reac-
tions that alternate with three methylation reactions.
A hydroxyl group is first introduced by 2-octaprenyl-
phenol monooxygenase (UbiB) (at the position ortho
to the C1 OH), which is subsequently methylated by an
O-methyltransferase (UbiG) resulting in 2-methoxy-
6-octaprenyl-phenol. Second, a hydroxyl group is in-
troduced by a monooxygenase (UbiH) at the position
para to the C1 hydroxyl group, resulting in the synthe-
sis of 2-methoxy-6-octaprenyl-1,4-benzoquinol. UbiE,
a C-methyltransferase, delivers a methyl group to a
position ortho to the C6 prenyl side chain, resulting
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Fig. 5. Ubiquinone biosynthesis pathway in Escherichia coli.

in the synthesis of 2-methoxy-5-methyl-6-octaprenyl-
1,4-benzoquinol. Further hydroxylation by a monooxy-
genase (UbiF) and methylation by UbiG at the C3 po-
sition of the ring system results in UQ-8.

UbiA, UbiD, UbiE, UbiH, and UbiX homologs were
conserved in 14 cyanobacterial genomes (Sakuragi,
2004). In the structure of PQ-9 the two methoxy groups
are replaced by two methyl groups, and no additional
methyl group is present at the ring position ortho to the
prenyl side chain. Therefore, it is possible that PQ-9
biosynthesis occurs by a pathway that is similar to the
UQ-8 biosynthesis pathway in proteobacteria, as pro-
posed in Fig. 6. The proposed pathway is most similar
to that for UQ-8 in the portion leading to the formation
of the prenyl benzoquinone.

Efforts to verify the proposed biosynthetic pathway
have been made by attempting to inactivate the ubiA,
ubiH, and ubiX genes in Synechocystis sp. PC 6803.
These attempts, however, resulted in incomplete segre-
gation of the mutant and wild-type alleles, demonstrat-
ing that these genes are essential for the survival of

this organism (Sakuragi, 2004). Heterologous expres-
sion of cyanobacterial homologs in ubi mutants of E.
coli would perhaps resolve the validity of the proposed
pathway, and such studies are underway.

As noted above, UbiC, chorismate-pyruvate lyase,
is responsible for the first committed step in the UQ
biosynthetic pathway in E. coli (Fig. 5). In cyanobac-
teria, however, no obvious ubiC homolog was found.
This appeared to indicate that a homolog to this gene
was absent in cyanobacteria, and that the synthesis of
4-hydroxybenzoate must occur through an alternative
pathway. In higher plants, 4-hydroxybenzoate is de-
rived from the amino acids tyrosine and phenylalanine
through 4-coumarate and 4-cinnamate intermediates
(Threlfall and Whistance, 1971; Pennock and Threlfall,
1981). It is, therefore, possible that the synthesis of PQ-
9 in cyanobacteria occurs via one or both of these amino
acids. Comparative genome analysis, on the other
hand, has recently revealed the presence of an ORF,
which shows weak similarity to the UbiC sequences
of E. coli (<30%) and which is conserved among all
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Fig. 6. Proposed plastoquinone biosynthetic pathway in cyanobacteria. The question mark indicates the possibility that an alternative
route exists for 4-hydroxybenzoate synthesis.

cyanobacteria (50–80%) (Sakuragi, 2004). This ORF
shows a high degree of amino acid sequence similar-
ity to Ycf21 proteins, which are found in the plas-
tid genomes of eukaryotic phototrophs including Por-
phyra purpurea and Cyanophora paradoxa. Therefore,
it is also possible that these Ycf21 homologs catalyze
the conversion of chorismate to 4-hydroxybenzoate
in cyanobacteria. This possibility could be tested by
complementation of an ubiC mutant of E. coli with a
cyanobacterial ycf21 gene.

In the genome of Synechocystis sp. PCC 6803, there
are several homologs of menG/ubiE, the gene encod-
ing the enzyme responsible for the methylation reac-
tions in both ubiquinone and menaquinone biosyn-
thesis in E. coli. These are sll1653/menG (Sakuragi
et al., 2002), sll0418 [encoding 2-methyl-6-phytyl-1,4-
benzoquinone methyltransferase (Shintani et al., 2002;
Cheng et al., 2003)], slr0089 [encoding γ-tocopherol
methyltransferase (Shintani and DellaPenna, 1998)],
slr1618, slr0407, slr1039, sll0487, and sll0829. Of
all of these putative methyltransferase genes, only
menG and sll0418 are highly conserved throughout the
sequenced cyanobacterial genomes, suggesting they
could be the responsible methyltransferases in PhyQ
and PQ-9 biosynthesis, respectively. However, null mu-
tations of these genes, either individually or in combi-
nation with mutations in these other methyltransferase
genes (up to triple mutations), did not affect the syn-

thesis of PQ-9, indicating that functional redundancy
for this reaction may occur in this cyanobacterium
(Sakuragi, 2004). Thus, it is possible that ubiE ho-
mologs are not required for the methylation reactions
in PQ-9 biosynthesis, and the identity of the respon-
sible methyltransferase(s), or the appropriate biosyn-
thetic intermediate, is currently unknown.

V. The �-Tocopherol Biosynthetic
Pathway

The biosynthetic pathway for α-tocopherol is largely
identical in cyanobacteria and higher plants (Fig. 7;
Threlfall and Whistance, 1971; d’Harlingue and Ca-
mara, 1985; Norris et al., 1998; Shintani and Del-
laPenna, 1998; Collakova and DellaPenna, 2001, 2003;
Schledz et al., 2001; Dähnhardt et al., 2002; Por-
firova et al., 2002; Savidge et al., 2002; Shintani et al.,
2002; Cheng et al., 2003; Koch et al., 2003; Sat-
tler et al., 2003). Briefly, the precursor homogenti-
sate is converted by homogentisate phytyltransferase to
2-methyl-6-phytyl-1,4-benzoquinone (MPBQ) (Col-
lakova and DellaPenna, 2001, 2003; Schledz et al.,
2001; Savidge et al., 2002), which is methylated by
MPBQ methyltransferase resulting in 2,3-dimethyl-6-
phytyl-1,4-benzoquinone (DMPBQ) (Soll et al., 1985;
Shintani et al., 2002; Cheng et al. 2003). DMPBQ
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Fig. 7. α-Tocopherol biosynthetic pathway in cyanobacteria. HTP – homogentisate phytyltransferase; MPBQ – 2-methyl-6-phytyl-
1,4-benzoquinone; SAM – S-adenosyl-L-methionine; TC – tocopherol cyclase; γ TMT – γ-tocopherol methyltransferase.

undergoes cyclization by tocopherol cyclase result-
ing in γ-tocopherol (Soll et al., 1985; Porfirova et al.,
2002; Sattler et al., 2003), which is further methy-
lated by γ-tocopherol methyltransferase to produce
α-tocopherol (Soll et al., 1980; d’Harlingue and Ca-
mara, 1985; Shintani and DellaPenna, 1998; Koch
et al., 2003). Homogentisate is derived from 4-
hydroxyphenylpyruvate by 4-hydroxyphenylpyruvate
dioxygenase (Norris et al., 1998; Dähnhardt et al.,
2002).

DMPBQ is a subject of interest for studies of PS I.
This molecule possesses a dimethyl-1,4-benzoquinoid
head group and is structurally identical to PQ-9 ex-
cept that it carries a C-20 phytyl side chain rather than
a C-45 solanesyl side chain. It has been demonstrated
that a null mutation of slr1737, encoding tocopherol cy-
clase, results in the accumulation of DMBQ in the cells
of Synechocystis sp. PCC 6803 (Sattler et al., 2003).
Therefore, it is reasonable to expect that this molecule
could compete effectively with PQ-9 for binding to the
A1 site and occupy this site in PS I in strains carrying
mutations in menB or other men genes. A detailed anal-
ysis of such a mutant, in comparison to the wild-type
and other men mutants, should allow one to assess the
structural requirement(s) of the alkyl substituent for
proper association of the quinone with PS I.

The role(s) of α-tocopherol in oxygenic phototrophs
has been a mystery for more than 80 years since the
first discovery of this compound as an essential fac-
tor for pregnancy in rats (Evans and Bishop, 1992).

Based on results gathered in animals, animal cell cul-
tures, and artificial membranes, it has been shown that
tocopherols function as antioxidants and scavenge or
quench various reactive oxygen species and lipid oxi-
dation byproducts that would otherwise propagate lipid
peroxidation chain reactions in membranes (Kamal-
Eldin and Appelqvist, 1996). This antioxidant role of
α-tocopherol has now been demonstrated in eukary-
otic phototrophs owing to studies in the past several
years. The herbicide-mediated interruption of the α-
tocopherol biosynthetic pathway has been shown to
render PS II more susceptible to oxidative stress at ex-
tremely high light intensities in the green alga Chlamy-
domonas reinhardtii (Trebst et al., 2002). Moreover, the
presence of α-tocopherol has been shown to suppress
the propagation of lipid peroxidation during seed ger-
mination in A. thaliana (Sattler et al., 2004). Thus, there
is little doubt that α-tocopherol can function as a bulk
antioxidant in eukaryotic phototrophs as well as in ani-
mals. The antioxidant role of α-tocopherol is also being
investigated in the cyanobacterium Synechocystis sp.
PCC 6803, and the results obtained so far also support
a role for α-tocopherol as an antioxidant in this organ-
ism (Maeda et al., unpublished results). In addition to
its role as an antioxidant, however, recent studies have
demonstrated a second role, which apparently does not
involve its antioxidant properties, for α-tocopherol in
Synechocystis sp. PCC 6803. The tocopherol-less mu-
tant strain was unable to grow in the presence of glucose
at pH 7.4 or below, although the wild-type grows
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normally under these conditions (Sakuragi, 2004). Un-
der these conditions, cells became chlorotic and PS II
activity was completely lost within 24 h. The transcrip-
tion of some important metabolic and regulatory genes
was altered upon loss of α-tocopherol. The expression
of some genes was constitutively altered (e.g., slr2031,
ndhF3, ndhR, and sbtA), and the expression of other
genes was conditionally altered (e.g., sigA, sigG, rbcL,
ccmK, ndhF4). These results suggest that α-tocopherol
functions as a signaling molecule and regulator of tran-
scription in cyanobacteria. A similar transcriptional
regulatory role of α-tocopherol has been reported in an-
imal systems (see reviews by Azzi et al., 2002; Riccia-
relli et al., 2002 and references therein). Whether there
is a common underlying mechanism between these two
evolutionarily distinct systems is an intriguing subject
for future study.
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Dähnhardt D, Falk J, Appel J, van der Kooij TAW, Schulz-
Friedrich R and Krupinska K (2002) The hydroxyphenylpyru-
vate dioxygenase from Synechocystis sp. PCC 6803 is not re-
quired for plastoquinone biosynthesis. FEBS Lett 523: 177–
181

Deisenhofer J and Norris JR (1993) The Photosynthetic Reaction
Center, Vol 1. Academic Press, San Diego

Delwiche FC and Palmer JD (1997) The origin of plastids and
their spread via secondary endosymbiosis. In: Bhattacharya D
(ed) Origins of Algae and Their Plastids, pp 53–86. Springer-
Verlag, New York

d’Harlingue A and Camara B (1985) Plastid enzymes of ter-
penoid biosynthesis. J Biol Chem 260: 15200–15203

Douglas SD (1998) Plastid evolution: origins, diversity, trends.
Curr Opin Genet Dev 8: 655–661

Dufresne A, Salanoubat M, Partensky F, Artiguenave F, Ax-
mann IM, Barbe V, Duprat S, Galperin MY, Koonin EV, Le
Gall F, Makarova KS, Ostrowski M, Oztas S, Robert C, Ro-
gozin IB, Scanlan DJ, Tandeau de Marsac N, Weissenbach J,
Wincker P, Wolf YI and Hess WR (2003) Genome sequence of
the cyanobacterium Prochlorococcus marinus SS120, a nearly
minimal oxyphototrophic genome. Proc Natl Acad Sci USA
100: 9647–9649

Durán RV, Hervás M, de la Rosa MA and Navarro JA (2004) The
efficient functioning of photosynthesis and respiration in Syne-
chocystis sp. PCC 6803 strictly requires the presence of either
cytochrome c6 or plastocyanin. J Biol Chem 279: 7229–7233

Escoubas JM, Lomas M, LaRoche J and Falkowski PG (1995)
Light intensity regulation of cab gene transcription is signaled
by the redox state of the plastoquinone pool. Proc Natl Acad
Sci USA 92: 10237–10241

Evans HM and Bishop BKS (1922) Fetal resorption. Science 55:
650



220 Yumiko Sakuragi and Donald A. Bryant

Falkowski PG (2002) The ocean’s invisible forest. Sci Am 287:
54–61

Fromme P, Jordan P and Krauß N (2001) Structure of photosys-
tem I. Biochim Biophys Acta 1507: 5–31

Fromme P, Melkozernov A, Jordan P and Krauß N (2003) Struc-
ture and function of photosystem I: interactions with its solu-
ble electron carriers and external antenna systems. FEBS Lett
555: 40–44

Glockner G, Rosenthal A and Valentin K (2000) The structure
and gene repertoire of an ancient red algal plastid genome. J
Mol Evol 51: 382–390

Golbeck JH (1994) Photosystem I in cyanobacteria. In: Bryant
DA (ed) The Molecular Biology of Cyanobacteria, pp 319–
360. Kluwer Academic Publishers, Dordrecht

Golbeck JH (1995) Photosystem I and its bacterial counterparts.
In: Song PS and Horspool W (eds) CRC Handbook of Organic
Photochemistry and Photobiology, pp 1407–1419. CRC Press,
Boca Raton, FL

Golbeck JH (1998) Comparison of in vitro and in vivo mutants
of PsaC in photosystem I: protocols for mutagenesis and tech-
niques for analysis. Methods Enzymol 297: 95–123

Golbeck JH (2003) The binding of cofactors to Photosystem I
analyzed by spectroscopic and mutagenic methods. Annu Rev
Biophys Biomol Struct 32: 237–256

Hauska G (1988) Phylloquinone in Photosystem I. Are quinones
the secondary-electron acceptors in all types of photosynthetic
reaction centers. Trends Biochem Sci 13: 415–416

Honda D, Yokota A and Sugiyama J (1999) Detection of seven
major evolutionary lineages in cyanobacteria based on the 16S
rRNA gene sequence analysis with new sequences of five ma-
rine Synechococcus strains. J Mol Evol 48: 723–739

Itoh S and Iwaki M (1989a) Vitamin K1 (phylloquinone) restores
the turnover of FeS centers in the ether-extracted spinach PS
I particles. FEBS Lett 243: 47–52

Itoh S and Iwaki M (1989b) New herbicide-binding site in the
photosynthetic electron-transport chain. Competitive herbi-
cide binding at the photosystem I phylloquinone-(vitamin K1)-
binding site. FEBS Lett 250: 441–447

Itoh S and Iwaki M (1991) Full replacement of the function of the
secondary electron acceptor phylloquinone (=vitamin K1) by
non-quinone carbonyl compounds in green plant Photosystem
I photosynthetic reaction center. Biochemistry 30: 5340–5346

Itoh S, Iwaki M and Ikegami I (2001) Modification of Photosys-
tem I reaction center by the extraction and exchange of chloro-
phylls and quinones. Biochim Biophys Acta 1507: 115–138

Iwaki M and Itoh S (1989) Electron transfer in spinach Pho-
tosystem I reaction center containing benzo-, naphtho- and
anthraquinones in place of phylloquinone. FEBS Lett 256:
11–16

Iwaki M and Itoh S (1991) Structure of the phylloquinone-
binding (Qφ) site in green plant Photosystem I reaction cen-
ters: the affinity of quinones and quinoid compounds for Qφ

site. Biochemistry 30: 5347–5352
Johnson TW, Shen G, Zybailov B, Folling D, Reategui R, Beau-

parlant S, Vassiliev IR, Bryant DA, Jones AD, Golbeck JH and
Chitnis PR (2000) Recruitment of a foreign quinone into the
A1 site of Photosystem I: I. Genetic and physiological charac-
terization of phylloquinone biosynthetic pathway mutants in
Synechocystis sp. PCC 6803. J Biol Chem 275: 8523–8530

Johnson TW, Zybailov B, Jones AD, Bittl R, Zech S, Stehlik
D, Golbeck JH and Chitnis PR (2001) Recruitment of a for-
eign quinone into the A1 site of Photosystem I: in vivo re-

placement of plastoquinone-9 by media-supplemented naph-
thoquinones in phylloquinone biosynthetic pathway mutants
of Synechocystis sp. PCC 6803. J Biol Chem 276: 39512–
39521

Johnson TW, Naithani S, Stewart C Jr, Zybailov B, Jones AD,
Golbeck JH and Chitnis PR (2003) The menD and menE ho-
mologs code for 2-succinyl-6-hydroxyl-2,4-cyclohexadiene-
1-carboxylate synthase and O-succinylbenzoic acid-CoA syn-
thase in the phylloquinone biosynthetic pathway of Syne-
chocystis sp. PCC 6803. Biochim Biophys Acta 1557:
67–76

Jordan P, Fromme P, Witt HT, Klukas O, Saenger W and Krauß
N (2001) Three-dimensional structure of cyanobacterial Pho-
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Summary

All known photosynthetic reaction centers have symmetric structures, using two similar or identical integral mem-
brane subunits to form a dimeric core, which binds the cofactors through which electrons are shuttled across the
membrane. This symmetric arrangement gives rise to two similar branches of cofactors, down which light-driven
electron transfer could proceed. The first three members of each branch are chlorins, while the third is a quinone.
It is known that the initial electron transfer occurs almost exclusively along one of the two branches in the well-
characterized Type 2 reaction centers, although the origins of this strong asymmetry are still debated. Photosystem
I is the best characterized representative of the Type 1 reaction centers, but many aspects of electron transfer direc-
tionality remain unresolved. Recent time-resolved absorption studies suggest that electron transfer can make use
of both cofactor branches of Photosystem I at room temperature. Here, we will present the results that led to this
proposal and discuss this model in the light of the recent studies aimed at testing its validity.

I. Introduction

In the past few years a considerable number of new
results have improved and challenged our understand-
ing of structure/function relationships in Photosystem
I (PS I). The determination at atomic resolution of its
three-dimensional structure is certainly not the least
(see Fromme and Grotjohann, this volume, Chapter 6;
Nelson and Ben-Shem, this volume, Chapter 7; An-
tonkine and Golbeck, this volume, Chapter 8). It set the
basis for detailed calculations as well as experimental
assessment of the excitonic coupling of the hundreds
of chlorophylls that act as light-harvesting pigments
(see Savikhin, this volume, Chapter 12; Karapetyan et
al., this volume, Chapter 13; Schlodder and Renger,
this volume, Chapter 35) and significantly boosted the
site-directed mutagenesis strategy aimed at elucidating
the physico-chemical properties, as well as the even-
tual participation, of the different redox cofactors in-
volved in the various electron transfer (ET) reactions
(see Webber and Ramesh, this volume, Chapter 14;
van der Est, this volume, Chapter 25). In this article we
will focus on the ET reaction between the quinones,
which serve as secondary electron acceptors, and the
iron–sulfur clusters, which serve as terminal electron
acceptors. These reactions have been mostly studied
by time-resolved absorption spectroscopy and transient
EPR spectroscopy. We will focus on the results obtained

Abbreviations: A0 – primary electron acceptor composed of
chlorophyll monomer; A0A – primary electron acceptor bound
to PsaA; A0B – primary electron acceptor bound to PsaB; A1 –
secondary electron acceptor composed of phylloquinone(s);
PhQA – phylloquinone bound to PsaA; PhQB – phylloquinone
bound to PsaB; Chl – chlorophyll; ENDOR – electron-nuclear
double resonance; EPR – electron paramagnetic resonance; ET –
electron transfer; PS I – Photosystem I; PS II – Photosystem II;
PsaA and PsaB – heterodimeric core subunits of Photosystem I.

with the former approach. As will be argued, we feel
that this approach yields a fairly consistent picture but
we refer the reader to Stehlik (this volume, Chapter 23)
and Redding and van der Est (this volume, Chapter 24)
for a comprehensive review of the results obtained by
transient EPR spectroscopy, from which significantly
different conclusions are drawn. Please note that un-
less stated otherwise, the numbering of the amino acids
in the PsaA and PsaB subunits refers to that of Ther-
mosynechococcus elongatus.

II. Secondary Electron Transfer: Are the
Two Phylloquinones Involved?

The reoxidation kinetics of the quinone A−
1 have been

studied essentially by two techniques: optical spec-
troscopy, the time resolution of which is presently un-
equaled, and time-resolved EPR spectroscopy. Both
techniques have been extensively used since 1988 and
have provided an increasingly refined characterization
of the kinetics of forward ET between the reduced phyl-
loquinone and the Fe4S4 clusters.

A. Monophasic Versus Biphasic Kinetics

The first evidence for biphasic kinetics with half times
of 20 and 150 nsec came from a study of the flash-
induced absorption changes in the near UV in PS I
complexes from spinach (Spinacia oleracea) (Sétif and
Brettel, 1993). The relative amplitudes of these two
phases were found, however, to vary between 2:1 and
1:2 for different preparations. Since the relative am-
plitude of the fast phase rose with increasingly harsh
solubilization treatment, it was proposed that the reox-
idation of A−

1 was intrinsically monophasic and slow,
and that the fast phase was a consequence of the purifi-
cation procedure. This hypothesis was consistent with
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the earlier finding of essentially monophasic A−
1 reox-

idation kinetics in PS I from cyanobacteria (t1/2 ∼ 200
nsec) (Brettel, 1988). The reoxidation of the reduced
quinones may also be studied by transient EPR spec-
troscopy. Indeed, the relatively long lifetime of electron
spin correlation in the light-induced charge separated
state allows one to detect the spin polarization changes
associated with ET reactions. It is noteworthy, how-
ever, that the time resolution of this latter approach is
not sufficient to allow one to observe directly changes
in the light-induced spin polarization signals in the tens
of nanosecond time range. Yet, as discussed in van der
Est (2001), the fast phase has a clear signature, since it
significantly affects the transients. Indeed, an increase
in the relative amplitude of the fast phase results in a
significant decrease of the relative amplitude of the ab-
sorptive part of the transient spectrum ascribed to the
P+

700A−
1 state, due to overlap with the emissive spec-

trum ascribed to the P+
700FeS− state (see van der Est,

this volume, Chapter 24). Despite the inferiority of the
time resolution of transient EPR spectroscopy with re-
spect to optical spectroscopy, the former technique has
the great advantage in allowing study of the spin polar-
ization changes in PS I with no interference from PS
II, even in samples that have not been subjected to any
biochemical treatment, such as whole cells or chloro-
plasts (see van der Est, 2001). This differs from the ear-
lier studies using optical spectroscopy, which were re-
stricted, for technical reasons, to detergent-solubilized
PS I particles. A thorough analysis of the ET reaction
from A−

1 to the iron–sulfur centers has been made by
transient EPR in a series of PS I preparations from
cyanobacteria ranging from whole cells to core parti-
cles. The decay of the signal ascribed to the P+

700A−
1

state was found to be monophasic in intact samples;
the biphasicity became manifest in PS I particles (van
der Est et al., 1994), supporting the idea that the fast
phase was an artifact and that forward ET from A−

1

to the iron–sulfur cluster was monophasic with a half
time of ∼200 nsec as observed in PS I from cyanobac-
teria. This view was challenged by studies using refined
optical spectroscopy. Using an instrument with an im-
proved time resolution of 2 nsec, Brettel could resolve a
fast phase (t1/2 ∼ 7 nsec, relative amplitude 30%) in PS
I from the cyanobacterium Synechocystis sp. PCC 6803
(Brettel, 1998). However, this finding did not settle the
controversy, since these results were obtained with PS
I particles. A significant breakthrough came with the
development of a new spectrophotometer with a time
resolution of 5 nsec and a signal-to-noise ratio high
enough to allow one to study A−

1 reoxidation kinetics
in whole cells (Béal et al., 1999). Using this technique,

Joliot and Joliot confirmed the existence of two phases
with half times of 15 and 150 nsec, respectively (rel-
ative amplitude 45%, 55%), in whole cells of a PS II-
depleted mutant from Chlorella sorokiniana (Joliot and
Joliot, 1999). Thus, despite the effect of biochemical
purification, the fast phase can be considered as an in-
herent kinetic feature of intact PS I. Interestingly, no
fast phase was detected by time-resolved photovoltage
measurements, although this technique is ideally suited
for monitoring charge transfer with a significant com-
ponent perpendicular to the membrane plane. A fast
instrument-limited phase ascribed to the formation of
P+

700A−
1 , followed by a monophasic rise (ascribed to ET

from A−
1 via Fx to FA and possibly FB) with t1/2 ∼150

nsec accounting for 35–40% of the total amplitude was
found in membranes from Synechocystis sp. PCC 6803
(Hecks et al., 1994; Leibl et al., 1995). The biphasic
nature of A−

1 reoxidation is, however, now well estab-
lished from optical measurements as an intrinsic fea-
ture of forward ET to the iron–sulfur clusters. Yet, it
is widely recognized, as well, that the overall kinetics
of quinone reoxidation may be artificially accelerated
by biochemical treatments such as detergent solubi-
lization using Triton X-100 (Sétif and Brettel, 1993).
Moreover, the relative amplitude of the fast and slow
phases are species dependent. Indeed, the relative am-
plitude of the fast phase was found to be consistently
smaller in cyanobacteria (amplitude ratio 1:3–4) than
in eukaryotic organisms (amplitude ratio about 1:1–2)
(see Xu et al., 2003b for a discussion and references
therein).

B. The Origin of the Biphasic Kinetics

Multiphasic or dispersed kinetics is a commonly ob-
served feature in condensed phase systems in general
and in biological systems in particular. When dis-
cussing such features, it should be kept in mind that
distinguishing more than two exponentials with half
times differing by less than a factor of 5 is a difficult
task. In the present case of the two phases of A−

1 reoxi-
dation, the half times differ by about one order of mag-
nitude. They can thus be distinguished with confidence.
Yet, although fitting with three exponentials rather than
two does not significantly improve the quality of the fit,
the occurrence of other phases may not be excluded.
We will assume the presence of only two exponential
decay components for the present discussion, and take
up the case of additional component(s) later (see be-
low). Several models have been proposed to account
for the biphasicity. As one possible explanation, Sétif
and Brettel proposed that the difference in free energy
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between the P+
700A−

1 and the P+
700F−

X states is small
enough that a quasi-equilibrium is reached between
these two states before ET proceeds further to FA/FB

(Sétif and Brettel, 1993). The fast phase would cor-
respond to the establishment of this equilibrium, the
slow one to the oxidation of F−

X. Since ET from A−
1

to FX is electrogenic (Leibl et al., 1995), the equilib-
rium constant of this ET reaction, and hence the relative
amplitude of the fast phase, would be expected to be
modulated by a transmembrane electric field. Joliot and
Joliot tested the above model by measuring the kinetics
of A−

1 reoxidation under varying transmembrane elec-
tric fields, and concluded that the relative amplitudes
of the two phases were not sensitive to the transmem-
brane electric field (Joliot and Joliot, 1999). On these
grounds, they proposed two alternative models to ac-
count for the biphasicity of the A−

1 reoxidation kinetics:
(i) two different conformational states of the same re-
duced phylloquinone differing in their A−

1 reoxidation
rates, (ii) two different reduced quinones with differ-
ent reoxidation rates. The essential difference between
these two models is that the former assumes that only
one of the two ET branches is active whereas the latter is
based on a bi-directional ET model. Indeed, to reduce
the two quinones with similar yields, both branches
would have to be similarly efficient. This proposal has
significantly revised the way one envisions the func-
tion of PS I in particular and photosynthetic electron
transport in general.

III. Uni-Directional or Bi-Directional
Electron Transfer in Reaction Centers

All known photosynthetic reaction centers share the
common structural feature of a pseudo-C2 symmetry.
Yet, the two types of reaction centers are distinguished
on the basis of their terminal electron acceptors. In
Type 2 reaction centers, these terminal electron accep-
tors are quinones and the last one in the chain may
be doubly reduced and doubly protonated to a quinol,
which can exchange with an oxidized quinone from
the membrane. In Type 1 reaction centers, the termi-
nal electron acceptors are iron–sulfur clusters and the
quinones are “merely” electron carriers in the chain
leading to these iron–sulfur clusters. Type 2 reaction
centers have been examined using highly sophisticated
biophysical methods. These have allowed one to iden-
tify, long before the three-dimensional structure was
solved, the different redox cofactors involved in pho-
tosynthetic charge separation, and moreover, to show

that they were present in duplicate. In Type 2 reaction
centers it is well known, however, that functional sym-
metry does not follow from the structural symmetry.
Direct measurement of absorption changes reflecting
the state of the primary acceptor, which is a pheo-
phytin (Pheo), have shown that the primary charge sep-
aration involves ET almost exclusively down one of
the two branches (forming the P+Pheo−

A state). Photo-
pumping measurements have demonstrated, however,
that it is possible to form the spectrally distinguish-
able P+Pheo−

B state (Kellogg et al., 1989), indicat-
ing that it does not lie very far above P∗ in energy.
Numerous unsuccessful attempts have been made to
reverse the functional asymmetry (i.e., to force the ET
to proceed down the “nonfunctional” branch with a
similar yield as that observed for the “functional one”)
by mutagenesis of the protein environment of the pri-
mary donor or acceptor. The paucity of success, even
when P was converted to a Chl:Pheo heterodimer (Kir-
maier et al., 1988) or PheoA to a Chl (Kirmaier et al.,
1991), indicates that other factors must be important
in determining the functional asymmetry. Stark effect
spectroscopy (Steffen et al., 1994) and global energy
profile calculations (Gunner et al., 1996) have sug-
gested that the origin of this effect may be ascribed to
differences in electrostatic properties between the two
branches. Interestingly, a recent study of a Rhodobac-
ter sphaeroides reaction center mutant shows that a
stable radical pair state may be formed even in the ab-
sence of the primary quinone, QA (Laible et al., 2003;
Wakeham et al., 2003). The mere formation of this rad-
ical pair state identified as P+Q−

B (Laible et al., 2003)
shows that ET may occur down the “inactive branch.”
A similar observation was made in QA-lacking mutants
even in the absence of any mutation or pigment mod-
ification at the level of the primary charge separation
(Wakeham et al., 2003). This points to bi-directionality
of the ET as being, on kinetic grounds, an inherent
feature of photosynthetic reaction centers. The func-
tional asymmetry observed in Type 2 reaction centers
would then essentially reflect the strong difference in
the yield of the ET sequence down either one of the two
branches. As alluded to above, the study of the ET yield
down either of the two symmetrically arranged cofac-
tor branches in Type 2 bacterial reaction centers has
taken advantage of the different spectroscopic signa-
tures of the different cofactors. Such differences allow
one to confidently map the level of participation in ET
of these various redox cofactors. Until the recent char-
acterization of different site-directed mutants of PS I,
no such information was available for Type 1 reaction
centers.
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IV. A Mutagenesis Survey of the Two

Phases Ascribed to A−
1 Reoxidation

A. Mutations Affecting the Quinone
Binding Pocket

Here, again, EPR and ENDOR spectroscopy have set
the foundation of most of our knowledge on the local
environment of the reduced quinone (see Rigby et al.,
2001; van der Est, 2001 for reviews). The recent deter-
mination of the three-dimensional structure of the PS I
reaction center from the cyanobacterium Thermosyne-
chococcus elongatus has provided further details on the
dark-adapted state of the reaction center (Jordan et al.,
2001).

1. The PsaA-W697 and PsaB-W677
Mutants

A coplanar arrangement of the quinone headgroup with
the aromatic ring of a Trp was found in both the dark-
adapted state (Jordan et al., 2001) and the reduced
state (Hanley et al., 1997; van der Est et al., 1997).
Moreover, the crystal structure has shown that both
PhQA and PhQB are involved in �–� stacking with
a nearby Trp (PsaA-W697 and PsaB-W677, respec-
tively). These residues were targeted by site-directed
mutagenesis and substituted for Phe in PS I from the
green alga Chlamydomonas reinhardtii. These muta-
tions significantly altered the kinetics of quinone reox-
idation, as observed by time-resolved UV–visible ab-
sorption spectroscopy. In the PsaA-W697F mutant only
the half time of the slow phase was decreased, whereas
in the symmetric PsaB-W677F mutant only the half
time of the fast phase was decreased. Moreover, the
relative amplitudes of the two phases were unchanged.
Furthermore, the effect of the mutations proved addi-
tive, since in the double mutant PsaA-W697F/PsaB-
W677F the half time of both phases was decreased
(Guergova-Kuras et al., 2001). Last but not least, the
spectra of the absorption changes associated with the
two phases had a similar overall shape to those ob-
served in the WT strain, indicating that the local envi-
ronment of the two quinones was not greatly perturbed
by the mutation. These results clearly showed that the
two phases do not reflect two sequential events, since
it proved possible to slow down the fast phase to a
rate close to that of the slow phase without affecting
the latter. Furthermore, they made possible the identi-
fication of the first spectroscopic signatures of the two
quinones since they allowed one to ascribe the fast and

slow phases to the reoxidation of PhQB and PhQA, re-
spectively. This latter assignment has been supported
by the study of the forward ET from A1 to FX in the
PsaA W697H or PsaA W697L mutants by transient
EPR spectroscopy (Purton et al., 2001). As alluded to
above, only the slow phase may be directly detected by
this technique. Here again, the decrease of the rate of
decay of the spin polarized signal suggested that the
slow phase is specifically associated with the quinone
bound to PsaA. Similar findings were recently reported
from Synechocystis sp. PCC 6803 mutants in which
the homologous tryptophans of both the PsaA and
PsaB subunits were changed to Phe. Here again, time-
resolved spectroscopy showed that the PsaA-W697F
mutations specifically affected the slow phase, whereas
in the symmetric mutant, PsaB-W677F, only the fast
phase was slowed (Xu et al., 2003b). Despite the overall
consistency between the UV–visible absorption spec-
troscopy results obtained with PS I from Synechocystis
sp. PCC 6803 or C. reinhardtii PS I, it has been ar-
gued that only the slow phase could be ascribed with
confidence to the reoxidation of the quinone bound to
PsaA, since transient EPR spectroscopy failed to con-
firm the kinetic effect of the PsaB-W677F mutation but
supported that of PsaA-W697F (Xu et al., 2003b). On
these grounds, it seems fair to say that the assignment of
the fast phase to the reoxidation of the quinone bound
to PsaB, initially proposed by Joliot, Redding and col-
leagues, is still controversial, but that agreement has
been reached on the assignment of the slow phase to
the reoxidation of the quinone bound to PsaA. As will
be discussed below, several other studies have provided
further support of the latter assignment.

In addition to providing an unambiguous assignment
of at least one of the two phases, these data provided
new insights into the unusually negative midpoint po-
tential of the quinone in PS I. Since the finding that
phylloquinone acts as secondary electron acceptor in
PS I, it has been largely recognized that its midpoint po-
tential should be about −700 mV (see Brettel, 1997 for
a review and references therein). Among the different
factors that control the midpoint potential of redox co-
factors in proteins, interaction with side chain residues
may play crucial roles. Iwaki and Itoh (1991) pointed
out that �–� stacking between the indole ring of a tryp-
tophan and the aromatic ring of a quinone should desta-
bilize the reduced form (i.e., lower its reduction poten-
tial). It is noteworthy that the kinetic consequences of
the disruption of this stacking, the strength of which
is peculiar to PS I, agree nicely with this hypothe-
sis. Indeed, the replacement of the indole ring with
an aliphatic chain (PsaA-W697L), an imidazole ring
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(PsaA-W697H) or even a phenyl ring (PsaA-W697F)
are expected, according to this hypothesis, to make the
reduction potential of the quinone more positive (i.e.,
decrease the driving force of ET between the quinone
and the FX iron–sulfur cluster). Thus, in the framework
of Marcus theory, the rate of this reaction is expected
to decrease, as observed, provided −�G < λ (where
�G and λ are the driving force and reorganization en-
ergy of the reaction, respectively) (Marcus and Sutin,
1985). Interestingly, Boudreaux et al. (Boudreaux et al.,
2001) observed that the conversion of the indole ring
to a phenyl group speeds up the P+

700F−
AB charge recom-

bination. This is also consistent with a decreased free
energy gap between P+

700A−
1 and P+

700F−
X, since charge

recombination is thought to involve the thermally acti-
vated repopulation of these two states (the increase in
rate of charge recombination was proposed to reflect a
decrease by 60–80 meV of this free energy difference).
In this framework, the fact that both the PsaA-W697F
and PsaB-W677F single mutations resulted in an in-
creased rate of charge recombination of the P+

700F−
AB

state and that the double mutant showed an even faster
rate, is consistent with the model according to which
PS I may make use of both ET branches for charge
recombination (Boudreaux et al., 2001).

2. More Mutants in the Quinone Binding
Pocket

As shown by the three-dimensional crystal structure,
the PsaA-W697F and PsaB-W677F side chains are by
far the most obvious residues to target so as to at-
tempt to modify specifically the quinone binding sites.
H-bonds are also known to play an important role in
determining the physico-chemical properties of redox
cofactors. Unfortunately, the N–H group involved in a
H-bond with the C=O group of either quinone is not
provided by a side chain residue but by the backbone
amide of either the PsaA-L722 or PsaB-L706, prevent-
ing facile modulation of the strength of this H-bond
by site-directed mutagenesis (Jordan et al., 2001). Ac-
cording to Heathcote and colleagues, the ENDOR spec-
trum of the semiquinone suggests that the singly re-
duced quinones are involved in a second H-bond (Rigby
et al., 2001). Yet, the assignment of the hyperfine cou-
pling constants is still controversial and in any case the
eventual H-bond donor has not been identified. Several
other mutants have been constructed recently, however,
to modify the local environment of both quinones ei-
ther in Synechocystis sp. PCC 6803 or in C. reinhardtii.
Both the PsaA and PsaB subunits bear a serine (PsaA-
S692, PsaB-S672) whose hydroxyl side chain accepts a

H-bond from the indole nitrogen of the nearby Trp
(PsaA-W697 and PsaB-W677, respectively). Site-
directed replacement of these residues may alter the
�–� stacking between the quinone and the Trp and
hence have similar effects as replacing the Trp itself.
Similarly, the backbone carbonyl group of the leucine
(PsaA-L722 and PsaB-L706), whose backbone amide
group is involved in a H-bond with the quinone, forms
a H-bond with the side chain of an Arg residue (PsaA-
R694 and PsaB-R674, respectively). Here, again, mu-
tating these Arg residues may alter the H-bond network
in which the quinone is involved and hence its redox
properties. Furthermore, these Arg residues tie together
the two binding sites of the quinones and the Fe/S clus-
ter FX by providing a H-bond network that acts as a
bridge between the loop containing PsaA-L722 (PsaB-
L706) and the FX binding loop. Finally, a Gly residue
is found at position 693 in the PsaA subunit, whereas
a Trp is found at the symmetric PsaB position. In an
attempt to investigate the origin of the different rates of
reoxidation of the two quinones, this Gly was changed
to a Trp (PsaA-G693W).

The results from time-resolved absorption spec-
troscopy (at 380 nm) are presented in Table 1, in terms
of half times and relative amplitude of the two phases.
Except for the PsaA-R694A and PsaB-R674A mu-
tants, which will be discussed below, all of these vari-
ous mutants yielded results fully consistent with those
obtained using the Trp mutations. Briefly, the muta-
tions affecting the environment of the quinone bound
to PsaA subunit resulted in a decreased rate of the
slow phase with no effect on the fast phase, whereas
mutations affecting the immediate environment of the
quinone bound to the PsaB subunit provoked the con-
verse effect. Remarkably, the relative amplitudes of the
two phases were hardly changed. The rate of the slow
ET phase in the cyanobacterial mutants measured by
transient EPR spectroscopy were in good agreement
with absorption spectroscopy (Xu et al., 2003b). It is
noteworthy, however, that the PsaB-S672C (in Syne-
chocystis sp. PCC 6803) or PsaB-S672A (in C. rein-
hardtii) mutations had a much smaller effect than the
symmetric mutations (PsaA-S692C or PsaA-S692A),
whereas the kinetic effects were of similar magnitude
for PsaA-W697F and PsaB-W677F. In fact, these lat-
ter mutations are much less conservative than those
targeting the Ser. Indeed the Ser mutations may be
expected to modify indirectly the stacking between
the tryptophans and the quinone rings by altering the
H-bond network of the sites, whereas in the case of
the tryptophan mutations the �–� stacking is directly
perturbed.
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Table 1. Half times in nsec and relative amplitude of the two phases ascribed to the reoxidation of A−
1 measured at 380 nm. In bold

are indicated the major mutation induced changes with respect to the control strain. The numbering of the amino acid residues
corresponds to that of Thermosynechococcus elongatus

Synechocystis sp. PCC 6803 Chlamydomonas reinhardtii
Mutated residue t1/2 (rel. amp.) t1/2 (rel. amp.) t1/2 (rel. amp.) t1/2 (rel. amp.)

Control 8 (0.25) 166 (0.75) 13.5 (0.31) 140 (0.69)
PsaA-W697F 6.3 (0.26)a 500 (0.74)a 15 (0.34)b 490 (0.66)b

PsaB-W677F 23 (0.24)a 180 (0.76)a 73 (0.33)b 140 (0.67)b

PsaA-W697F/PsaB-W677F – – 73 (0.49)b 485 (0.51)b

PsaA-S692A – – 9 (0.33)c 673 (0.67)c

PsaB-S672A 18 (0.34)c 140 (0.64)c

PsaA-S692A/PsaB-S672A – – 17 (0.28)c 714 (0.72)c

PsaA-S692C 8.3 (0.29)a 720 (0.71)a – –
PsaB-S672C 17.3 (0.26)a 194 (0.74)a – –
PsaB-R674A 8 (0.30)a 901 (0.7)a – –
PsaA-G693W – – 12 (0.33)c 690 (0.67)c

a Xu et al. (2003b).
b Guergova-Kuras et al. (2001).
c Rappaport et al. (unpublished).

In this context, it should be pointed out that the ki-
netic consequences of a change in the driving force
of the ET reaction between the quinone and the FX

iron–sulfur cluster may be expected to be significantly
different depending on which quinone is involved. In-
deed, as will be discussed below, Agalarov and Brettel
recently reported that whereas the rate of the slow phase
decreases with temperature, that of the fast phase is rel-
atively temperature independent (Agalarov and Brettel,
2003). Incorporating this finding into the model accord-
ing to which the fast and slow phases reflects ET from
PhQB to FX and from PhQA to FX respectively, they
proposed that the former is exergonic and the latter en-
dergonic. In this framework, making the reduction po-
tential of PhQA or PhQB more positive is expected to
result in significantly different kinetic changes. Indeed,
making the reduction potential of PhQB more positive
by 60 mV is expected to decrease by the same value
the exergonicity of the ET from PhQB to FX. Accord-
ing to Marcus ET theory, such a change yields a three-
fold decreased rate in the range where −�G is small
with respect to the reorganization energy λ (and where
�G ≈ 0) and an even smaller change in rate if −�G
is close to λ. Conversely, in the model proposed by
Agalarov and Brettel, a similar change of the reduction
potential of PhQA would increase the endergonicity of
the ET between PhQ−

A and FX. A 60-mV upshift in the
reduction potential of PhQA may yield up to a 10-fold
decrease of the apparent rate of ET to FX. In a sense,
the ET rate from PhQB to FX would be expected, in this
model, to be less sensitive to relatively small changes
of the PhQB reduction potential than its counterpart in-
volving reduction of FX at the expense of PhQA. The

similar effect of the PsaA-W697 and PsaB-W677 mu-
tations on the rates of both the fast and slow phases
would then be coincidental and/or reflect subtle struc-
tural changes beyond mere shifts in redox potentials.
As a hint in favor of different structural effects of the
PsaA-S692 and PsaA-W697 mutations, EPR and EN-
DOR spectra from these mutants reveal significantly
different features. Indeed, despite a similar effect on
the rate of the slow phase, the spectra of these mu-
tants displayed significant but opposite changes with
respect to the WT. The PsaA-W697F mutant displayed
a marked shoulder in the low field region of the ab-
sorptive part of the X-band spin polarized transient
EPR spectra (Boudreaux et al., 2001; Xu et al., 2003a),
whereas in the PsaA-S692C/A mutants this shoulder
was less pronounced (Xu et al., 2003a; Gu et al., unpub-
lished). The hyperfine coupling pattern of PhQ−

A was
also studied by ENDOR. Here again, the edges of the
methyl hyperfine powder pattern were shifted in both
mutants, but the shifts were in the opposite direction
(Xu et al., 2003a; MacMillan et al., unpublished).

The results obtained with time-resolved absorption
spectroscopy are, with the exception of those observed
with the PsaB-R674A mutant, easily accounted for
in the bi-directional model according to which both
quinones are reduced and transfer their electron to FX

with a specific rate. The PsaB-R674A mutation, how-
ever, resulted in a slowing down of the slow phase (Xu
et al., 2003b) rather than that of the fast one, as would be
expected if the quinone bound to PsaB were character-
ized by a fast reoxidation rate. This result was supported
by transient EPR measurements, although the half time
of the slow phase was found to be smaller than that
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measured by time-resolved absorption spectroscopy
[680 and 900 nsec respectively (Xu et al., 2003b)].
Strikingly, the symmetric mutation in PsaA also re-
sulted in slowing down of the slow phase as seen by
EPR spectroscopy (Xu et al., 2003b). Taken together,
these results seem to challenge the assignment of the
fast phase to the reoxidation of the PhQ−

B . It is note-
worthy, however, that neither the PsaA-R694 nor the
PsaB-R674 mutation are very much likely to affect sig-
nificantly the local environment of either of the two
quinones and hence their physico-chemical properties.
The arginine side chain is involved in a H-bond with
the carbonyl backbone group of the Leu, the backbone
amide group of which is involved in a H-bond with the
C=O group of the quinone. The interaction between
the Arg side chain and the quinone is thus most indi-
rect. Much more direct is the involvement of these Arg
residues in the scaffold that bears the FX iron–sulfur
cluster. It could thus be argued that the cofactor which
is most affected by these mutation is the FX iron–sulfur,
rather than the quinones, as discussed by (Xu et al.,
2003b). Interestingly enough, the three-dimensional
structure suggests a similar effect upon FX expected for
the PsaA-R694 and PsaB-R674 mutations. To account
for the slowing of the slow phase, one would have to
assume, in the framework of the bi-directional model,
that either of the two mutations induces a more nega-
tive reduction potential of the FX cluster. This would
increase the endergonicity of the ET reaction between
PhQA and FX and hence slow its rate. Conversely, the
free energy change associated with the reduction of FX

by PhQ−
B would be become less negative, but, as dis-

cussed above, the consecutive change in ET rate might
be small enough to escape detection. According to this
hypothesis, one would expect the P+

700F−
X charge recom-

bination rate to be affected by both of these mutations,
a point that still awaits experimental confirmation. De-
spite the large amount of recent data that supports the
bi-directional hypothesis, a single set of data may be
enough to challenge the whole model. However, we
feel that more work is required on the PsaA-R694 and
PsaA-R674 mutants before a definitive conclusion may
be drawn.

Until now we have mostly focused on the site-
directed mutagenesis strategy that targeted the quinone
binding sites. An alternative strategy for testing the va-
lidity of the bi-directional model involves the construc-
tion of site-directed mutations that target the redox co-
factors upstream of the quinones in the two proposed
ET chains. The rationale behind this strategy is that
such mutations could affect the relative yield of the
two branches and hence the probability to reduce ei-

ther of the two quinones. The experimental signature
of such effects would be a modification of the relative
amplitude of one of the two phases ascribed to the re-
oxidation of PhQ−

A and PhQ−
B . It is noteworthy, that, in

contrast to the mutations affecting the quinone binding
sites, the relative amplitudes are expected to be modi-
fied whereas the rates of the two phases should remain
unchanged.

B. Mutations Along the Electron Transfer
Branches Upstream of the Quinones

In this extensive survey, numerous mutants have been
constructed to be able to modify the physico-chemical
properties of the different chlorophylls along both
chains. In each of these mutants the kinetics of ET
between the quinones and the iron–sulfur clusters have
been studied by time-resolved absorption spectroscopy
at 380 nm. The results are presented in Table 2.

1. Mutations Affecting A0A or A0B

Until now, two residues have been targeted in order
to alter the physico-chemical properties of the two A0

chlorophylls: the two Met residues that provide the ax-
ial ligands of the A0A and A0B chlorophylls, and the
two symmetric Tyr residues, the phenol ring of which
forms an H-bond with the 131-keto oxygen of ring V
of the chlorophylls (Jordan et al., 2001).

Since H-bonds are known to play a crucial role in
determining the redox potential of electron carriers,
substitution of one of these two Tyr residues with Phe
was expected to alter the redox properties of its associ-
ated chlorophyll, which would act as primary electron
acceptor of that specific branch in the bi-directional
model. As shown in Fig. 1, these different mutations
resulted in marked changes in the kinetics of absorp-
tion changes as measured at 380 nm, in whole cells
of C. reinhardtii. In the PsaA-Y696F, PsaA-M688L,
or PsaA-M688H mutants, which affect the A0A bind-
ing pocket, the overall kinetics were significantly faster
than in WT, whereas it was slower in the symmetric
A0B mutants. The fit of the data with two exponen-
tials yielded similar half times as the wild type but
the amplitude of the fast phase was increased in the
PsaA mutants, whereas it was decreased in the PsaB
mutants (see Table 2). These results provide further ev-
idence in favor of the bi-directional model, since they
show that modifying the physico-chemical properties
of electron carriers located upstream of the quinones
makes it possible to change the relative amplitude of
both phases without affecting their rates. In the case of
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Table 2. Half times in nsec and relative amplitudes of the two phases ascribed to the reoxidation of A−
1 measured at 380 nm. In

bold are indicated the major mutation induced changes with respect to the control strain. The numbering of the amino acid residues
corresponds to that of Thermosynechococcus elongatus

Synechocystis sp. PCC 6803 Chlamydomonas reinhardtii

Mutated residue t1/2 (rel. amp.) t1/2 (rel. amp.) t1/2 (rel. amp.) t1/2(rel. amp.)

Control 8 (0.25) 166 (0.75) 13.5 (0.31) 140 (0.69)
PsaA-Y696F – – 15 (0.55)a 150(0.45)a

PsaB-Y676F – – 14(0.17)a 140 (0.83)a

PsaA-M688L 15(0.58)b 200 (0.42)b 15(0.69)b 150(0.31)b

PsaA-M688H – – 15 (0.76)b 180(0.24)b

PsaB-M668H – – 15 (0.13)b 220 (0.87)b

PsaB-M668L 15(0.13)b 200 (0.87)b – –
PsaB-N591D – – 12 (0.37)b 150 (0.63)b

PsaA-T743A – – 14 (0.31)c 140 (0.69)c

aLi et al., 2006.
bRappaport et al. (unpublished data).
cLi et al., 2006.

the PsaA-Y696F and PsaB-Y676F mutations we have
checked that the spectra of the absorption changes as-
sociated with either of the two phases were similar to
those found with the WT (Li et al., 2006), despite a
significant change in their amplitudes. It is notewor-
thy that both types of mutations resulted in an increase
of the relative amplitude of the component ascribed to
the reoxidation of the quinone bound to the subunit
that does not bear the mutation. In the bi-directional

framework this suggests that the mutations affecting
A0A decrease the yield of the ET down the A branch
and that, conversely, the mutations affecting A0B de-
crease the yield of the ET down the B branch. Based on
these simple results, however, it is impossible to dis-
criminate between two fundamentally different mod-
els. In the first one, two different subpopulations of
PS I reaction centers can be considered. Due to struc-
tural heterogeneity, in each subpopulation ET would be

Fig. 1. Kinetics of absorption changes at 380 nm in various PS I mutants. Left and middle panel: Chlamydomonas reinhardtii PS
I mutants. Right panel: Synechocystis sp. PCC 6803 PS I mutants. The data were normalized to the absorption changes measured
7 nsec after the actinic flash. (F. Rappaport, P. Heathcote, J. Golbeck, and K. Redding, unpublished)
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intrinsically uni-directional and the relative amplitude
of the two phases of reoxidation of the quinones would
reflect the relative size of each subpopulation before
charge separation occurs. While the effect of the mu-
tations would thus be to shift the equilibrium constant
between the two subpopulations, the direction of the
shift is difficult to predict in the absence of precise
knowledge about the nature of this heterogeneity. As
will be discussed below, low-temperature experiments
suggest that this model applies, at least at temperatures
below 150 K (Schlodder et al., 1998). The main con-
straint of this model is that the thermodynamic equilib-
rium between these two subpopulations must be slow
with respect to charge separation to be able to account
for the observed biphasicity in the reoxidation of the
quinones. The least one can say is that this is obviously
not a very severe constraint, considering the ultra-fast
time range of charge separation compared to protein
dynamics.

In the second model, ET in PS I is inherently bi-
directional. In other words, in each PS I reaction cen-
ter, the reduction of A0A or A0B occurs with a cer-
tain probability. In this model, a mutation of the A0A

binding pocket would modify specifically the probabil-
ity of reducing A0A. As an indirect consequence, the
probability of reducing A0B would change in a compen-
satory manner. Decreasing the probability of reducing
A0A would effectively redirect electrons down the B
branch and vice versa. The results obtained with the Tyr
mutants may be readily, although not exclusively, ac-
counted for by this model. Indeed, as mentioned above,
disrupting an H-bond usually results in a more reduc-
ing redox potential. For example, such an increase in
the reduction potential of A0A would be expected to
decrease the free energy difference between P∗

700 and
P+

700A−
0A, leaving unchanged the free energy difference

between P∗
700 and P+

700A−
0B. This should increase the

probability for charge separation to occur down the B
branch at the expense of its occurrence down the A
branch.

It is more difficult to predict reliably the expected ef-
fects of the Met mutations. Indeed, one does not know
the ligation state of the A0A or A0B Chls in the mu-
tants. It seems reasonable to assume that, in the Met →
Leu mutants a water molecule provides a ligand, or
that in the Met → His mutants a nitrogen atom of the
imidazole ring provides the fifth ligand. In both cases
the strength of the ligation (i.e., the strength of the in-
teraction with the Mg2+, a hard Lewis acid) might be
stronger, as oxygen and nitrogen are harder Lewis bases
than sulfur. Yet, since the strength of the ligation is also
dependent on the distance between the coordinating

atom and the Mg2+, the question of whether the ligand
is effectively stronger or weaker is difficult to address
in the absence of a detailed structure of the mutants PS
I. As discussed in Fromme et al. (2001), the lack of a
strong fifth ligand might be responsible for the remark-
ably low redox potential reported for the A0/A−

0 redox
couple (Kleinherenbrink et al., 1994; Brettel, 1997 for
a review. Hence, although the mutations are likely to
induce a shift in the reduction potential of either of the
two A0 Chls, the direction of the shift is hard to predict.
A stronger ligand would make the reduction potential
more positive, whereas a weaker ligand would have the
opposite effect. If the latter case applied, the situation
would be similar to the Tyr mutants in which an H-
bond is broken and the interpretation discussed above
of the observed changes in relative amplitude of the two
phases would also apply. If the ligand were stronger, the
free energy change associated with the reduction of the
Chl with a mutated ligand would increase. Such an in-
crease would be expected to favor reduction of this Chl
at the expense of the other one, assuming that the reduc-
tion of A0 lies in the normal region of the Marcus curve
(i.e., −�G < λ, where �G and λ are the free energy
change and the reorganization energy of this reaction).
If it lies in the inverted region (i.e., −�G > λ the re-
duction yield of the Chl with a mutated ligand would
be, as in the previous case, decreased. If the reduction
yield of the Chl with a mutated ligand were increased,
then one would expect, in the bi-directional mode, that
the relative reduction yield of the quinone downstream
of this Chl to increase, which is at variance with the
results presented in Table 2.

However, it is possible that the shift in redox poten-
tial resulting from the Met → Leu or Met → His mu-
tations is such that the free energy level of the P+

700A−
0

lies below that of the P+
700PhQ− state. In this case, the

formation of the latter state at the expense of the for-
mer would be significantly slowed down with respect
to WT or even blocked. This model is supported by
the recent findings by Heathcote and coworkers that
the PsaA-M688H mutations blocks ET to PhQA at 265
K as well as photoaccumulation of PhQ−

A, and that
the symmetric PsaB-M668H mutations blocks ET to
PhQB at 100 K but not its photoaccumulation (Fair-
clough et al., 2003). In line with these results, Ramesh
et al. (2003) reported that, indeed, a P+

700A−
0 state may

be observed in the PsaA-M688H or PsaB-M668H mu-
tants with a lifetime longer than 300 psec [as com-
pared to the time constant of ∼30 psec reported for
the reduction of the quinones (Hastings et al., 1994;
Hecks et al., 1994)]. The study of similar mutants
from Synechocystis sp. PCC 6803 showed that the
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PsaA-M688L or PsaA-M688N mutations also results
in a ten-fold slowing down of A1 reduction, yet the
symmetric PsaB-M688L or PsaB-M688N mutations
induced no significant kinetic changes (Dashdorj et al.,
2005). In any case, if ET down either of the two
branches were blocked, then the overall quinone reduc-
tion yield should be decreased. Furthermore, one would
expect to observe absorption changes associated with
charge recombination of the long-lived P+

700A−
0 state.

In this case, the changes in the relative amplitude of the
two phases reported in Table 2 would reflect this spe-
cific block, rather than a redirection of electrons to ei-
ther of the two branches at the expense of the other. Our
preliminary results suggest that, in the PsaA-M688L or
PsaA-M688H mutants from C. reinhardtii, 20–25% of
the PS I reaction centers were unable to form P+

700 with
a lifetime longer than 2 μsec. A larger value (45%)
was found in Synechocystis sp. PCC 6803 by Cohen
et al. (2004). In this fraction of centers it seems likely
that charge recombination between P+

700 and A−
0A oc-

curs, thereby decreasing the relative amplitude of the
phase ascribed to PhQ−

A reoxidation. Consistent with
this, Cohen et al. observed a significant increase in the
PT

700 triplet formation yield in the PsaA-M688L mu-
tants from Synechocystis sp. PCC 6803 (Cohen et al.,
2004). In this case, the observation reported by Fair-
clough et al. (2003) of a blockage of the ET down the
branch containing the Chl with a mutated ligand to the
downstream quinone would suggest that the ET reac-
tion may not only be severely slowed down by the mu-
tation at room temperature but may become thermally
activated, rendering the reduction of the downstream
quinone barely possible at the temperature of the tran-
sient EPR measurement (265 K). In any case, whether
ET down the mutated branch is blocked or whether it is
redirected down the other branch, the results reported
in Table 2 are consistent with the assignment of the
fast and slow phases to the reoxidation of PhQ−

B and
PhQ−

A, respectively. Yet the question as to whether the
relative reduction yield of the two quinones is effec-
tively changed by the PsaA-M688L and PsaB-M668L
mutations remains open.

2. Mutations Upstream of A0

To date, several mutants have been constructed to
change the relative yield of the two ET branches by
altering the physico-chemical properties of either P700

or the “accessory Chls.” The crystal structure has re-
vealed that P700 is a heterodimer comprised of a Chl a
and a Chl a′, the former bound to PsaB and the latter
to PsaA (Fromme et al., 2001; Jordan et al., 2001). The

charge or spin distribution between these two Chls in
the P+

700 state has been studied by various spectro-
scopic techniques. Magnetic resonance (ENDOR and
high field EPR) studies have led to the conclusion that
the spin distribution is strongly asymmetric in P+

700 and
that the Chl a bound to PsaB bears most of the spin
(Webber et al., 1996; Krabben et al., 2000; Petrenko
et al., 2004; see Webber and Lubitz, 2001 for a re-
view). Breton and coworkers, however, concluded, on
the basis of the FTIR difference spectra that the hole
resulting from P700 oxidation is almost equally shared
by the two Chls (Breton et al., 1999, 2002). To date this
controversy is still unsettled and we refer the reader to
Lubitz (this volume, Chapter 17) and Breton (this vol-
ume, Chapter 18) for further discussion. In addition to
the different chemical nature of the two Chls that form
P700, another potential cause of asymmetry lies in the
existence of an H-bond between the 131-keto of the Chl
a′ and the side chain of a threonine (Jordan et al., 2001).
Interestingly the Chl a is not H-bonded. Recent stud-
ies suggest that disrupting this H-bond by replacing this
threonine (PsaA-T743) with various apolar residues in-
duced a small redistribution of the spin density (Witt
et al., 2002; Li et al., 2004). Furthermore, the redox
potential of the P+

700/P700 couple was shifted downward
by up to ∼30 mV as expected from the removal of a sin-
gle H-bond (Witt et al., 2002). To investigate whether
these changes might affect the relative yield of ET down
the two branches, we measured the kinetics of reoxi-
dation of the quinones at 380 nm in the PsaA-T743A
mutant. The results were identical to those obtained
with the WT suggesting that the directionality of ET
is unchanged by the mutation (Table 2). It is crucial to
mention that the state involved in the early charge sepa-
ration process, at which level the directionality is likely
to be determined, is P∗

700 rather than P+
700. How much

the energetics and charge/spin distribution of P+
700 mea-

sured in a relaxed state reflects the early charge separa-
tion events is an open question. The dramatic changes
induced by the mutation in the (P+

700/P700) absorption
spectra, together with the down-shift of the redox po-
tential of the P+

700/P700 couple (Witt et al., 2002; Li et al.,
2004) make likely, however, a change in the redox
potential of the P+

700/P∗
700 couple and hence in the

free energy change associated with charge separation.
Such a change should similarly affect the free energy
change associated with the reduction of A0A or A0B.
As an alternative hypothesis, P∗

700 might not in fact be
the primary donor, as has been recently proposed for
bacterial reaction centers and PS II (Van Brederode
et al., 1997; Diner et al., 2001; Diner and Rappa-
port, 2002). In such a model, charge separation would
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effectively occur between an “accessory Chl” and A0,
and P700 would act as a secondary electron donor to the
oxidized Chl. Obviously, the charge or spin distribution
within the oxidized state of P700 would then give an ex-
tremely distant picture of charge separation. There is
no doubt whatsoever that the “accessory Chls” are in-
volved in the charge separation process either as the
primary electron acceptor or primary electron donor
(or even in a superexchange mechanism which would
facilitate ET from P∗

700 to A0, (see Parson, 1996 for
a discussion of this mechanism in bacterial reaction
centers). Thus, as for A0, modification of their local
environment might be expected to modify the relative
yield of ET down the two branches. The “accessory
Chl” in the A branch is coordinated by the side chain
of Asn 591 (C. reinhardtii numbering) of the PsaB sub-
unit via a water molecule. This Asn has been converted
to an Asp residue. As presented in Table 2, the kinet-
ics of reoxidation of the quinones in this mutant were
indistinguishable from those in WT. This negative re-
sult should obviously not be taken as an indication that
these cofactors are not involved in the initial events that
determine the directionality. Indeed, since this cofac-
tor is deeply buried in the protein, it is likely that the
carboxylic side chain introduced at this position is pro-
tonated. The P+

700/P700 FTIR difference spectra of this
mutant are consistent with this hypothesis (Hastings
et al., unpublished). Since it is the oxygen of the Asn
amide to which the water is H-bonded, rather than the
nitrogen, its replacement with a carboxylic acid (not a
carboxylate) would have little effect. The H-bond net-
work to which the water molecule that serves as ligand
to the Chl participates would be conserved and no sig-
nificant effect on directionality would be expected.

To summarize the results from this mutagenesis sur-
vey up to this point, single point mutations in the A0

binding pockets have proved very effective in changing
the relative amplitude of the two components ascribed
to ET down the two branches. The physico-chemical
parameters that control the relative yields remain to be
identified. In light of the results obtained with the A0

mutants, a choice between the different mechanisms
proposed awaits further characterization.

V. Spectroscopic Features Specific to
the Spectra of the Fast and Slow Phase
in the 320–540 nm Region

After having discussed the kinetics of reoxidation of
the quinones, we would like to focus on the spec-
troscopic characteristics of the absorption changes

associated with the fast and slow phases, as they
set the groundwork for their assignment to quinone
reoxidation. As first shown by Brettel et al., the
flash-induced absorption changes associated with the
reduction of A1 at 10 K display features in the 240–
430 nm region, which resemble the in vitro difference
spectrum of a phyllosemiquinone (Brettel et al., 1986).
This qualitative agreement has been taken as evi-
dence that A1 is a phylloquinone. A transient spectrum
formed in less than 5 nsec and decaying in the hundreds
of nsec time range was later reported at room temper-
ature with similar features (Brettel, 1988; Mathis and
Sétif, 1988). Here again the spectrum of these transient
absorption changes showed convincing similarities in
the 330–410 nm region with the in vitro spectrum of
a phyllosemiquinone (Brettel, 1988). These spectro-
scopic features, combined with the detection of vitamin
K1 at stoichiometric amounts in PS I (Takahashi et al.,
1985), led to the identification of A1 as a phylloqui-
none, consistent with transient EPR studies (Thurnauer
and Gast, 1985). In the 420–500 nm region, where the
semiquinone difference absorption spectrum is feature-
less, features that cannot attributed to the semiquinone
are consistently observed (see Brettel, 1997 for a re-
view). In this region a bleaching at 450 nm, together
with an overall absorption increase around 480 nm,
has been observed and ascribed to an electrochromic
bandshift undergone by a nearby carotenoid (Brettel,
1988; Sétif and Brettel, 1993). Interestingly, very sim-
ilar spectra were found in PS I from spinach (Sétif and
Brettel, 1993) and from cyanobacteria (Brettel, 1988)
although the fast and slow phases were predominant
in the former and the latter, respectively. The similar-
ity between these spectra suggests that they reflect the
same reaction. With improved time resolution, how-
ever, Brettel observed subtle differences in the 450–
500 nm region between the spectra of the fast and slow
phases from Synechocystis sp. PCC 6803 PS I (Brettel,
1998). Joliot and Joliot observed a similar trend with
PS I in whole cells of Chlorella sorokiniana (Joliot and
Joliot, 1999).

In Fig. 2 (left panel) are shown the spectra of the
fast and slow phases assigned to quinone reoxidation
in the 300–540 nm region of Synechocystis sp. PCC
6803 (Bautista et al., 2005). These results are in good
agreement with the spectra found in the literature, but
the wider spectral range allows one to identify signif-
icant differences, despite the overall similarity. These
differences are most obvious in the 430–540 nm re-
gion. The bleaching observed around 450 nm is red-
shifted in the spectrum of the slow phase with respect
to that of the fast phase. Furthermore, new peaks are
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Fig. 2. Decay-associated spectra of the fast (black) and slow (gray) phases ascribed to A−
1 reoxidation. Left panel: PS I particles from

the WT strain of Synechocystis sp. PCC 6803. Right panel: PS I particles from a mutant strain of Synechocystis sp. PCC 6803 in
which the zeta-carotene desaturase gene was deleted (Bautista et al., 2005).

resolved at 505 and 515 nm in the spectrum of the
slow and fast phases, respectively. As shown in Figs.
2 and 3, the UV regions of the two spectra also dis-
play significant differences. As previously observed by

Brettel (1998) and later by Joliot and coworkers (Joliot
and Joliot, 1999; Guergova-Kuras et al., 2001), the
slow-phase spectrum displays a clear peak around 380
nm and a marked shoulder at 405 nm, whereas these

Fig. 3. Decay-associated spectra of the fast and slow phases ascribed to A−
1 reoxidation. In black are decay-associated spectra observed

in whole cells of C. reinhardtii; in gray are decay-associated spectra observed in PS I particles from WT Synechocystis sp. PCC
6803. The spectra were normalized to the amplitude at 380 nm. (F. Rappaport, B. A. Diner, and K. Redding, unpublished)



236 Fabrice Rappaport, Bruce A. Diner and Kevin Redding

features are much less distinct, if even present, in the
fast-phase spectrum. This latter spectrum peaks around
400 nm, in good agreement with in vitro spectrum of
the phylloquinone radical. Furthermore, the fast-phase
spectrum shows only little absorption in the 350–380
nm region, whereas an absorption increase is still ob-
served in this region of the slow-phase spectrum. As
shown in Fig. 3, the specific features of the spectra of the
two phases that have just been described seem remark-
ably well conserved between Synechocystis sp. PCC
6803 and C. reinhardtii. Two different and nonexclu-
sive hypotheses may be proposed to interpret these spe-
cific features, both in the visible and near UV range:
(i) As discussed above, the two phases reflect the
reoxidation of the two different quinones. Thus, al-
though their chemical nature is identical, the absorption
changes associated with their reduction and reoxida-
tion may somehow differ owing to differences in their
respective binding pockets. (ii) Since these spectra re-
flect the absorption changes occurring during a certain
kinetic phase one cannot exclude the possibility that,
other processes occur in a similar temporal regime and
also contribute, at least in some wavelength region(s),
to the overall absorption changes. In this case, the spec-
tra of the fast and slow phases would be a combination
of the absorption changes associated with these differ-
ent reactions. We will now discuss both hypotheses in
the light of recent observations.

A. Spectroscopic Features Specific to the
Spectra of the Fast and Slow Phase in the
420–540 nm Region

The in vitro difference spectrum of the phyl-
losemiquinone does not display any absorption changes
above 450 nm (Romijn and Amesz, 1977). Conse-
quently, the bands and trough observed in the spectra of
the fast and slow phases in the 420–500 nm region were
ascribed to local electrochromic shifts of nearby pig-
ments, proposed to be carotenoids (Brettel, 1988; Sétif
and Brettel, 1993; Joliot and Joliot, 1999). PS I reac-
tion centers from T. elongatus bear, beside the 6 Chls
involved in ET, 90 Chl a and 22 carotenoids that par-
ticipate in the light-harvesting process (Fromme et al.,
2001). Diner and coworkers have recently succeeded in
disrupting, in Synechocystis sp PCC 6803, the biosyn-
thetic pathway leading to the synthesis of β-carotene,
known to be the dominant carotenoid in PS I (Fromme
et al., 2001) and references therein). The light-induced
absorption changes in PS I reaction centers purified
from these cells have been analyzed to be able to in-
vestigate further the assignment of the spectroscopic

features in the visible region. Similar to the WT, two
exponentials were required to fit the data in the whole
320–540 nm region. The spectra of these two phases
are shown in Fig. 2 (right panel). In the near-UV range
(320–420 nm) region they are nearly identical to those
from WT, indicating that they may safely be ascribed to
the same ET reaction. Surprisingly, the trough observed
in both spectra at about 450 nm was conserved in the
mutant, indicating that it does not result from an elec-
trochromic shift of a carotenoid. Thus, it seems most
likely to be due to an electrochromic shift of nearby Chl
a molecule(s). The features observed above 470 nm in
both the fast and slow-phase spectra from WT were
totally absent in the mutant spectra, however, allowing
one to ascribe them to electrochromic bandshifts. The
fact that the wavelength maxima and minima of these
shifts differ between the fast and slow phases suggest
that (at least) two different carotenoids contribute to
this feature in the 2 nsec decay components. This may
be taken as an indication that the two phases result from
redox changes of two different species in the vicinity of
spectroscopically distinct set of pigments further sup-
porting the assignment of the fast and slow phase to the
reoxidation of the two quinones (Bautista et al., 2005).

B. Spectroscopic Features Specific to the
Spectra of the Fast and Slow Phase in the
320–420 nm Region

On the basis of the in vitro semiquinone spectrum
(Romijn and Amesz, 1977), the absorption increase
in the 320–420 nm region of the fast and slow phases
spectra may be thought to directly reflect the redox
state of the quinones. Yet we recently observed signifi-
cant differences with the in vitro spectrum (see Fig. 3),
in good agreement with previous findings (Brettel,
1998). The slow-phase spectrum displays two peaks,
a major one at 380 nm and another at 405 nm; whereas
the fast-phase spectrum has a broader major peak at
400 nm and a second one at 425 nm. In addition, the
slow-phase spectrum shows absorption changes in the
320–360 nm region, whereas the fast-phase spectrum
does not. Could this be taken as an indication that that
the fast-phase spectrum is red-shifted by about 20 nm
with respect to the slow phase one? The structure of
the quinone binding pockets provides no obvious ra-
tionale to support such a shift. The possibility remains,
however, that the two semiquinones interact differently
with the protein matrix as suggested by recent theoret-
ical calculations (Ishikita and Knapp, 2003).

Various spectroscopic results also support this
hypothesis. From the crystal structure the distance
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between FX and PhQA or FX and PhQB are identi-
cal. Thus, despite the extreme sensitivity of electron
transfer rates to donor–acceptor distances (Moser et al.,
1992), this factor does not account for the 10-fold
difference between the reoxidation rates of the two
quinones. In the bi-directional model, either the free
energy associated with each reaction or the reorganiza-
tion energy of the two reactions must differ. Consistent
with this view is the finding that each reaction has a
significantly different activation energy (Agalarov and
Brettel, 2003). One must also account for the num-
ber of bands found in the FTIR difference spectra of
(A−

1 − A1), which seems too large to result from a sin-
gle species (Hastings and Sivakumar, 2001). In the bi-
directional model, the differences in the FTIR differ-
ence spectra of each of the two quinones are a con-
sequence of their residence in different binding pock-
ets. In the case of bacterial reaction centers, the FTIR
spectra associated with the reduction of QA or QB was
also found to be significantly different (Breton et al.,
1994, 1995; Brudler et al., 1994, 1995) despite a similar
structure of the binding pockets, as seen by X-ray crys-
tallography (Allen et al., 1987). Finally, ENDOR spec-
troscopy of biosynthetically deuterated PS I allowed
the identification of ENDOR features arising from the
hyperfine coupling of the proton involved in a hydro-
gen bond (Rigby et al., 1996). The ENDOR spectrum
of the semiquinone was interpreted as showing two
hydrogen bonded protons (see Rigby et al., 2001), in
contrast with the X-ray crystal structure of the dark-
adapted state, which shows a single H-bond between
a backbone amide group and one carbonyl group of
each quinone. More recently, Heathcote and coworkers
managed to resolve the ENDOR spectra resulting from
the reduction of either PhQA or PhQB (Rigby et al.,
2002; Fairclough et al., 2003). The ENDOR spectra
were interpreted in terms of both semiquinones being
H-bonded, despite the fact that there were differences
in the magnitude of the hfcs assigned to them. To rec-
oncile these data with the X-ray data, one would have
to resort either to a structural rearrangement upon re-
duction or to the presence of a water molecule not vis-
ible in the current structure but acting as a H-bond
donor (Rigby et al., 2002). Based on these different
studies, it thus seems conceivable that the interaction
between each semiquinone and its respective binding
pocket is different. Whether these differences are suf-
ficient to account for the different absorption differ-
ence spectra assigned to the two phases remains to be
addressed.

As discussed previously, one should keep in mind
that the absorption spectra of the two phases reflect

nothing more than the absorption changes associated
with a given kinetic component. The assignment of
these two phases was based on the differential effects of
the PsaA-W697 and PsaB-W677 mutations on the rates
of the slow and the fast phases, respectively (Guergova-
Kuras et al., 2001; Muhiuddin et al., 2001). It is note-
worthy that, despite the significant effects on rate, the
difference spectra in both mutants were very similar to
those of WT, suggesting that these phases could be con-
fidently ascribed solely to ET between either of the two
quinones and FX (Guergova-Kuras et al., 2001). Owing
to technical limitations, however, the reported spectra
did not extend below 375 nm, a region where the differ-
ences in the two spectra are most marked. The question
that we want to address now is whether other ET re-
actions may proceed concomitantly to one (or both)
of the phases and give rise to absorption changes that
would then contribute to the spectrum of this phase. If
this were indeed the case, it is of note that this reaction
would have to be an ET reaction occurring within the
PS I reaction center, since similar spectra were found
in whole cells of C. reinhardtii and PS I complexes
from Synechocystis sp. PCC 6803. A second require-
ment is that this hypothetical ET reaction would have
to occur downstream of the FX cluster to proceed con-
comitantly with one of the two quinone oxidation steps.
Altogether, these two requirements make ET between
the iron-sulfur clusters the best possible candidates for
this reaction. Unfortunately, the available data on the
rate of ET between the three different iron-sulfur clus-
ters are scarce. The three reduced iron–sulfur clusters
are not readily distinguishable on the basis of their
time-resolved X-band EPR spectra (Kandrashkin et al.,
1998), precluding the characterization of the ET rate
between them. Yet, there is indirect evidence suggest-
ing that the terminal iron-sulfur cluster, identified as
FB (Diaz-Quintana et al., 1998; Vassiliev et al., 1998;
Fischer et al., 1999; Lakshmi et al., 1999), is reduced
in the hundreds of nsec time range. Photovoltage mea-
surements indicated a phase with a half time of 150
nsec, which was ascribed to the ET between A−

1 and
FA/FB, as its amplitude (40% of the total flash-induced
electrogenicity) was much larger than that expected for
the reduction of FX at the expense of A−

1 . Furthermore,
removal of FA and FB resulted in a two-fold decrease of
its amplitude but left its time constant unchanged (Leibl
et al., 1995; Diaz-Quintana et al., 1998). Because the
half time found for this overall reaction matches that
observed by optical spectroscopy for the reoxidation
of PhQ−

A, it was proposed that the ET between FX and
the terminal iron-sulfur clusters occurred with a rate
equal or faster than (50 nsec)−1 (Leibl et al., 1995;
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Diaz-Quintana et al., 1998). Consistent with this hy-
pothesis, the fastest first-order rate constant found for
ferredoxin reduction is about (400 nsec)−1 (Sétif and
Bottin, 1995; Sétif, 2001). Since FB must be reduced
before ET to ferredoxin occurs, this finding allows
one to put a lower limit of about (400 nsec)−1 for the
rate of FB reduction. Thus, it seems highly likely that
the absorption changes associated with ET between
FX and FA/B contribute to the spectrum of the slow
phase of A−

1 oxidation. Does such a contribution ac-
count for the differences between the spectra of the two
phases? Lüneberg et al. characterized the absorption
changes associated with the formation of the P+

700F−
A/B

and P+
700F−

x states in the 350–460 nm range using par-
ticles that either contained or lacked the PsaC subunit,
respectively (Lüneberg et al., 1994). These two spectra
are very similar, except for a larger absorption increase
between 350 and 390 nm and a smaller absorption in-
crease between 445–470 nm in the P+

700F−
X spectrum.

This observation suggests that ET from FX to the ter-
minal iron–sulfur cluster(s) should induce a slight ab-
sorption decrease in the 350–390 nm region and a slight
increase in the 445–470 nm region. Such absorption
changes are, however, rather featureless (see Fig. 4) in
Lüneberg et al., 1994) and are thus unlikely to account
for all of the pronounced differences between the fast
and slow components described previously (Fig. 3).
Interestingly, these authors also compared the flash-
induced absorption decays at 384 nm in the absence and
presence of the terminal iron–sulfur cluster (FA/FB).
Although the half time of the decay was found to be
identical (180 nsec), its overall amplitude was slightly
diminished after removal of FA/FB, further supporting
the idea that small but observable absorption changes
in this wavelength region are expected to result from
ET between the iron–sulfur clusters.

This hypothesis may also reconcile the finding of
Fairclough et al. of a blockage in ET down the A branch
in the PsaA-M684H mutant (Fairclough et al., 2003)
with the observation reported here that the absorption
changes are still biphasic in this mutant, with the slow
phase having a half time similar to that generally as-
cribed to the reoxidation of PhQA (see Table 2). Indeed,
one may propose that, in this mutant, this phase does
not reflect the reoxidation of PhQA, whose reduction is
mostly blocked according to (Fairclough et al., 2003),
but rather is due to ET from F−

X (which is reduced
by PhQB in tens of nsec) to the terminal iron–sulfur
clusters. Obviously, this point deserves a careful spec-
troscopic analysis. Interestingly, this hypothesis has at
least one corollary that, if demonstrated, could provide
further support for the bi-directional model discussed

above. In the mutants where the slow phase ascribed to
the reoxidation of PhQA is either retarded, because of
alteration of the PhQA site, or does not occur, because
ET has been redirected toward the B branch, one would
expect the ET reaction between the Fe/S clusters to be-
come directly observable with less complication of the
reaction between PhQA and FX. Indeed, such mutations
would open the 100–200 nsec time window and allow
one to resolve sequential ET from PhyQB to FX, which
is thought to proceed with a half time of 10–15 nsec, and
the subsequent ET to the terminal Fe/S clusters, which
should occur in the hundreds of nsec time range. Hope-
fully, a combination of time-resolved EPR and optical
spectroscopy will allow one to address this issue.

VI. Energetic Picture of Quinone
Reoxidation via Forward or Backward
Electron Transfer

We now turn to a discussion of factors that determine
the rates of the reaction occurring on the acceptor side
of PS I. An important question that remains to be ad-
dressed is the 10-fold difference in rate of ET between
PhQA and FX or PhQB and FX. The structure of PS I
does not provide any obvious clue that could rationalize
this 10-fold difference: the edge to edge distances be-
tween FX and either of the two quinones are very similar
and the binding pockets do not display any major struc-
tural differences (Fromme et al., 2001). A recent study
points to the energetic parameters of these reactions as
being the main factors that accounts for the difference.
Agalarov and Brettel measured the temperature depen-
dence of the slow and fast phases of quinone reoxida-
tion. They observed that the slow phase is thermally
activated, in agreement with the previous finding of
Schlodder et al. (1998) [although the activation energy
of 110 meV reported in (Agalarov and Brettel, 2003)
is smaller than the 220 meV found in (Schlodder et al.,
1998)]. In contrast, the rate of the fast phase is almost
temperature-independent (Agalarov and Brettel, 2003).
According to ET theory, ET rates are expected to be es-
sentially temperature-independent when the character-
istic energy hωof the nuclear vibrational mode coupled
to ET is larger than the thermal energy kBT (Hopfield,
1974; Jortner, 1976 and see Moser and Dutton, 1996
for a discussion). This has been shown to apply for
ET between quinones in Rhodobacter sphaeroides re-
action centers (Gunner and Dutton, 1988), in which
the temperature and free energy dependence of the
ET rate could be described with a single character-
istic energy of 70 meV (i.e., three times the thermal
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energy at room temperature). If such is also the case
for ET between the quinones and FX, then the temper-
ature dependence of the slow phase suggests that this
reaction is uphill (�G > 0), whereas the temperature
independence of the fast phase suggests it is down-
hill. On the basis of these results Agalarov and Brettel
proposed two alternative models: in line with the bi-
directional hypothesis, ET from PhQB would be down-
hill and temperature independent, whereas ET from
PhQA to FX would be uphill and thermally activated
(note that in the latter case, overall ET from PhQA to
FA/FB would be favorable). This model is supported
by recent calculation of the redox potentials of the
two quinones. According to these estimates the re-
dox potential of PhQB would be more negative than
that of PhQA by about 150 mV (Ishikita and Knapp,
2003).

In an alternative model, ET from P700 would be uni-
directional down the B-branch and only PhQB would be
initially reduced. ET to FX would proceed in the 10-nsec
time range. At this stage, two downhill reactions would
compete: ET to FA on the one hand, and ET to PhQA on
the other hand. PhQ−

A would ultimately be reoxidized by
thermally activated ET via FX to FA (Agalarov and Bret-
tel, 2003). This latter model seems unlikely since recent
findings discussed above support the involvement of
both A0 Chls in charge separation. In addition, it is clear
that the PhQ of the P+

700PhQ− radical pair observed by
transient EPR is PhQA (Boudreaux et al., 2001; Pur-
ton et al., 2001; Xu et al., 2003b); transfer through two
more intermediates would most likely cause loss of spin
correlation, which is not observed. In either of the two
models, the observed rate constant of the slow phase
would be strongly dependent upon the �G of the ET
reaction between PhQA and FX (see discussion above).
Because this reaction is electrogenic, this observed rate
should still be significantly decreased in the presence of
external transmembrane electrical potential, which is at
variance with the results of Joliot and Joliot (Joliot and
Joliot, 1999). Furthermore, this lack of a kinetic effect
of the external transmembrane electric field suggests
that both the fast and slow phases of A−

1 reoxidation
reflect exergonic ET reactions. To reconcile the find-
ing of a significant activation energy with a decrease in
free energy, one may propose that a significant increase
in entropy occurs upon the P+

700PhQ−
A → P+

700F−
X ET

reaction, so that �G = �H − T�S < 0 even though
� H > 0. Recent photoacoustic experiments might sup-
port this hypothesis; approximately half of the free en-
ergy change associated with P∗

700 → P+
700(FA/FB)− at

room temperature is from the entropic term (−T�S)
(Hou et al., 2001).

The evidence in support of the bi-directional model
is steadily increasing. As described above, this evidence
now includes the specific kinetic effect on the fast and
slow phases of A−

1 reoxidation by mutations altering
the binding sites of either quinone, the likely involve-
ment of both A0A and A0B in charge separation, the
difference in the absorption changes associated with
each phase and reports of different energetic parame-
ters for the two phases. However, charge recombination
of the P+

700A−
1 state provides a significant challenge to

this model: In the simple bi-directional model, charge
separation occurs with a certain probability down each
of the ET branches. Consequently, each quinone is re-
duced with this same probability. In the absence of
forward ET from A−

1 , the P+
700A−

1 state decays through
charge recombination to the ground state. This pro-
cess has been shown to proceed, after removal of all
three iron–sulfur clusters, via a pathway involving di-
rect electron tunneling between the electron donor A−

1

and P+
700 (Warren et al., 1993; Brettel and Golbeck,

1995). As the two quinones have different reduc-
tion potentials, the free energy change associated with
charge recombination should be different if the electron
donor is PhQ−

A or PhQ−
B . Thus, assuming that −�G

�= λ, the observed charge recombination should be
biphasic.

The bi-directional model further predicts that the am-
plitude of each of the two phases of charge recombi-
nation should match the amplitude of each of the two
phases observed during the forward ET from A−

1 , since
these are determined by the initial charge separation
event in each case (assuming that the conditions used
to block forward ET from A1 do not affect the branching
ratio). Lastly, as the spectra of the two phases observed
during forward ET are different, the spectra of the two
phases observed during charge recombination should
also display similar distinct features. Among these var-
ious expectations, a biphasicity is in fact observed for
P+

700A−
1 charge recombination. A refined study of PS

I particles from Synechococcus sp. PCC 6301 showed
clearly that, after removal of the three iron–sulfur clus-
ters, at least two exponentials are required to fit sat-
isfyingly the decay of P+

700A−
1 (Brettel and Golbeck,

1995). The faster phase (t1/2 ≈ 10 μsec) accounted
for ∼70% of the total amplitude (at 380 nm) and the
slower one (t1/2 ≈ 10 μsec) accounted for ∼25% of
the total amplitude. In PS I reaction centers purified
from a Synechococcus sp. PCC 7002 mutant in which
the FX, FB, and FB clusters were genetically prevented
from assembling, Shen et al. also observed a biphasic
charge recombination with similar half times, but the
relative amplitude of the two phases were significantly
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different: 45% and 55% for the fast and slow phase,
respectively (Shen et al., 2002).

The question then arises as to whether it is possi-
ble in the framework of the bi-directional model to
ascribe these two phases to the charge recombination
from the P+

700PhQ−
A and P+

700PhQ−
B states. As discussed

above, two different approaches led to the conclusion
that the free energy level of these two states are dif-
ferent: Thus, the free energy difference between either
of these states and the ground state is expected to be
different (that associated with the decay of P+

700PhQ−
B

to the ground state by direct electron tunneling being
larger than that associated with P+

700PhQ−
A to the ground

state) (Agalarov and Brettel, 2003; Ishikita and Knapp,
2003). To infer from these conclusions which of these
two states would be expected to decay faster, one must
know in which region of the Marcus curve these reac-
tions occur. On the basis of the estimated �G of the
charge recombination process, Brettel (1997) argued
that direct ET between the semiquinones and P+

700 is
likely to lie in the inverted region of the Marcus curve.
The calculated reduction potential of the two quinones
(−531 mV for PhQA and −686 mV for PhQB) are sig-
nificantly less negative than the values used by Brettel
to draw this conclusion (−850 mV, taken from Vos and
van Gorkom, 1988) but Brettel argued that this value
was not fully reliable (Brettel, 1997). Taking the re-
cently calculated values of the phylloquinone reduc-
tion potentials (Ishikita and Knapp, 2003) (which have
the merit of being consistent with the estimated acti-
vation energy of the ET from the quinones to the FX

iron-sulfur cluster, as discussed above) and the reduc-
tion potential of the P+

700/P700 couple (450 mV), we can
estimate a free energy change of about −1000 meV
associated with charge recombination. In Rhodobacter
sphaeroides reaction centers, the reorganization energy
of the P+Q−

A charge recombination was found to be
about 900 meV (Lin et al., 1994). If such a value also
applies to the PS I reaction center, then this would put
the P+

700A−
1 charge recombination in the inverted region

of the Marcus curve, but close to its maximum. In this
case, a 150-meV difference between the �G of the two
reactions would not be sufficient to account for the ra-
tio of about 10 between the two rates. It is conceivable
that the reorganization energy of charge recombination
between the quinones and P+ is smaller in PS I than
in the Type 2 bacterial reaction centers. Indeed, the ac-
ceptor side of the Type 2 reaction centers is likely to be
more polar than in Type 1 reaction centers, since proton
transfer involving H-bond networks is associated with
the reduction of the quinones, whereas in Type 1 reac-
tion centers the quinone binding sites lie deeply buried

within the protein protected from water and protons.
In this case, the P+

700A−
1 charge recombination would

lie further in the inverted region of the Marcus curve,
where increases in �G of the reaction would slow the
rate more acutely. By this argument the fast and slow
phases of charge recombination would be attributed to
the decay of P+

700PhyQ−
A and P+

700PhyQ−
B , respectively.

According to this assignment, the bi-directional model
predicts, in the absence of FX, FA, and FB, that the
fast recombination phase should have the same rela-
tive amplitude as that of the slow phase observed in
the forward ET reaction from A−

1 to FX. The previous
finding by Brettel and Golbeck that the fast recombi-
nation phase accounts for about 70% of the total decay
(Brettel and Golbeck, 1995) would be more or less con-
sistent with the relative amplitude of the slow phase in
cyanobacteria (about 75%, see Table 1). However, in
PS I from a mutant altered in the biosynthetic path-
way for iron–sulfur cluster, the relative amplitude of
the fast recombination phase was found to be some-
what smaller (55% at 380 nm) (Shen et al., 2002). The
reasons for this discrepancy remains unclear, although
these measurement were made in different species. The
above assignment might be supported by the spectra of
the two recombination phases. Whereas, Brettel and
Golbeck found no significant differences between the
spectra of the two recombination phases at room tem-
perature (Brettel and Golbeck, 1995), the spectra found
by Shen et al. in the rubredoxin mutant display different
features (Shen et al., 2002), which are more or less con-
sistent with those observed in the spectra of the forward
ET reactions: in the 350–405 nm region the spectrum
of the fast component has two peaks (although of sim-
ilar amplitude) whereas that of the slow component is
more flat, in the 450–490 nm region the trough around
460 nm and peak around 480 nm are slightly red-
shifted with respect to that observed in the slow com-
ponent spectrum. Furthermore, it is of note that, from
a kinetic standpoint, both the PsaA-W697F and PsaB-
W677F mutations induced an increase in the rate of
charge recombination between FAF−

B and P+
700, consis-

tent with the hypothesis that both quinones may be in-
volved in this recombination process (Boudreaux et al.,
2001).

The last point that we want to discuss is the strong
heterogeneity between PS I reaction centers that is ob-
served at low temperature. Since the early studies by
Sétif et al., it has been known that forward electron
transfer is blocked in a fraction of centers at tem-
perature below 150 K (Sétif et al., 1984). At 77 K,
ET downstream of A−

1 is blocked in 65% of the cen-
ters. In this fraction of centers, charge recombination
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between P+
700 and A−

1 occurs with a half time of 170
μsec (similar to that of the slow phase of recombination
at room temperature) (Schlodder et al., 1998). Obvi-
ously, the recent finding that the slow phase of forward
ET is thermally activated provides a rationale for this
observation, yet we note that this observation implies
that, in a given fraction of centers, charge separation
must occur only down one branch (at temperatures be-
low 150 K), otherwise the totality of the centers would
eventually be trapped in the same state. This would
be one of the predictions of the hypothesis whereby
both quinones may be reduced from a statistical stand-
point, but that in a given reaction centers charge
separation is inherently unidirectional (discussed in
greater detail in Redding and van der Est, this volume,
Chapter 25).

VII. Conclusions

Based on a review of the kinetic, energetic, and spec-
troscopic features of the two phases ascribed to A−

1

reoxidation, we have argued that they most probably
reflect ET between either PhQB and FX or PhQA and
FX. The assignment of the fast and slow phase to the
former and latter reactions respectively, which orig-
inated from the specific effects of site-directed mu-
tations in the binding pocket of PhQA or PhQB, is
further supported by the recent results obtained in site-
directed mutants targeting residues interacting with re-
dox cofactors located upstream of the quinones. Al-
though these results strengthen the hypothesis that both
quinones may indeed be reduced in PS I, the precise
mechanism by which they are reduced still need to be
unraveled. We are confident that the constantly renewed
dynamism of the various players in the field will lead to
new experimental approaches designed to address these
issues.
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Summary

The primary donor P700 in Photosystem I (PS I) is a heterodimer comprised of a chlorophyll a and a chlorophyll
a′. The electronic structure of this species, which is related to its function in vivo, can be studied by EPR techniques
applied to the paramagnetic states P700·+ (cation radical) and 3P700 (triplet state) of the primary donor. In the
case of P700·+ observables are the electronic g tensor and the electron-nuclear hyperfine and nuclear quadrupole
coupling tensors; in the case of 3P700 the electron–electron dipolar coupling tensor serves as an additional probe.
In this contribution, the determination of the magnetic resonance parameters by EPR techniques are described.
Conclusions about the electronic structure, in particular about the spin and charge density distribution in this
species, are drawn. The results are corroborated by studies of model systems and of the primary donor in genetically
modified photosystem I preparations, which gives information on the effect of the protein surroundings. Emphasis
is placed on a theoretical description of P700 in its various states, which is based on a comparison with molecular
orbital calculations. Implications of the experimental findings for the functional properties of the primary donor in
photosystem I are discussed.
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Fig. 1. Molecular structure of Chl a with numbering scheme (IUPAC). The molecular axes (X, Y, Z) are indicated. Chl a′ (right) is
the 132 epimer of Chl a.

I. Introduction

The primary electron donor in photosynthetic reaction
centers is of great importance since this species is lo-
cated at the interface of exciton transfer in the antenna
system and electron transfer in the reaction center. In
photosystem PS I of oxygenic photosynthesis the pri-
mary donor was identified as a pigment absorbing near
700 nm (Kok, 1956, 1957) and was therefore called
P700. The light reaction generates the singlet excited
state, 1P700∗, probably the most powerful reductant in
natural systems (Em ≈ −1.2 V), which is crucial for the
function of the electron transport in photosynthesis, for
reviews see Brettel (1997) and Brettel and Leibl (2001).
1P700∗ loses an electron to an electron transport chain,
thereby creating cation and anion radicals, i.e., radical
pair states. EPR spectroscopy has been instrumental in
studying these paramagnetic species in PS I. It played
an important role in the early detection and identifica-
tion of the ”light products,” among these the primary

Abbreviations: EPR – electron paramagnetic resonance; PS I –
photosystem I.

electron donor radical cation P700·+ (Commoner et al.,
1956).

P700 has long been known to be a chlorophyll (Chl)
species (Fig. 1) (Kok, 1961; Witt et al., 1961) and
based on optical data it was suggested already in 1968
that P700 may be an excitonically coupled Chl dimer
(Döring et al., 1968). The exact composition of P700
remained a matter of considerable debate for several
decades (Deligiannakis and Rutherford, 2001; Webber
and Lubitz, 2001). In addition to Chl dimers (Norris
et al., 1971) and monomers (O’Malley and Babcock,
1984), a Chl enol (Wasielewski et al., 1981b), a Chl
epimer (Kobayashi et al., 1988), and even a chlorinated
Chl a (Dörnemann and Senger, 1986) have been pro-
posed to function as primary donor.

The X-ray crystallographic analysis of single crys-
tals of PS I from the cyanobacterium Thermosyne-
chococcus elongatus (Fromme et al., 2001; Jordan
et al., 2001) revealed that P700 is indeed a Chl dimer.
Surprisingly, it was shown to be comprised of one Chl
a and one Chl a′, the 132 epimer of Chl a, in which
the two substituents at position C132 are interchanged,
causing the carbomethoxy group to be positioned on
the same side of the chlorine macrocycle as the phytyl
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Fig. 2. Geometrical structure of P700 according to the X-ray
crystallographic structure of T. elongatus (Jordan et al., 2001)
with local environment including only the directly interacting
amino acids Thr A743 (H-bond to Chl a′, dotted line), a nearby
water molecule, and His A680 and His B660, (ligands of the
Mg atoms, dashed lines). PA = Chl a′ and PB = Chl a. Further
hydrogen bonds (not shown) are formed between amino acid
residues and oxygen atoms of Chl a′ which are not conjugated
to the π-system (see Fig. 3 in Jordan et al., 2001). (A) View
perpendicular to the chlorin planes. (B) View along the pseudo-
C2-axis. (Adapted from Plato et al., 2003.) Note that in C.
reinhardtii the two histidine ligands are H(A676) and H(B656)
and the threonine is T(A739).

chain (Fig. 1). The existence of Chl a′ in PS I had al-
ready been proposed earlier (Kobayashi et al., 1988;
Nakamura and Watanabe, 1998). As shown in Fig. 2
the two chlorin rings are approximately parallel to each
other and overlap at the pyrrole rings A and B. They are
separated by an average interplanar distance of 3.6 ±
0.1 Å. Both Chls show a dome-like deviation from pla-
narity. There are no other significant structural differ-
ences from the X-ray structure, excluding the protein
surroundings. In the PS I protein (Jordan et al., 2001)

each chlorophyll is positioned on either side of an ap-
proximate C2 symmetry axis that runs through P700
and the first [4Fe–4S] cluster FX of the ET chain (see
Fromme and Grotjohann, this volume, Chapter 6). This
arrangement is highly conserved also in higher plants
as recently shown by the X-ray crystallographic struc-
ture of plant PS I (Ben-Shem et al., 2003; see Nelson
and Ben-Shem, this volume, Chapter 7). In T. elon-
gatus PS I the central magnesium atoms of both Chls
of P700, PA and PB, have an axial ligand provided by
a histidine residue from the PsaA and PsaB subunits,
respectively (Jordan et al., 2001). The axial ligand to
Chl a′ (PA) is provided by His(A680) and that to Chl
a (PB) by His(B660). This mode of ligation has been
postulated earlier on the basis of spectroscopic stud-
ies of PS I mutants from Chlamydomonas reinhardtii
(Webber et al., 1996; Redding et al., 1998; Krabben
et al., 2000; see Webber and Ramesh, this volume,
Chapter 14). Whereas there are no hydrogen bonds to
the Chl a, the Chl a′ participates in H-bonding from
amino acid side chains and water (Jordan et al., 2001).
The 131-keto group carbonyl oxygen at ring E is an
acceptor of a H-bond from threonine, Thr(A743), see
Fig. 2. The phytyl ester carbonyl oxygen is a H-bond
partner of Tyr(A735). In addition, the carboxy ester
oxygen of the 132-carbomethoxy group is H-bonded by
water, probably stabilizing incorporation of Chl a′ into
the PsaA site (Jordan et al., 2001; Webber and Lubitz,
2001). Three other amino acids, Tyr(A603), Ser(A607),
Thr(A743) are putative hydrogen bond partners of this
water molecule. The amino acid residues involved in
this pattern are found in many diverse species sug-
gesting that the structure and structural interaction
of P700 with its surrounding is evolutionary highly
conserved.

The physicochemical properties of the Chls are de-
termined by the electronic structure of their macro-
cycles and their substituents. However, evidence that
the properties of the cofactors are also affected by
pigment–pigment and pigment–protein interactions
has accumulated. Striking examples are the primary
donors of PS I (P700) and PS II (P680). Although both
are constituted of Chl a molecules, the midpoint po-
tentials differ by ∼0.7 V [Em(P700) ≤ +0.5 V, Em

(P680) ≥ +1.1 V] (Watanabe and Kobayashi, 1991).
Specific interactions with the protein take place via the
coordinating ligands and hydrogen bonding with the
peripheral substituents of the Chls. Studies with genet-
ically modified bacterial reaction centers (RCs) have
shown that hydrogen bonding of the protein to the car-
bonyl group of the 3-acetyl and the 131-keto group,
which are both part of the conjugated π-system, has a
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significant influence on the electronic structure and re-
dox potential (Allen and Williams, 1995; Mattioli et al.,
1995; Rautter et al., 1995).

Clearly, knowledge of the electronic structure of the
primary donor is of importance for an understanding
of the functional properties of PS I. In particular, it
is important to know whether P700 is also electron-
ically a dimer, which must be described by a wave
function extending over both dimer halves as found
for the bacteriochlorophyll dimers in bacterial RCs.
For the paramagnetic oxidized state P700·+ created
in the electron transfer (ET) process, such informa-
tion can be deduced from electron paramagnetic reso-
nance (EPR), electron-nuclear-double resonance (EN-
DOR), and electron-spin-echo-envelope-modulation
(ESEEM) experiments (for details of techniques see
Kurreck et al., 1988; Dikanov and Tsvetkov, 1992;
Atherton, 1993; Amesz and Hoff 1995; Schweiger and
Jeschke, 2001). However, the spectroscopic data ob-
tained in the past have been interpreted quite differently
and various models have been proposed for the primary
donor P700·+ in PS I ranging from a symmetric dimer
(Norris et al., 1971, 1975), via asymmetric dimer mod-
els (Davis et al., 1993; Rigby et al., 1994; Käss et al.,
1995, 1996; Krabben et al., 2000) to Chl monomers
(Wasielewski et al., 1981a,b; O’Malley and Babcock,
1984; Mac et al., 1998). On the basis of more recent ex-
perimental studies on PS I single crystals and PS I mu-
tants (Krabben et al., 2000; Käss et al., 2001; Webber
and Lubitz, 2001; Witt et al., 2002) and independent
data from FTIR spectroscopy (Breton, 2001; Hastings
et al., 2001; Wang et al., 2003) it can be concluded that
P700·+ is also electronically a dimeric species with the
spin density predominantly located on the Chl a half
of the dimer.

For the second paramagnetic state, the primary donor
triplet 3P700, less information is available from EPR
spectroscopy. The existing EPR data indicate a local-
ization of the triplet exciton on one chlorophyll at cryo-
genic temperatures and an evolving delocalization over
both halves of the dimer at higher temperatures (Sieck-
mann et al., 1993; J. Niklas and W. Lubitz, 2004, un-
published data).

In this chapter data obtained from EPR techniques
applied to P700·+ and 3P700 in PS I of various species
are reviewed and compared to monomeric models of
Chl a·+ and 3Chl a in organic solvents. On the ba-
sis of these results and concomitant molecular or-
bital calculations a consistent picture of the elec-
tronic structure of the primary donor in PS I is now
emerging.

II. The Primary Donor Radical Cation
P700·+

A. Generation of P700 ·+

Illumination of PS I preparations leads to charge sepa-
ration

PA0A1F
h�−→ 1P∗A0A1F → P·+A·−

0 A1F

→ P·+A0A·−
1 F → P·+A0A1Fred

in which P is the primary donor, A0 the first chloro-
phyll acceptor, A1 is phylloquinone, and F stands for
the iron–sulfur centers Fx, FA, and FB (Brettel, 1997;
Brettel and Leibl, 2001). In this process a quite stable
radical cation P700·+ is formed due to the slow charge
recombination with the terminal electron acceptors.
P700·+ can be obtained by illumination of various PS
I preparations including single crystals, chloroplasts,
or even whole leaves with (white) light during freez-
ing or by illumination of dark-adapted samples at low
temperatures. In situ illumination in the EPR cavity is
also possible and allows the observation of the radical
at ambient temperatures. Since P700·+ is rather stable,
it can be studied by conventional cw EPR and ENDOR
techniques. Chemical oxidation of PS I preparations,
using K3[Fe(CN)6], is also possible and leads to high
yields of P700·+ with spectroscopic properties identi-
cal to those of the light-induced state (Käss, 1995).

As a model system the Chl a radical cation is stud-
ied in organic solvents, which are selected to pre-
vent aggregation in solution (e.g., CH2Cl2/THF or
CH2Cl2/CH3OH). The radical is usually generated by
iodine oxidation (Scheer et al., 1977; Lubitz, 1991;
Käss et al., 1998).

B. The Electronic g Tensor

At standard X-band frequencies (�mw ≈ 9 GHz)
P700·+ shows a single EPR line, from which only an
effective electronic g-factor of g = 2.0025(1) and a
Gaussian linewidth (0.70–0.71 mT) are available. Ex-
periments performed on P700·+ in PS I from different
organisms show very little variation of this signal, in-
dicating a stable well-defined species embedded in a
highly conserved protein environment. For monomeric
Chl a·+ the same g-factor as for P700·+ was reported
(Lubitz, 1991).

The electronic g-factor is an easily accessible in-
tegral property of a radical. Its magnitude depends on
spin–orbit coupling of the distributed unpaired electron
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in the molecule. According to simple g-factor theory
(Stone, 1963a,b) large values are obtained when the
spin density is high at atoms with large spin–orbit cou-
pling like oxygen or heavier atoms and small if only
carbon atoms are involved. Furthermore, the g value
is an anisotropic quantity. In planar organic π radicals
one finds gx, gy > gz = ge, where ge is the free elec-
tron values (2.00232), and gx and gy show only a small
deviation from ge (<10−2). The tensor axis of gz is ori-
ented parallel to the normal of the π-system, whereas
gx and gy lie in the molecular plane.

The g anisotropy of P700·+ is very small and typi-
cal for a planar delocalized carbon π-radical. It cannot
be resolved at the low microwave frequencies used in
standard EPR instruments (X and Q band). With the
advent of high-field/high-frequency EPR techniques
this situation changed. Prisner et al. (1993) were the
first to completely resolve the g tensor of P700·+ using
deuterated PS I from T. elongatus at a frequency of 140
GHz. The use of even higher microwave frequencies
allows the resolution of the g values without resorting
to an elaborate deuteration of the sample (Bratt et al.,
1997).

A typical EPR spectrum of P700·+, obtained at a
microwave frequency of ∼330 GHz, in wild type and
mutants of PS I of the green algae Chlamydomonas
reinhardtii (Petrenko et al., 2004), is shown in Fig. 3.
The g tensor is fully resolved in all cases and shifts of g
tensor components are observed. Figure 3 also shows a
spectrum of a Chl a·+

z species in PS II, which is known
to result from a monomeric protein-bound chlorophyll.
Differences between g components of P700·+ and this
preparation were clearly observed (Table 1), and tenta-
tively explained by effects resulting from dimerization
of the chlorophylls in P700·+. However, for Chl a·+

in organic solvents somewhat larger g value compo-
nents were observed than for Chl az

·+ (Bratt et al.,
2000; Poluektov et al., 2002). In the work of Bratt et al.
(1997) it was found that the largest g value (gx ) of
P700·+ is temperature dependent (Table 1). This was
interpreted as resulting from a structural change or a
redistribution of spin density, which could easily occur
in a dimeric species. At present, these differences make
it difficult to draw conclusions from a comparison be-
tween the g tensors of P700·+ and the Chl a·+ model
systems.

Table 1 also contains g tensor data from some
mutants in which the surroundings of P700 have
been altered (Petrenko et al., 2004). In these mu-
tants the histidines (H) ligating the two Mg atoms
of the chlorophylls forming the primary donor are

Fig. 3. High-field EPR spectra of P700·+ in wild type and sev-
eral mutants of PS I from C. reinhardtii at T = 10 K and a
field strength of 11.6–11.7 T (324–327 GHz). The experimen-
tal spectra (solid line) were scaled for better comparison, the
dashed lines show simulations. The vertical dotted lines indi-
cate the principal g tensor values of P700·+ in wild type, for
data see Table 1. (Adapted from Petrenko et al., 2004, with
permission from the American Chemical Society. C© 2002.)

exchanged against glutamines (Q) [mutants HQ(A676)
and HQ(B656)]. A pronounced effect on the g tensor
could only be observed when the ligand on the PB-side
was replaced. The authors (Petrenko et al., 2004) con-
cluded that their results agree with a model for P700·+

with an asymmetric spin density distribution, in which
the spin is mainly localized on PB. Furthermore, a devi-
ation of the PB chlorophyll structure from planarity due
to the axial ligation or vinyl group rotation was postu-
lated. Replacement of the threonine residue hydrogen
bonded to the 131-keto group of PA also changed one g
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Table 1. Experimental g tensor principal values of the primary donor cation radical P700·+ from different species
(wild type and mutants)

T/K �mw/G H z gx gy gz References

P700·+ T. elongatusa 290 140 2.00304 2.00262 2.00232 Prisner et al. (1993)
T. elongatusa 80 94 2.00308 2.00264 2.00226 Zech et al. (2000)
T. elongatusb 80 94 2.00309 2.00260 2.00223 Zech et al. (2000)
pea 200 325 2.00307 2.00260 2.00226 Bratt et al. (1997)
pea 40 325 2.00317 2.00264 2.00226 Bratt et al. (1997)
s. lividusa 70 130 2.00329 2.00282 2.00246 Poluektov et al. (2002)
C. reinhardtii WT 10 330 2.00304 2.00262 2.00220 Petrenko et al. (2004)
C. reinhardtii HQ(A676) 10 330 2.00305 2.00260 2.00224 Petrenko et al. (2004)
C. reinhardtii HQ(B656) 10 330 2.00301 2.00260 2.00205 Petrenko et al. (2004)
C. reinhardtii HQ(B656) HQ(A676) 10 330 2.00300 2.00261 2.00210 Petrenko et al. (2004)
C. reinhardtii TA(A739) 10 330 2.00301 2.00255 2.00220 Petrenko et al. (2004)

Chl a·+c 10 330 2.00329 2.00275 2.00220 Bratt et al. (2000)
Chl·+Z Spinach Photosystem II 10 330 2.00304 2.00252 2.00213 Petrenko et al. (2004)
a Obtained from fully deuterated PS I.
b Obtained from the analysis of PS I single crystal spectra.
c Obtained from deuterated Chl a.

component. This indicates that some spin density must
also reside on the PA half of the P700·+ dimer. All these
findings agree with earlier interpretations based on hy-
perfine data (Krabben et al., 2000; Käss et al., 2001;
Witt et al., 2002).

An important additional piece of information is the
orientation of the g tensor axes in the molecule that
also depends on the details of the electron spin density
distribution in P700·+. The first EPR experiments on
P700·+ in PS I single crystals from T. elongatus per-
formed at 94 GHz (W band) were reported by Zech
et al. (2000). Typical spectra obtained by rotation in one
of the crystallographic planes are depicted in Fig. 4.
The analysis, together with additional orientation in-
formation from spin-polarized high frequency spectra
of the secondary radical pair, P700·+A1

·−, yielded g
tensor values identical within error to those reported
by most other groups (Table 1) and an orientation of
the g tensor that is shown in Fig. 4. It is evident that
the g tensor axes are not related to any of the molecular
axes (Fig. 1) known from the X-ray crystallographic
structure (Jordan et al., 2001). This has also been ob-
served for the g tensor of the primary donor P865·+ in
RCs of the bacterium Rhodobacter sphaeroides, which
was studied earlier in RC single crystals using W-band
EPR (Klette et al., 1993). In the latter system this has
been explained by a different rotation of the acetyl
groups of the two BChl a moieties forming P865·+

(Plato and Möbius, 1995). However, such acetyl groups
are not present in Chl a, which has instead a vinyl group
(Fig. 1). The 131-keto group of Chl a does not show
rotational freedom. A reason could lie in the different
interaction with the environment of the two moieties
forming P700, Chl a, and Chl a′ (Fig. 2).

At present the variations of the g tensor principal val-
ues and axes of P700·+ are not well understood due to
the lack of reliable g tensor calculations. The future in-
terpretation of the g tensor magnitudes and orientations
based on advanced theoretical models would certainly
contribute to a basic understanding of the electronic
structure of P700·+ and its changes in different envi-
ronments. However, knowledge of the g tensor alone
will never be sufficient to predict electronic structure,
additional information about the electron-nuclear hy-
perfine interactions of the individual magnetic nuclei
is required. This is described in the following section.

C. Electron Spin Density Distribution: The
Hyperfine Coupling Constants

At X-band frequencies the inhomogeneously broad-
ened linewidth of P700·+ is 0.70 to 0.71 mT; the broad-
ening is mainly caused by unresolved electron-nuclear
hyperfine coupling constants (hfcs). For Chl a·+ larger
values were reported, ranging from 0.78 mT to 0.92 mT
depending on the solvent (Davis et al., 1979; Lubitz,
1991). The smaller linewidth of P700·+ was attributed
to a change of the magnitude of the hfcs and the num-
ber of contributing nuclei to each hfc due to formation
of a dimer. The original “special pair” model of Norris
et al. (1971) for the primary donor in PS I was based on
this EPR line-narrowing effect. For a fully symmetric
dimer a line narrowing, as compared with the monomer,
by a factor 1/

√
2 ∼= 0.71 is theoretically expected. For

asymmetric dimer models the line narrowing is less
pronounced (Lendzian et al., 1993).

From the crystal structure alone, no information on
the electronic structure, i.e., the distribution of the
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Fig. 4. Left: Angular dependence of the EPR spectra of P700·+ photochemically generated in a PS I single crystal (P63 space group)
at 94 GHz; rotation axis approximately parallel to the crystallographic c-axis, leading to a pairwise degeneracy of the six expected
lines and resulting effectively in a 2:2:2 line structure with 60˚ periodicity. All spectra are normalized. For other orientations see
Zech et al. (2000). Right: Orientation of principal axes of the g tensor of P700·+ with respect to the molecular frame of the Chl a
molecule (PB) carrying most of the spin. Top: View direction perpendicular to the crystallographic c-axis, which is parallel to the
thylakoid membrane normal n (parallel to the average plane normal of the chlorophyll); Bottom: view parallel to the c-axis (along
the membrane normal). Note that for example the angle between the gz and the molecular Z-axis of the spin-carrying chlorophyll
PB is 30˚. For further details see Zech et al. (2000).

valence electrons, is available. This can be obtained
from the measured and assigned electron-nuclear hy-
perfine coupling constants (hfcs) of P700·+. In such
a radical the unpaired electron is delocalized in the
π-system of the chlorophyll(s) and interacts with the
various magnetic nuclei (mainly 1H and 14N). This hy-
perfine interaction usually splits the EPR line (Ather-
ton, 1993). In the case of many interacting nuclei, the

hfcs cannot be resolved and lead to inhomogeneous
line broadening in the EPR spectrum. This is demon-
strated for the chlorophyll a radical cation, Chl a·+,
in Fig. 5A. To retrieve the hfcs from the EPR line,
more advanced methods with higher spectral resolu-
tion must be applied, such as ENDOR or ESEEM. In
an ENDOR experiment the NMR transitions of indi-
vidual nuclei in a radical are observed via intensity
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Fig. 5. EPR, ENDOR, and Special TRIPLE resonance spec-
tra of Chl a·+ in CH2Cl2/THF (10:1) solution. (a) Gaussian
EPR line exhibiting a width of 0.79 mT (liquid solution, 240
K) (0.98 mT in frozen solution, 10 K) showing no resolved
hyperfine structure. (b) Special TRIPLE resonance of Chl a·+
showing six resolved line (isotropic hfcs see Table 2), the signs
of the hfcs are indicated on the respective lines (from General
TRIPLE resonance). (c) ENDOR in liquid solution (165 K).
(d) ENDOR in frozen solution (glass state, 120 K); for details
see text. (Spectra adapted from Huber et al., 1986; Möbius and
Lubitz, 1987; Käss, 1995; Käss et al., 1998.)

changes of the monitored EPR transition. This experi-
ment can be performed both in cw (continuous wave)
(Kurreck et al., 1988) and pulsed mode (Schweiger
and Jeschke, 2001). The first order resonance condi-
tion �±

ENDOR = |�n ± A/2| shows that line pairs are ex-
pected to be symmetrically spaced around the nuclear
Larmor frequency �n and split by the respective hfc
A. By application of electron-nuclear-nuclear TRIPLE
resonance a significant increase in signal amplitude can
be obtained (Special TRIPLE) and the relative signs of
the hfcs become accessible (General TRIPLE) (Kur-
reck et al., 1988).

In Fig. 5 an example of cw EPR/ENDOR/TRIPLE is
shown for the Chl a radical cation, Chl a·+, in solution.
In liquid solution, the molecules tumble fast enough

to average out all anisotropic hfcs, and the isotropic
(Fermi contact) hfcs (Aiso) are directly obtained. Aiso

is proportional to the spin density at the nucleus and can
be related to the π-spin density. Thus, a map of the dis-
tribution of the unpaired electron in the molecule can be
constructed from the measured and assigned isotropic
hfcs, which can also be obtained theoretically, see e.g.,
Sinnecker et al., 2002. In the EPR spectrum (Fig. 5a) no
hfcs are resolved. ENDOR in liquid solution (Fig. 5c)
yields four pronounced line pairs symmetrically spaced
around the proton Larmor frequency �H ≈ 14.5 MHz at
X band; their distance directly yields the isotropic hfcs
in frequency units. In the Special TRIPLE resonance
experiment (Fig. 5b) low- and high-frequency ENDOR
transitions are simultaneously irradiated, yielding an
increase in sensitivity and resolution, showing six re-
solved lines for Chl a·+ under optimized experimental
conditions. The data are collected in Table 2. Special
TRIPLE is often used to detect spectra of weak param-
agnetic centers in complex proteins in solution. It even
works at elevated temperatures where the ENDOR en-
hancement is usually very small (Lendzian et al., 1993).

Freezing of the liquid solution leads to immobi-
lization of the radicals and typical powder EPR and
ENDOR spectra are observed. In the ENDOR trace of
Chl a·+ at T = 120 K (Fig. 5d) only line pairs belonging
to proton hfcs of the freely rotating methyl groups are
observed that have a small anisotropy. Such protons
can thus be easily identified (Hyde and Rist, 1968) and
are often used as probes for the electronic structure
(Rautter et al., 1995; Rigby et al., 2001; Müh et al.,
2002). Other protons with larger anisotropy are
smeared out over a larger spectral range and become
quite weak.

The small g anisotropy of Chl radicals prevents the
detection of orientation-selected and single crystal type
ENDOR spectra that can be obtained by selecting spe-
cific field positions in the EPR spectrum (Schweiger
and Jeschke, 2001). A way out of this dilemma is either
the application of high-field EPR/ENDOR techniques,
which leads to an increased Zeeman interaction, or the
use of single crystals. In this way the full anisotropic
hfc tensors with principal components Ai(i = x , y, z)
are detected (Lubitz and Lendzian, 1996). The purely
dipolar part of the hf interaction, A′

i = Ai − Aiso, with
Aiso = 1/3 Tr A, reflects spin density in non-spherically
symmetric orbitals near the nucleus and contains ge-
ometric information about the radical. Thus, the hfcs
are ideal probes for studying the intimate details of the
electronic and geometric structure of a radical, and they
react in a very sensitive way to structural changes of
the molecule and its surrounding.
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Table 2. 1H Hyperfine couplings (MHz) of Chl a·+ and of P700·+ in PS I of different organisms determined by ENDOR
spectroscopy in frozen solutions. A comparison of data from the literature

Assignment
Chl a·+ P700·+ positiona (group)

Scenedesmus
CH2Cl2/THFb T. elongatusc Chlorella vulgarisd Spinache Spinachf obliquusg Spinachh

T = 200 K T = 100 K T = 100 K T = 77 K T = 123 K T = 210 K T = 10 K

3.0i 2.9 (2.80) – 2.7 2.6 2.8 2.6 21 (CH3)
3.0i 3.5 (3.40) 3.6 3.4 3.3 3.3 3.4 71 (CH3)
7.1 5.3 (5.15) 5.3 5.2 5.3j 5.0 5.6 121 (CH3)

10.1 7.7 – 7.5 7.5 7.5 7.2 17, 18 (βH)
10.3 9.6 – – – – – 17, 18 (βH)
2.2k 1.8 1.7 – 1.9 1.4 1.8
0.6 0.8 – – 0.8 0.7 0.9

a For numbering of positions see Fig. 1. The assignment is based on the single crystal ENDOR spectra (Käss et al., 2001). For possible
assignments of the two small hfcs see text and Table 8.
b Huber et al. (1986).
c Käss et al. (2001). Note that for the CH3 protons the isotropic hfcs are given and not the individual tensor components for better
comparison with the average powder ENDOR data found in the literature. The values in bracket are derived from experiments on PS
I single crystal (Käss et al., 2001). The complete A(CH3) tensors are 21: 2.55, 2.35, 3.55; 71: 3.15, 2.80, 4.20; 121: 4.70, 4.65, 6.10
(all values in MHz).
d Norris et al. (1975).
e Hoff (1979).
f O’Malley and Babcock (1984).
g Lendzian (1982).
h Rigby et al. (1994). Note that these data were obtained at very low temperature at which some of the hfcs might be influenced by
dynamic effects (see text), this is particularly important for the hfc at position 121.
i These hfcs are split in 3-acetyl Chl a·+ (Käss et al., 1998) showing that they are degenerate in Chl a·+, see also Scheer et al. (1977).
The use of CH2Cl2/CH3OH as solvent mixture did not significantly change the hfcs (Käss, 1995).
j The authors gave two hfcs (5.0 and 5.9 MHz). Here these were assigned to the tensor components A⊥ and A|| of the 121 CH3 protons.
The value of 5.3 is the respective isotropic hfc.
k This hfc has a negative sign, it is hard to detect in frozen solutions (Käss et al., 1998) and is probably not detected in P700·+. Note
that the data given in this column were obtained in liquid (isotropic) solution (Huber et al., 1986).

The ESEEM technique (Dikanov and Tsvetkov,
1992; Schweiger and Jeschke, 2001) can only be used in
the solid state (powders, frozen solutions, single crys-
tals). In principle, ESEEM allows the determination of
dipolar and quadrupolar hyperfine interactions from a
careful simulation of the modulation of the electron
spin echo. This pulse EPR technique is complemen-
tary to ENDOR and is used mainly for the detection
of insensitive magnetic nuclei with small Larmor fre-
quencies and small hfcs that are otherwise difficult to
detect (here 2H, 14N, 15N). A recent review on tech-
nique, methodology, and applications of ESEEM to
radicals in PS I has been published by Deligiannakis
and Rutherford (2001).

For P700·+ in PS I complexes it has been shown that
even at room temperature in liquid aqueous solution
isotropic EPR and ENDOR spectra cannot be obtained.
This is due to the large particle size of the trimeric PS I
complexes of ∼1000 kDa, which prevents tumbling
of the protein in solution that is fast enough to aver-
age out the anisotropic g and hyperfine contributions

(Käss et al., 2001). Thus, powder-type ENDOR spec-
tra are measured that are quite similar in liquid and
frozen solutions. Such spectra of P700·+ have been ob-
tained by many authors (Norris et al., 1975; Hoff, 1979;
Lendzian, 1982; O’Malley and Babcock, 1984; Möbius
and Lubitz, 1987; Rigby et al., 1994; Käss et al., 2001),
see Table 2. All research groups basically measured the
same hf splittings, but often a different number of hfcs
was detected, and the assignment of the hfcs to molec-
ular positions varied. This led to quite different views
of the spin density distribution in P700·+ ranging from
symmetric (Norris et al., 1971, 1975) to very asymmet-
ric dimers, (Rigby et al., 1994; Käss et al., 2001) to a
Chl monomer (O’Malley and Babcock, 1984).

In principle, a decision about the monomeric or
dimeric nature of P700·+ is possible on the basis of
the measured and assigned hyperfine coupling con-
stants of P700·+. The firm assignment of a dimeric
species requires, however, the detection of hfcs from
both dimer halves as has been shown for the primary
donor in bacterial reaction centers (Lendzian et al.,
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Fig. 6. Comparison of frozen solution 1H ENDOR spectra of
Chl a·+ (120 K, cf. Fig. 5) and of P700·+ in different species
(a, b: cyanobacteria; c, d: higher plants; e: green algae) at
T = 120 K (a–d) and 160 K (e). For Chl a·+ and P700·+ (top
trace) the assignment of ENDOR line pairs to specific molec-
ular positions of the Chl a macrocycle (Fig. 1) is given. The
insert shows the region of small hf splittings for (a) to (c) under
high resolution conditions. Note that the P700·+ spectra are all
very similar. (Adapted from Käss, 1995; see also Witt et al.,
2003.)

1993). Unfortunately, an unequivocal assignment of
experimental 1H hfcs to a second dimer half has not
been achieved thus far for P700·+, making a final de-
cision difficult.

An alternative approach to decide on the nature of
the spin density distribution in P700·+ is to compare
the hfc data with those of monomeric Chl a·+ in or-
ganic solvents. A comparison of the ENDOR spec-
tra of Chl a·+ and of P700·+ in PS I from various

species (cyanobacteria, higher plants, and green algae)
is shown in Fig. 6. In earlier work performed on the
radical cations of Chl a and various differently sub-
stituted and labeled chlorophyll species (Scheer et al.,
1977; Huber et al., 1986; Käss et al., 1998), the three
methyl groups at positions 12, 7, and 2 (Figs. 1 and 6)
could be safely assigned; one data set is shown in Ta-
ble 2. The powder-type cw ENDOR spectra of P700·+

(Fig. 6) show only very small variations among the dif-
ferent species (Käss, 1995; Witt et al., 2003) and the
hfcs are nicely resolved for the protons of the three
methyl groups (positions 2, 7, 12) and the β-protons
(positions 17, 18). It could also be shown that the hfcs
exhibit no large-temperature dependence, apart from a
freezing of the methyl group rotation at very low tem-
peratures (Käss et al., 2001). This result shows that
structural changes of this radical species upon freez-
ing do not occur. For P700·+ effects from the detergent
used for PS I isolation on the ENDOR spectra have not
been observed (Käss, 1995). Such effects were detected
for P865·+ in the bacterial reaction center (bRC) where
they lead to drastical changes of the EPR/ENDOR and
the optical spectra (Müh et al., 1998).

In Table 2 a representative data set obtained for
P700·+ of T. elongatus is given and compared to data
collected in various other laboratories. Considering the
error margins and the different species used this com-
parison shows a good agreement of the data. In P700·+

the respective values for ACH3
(121) and ACH3

(21) are
reduced as compared with Chl a·+, whereas that for
ACH3

(71) is increased. The two β-proton hfcs assigned
to ring D (17, 18) are also clearly reduced in P700·+,
but these proton hfcs are very sensitive to geometrical
changes of the hydrogenated ring D. On the basis of a
comparison of the three large methyl hfcs in P700·+ and
Chl a·+ (Table 2), it has been argued (Käss, 1995) that
at least 85% of the spin is located on one dimer half,
i.e., on the “spin-carrying” Chl molecule. However, this
estimate is not very reliable since the electronic struc-
ture of Chl a·+ is influenced by solvent, counterion, and
temperature leading to a variation of the hfcs and of the
EPR linewidth (Davis et al., 1979); for a compilation
of hfc data see Table 3 in Lubitz (1991).

Additional information has been obtained from
ENDOR studies of P700·+ in single crystals of PS I
from T. elongatus (Käss et al., 2001). Some spectra
obtained by rotation of the crystals (hexagonal space
group P63) in one crystallographic plane are shown
in Fig. 7, together with the powder spectrum. In these
spectra, three hf tensors could be clearly resolved and
safely assigned to the protons of the three methyl
groups at positions 12, 7, and 2 belonging to one Chl a
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Table 3. 14N-Hyperfine coupling (A) and quadrupole coupling parameters (K , �) of Chl a·+ determined by ESEEMa

A B C D

A K � A K � A K � A K � References

Exp. 2.10b 2.86b 2.30b 2.86b Astashkin et al. (1987)
3.18 0.67 0.60 2.95 0.80 0.50 Dikanov et al. (1983)

0.66 0.60 0.81 0.49 Käss et al. (1996)
Calc. DFT −2.16 0.67 0.52 −3.25 0.65 0.70 −2.35 0.66 0.70 −2.77 0.71 0.57 Sinnecker et al. (2002)

Sinnecker et al. (unpubl. data)
a A and K are given in MHz. An assignment is made to the four nitrogens in the pyrrole rings A to D, based on the DFT calculations.
b Values converted from 15N hfcs by γ(15N)/γ(14N) = 1.4.

molecule (Table 2). The observed larger hfcs belong
to the β-protons (positions 17, 18) of the same Chl. In
the range of the smaller hfcs strong resonances were
observed and were tentatively assigned by Käss (1995)
to methyl protons of the second Chl half of the P700·+

dimer. If this assignment is correct, a spin-density dis-
tribution between the two halves of the dimer would
range from 75:25 to 70:30. However, an assignment of
the small hfcs to protons from the surrounding amino
acids or to smaller hfcs of the spin-carrying Chl a itself
cannot be completely excluded.

An alternative interpretation of the experimental
data has been given by O’Malley and Babcock (1984),
see also Mac et al. (1998) and O’Malley and Collins
(2001). They explained the observed changes of the
hfcs in P700·+ as compared with Chl a·+ as arising
from a redistribution of spin density in a monomeric
chlorophyll using a hybrid orbital model. This approach
is based on an admixture of the first excited doublet
state into the doublet ground state of the radical, which
is brought about by interaction of the molecule with
the protein surrounding (see below). The number of
different 1H nuclei coupled to a Chl a·+ monomer or
even to a dimer is very large and leads to complex
1H ENDOR spectra. Consequently, attempts have been
undertaken to measure the hyperfine tensors of nitrogen
nuclei in Chl a·+ and P700·+. Here the number of hfcs
(4 versus 8) should allow a clear decision upon the
monomeric or dimeric character of P700·+. Both hfcs
from 14N and 15N nuclei in respectively labeled mate-
rials were measured, using ENDOR and ESEEM tech-
niques (Astashkin et al., 1987; Davis et al., 1993; Käss
et al., 1995; Käss and Lubitz, 1996; Käss et al., 1996;
Mac et al., 1998).

Nitrogen hfc data obtained by various groups are
collected in Table 3 for Chl a·+ and in Table 4 for
P700·+. The comparison of the measured 14N hfcs of
monomeric Chl a·+ and P700·+ shows that, in general,
the values for the latter are smaller. This decrease of
the spin density, which was also observed for the pro-

ton hfcs, has let several groups to postulate that P700·+

is indeed a dimeric species, albeit with a significant
asymmetry (Davis et al., 1993; Käss et al., 1995; Käss
and Lubitz, 1996; Käss et al., 1996). As pointed out
above the comparison with Chl a·+ is, however, prob-
lematic since it might not be a good model system for
the chlorophyll dimer in PS I. Furthermore, the fraction
of the total spin density present at the nitrogens is very
small (<1%) (Deligiannakis and Rutherford, 2001). It
is only created via spin polarization from the large spin
density present at the neighboring carbon atoms (cf.
Fig. 1) and will therefore be very sensitive even to small
local structural changes. A much stronger argument
for spin delocalization over more than one chlorophyll
would be the detection of more than four nitrogen hfcs.
Käss et al. provided three lines of evidence for a weak
fifth nitrogen coupling based on 15N ENDOR studies
on 15N-P700·+ and 15N-Chl a·+ (Käss et al., 1995), con-
comitant HYSCORE spectroscopy of the 15N-labeled
species (Käss and Lubitz, 1996) and ESEEM studies
of PS I single crystals (Käss et al., 1996). The authors
assigned the fifth nitrogen hfc to the second half of the
putative P700·+ dimer and considered this as strong ev-
idence for the spin delocalization model. The data (see
Table 4) have been critically reviewed (Deligiannakis
and Rutherford, 2001).

This view has been challenged by Mac et al. who
detected only four sets of nitrogen couplings and as-
signed them to one monomeric Chl a·+ forming the
primary donor (Table 4) (Mac et al., 1998). In their
model the observed changes of spin densities are in-
terpreted within the hybrid orbital model, (O’Malley
and Babcock, 1984), which predicts an admixture of
the first excited state (by e.g., 25%) to the ground state
in monomeric Chl a·+. A specific feature of this model
is the decrease of spin density at several carbon (pro-
ton) positions and the significant increase at the cen-
tral Mg and at two of the nitrogens. For the latter this
causes a change of the sign of the respective hfcs. How-
ever, such a sign change could not be detected for the
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Fig. 7. Set of 1H ENDOR spectra of P700·+ (low frequency part
below �1H

) for rotation of a PS I single crystal (P63 space group)
perpendicular to its crystallographic c-axis. The line positions
obtained from spectral deconvolution are marked by black dots
( �). The individual rotation patterns shown are assigned to the
methyl group protons at positions 12, 7, 2 (PB-side). Together
with the experimental spectrum of P700·+ in frozen solution
(top) a simulation is shown using the methyl proton hfc tensors
taken from the single crystal spectra (see Table 2). The posi-
tion of the respective hfc tensor components, assuming axial
symmetry, is also indicated. Furthermore, the position of the
β-proton hfcs (positions 17, 18) are marked. Rotation patterns
for the small hfcs in the spectra are also indicated (open sym-
bols) that were tentatively assigned to the methyl groups (12,
7, 2) of the other dimer half (PA), see Käss (1995). (Adapted
from Käss et al., 2001; Webber and Lubitz, 2001).

nitrogen (15N) couplings in the ENDOR/TRIPLE res-
onance experiments performed by Käss et al. (1995)
on 15N-P700·+, i.e., the spin density at the nitrogens
is negative. It has also been argued (Käss, 1995) that
other properties of this radical would be expected to
change if the hybrid orbital model would hold, such

as the g tensor and the relaxation behavior, which was
not observed in any of the experiments. It is therefore
unlikely that the hybrid orbital model plays a role for
P700·+, see also Sun et al. (2004).

Furthermore, ESEEM and ENDOR work by Bab-
cock and coworkers (Mac et al., 1996, 1998) identi-
fied one additional nitrogen coupling and assigned it
by use of 15N-labeled histidine (and with 14N-labeled
His in an 15N-labeled background) to interaction of the
spin-carrying monomeric Chl a·+ with a histidine
residue axially bound to the Mg atom. Histidine bind-
ing to the chlorophylls of P700 has also been concluded
from mutagenesis studies (Cui et al., 1995; Webber
et al., 1996; Redding et al., 1998; Krabben et al., 2000)
as discussed below, and was also found in the recent
X-ray crystallographic structure (Fromme et al., 2001;
Jordan et al., 2001).

D. Electric Field Gradients: Nuclear
Quadrupole Coupling Constants

The nuclear quadrupole couplings (nqc) of nuclei with
I ≥ 1 close to a spin center are, in principle, accessible
by ENDOR spectroscopy in addition to the electron-
nuclear hfcs. Advantageously 3- or 4-pulse ESEEM
techniques have been used for small hyperfine cou-
plings provided that the cancellation condition is ful-
filled

∣∣�n ± |A|/2∣∣ < K (Käss et al., 1996). This im-
plies that the nuclear Zeeman and electron–nuclear hf
interactions approximately cancel each other in one
ms manifold, so that the level splittings are primarily
determined by the nqc. This results in three sharp lines
at �0 = 2K�, �− = K (3 − �), �+ = K (3 + �), where
4K = e2qQ/h is the nqc and � is the asymmetry pa-
rameter of the traceless quadrupole tensor. The hfc
can be estimated from the much broader double quan-
tum transition observed from the other ms manifold in
the ESEEM spectrum �dq ≈ 2 [(�n + |A|/2)2 + K 2(3 +
�2)]1/2, where A represents an effective component of
the hfc tensor, which is mainly determined by Aiso.

The nqc is related to the electric field gradient and is
therefore probing the distribution of electrical charges
around the nucleus. Its value is sensitive to the specific
bonding situation. For 14N nuclei, the nqc and � values
attain characteristic values for a quadrupole nucleus
in a specific molecule and allow an assignment of the
observed nucleus (Lucken, 1969).

For Chl a·+ the observed values for two of the pyr-
role rings (Table 3) are in good agreement with recent
density functional theory calculations. On the basis of
calculations, the nqcs for the other two rings are not
expected to significantly deviate from these values.
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Table 4. 14N-Hyperfine coupling (A) and quadrupole coupling parameters (K, �) of P700·+ determined by ESEEMa

I II III IV V

A K � A K � A K � A K � A K � References

2.19 0.70 0.70 2.13 0.67 0.87 2.06 0.78 0.20 1.95 0.67 0.87 – Mac et al. (1998)
2.51b 2.07b 1.20b 0.71b 0.26b Käss and Lubitz

(1996)
– 0.75 0.73 – 0.70 0.81 – 0.67 0.83 0.66 0.77 – 0.63 0.77 Käss et al. (1996)
2.38 0.68 0.73 2.23 0.74 0.78 – – – Davis et al. (1993)
a A and K in MHz. No assignment to nitrogen positions in P700·+ has been made here, the 14N couplings are given in order of
decreasing magnitude (columns I to V); for a possible assignment of hfcs see Table 8. Note that Mac et al. (1998) proposed some
assignments of their values to rings A to D in a chlorophyll monomer.
b Values converted from 15N data by γ(15N)/γ(14N) = 1.4.

For P700·+ Mac et al. (1998) determined four sets
of nqc values and assigned them to the four nitrogen
in a monomeric Chl a·+. The data lie in the expected
range, except for one very small � value (Table 4).
Käss et al. (1996) obtained five sets of nqc values from
an analysis of three-pulse ESEEM and HYSCORE ex-
periments performed on PS I single crystals (Table 4).
All K values lie in the range 0.65–0.78 MHz and the
asymmetry parameters between 0.73 and 0.83. Good
agreement is obtained with an earlier analysis of PS
I in frozen solution by Davis et al. (1993), who mea-
sured the nqc of two nitrogens. All K values actually
agree quite well with those found for Chl a·+ (Table 3).
However, the asymmetry parameters are somewhat
larger in P700·+ indicating some local differences of
the charge-density distribution around the nitrogens,
which may be caused by the protein surrounding. On
the basis of these results the fifth nitrogen coupling
measured by Käss et al. (1996) should belong to the
Chl macrocycle and not to an imidazole nitrogen (i.e.,
ligating histidine). This assignment is, however, still
controversial and is discussed in the literature (Mac
et al., 1998; Deligiannakis and Rutherford, 2001).

E. Orientation of the Primary Donor

The 1H ENDOR experiments on P700·+ in single crys-
tals (Käss et al., 2001) also yielded the tensor axes of
the three methyl groups of the spin-carrying Chl a. The
axis of the major tensor component is related to the C–
CH3 bond direction (Atherton, 1993). This information
allowed the determination of the angle between the C–
CH3 bonds and the crystallographic axes. For example,
the main principal axis of the methyl groups tensor at
position 12 makes an angle of 33 ± 5˚ with the crystal-
lographic c-axis. The other angles are 54˚ (position 7)
and 30˚ (position 2), which allowed an unequivocal as-
signment of these couplings (Käss et al., 2001). The
molecular plane of the Chl a molecule in P700·+ could

also be determined and proved to be parallel to the
crystallographic c-axis. The orientation of this Chl a
carrying most of the unpaired spin density could thus
be fully determined (Käss, 1995; Käss et al., 2001).
It was later found to be in excellent agreement with
the crystallographic structure of P700 (PB half) (Jor-
dan et al., 2001). The crystallographic c-axis is parallel
to the pseudo-C2-axis of the PS I protein that relates
the two cofactor branches of PS I to each other and the
second Chl half is expected to be also approximately
parallel to this axis. Due to the lack of assigned hfcs
from the second half of P700·+, the orientation of the
Chl a′ (PA) could not be determined by ENDOR spec-
troscopy.

The geometrical results obtained from ENDOR on
P700·+ are consistent with EPR results on the triplet
state 3P700 (Rutherford and Sétif, 1990; Sieckmann
et al., 1993) and with the structure obtained for P700
from X-ray crystallography (Jordan et al., 2001). Fur-
thermore, results derived from quantum beat oscilla-
tions of the radical pair P700·+ A1

·− are discussed in
Thurnauer et al. (this volume, Chapter 22).

F. Interaction of P700 ·+ with the Protein
Surroundings

Another chance to decide on the dimeric or monomeric
nature of P700·+ lies in the exchange of specific amino
acids in the surroundings of the donor, i.e., near PA

or PB, by site-directed mutagenesis. These residues are
expected to interact with P700 and should thus lead to
shifts of the spin- and charge-density distribution and to
changes of the hfcs, nqcs, and other physical properties
of the donor. Such effects have been detected earlier,
e.g., for P865·+ in bacterial RCs, see e.g., Rautter et al.
(1995), Johnson et al. (2002), and Müh et al. (2002).

Several groups have used site-directed mutagenesis
of the PsaA and PsaB subunits in C. reinhardtii to iden-
tify histidines that might function as ligands to P700
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Table 5. Comparison of selected isotropic hyperfine
couplings constants (MHz) of P700·+ from wild type and
mutants of C. reinhardtii

Hfca

Species 121(CH3) 71(CH3) 21(CH3) 17,18 (β)b

P700·+
Wild type 5.32 3.65 2.93 8.7/7.2
TV(A739) 4.85 3.55 2.83 8.2/6.8
TH(A739) 5.04 3.7 2.9 8.4/7.0
TY(A739) 5.04 3.65 2.89 8.4/6.9
HQ(A676) 5.30 3.43 2.95 –
HS(A676) 5.37 3.63 2.97 –
HQ(B656) 5.63 3.70 3.02 –
HC(B656) 5.98 3.57 2.97 –
HG(B656) 6.00 3.61 3.07 –
HS(B656) 6.08 3.61 2.97 –
HN(B656) 6.32 3.78 3.10 –

a Threonine mutants from Witt et al. (2002), Histidine mutants
from Krabben et al. (2000); for details see text. The error in
hfcs in ±0.1 MHz (CH3) and ±0.2 MHz (β-protons). The Aiso
values of the methyl hfcs were calculated from the A|| and A⊥
features in the powder ENDOR spectra using Aiso = 1/3 (A|| +
2A⊥).
b For the histidine mutants the β-proton hfcs could not be de-
termined with confidence.

and to determine the influence of axial ligands on the
specific properties of P700 (Cui et al., 1995; Webber
et al., 1996; Redding et al., 1998; Krabben et al., 2000).
Of all histidines conserved in both PsaA and PsaB, only
specific mutation of residues in the membrane span-
ning helices j or j′ altered the spectroscopic properties
of P700. This led to the conclusion that the axial ligands
to P700 are His(A676) and His(B656) in C. reinhardtii
(Cui et al., 1995; Webber et al., 1996; Redding et al.,
1998; Krabben et al., 2000).

ENDOR studies of these histidine mutants have been
performed on P700·+ (Krabben et al., 2000). Mutations
of the PsaB subunit were observed to alter the ENDOR
spectra of P700·+ with no significant change in hfcs
being found in the PsaA mutants. The observed small
magnitude of the effect of the PsaB mutations is proba-
bly due to the fact that other residues or water molecules
are ligating the Mg atoms in these mutants, as observed
for the donor in bacterial RCs (Goldsmith et al., 1996).
Furthermore, the spin density at the Mg ions is ex-
pected to be very low. The surprising observation was
that predominantly only one hfc, that of the methyl
group (position 12) was affected by the PsaB muta-
tions (see Table 5). Studies of modified Chl a in vitro
have, however, shown that the hfc of this methyl group
is especially sensitive even to small structural changes
(Käss, 1995; Käss et al., 1998). Furthermore, the res-
onances from the other methyl groups are expected to

strongly overlap with other lines, in particular from a
putative second dimer half. Shifts of hfcs are therefore
more difficult to detect. The ENDOR results were in-
terpreted to indicate that PB carries the majority of the
electron spin density in P700·+. Krabben et al. (2000)
have also carried out redox titration, optical, and func-
tional studies on the histidine mutants. For all mutants
an increase of the oxidation potential Eox

m (P) has been
observed that was most pronounced for the B-side mu-
tations. As in the case of the bacterial RC (Plato et al.,
1988a) it is expected that in PS I the axial histidine low-
ers the energy level of P700·+ due to interaction with
the positive charge on the chlorin dimer. The extent of
interaction between P700·+ and any substituted amino
acid will therefore depend on the distance and polar-
izability of the side chain. This reasoning was used to
explain the effect of different amino acids on the Eox

m (P).
From the observed effects it was concluded that spin
and positive charge mainly resides on PB, and PA has
only a minor effect. The results demonstrate a role of
the axial ligands in fine-tuning of the potential of P700.

A sensitive probe for the electrostatic interactions
with the surrounding of a radical ion is also the g
tensor. In Fig. 3 the effects of the His mutations on
the g anisotropy of P700·+ are shown. The strongest
effect was observed for the B-side mutant HQ(B656),
whereas the respective A-side mutant HQ(676) showed
only a minor, and opposite, effect. The respective dou-
ble mutant is dominated by the B-side (see also Table 1).
This again shows that most of the spin/charge density
must be on PB.

Interesting observations have been made by Witt
et al. (2002) upon replacement of Thr(A739). This
amino acid is hydrogen bonded to the 131-keto group
of PA and is H-bonded to a structural water molecule
(Fig. 2). Exchange of this threonine to other amino
acids is expected to change the H-bond situation and
thereby alter the electronic structure and the physical
properties. This assumption is based on the extensive
work on hydrogen bond mutants of the bacterial RC
(Rautter et al., 1995; Müh et al., 2002; Reimers and
Hush, 2004). However, effects would only be expected
when PA participates electronically in the dimer for-
mation.

Witt et al. (2002) have studied P700 wild type and
three mutants of C. reinhardtii, in which Thr(A739)
was exchanged with valine (V), histidine (H), and tyro-
sine (T). The ENDOR spectra showed clear changes of
the major hfcs; in contrast to the histidine mutants, the
hfcs are decreased. The values measured from the pow-
der ENDOR spectra are collected in Table 5. The hfcs
assigned to the β-protons (position 17, 18) and to the
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Fig. 8. Molecular orbital (MO) model for the primary donor P
in PS I. PA and PB stand for the two dimer halves, Eox

m denotes
the oxidation potential of the dimer, and εA and εB are the ener-
gies of PA and PB, respectively. �E is the energetic difference
between the MOs of the dimer P and is calculated according
to �E = [(�α)2 + (2β)2)]1/2 where �α = εA− εB signifies
the difference between the HOMO energies of PA and PB, and
β (resonance integral) describes the strength of the electronic
coupling between the two dimer halves. Removal of the hydro-
gen bond to the 131-keto group of PA in the respective mutants
leads to an increase in the HOMO energy of PA which results
in a decrease of the oxidation potential of the dimer P, and in a
more equal spin density distribution in the dimer.

12-CH3 group are significantly smaller, the observed
decrease of the other two methyl hfcs (7-CH3 and 2-
CH3) is small and close to the error limit. Changes
of the remaining smaller hfcs, which might belong to a
second Chl half, could not be detected with confidence.
Effects of the exchange of Thr(A739) have also been
studied by many other techniques, for details see Witt
et al. (2002). For example, the oxidation potential of
all mutants was found to be lower than that of WT, for
TV(A739) by −32 mV. A similar mutant, TA(A739),
has also been shown to have different g-tensor compo-
nents than WT in C. reinhardtii (Petrenko et al., 2004),
indicating an impact of this mutation on the all-over
electronic structure of P700·+.

In summary, there is now good evidence that PA is
electronically coupled to PB and is thus involved in
P700. The decrease in spin density on PB (Table 5) in all
mutants can be interpreted as a spin density shift from
PB towards PA. This view has been fully supported by
recent FTIR results (Wang et al., 2003). The effect of
H-bonding to P700 shows entirely the same character-
istics as for P865 in the bacterial RC of R. sphaeroides
[replacement of Leu(M160) with His] (Rautter et al.,
1995). This shows that P700·+ is indeed a dimer with
a spin density distribution over the two halves.

The impact on the electronic structure affecting the
oxidation potential and the electron spin distribution

can be explained within a simple molecular orbital
(MO) model introduced by Plato et al. (1992) and Par-
son et al. (1992) for the bacterial RC (Müh et al., 2002),
which is shown in Fig. 8. In this MO scheme εA and εB

are the site energies of the isolated monomeric chloro-
phylls PA and PB, respectively, which are assumed to be
different (εA − εB = �α). The electronic coupling β

between the two chlorophylls constituting P700 yields
two molecular orbitals of the dimer. Their energetic
difference is given by �E = [(�α)2 + (2β)2]1/2. The
oxidation potential of P700, Eox

m , is related to the
HOMO energy level of the dimer as indicated.

From the scheme it is clear that the Eox
m of P700 is

lower than that of the monomeric chlorophylls and de-
pends on the magnitude of �α and on the coupling
β. In the figure εB > εA, i.e., the spin density distri-
bution will be asymmetric with more spin on PB [εB

and εHOMO(P) are closer in energy]. Note that PA is
stabilized by H-bonding to the Chl a′. Removal of this
H-bond results in a destabilization and increase of εA,
leading to an increase of εHOMO (P) and to a less positive
oxidation potential of P700 (Eox

m (Mut) < Eox
m (WT)). An-

other consequence of the increase in the energy of the
highest occupied π-orbital (HOMO) of PA would be
a decrease in the site energy difference (�α) between
PA and PB. This leads to a more symmetric charge dis-
tribution and a shift of the spin density from PB to PA,
as observed experimentally.

III. The Primary Donor Triplet State 3P700

A. Generation of 3P700

If in the charge separation process electron transfer in
PS I beyond the first acceptor A0 is blocked by treat-
ment with sodium dithionite at high pH and illumina-
tion, which reduces the iron–sulfur centers F and the
quinone A1, the triplet state of the donor, 3P700, is ob-
tained via radical pair recombination from the triplet
RP according to:

PA0Ared
1

h�−→ 1P∗A0Ared
1 → 1(P·+A·−

0 ) Ared
1

�
⇀↽

3(P·+A·−
0 )Ared

1 → 3PA0Ared
1 .

Other pathways of 3P700 formation have also been dis-
cussed (Brettel, 1997). The RP mechanism initially
only populates the T0 triplet sublevel in the external
strong magnetic field, and therefore, leads to a char-
acteristic EPR spin polarization AEE AAE (A = en-
hanced absorption, E = stimulated emission) (Anger-
hofer, 1991). 3P700 was first observed by Frank et al.
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Fig. 9. Spin-polarized pulse EPR spectra of the light-induced
triplet state 3P700 in deuterated PS I from Synechococcus
lividus (a) and of 3Chl a in illuminated toluene/pyridine (9:1)
solution (b). Arrows indicate the turning points in the spectra,
which correspond to the principal orientations of the zero-field
tensor. A and E indicate absorptive and emissive lines in the
spectra. The strong absorption in the center of trace (a) is due
to the cation radical P700·+. (Adapted from Poluektov et al.,
2002, with permission from the American Chemical Society.
C© 2002.)

(1979). 3P700 is short-lived (≤1 ms) and is thus stud-
ied by time-domain techniques like transient and pulse
EPR (Stehlik and Möbius, 1997). If only the iron–sulfur
centers are prereduced, the radical pair P700·+A·−

1 is
formed. It can be studied by EPR and ENDOR tech-
niques.

As a model system the triplet state of monomeric
chlorophylls is studied. 3Chl a can be generated by
illumination of Chl a dissolved in an organic glass,
where it is populated via intersystem crossing (ISC)
from the singlet excited state (Budil and Thurnauer,
1991; Angerhofer, 1991). This species also shows a
spin polarization of the EPR spectrum. Since the mech-
anism of triplet formation is different, the polarization
pattern is different from that of 3P700 (Thurnauer et al.,
1975).

B. Information from the g Tensor

The g-tensor components are usually not resolved for
a triplet state of a porphyrin or chlorin molecule at X-
and Q-band frequencies and only the zero field splitting
(ZFS) parameters are obtained. This situation changed
with the advent of high-field/high-frequency EPR tech-
niques. The first data of 3P700 and 3Chl a were pub-

lished by Poluektov et al. (2002), the respective spectra
are shown in Fig. 9. The obtained data (Table 6) clearly
show that the g anisotropy of the triplet states is larger
than that of the respective cation radicals (Table 1). A
similar effect has been observed for the triplet states of
the primary donors in PS II (Pashenko et al., 2003) and
in the bacterial RC (Labahn and Huber, 2001; Pashenko
et al., 2001; Zeng et al., 2003). This can be explained by
the fact that the triplet electrons probe the spin distri-
bution in two different orbitals (HOMO and LUMO),
and the latter has a rather large spin density at the nitro-
gens and the central magnesium, cf. O’Malley (2000)
and Sinnecker et al. (2002), by which the spin–orbit
coupling and the g-anisotropy is increased.

Comparison of the g-tensors of 3P700 and 3Chl a
shows interesting differences with respect not only
to magnitude but also to axes orientation. The anal-
ysis yielded a switching between the gx and gy axes
with respect to the orientation of the ZFS tensor
(Poluektov et al., 2002). For 3P700 a rotation of the ZFS
axes with respect to the singlet and triplet–triplet opti-
cal transition moments has also been reported (Vrieze
et al., 1996). The observed effect indicates a signifi-
cant change of the electronic structure, which needs to
be corroborated by additional data obtained in single
crystals before a final interpretation can be attempted.

C. Zero Field Splitting

The triplet state EPR spectrum of 3P700 in Fig. 9 shows
the characteristic spin polarization (AEEAAE), which
is different from that of 3Chl a (EAEAEA) (Poluektov
et al., 2002). The spectrum is dominated by the dipo-
lar interaction of the two unpaired electrons leading to
zero field splitting (ZFS) or fine structure, described by
the parameters |D| and |E |, that reflect the energy dif-
ferences between the triplet sublevels in zero-magnetic
field (Atherton, 1993). Whereas |D| is proportional to
the third power of the reciprocal distance of the two un-
paired electrons in the extended π-orbitals of a Chl, |E |
characterizes the deviation from axial symmetry of the
electronic system. Here, the respective magnetic axes
are chosen such that z is perpendicular to the π-plane
of the Chl (D > 0) and x, y lie in this plane (sign of E
depends on choice of axes).

The |D| and |E | values for 3P700 in PS I and 3Chl a
have been measured at low temperatures by optical de-
tection of magnetic resonance (ODMR) (Angerhofer,
1991; Hoff, 1996; Carbonera et al., 1997) and EPR
techniques (Angerhofer, 1991; Budil and Thurnauer,
1991) for a variety of species. A comparison of the |D|
and |E | values of monomeric 3Chl a and 3P700 at low
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Table 6. Experimental g tensor and ZFS tensor principal values of the primary donor triplet
state 3P700 and 3Chl a at T = 75 K and �mw = 130 GHz, from Poluektov et al. (2002)

gx gy gz |D|× 10−4 cm−1 |E |× 10−4 cm−1

3Chl aa 2.00344 2.00383 2.00265 284 ± 1d 41.3 ± 0.2d

3P700b 2.00369 2.00323 2.00252 280 ± 1e 39.0 ± 0.2e

Chl a·+c
z 2.00332 2.00280 2.00225 – –

a From deuterated Chl a.
b From PS I of fully deuterated S. lividus.
c In PS II (S. lividus), note differences to values in Table 1 (Petrenko et al., 2004).
d Values reported for 3Chl a (in different solvents) range from 275 × 10−4cm−1 to 299 ×
10−4 cm−1 for |D| and from 35 × 10−4 cm−1 to 44 × 10−4 cm−1 for |E| (Angerhofer, 1991).
e Values reported for 3P700 range from 278× 10−4 cm−1 to 287 × 10−4 cm−1 for |D| and from
38× 10−4 cm−1 to 44 × 10−4 cm−1 for |E| (Angerhofer, 1991).

temperatures shows no significant difference (Table 6),
indicating to first order a localization of the triplet exci-
ton on a monomeric Chl a – or on one half of a dimeric
3P700. Assuming that P700 is a dimer, the triplet state,
3P700, can be described by a linear combination of two
local excitations, 3PAPB and PA

3PB, and two charge
transfer (CT) states, 3( P+

AP−
B ) and 3( P−

AP+
B ). Consid-

ering only local excitations, the |D| value will not be
changed significantly in a coplanar Chl a dimer with
respect to monomeric Chl a, but a reduction of |E | is
generally expected. Inclusion of CT states will reduce
|D| (Angerhofer, 1991). At room temperature, Stehlik
and coworkers (Sieckmann et al., 1993) reported a re-
duction of |E | for 3P700, whereas |D| remained the
same as found at low temperatures. These experiments
were recently repeated, yielding basically the same re-
sults (Niklas et al., unpublished). The authors inter-
preted their findings as resulting from triplet delocal-
ization over two coplanar Chl a molecules at elevated
temperatures. The magnetic z-axes of the two chloro-
phylls are parallel and their magnetic x (and y) axes
form an angle of approximately 55˚. In addition, the
orientation dependence of the triplet state showed that
the plane of the Chl, which carries the triplet at low
temperature, is oriented perpendicular to the membrane
(Rutherford and Sétif, 1990), i.e., the triplet state must
be located on PA or PB.

The |D| and |E | values for 3P700 in PS I mutants of
C. reinhardtii, in which the histidines ligating the Mg
atoms of PA and PB and the hydrogen bond to PA were
altered, indicate that the triplet state remains trapped on
a single Chl (Krabben et al., 2000; Witt et al., 2002). In
this context it should be noted that |D| and |E | values of
3Chl are solvent dependent in vitro and the variations
of up to 10% have been related to changes of the Chl
ligation (Angerhofer, 1991). Analysis of triplet-minus-
singlet absorbance difference spectra indicated that the
triplet state at low temperature is localized on PB as
found for the cationic state in P700·+ (Krabben et al.,

2000; Witt et al., 2002). This result is still controversial
and is discussed in the literature (Breton et al., 2002;
see also Breton, this volume, Chapter 18).

Further information on 3P700 is at present sparse
since no single crystal studies have been performed and
hyperfine data from ENDOR are not available. Thus,
our understanding of the P700 triplet state is far from
being complete. However, the available data indicate
that the triplet exciton in 3P700 is probably delocalized
in the PAPB heterodimer at ambient temperature but is
trapped on one half of the dimer at cryogenic temper-
ature. This important result is in support of a dimeric
electronic structure of P700.

IV. MO Calculations of the Electronic
Structure of P700·+

A. Calculation of the g Tensor

The first successful calculation of g tensors of Chl pig-
ments has been reported by Plato and Möbius (1995),
who used a semiempirical MO method (RHF-INDO)
based on Stone’s g-factor theory (Stone, 1963a,b). Rec-
ently, a similar semiempirical approach (ZINDO) was
applied by Bratt et al. (2000) to geometry optimized
Chl a·+ in an effective solvent field, and magnitude and
orientation of the g tensor was obtained. The agreement
between the experimental (2.00329, 2.00275, 2.00220)
and calculated g tensor magnitude for the geometry op-
timized Chl a·+ in a dielectric environment representa-
tive of CH2Cl2 (2.00301, 2.00287, 2.00223) is quite sat-
isfying, the largest deviation occurs for �gx with 28 ×
10−5. The prediction of the isotropic g-value giso =
1/3 Tr g is also very good (2.00270 versus 2.00275 in
the experiment) (Bratt et al., 2000).

Additional information is obtained for the g-tensor
orientation, which is largely determined by the shape of
the frontier orbitals that enter with the largest weight
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into the estimation of g . As expected the gz value is
approximately parallel to the normal (Z) of the chloro-
phyll plane (4◦ deviation); gx and gy are rotated with
respect to the molecular axes X, Y (Fig. 1) by approx-
imately 17◦ (Bratt et al., 2000). However, this value
is strongly dependent on the orientation of the vari-
ous substituents on the chlorine macrocycle. The ap-
proximate orientation of the largest g value (gx) along
the molecular Y-axis (along the NA–NC direction, see
Fig. 1) is in agreement with earlier estimates on the
bacterial system (Möbius and Plato, 1996).

To the best of our knowledge a calculation of the g
tensor of P700·+ has not been successfully performed
so far. The measured g tensor of P700·+ in single crys-
tals (Zech et al., 2000) showed that gz is not perpen-
dicular to the average plane of the two macrocycles in-
dicating deviations from planarity, or specific rotations
of substituents caused by interactions with the environ-
ment. Furthermore, the gx, gy values are rotated away
from the molecular axes (Fig. 4). At present, these ef-
fects cannot be interpreted. The results of an improved
g tensor calculation should shed light on the unusual
g tensor orientation and help to relate the g tensor mag-
nitude to the electronic and spatial structure of this
species in vivo.

B. Spin Density Distribution

Truncated models of the chlorophyll a radical cation
have been calculated by O’Malley and coworkers us-
ing density functional theory (DFT) (O’Malley, 2000;
O’Malley and Collins, 2001) yielding information on
the spin distribution in the chlorin macrocycle and on
the effect of axial Mg ligation. The first DFT calcula-
tion on a complete, structurally optimized monomeric
Chl a·+ (only phytyl chain truncated) was reported
by Sinnecker et al. (2002). The hyperfine coupling
constants of all magnetic nuclei and the spin density
distribution were obtained and compared with earlier
semiempirical approaches using the RHF-INDO/SP
method (Käss et al., 1998). The agreement with the ex-
perimental data (Table 2) is very satisfying. It was also
found that the coupling constants of a completely ge-
ometry optimized radical cation of the epimer (Chl a′)
are barely distinguishable from those of Chl a·+ (Sin-
necker et al., 2002). Noticeable differences were cal-
culated only for the large coupling constants of the
β-hydrogens. This is mainly caused by a somewhat
different geometry of the hydrogenated rings. Hence,
a distinction between Chl a·+ and the correspond-
ing epimer radical cation based on EPR/ENDOR data

will be rather difficult. This is particularly true when
these species are embedded in a protein environment,
where pigment–protein interaction can easily change
the geometry and electronic structure of the cofactor in
question.

It has been proposed by Wasielewski et al. (1981b)
that enolic forms of Chl a could occur in the primary
donor P700 of PS I of plants. In particular, the low-
oxidation potential of P700/P700·+ as compared to
that of monomeric Chl a in solution (Watanabe and
Kobayashi, 1991) could arise from such an enolization
process. DFT calculations were performed on various
geometry optimized enols of monomeric Chl a·+.They
are characterized by strongly altered hfcs in compari-
son with Chl a·+. This is due to the different π electron
delocalization in the enols for which the electronic and
geometrical structure of ring E is significantly changed.
The calculations show that the SOMO for all enol forms
is quite different from that of the keto form and the
spin-density distributions of the enolic forms are very
different from those observed in ENDOR experiments
performed on P700·+ (Sinnecker et al., 2002). It was
concluded that an enolic form of Chl a is unlikely to
significantly contribute to P700. Recently, Sun et al.
(2004) reported DFT calculations on Chl a·+, where
they probed axial ligation of the Mg and hydrogen
bonding to the 131 carbonyl oxygen. This work shows
that H-bonding can significantly affect the spin density
distribution, which will play a role for P700·+.

Calculations on Chl dimers, in particular with partial
inclusion of the amino acid surroundings, still present
a challenge for DFT and ab initio methods. In the past
semiempirical methods have, however, been used quite
successfully, e.g., the RHF-INDO/SP method intro-
duced by Plato et al. (1991). On the basis of geometry
provided by the X-ray structure analysis of PS I sin-
gle crystals of T. elongatus (see Fig. 2) (Jordan et al.,
2001) a series of RHF-INDO/SP calculations was per-
formed on the bare dimer (including some geometry
optimization) and also on dimers including several of
the surrounding amino acids that interact with P700
(Plato et al., 2003). The aim of this work was to show
the validity of the dimer model for the primary donor
in PS I and to analyze theoretically in more detail the
effects of the various structural features of P700 and its
surrounding on the spin- and charge-density distribu-
tion, the possible occurrence of enols or related forms,
and the energetic properties of the system. The latter
is important for understanding the quite low oxidation
potential of P700/P700·+. The following observations
were made.
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Table 7. Spin density ratios of P700·+ for different
geometrical cases based on RHF-INDO/SP calculationsa

Caseb RB/Ac R0
B/Ad

I Bare dimer P 2.83 1.72
II I + H-bond 4.46 2.22

(Thr A743)
III II + Mg-ligands 4.62 2.25

(His A680, His B660)
IV III + 43 AARs 3.33 1.87

(426 point charges)
V III + geometry optimization 7.70 3.10

(vinyl groups)
VI Bare dimer P 0.27 0.53

with PB as enol
a Data from Plato et al. (2003).
b The numbering of amino acids refers to PS I of T. elongatus,
AAR = amino acid residue.
c RB/A = ratio of spin densities on PB and PAwith spin polar-
ization.
d R0

B/A = ratio of spin densities on PB and PA without spin
polarization (identical to charge density distribution, QB/A).

– The calculation shows a delocalization of the
spin/charge density over both halves of the
dimer PA and PB.

– Theory predicts an intrinsic electronic asym-
metry of the spin density distribution of PB

over PA, yielding a ratio RB/A
∼= 2.8 for the

“bare” dimer (case I). This asymmetry cannot
be traced to a specific structural feature of ei-
ther half PA (Chl a′) or PB (Chl a).

– The stepwise inclusion of various interactions
of the dimer with its nearest surrounding (cases
II, III in Table 7) leads to a systematic en-
hancement of the electronic asymmetry in fa-
vor of PB. The hydrogen bond between PA and
ThrA743 has a significant effect, whereas the
two histidine ligands (His A680, His B660) of
the Mg atoms exhibit only a small effect due to
their highly symmetric arrangement.

– The inclusion of interactions with more remote
amino acid residues (case IV) and with the two
accessory chlorophylls (charge distributions)
have only small effects on the asymmetry if
dielectric shielding effects are taken into ac-
count.

– Among several geometry optimizations the
largest contribution to the electronic asymme-
try was found by a rotation of the conjugated
vinyl groups of PA and PB (case V).

– The possible occurrence of enol forms of PB

(case VI) could be fully ruled out for P700·+ by
energetic considerations and by a detailed com-

parison of experimental and calculated hfcs.
This conclusion fully agrees with earlier DFT
results on the monomeric Chla·+ (Sinnecker
et al., 2002).

– In Table 7, for the different cases I to VI, the
ratio of spin density on PB and PA is given
with and without spin polarization by RB/A

and R0
B/A, respectively; R0

B/A is identical to the
charge density distribution QB/A in the dimer.
The calculations show that due to spin polariza-
tion the spin asymmetry is significantly larger
than any charge asymmetry in the P700·+ dimer
(see Table 3). EPR and ENDOR is probing the
spin-density distribution (RB/A), whereas vi-
brational frequencies (FTIR, Raman) are af-
fected by changes of the charge distribution
(QB/A). This finding sheds light on the differ-
ent interpretations of the electronic structure
asymmetry of P700·+ based on EPR and FTIR
data (Breton et al., 1999; Breton, 2001; Hast-
ings et al., 2001; Breton et al., 2002; Wang
et al., 2003; see also Breton, this volume,
Chapter 18).

The calculated isotropic 1H and 14N hfcs of the final
partially dressed dimer (case III) and locally geometry
optimized dimer (case V) are compared to experimen-
tal values (Käss et al., 2001) in Table 8. The agree-
ment is remarkably good not only for the proton but
also for the nitrogen hfcs. However, a few discrepan-
cies remain, particularly with regard to the small 1H
hfcs of PA (Chl a′). Up to now, the assignment of these
small hfcs in the experiment is only tentative. Accord-
ing to the calculations the smallest 14N hfc must be
reassigned to PB, whereas the fourth largest belongs
to PA. These assignments are partially contrasted by
the proposal that the smallest 14N hfc belongs to a ni-
trogen from a histidine ligand (Mac et al., 1996). The
RHF-INDO/SP calculations show that the spin density
at the two histidine ligands of P700 are vanishingly
small. The pz (π) spin density distributions for these
two cases (III and V) are shown in graphical form in
Fig. 10A,B.

The presented theoretical results clearly show that
P700 is also electronically a “supermolecule” consist-
ing of two Chl a-type molecules. This is similar to the
case of the BChl dimers found in reaction centers of all
nonsulfur and sulfur purple bacteria (Müh et al., 2001).
The detailed geometry of the dimer and its interactions
with the surrounding in PS I is, however, different from
those found in the BChl dimers.
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Table 8. Comparison of theoretical and experimental isotropic proton hyperfine couplings of the dimer P700·+ in
MHz. RHF-INDO/SP calculations based on X-ray structural data

IIIa Va

Dressed dimer: H-bond Dressed dimer + vinyl
+ Mg-ligands group rotation Expb

Nucleus Position PA PB PA PB PA PB

1H 2c +0.53 +2.07 +0.74 +2.61 0.8d +2.9
7c +1.57 +3.80 +1.35 +4.71 1.8d +3.5

12c +1.88 +4.92 +1.70 +7.12 1.8d +5.3
5 +0.57 +1.05 +0.50 +1.17 0.8d 1.8d

10 +1.64 +3.76 +1.28 +3.94 1.8d 3.5d

15 −1.16 −4.25 −1.08 −4.00
17 +4.28 +14.3 +3.04 +14.3 9.6
18 +1.94 +7.55 +1.80 +10.3 7.7

14N A −0.20 −0.26 −0.23 −0.34 0.27
B −0.68 −1.75 −0.54 −1.91 −2.07
C −0.75 −1.96 −0.64 −2.12 0.71 −2.51
D −0.40 −1.27 −0.35 −1.41 1.20

a Theoretical isotropic proton hyperfine couplings of the dimer P700·+ in MHz for two selected cases, see Plato et al.
(2003). The two dimer halves are denoted PA and PB (Fig. 2), for numbering of positions see Fig. 1.
b 1H: From Käss et al. (2001); 14N: from Käss and Lubitz (1996); signs of hfcs were only determined for the methyl
hfcs and the two large nitrogen hfcs via General TRIPLE as given in Käss et al. (1995).
c Methyl proton hfcs were averaged for fast rotation.
d Tentative assignment of experimental hfcs, see Käss et al. (2001), Webber and Lubitz (2001).

C. Estimation of the Oxidation Potential

Experimental values of the midpoint potential Eox
m for

monomeric Chl a in different solvents range between
+0.74 and +0.93 V vs. NHE (Watanabe and Kobayashi,
1991). For P700 in the PS I protein this value is signifi-
cantly lower, e.g., +0.45 to +0.47 V have been reported
for C. reinhardtii (Krabben et al., 2000; Witt et al.,
2002).

It is known from extensive work on the BChl-dimer
in bacterial-reaction centers (Müh et al., 2002) that for-
mation of a dimer leads to a reduction of the donor
potential Eox

m by

Eox
m (P) = Eox

m (PA) − |β|
√

QB/A

where Eox
m (P) and Eox

m (PA) are the oxidation potentials
of the dimer P700 and the monomeric half PA (Chl a′),
β is the resonance integral and QB/A the charge den-
sity distribution of the dimer. Using |β| = 0.12 eV and
QB/A = 2.25 and assuming the lower monomeric value
(+0.74 V) one obtains Eox

m (P) = +0.56 V. Thus, the
dimerization causes a decrease of the oxidation poten-
tial by ∼25%. Additional effects from the surround-
ing dielectric medium not accounted for in this simple
model could lead to a further decrease of Eox

m (P) in
PS I (Datta et al., 2001).

V. Conclusion: Electronic Structure of
the Primary Donor and Implications for
its Function

EPR and related techniques have led to the following
conclusions about the primary donor.

(i) According to the EPR spectroscopic results on
P700·+ in different species (plants, green algae,
cyanobacteria), the structure of P700 and its in-
teraction with the protein surrounding is highly
conserved.

(ii) P700·+ is a noncovalently bound dimeric super-
molecule with a wave function extending over
both halves of a heterodimer comprising one
Chl a and one Chl a′ molecule. On the basis of
accumulated knowledge, the earlier discussed
monomeric models for P700·+ with an altered
electronic (hybrid orbital model) or geometri-
cal structure (e.g., enol forms) do not provide a
correct description of the experimental data.

(iii) The spin-density distribution of the radical
cation P700·+ is asymmetric with more spin
density on PB (Chl a). Temperature changes
have only a minor effect on the spin delocal-
ization. The asymmetry is probably not deter-
mined by the heterodimeric character of P700
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Fig. 10. Plot of calculated pz(π) spin densities of P700·+ for
two geometries (see text): (a) case III (RB/A = 4.62) and (b)
case V (RB/A = 7.70), see text and Table 4. Areas of the circles
and squares represent positive and negative spin density values,
respectively. The dimer half PA (≡ Chl a′) is given in gray, PB

(≡ Chl a) in black.

but is rather caused by inherent structural fea-
tures and interactions with the surroundings
(asymmetric hydrogen bonding). The fairly
large asymmetry is due to spin polarization ef-
fects in P700·+. This determines the magnitude
of the hyperfine couplings and the appearance
of the EPR, ENDOR, and ESEEM spectra.

(iv) The charge-density distribution of P700·+ is,
according to calculations, much less asymmet-
ric. This effect is less pronounced for P865·+ in
bacterial reaction centers. The charge-density
distribution determines the effects observed in
vibrational spectra and the electron transfer
rates (electronic matrix elements) (Plato et al.,
1988b).

(v) The triplet state of the primary donor 3P700 is
localized on a single chlorophyll at cryogenic
temperatures. Studies on PS I mutants indicate
that it is also trapped on PB. However, this is still
a controversial point. At higher temperatures
the triplet state becomes more delocalized. Ac-
cording to current models this delocalization
involves two chlorophylls with approximately
parallel planes of the macrocycle, i.e., PA and
PB of P700.

The determination of details of the spatial and elec-
tronic structure of the primary donor in PS I has clearly
made great progress, in particular with respect to the
radical cation and the triplet state. Much less informa-
tion is available on the electronic and spatial structure
of the first singlet excited state 1P700∗. According to
the recent X-ray crystallographic structure the Chl pig-
ments in the PS I core (the reaction center) are strongly
excitonically coupled, so that excitation transfer from
the antenna system will certainly lead to an excited
singlet state delocalized over all six chlorophylls. This
explains the large susceptibility of the optical prop-
erties to slight structural differences between various
species (Witt et al., 2003), which was not observed
for the cation radical, where the charge/spin is more
localized on one species. Charge separation from the
excited delocalized singlet state could, in principle, oc-
cur from any of the Chls. In the past it was always
assumed that a Chl dimer, i.e., “P700,” is the primary
donor but other Chls (e.g., the “accessory” Chl) have
recently also been considered to initiate the charge sep-
aration (Müller et al., 2003). Apart from these very
early events, there is no doubt from various studies that
after a very short time the radical cation is formed on
the two plane parallel Chls denoted PA (Chl a′) and PB

(Chl a). Here the positive charge is stabilized by de-
localization in the (hetero)dimer which leads to a less
positive oxidation potential of this species as compared
to monomeric Chl. This adjustment of the potential is
obviously required for optimizing the electron transfer
from a docked plastocyanin (in plants) or cytochrome
c6 (in cyanobacteria) to reduce P700·+ to P700 and
prepare the RC for the next turnover.

An important point is also the very strong reducing
power of the excited state 1P700∗. A full molecular de-
scription of this state has also not been given to date,
it might involve more than just two chlorophylls due
to excitonic coupling in the PS I reaction center. The
specific arrangement of the pigments and the resulting
electronic structure of the excited state will determine
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the redox potential of 1P700∗. By EPR only the ex-
cited triplet state 3P700 is accessible. Interestingly this
state is localized on one chlorophyll at low tempera-
tures and shows delocalization probably involving the
two dimer halves PA and PB at ambient temperature.
More information on this important state is expected
from ENDOR and related spectroscopies, which is at
present not available. A more profound understanding
of the triplet state 3P700 is necessary to better under-
stand subsequent reactions that lead to damage of the
photosystems, in particular in the presence of oxygen.
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Summary

Over the last two decades FTIR difference spectroscopy has emerged as a prominent technique to investigate the
electronic structure and the bonding interactions of P700, the primary electron donor of photosystem I. In this
chapter, the advances in the field during this period are reviewed and discussed in the light of the structural model
of P700 derived from X-ray crystallography. The effect on the FTIR difference spectra of mutations of the axial
ligands of the chlorophyll molecules in P700 as well as of amino acid residues in hydrogen bonding interaction
with the carbonyl groups of P700 is analyzed. The results of both global and selective isotope labeling studies are

∗Author for correspondence, email: cadara3@dsvidf.cea.fr

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 271–289.
C© 2006 Springer.



272 Jacques Breton

presented. Special emphasis is given at analyzing the agreements and the discrepancies between the assignments of
the various vibrational bands in the FTIR difference spectra recorded upon P700 photooxidation that are available
in literature. The reasons behind the strong disagreement between the results of FTIR spectroscopy and of magnetic
resonance techniques such as ADMR and ENDOR with regard to the localization of the triplet character in 3P700
and the extent of charge versus spin distribution in P700+ are critically discussed.

I. Introduction

The key steps of photosynthesis occur in specific mem-
brane proteins called reaction centers (RCs), where the
initial separation of electric charges and their subse-
quent stabilization across the membrane take place.
This process starts from the excited state of a spe-
cial dimer of chlorophyll (Chl) or bacteriochlorophyll
(BChl) molecules called primary electron donor (P).
Owing to this important role, the structure of the
primary donors in their neutral, triplet, and cationic
states has been investigated in great detail using opti-
cal, vibrational, and magnetic resonance spectroscopic
techniques. These studies have led to models for the or-
ganization of the pigments within the dimer and the dis-
tribution of charge and spin in the oxidized and triplet
states of the primary donors.

In the last two decades, X-ray crystallographic mod-
els of RC proteins have provided an invaluable source
of information to complement the data obtained by
spectroscopy alone, notably, when the resolution of the
structures becomes sufficient to identify the amino acid
side chains interacting with the pigments through hy-
drogen bonds to the carbonyl groups or axial ligation to
the central Mg atoms of the (B)Chl molecules. In this
case, site-directed mutagenesis becomes the method of
choice to perturb selectively the pigment–protein in-
teractions, therefore providing RCs with modified pri-
mary donors, the structure and function of which can
be probed by spectroscopy. While X-ray crystallogra-
phy provides key information on the identity of the H-
bond partners and some details on the structure of these
H-bonds in the ground state of the primary donors, it
remains silent on several important aspects of the elec-
tronic structure of the special pair after charge separa-
tion occurs, such as the localization of the triplet state
in 3P or the hydrogen bonding status of the Chls and
the charge distribution in P+.

Abbreviations: PS – photosystem; P – primary electron donor;
P700 – primary electron donor of PS I; (B)Chl – (bacte-
rio)chlorophyll; RC – reaction center; FTIR – Fourier transform
infrared; ADMR – absorption detected magnetic resonance; EN-
DOR – electron nuclear double resonance; Hfcs – hyperfine cou-
pling constants.

Among the spectroscopic tools that can bring spe-
cific information on structure–function relationships
in both native and genetically modified RCs, light-
induced FTIR difference spectroscopy has emerged
as a prominent technique (Mäntele, 1993; Breton and
Nabedryk, 1996; Nabedryk, 1996; Breton, 2001). The
complementarity of this spectroscopic approach and of
X-ray crystallography has been initially encountered in
the field of purple photosynthetic bacteria, where the
first X-ray structural model of RC has appeared in 1984.
It is now advancing at great strides for photosystem I
(PS I) and is also developing in the case of photosystem
II (PS II). The present chapter will review the structural
and functional information that has been obtained on
P700 by FTIR difference spectroscopy over the last two
decades.

II. FTIR Studies of P700 Prior to the
High-Resolution X-Ray Structure of PS I

A. Early Studies

The first light-induced FTIR difference spectrum of
P700 photooxidation was obtained at room temper-
ature on PS I particles isolated from pea (Tavitian
et al., 1986). A control of the reaction was performed
in parallel on the same sample by measuring the kinet-
ics at 706 and 820 nm. In the absence of IR spectra of
isolated Chl a+, the interpretation of the P700+/P700
FTIR difference spectra was limited to that of the neg-
ative bands, i.e., the bands that pertain to the Chl(s)
in P700. A large negative band at ∼1,700 cm−1 was
proposed to correspond to the 9-keto C=O group of
the Chl a molecule(s) of P700 having no bonding in-
teractions with the protein (see Fig. 1 for the struc-
tural formula and labeling of Chl a), while the two
negative bands at 1,749 and 1,735 cm−1 were tenta-
tively assigned to ester C=O groups (Tavitian et al.,
1986).

To assist the assignment of the bands in the
P700+/P700 FTIR difference spectra (Fig. 2a), cation-
minus-neutral FTIR difference spectra of Chl a and
pyroChl a (Chl a lacking the 10a-ester carbonyl) in
organic solvents were generated electrochemically in
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Fig. 1. Structural formula of chlorophyll a.

a thin IR cell (Mäntele et al., 1988). For both Chl a
and pyroChl a in tetrahydrofuran, the 9-keto C=O was
observed to upshift by 25–26 cm−1 upon cation forma-
tion. This upshift has been rationalized on the basis
of density functional calculations (O’Malley, 2000).
Furthermore, the lack of an IR signal in the C=O
ester region of the cation-minus-neutral difference
spectrum for pyroChl a demonstrated that the differ-
ential feature at 1,751(+)/1,738(−) cm−1 in the cation-
minus-neutral difference spectrum of Chl a was due
solely to the 10a-ester C=O with no significant con-
tribution from the 7c-ester C=O (Nabedryk et al.,
1990). The striking similarity between the large dif-
ferential signals at 1,718/1,698 and 1,718/1,693 cm−1

in the P700+/P700 and Chl a+/Chl a difference spec-
tra (Fig. 2), respectively, led to the assignment of the
former to the frequency upshift upon photooxidation
of the 9-keto group of the Chl a molecule(s) in P700
(Nabedryk et al., 1990). As already mentioned, the
high frequency of the 9-keto vibration in P700 in-
dicates an absence of bonding interaction with the
PS I protein. The two differential signals observed at
1,754/1,749 and 1,742/1,735 cm−1 in the P700+/P700
FTIR difference spectrum were tentatively as-
signed to 10a-ester C=O groups in inequivalent
environments.

Fig. 2. (a) Light-induced P700+/P700 FTIR difference spectrum of the photooxidation of a dry film of PS I particles from Synechocystis
sp. PCC 6803 at 5◦C. (b) Redox-induced Chl a+/Chl a FTIR difference spectrum of chlorophyll a cation formation at U = +0.8 V in
deuterated tetrahydrofuran at 20◦C. Peak-to-peak amplitudes are 2 × 10−3 and 6 × 10−2 absorbance units in (a) and (b), respectively.
(From Breton, J (2001))
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B. Search for the Axial Ligands to the
P700 Chls

In the RC of purple photosynthetic bacteria, the central
Mg atom of the two BChl molecules constituting the
primary electron donor are liganded to homologous
His residues. This observation led to the search of the
potential axial ligands of the P700 Chls by identifying
the conserved His residues at homologous positions
in the transmembrane helices of the PsaA and PsaB
polypeptides that constitute the core of PS I.

Six pairs of His were targeted by site-directed mu-
tagenesis and changed to pairs of Gln side chains in
the green alga Chlamydomonas reinhardtii (Redding
et al, 1998). The mutation of the His pair in helix 10
(HisA676 and HisB656) was the only one to result in a
perturbed P700+/P700 light-induced FTIR difference
spectrum. Notably, a 4–5 cm−1 upshift of the main neg-
ative band at 1,700 cm−1 was observed upon the double
mutation. All of the other double substitution mutants
showed FTIR difference spectra very similar to that of
wild type. Single His to Gln mutations were introduced
at each one of these two sites and the change at HisA676
was found to be responsible for most of the effect on
the FTIR difference spectrum of the HisA676/HisB656
double Gln mutant (Redding et al., 1998). The conclu-
sion that HisA676 and HisB656 are the axial ligands
to the Chl of P700 was further supported by the strong
perturbation of the P700+/P700 FTIR difference spec-
trum of a mutant in which HisB656 is changed for a
Leu residue (Leibl et al., 1998).

C. Identification of Carbonyl Modes of P700
by Isotope Labeling

In principle, the carbonyl groups of Chl can be distin-
guished from those of the protein by using global iso-
tope labeling. The rationale is that the small coupling
of the C=O and N–H vibrations within the amide bond
leads to a 1–3 cm−1 downshift of the amide I band
around 1,650 cm−1 upon global 15N-labeling while the
Chl C=O vibrations are essentially unaffected by this
label. On the other hand, global 2H-labeling leads to
a small downshift of the C=O vibrations of both the
protein and the Chl. Upon 2H-labeling, the 10a-ester
C=O group of isolated Chl downshifts by ∼5 cm−1,
whereas the 9-keto C=O carbonyl downshifts by only
∼3 cm−1. Applying this approach to P700+/P700 FTIR
difference spectra of Synechocystis sp. PCC 6803 at 90
K, it was concluded that the two negative bands at 1,697
and 1,637 cm−1 were likely to correspond to Chl 9-keto

groups (Breton et al., 1999). Furthermore, the two neg-
ative bands at 1,749 and 1,733 cm−1 could be assigned
to 10a-ester C=O vibrations from the P700 Chls on the
basis of their ∼5 cm−1 isotopic shift upon 2H-labeling,
equivalent to that observed for the same group in iso-
lated Chl a. Similarly, the isotope effects observed on
the positive bands at 1,754, 1,740, 1,717, and 1,656
cm−1 favored their assignment to the upshifted vibra-
tions in P700+ associated with the four negative Chl
C=O bands of P700 at 1,749, 1,733, 1,697, and 1,637
cm−1, respectively.

A comparable approach using selective labeling of
the 10a-ester C=O group of the Chls of P700 has
been exploited by feeding Synechocystis sp. PCC 6803
with 2H-labeled methionine (Kim and Barry, 2000).
Although intrinsically more specific than the global 2H-
labeling (Breton et al., 1999), this selective approach
leads to a 1H-minus-2H double-difference spectrum
that is very close to ours in the range 1,760–1,710 cm−1.
Notably, positive bands at 1,754, 1,745, 1,730, and
1,720 cm−1 and negative bands at 1,750, 1,737, 1,726,
and 1,714 cm−1 in Kim and Barry (2000) are located
within less than 2–3 cm−1 of analogous peaks in Bre-
ton et al. (1999). This similarity is to be expected as in
both experiments the methyl of the 10a-carbomethoxy
group is labeled with 2H. The two main differential
features at 1,754/1,749 and 1,740/1,733 cm−1 in the
P700+/P700 difference spectrum of the unlabeled sam-
ple were therefore also interpreted as originating from
the 10a-ester C=O vibrations from the two Chls in
P700 (Kim and Barry, 2000).

It was further proposed that additional derivative sig-
nals at 1,730/1,726 and 1,720/1,714 cm−1 in their 1H-
minus-2H double-difference spectrum should also be
assigned to 10a-ester C=O groups (Kim and Barry,
2000). This interpretation of the 1,730/1,726 cm−1

signal is supported by recent experiments on Syne-
chocystis sp. PCC 6803 bearing mutations on the PsaA
residues involved in hydrogen bonding to the 10a-ester
C=O group of the PsaA Chl of P700 (Pantelidou et al.,
2004). On the other hand, we have suggested that the
small 1,720/1,714 cm−1 differential signal that they
observe under the 1,717 cm−1 positive peak of the
P700+/P700 difference spectrum of the unlabeled sam-
ple is rather to be assigned to the 9-keto C=O of one of
the Chl in P700+ that is affected by the 2H-labeling of
the 10a-carbomethoxy group through vibrational cou-
pling (Breton, 2001). This proposal relies on the ob-
servation that global 2H-labeling induces a ∼3 cm−1

downshift of the 9-keto frequency in isolated Chl a
(Breton et al., 1999). The latter phenomenon could also
help rationalize the unexplained weak isotope effects
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on bands underlying the main 1,697 cm−1 band re-
ported in Kim and Barry (2000). However, to firm up
these interpretations, it would be necessary to mea-
sure the frequency of the 9-keto C=O band in the IR
absorption spectrum of the isolated Chl with the 10a-
carbomethoxy group selectively labeled with 2H and
to compare it with that of the globally 2H-labeled Chl
where not only the 10a-carbomethoxy group but also
the hydrogen atom at C10 is labeled.

D. Mid-IR Electronic Transition of P700+

The presence of an electronic transition absorbing in
the mid-IR and characteristic of delocalization of the
hole over the two BChl molecules in P+ has been ini-
tially predicted on theoretical grounds (Parson et al.,
1990) and was first observed in the P+/P FTIR dif-
ference spectra of purple bacteria as a broad band
peaking at 2,650 cm−1 (Breton et al., 1992). Elec-
tronic transitions of the same nature (hole-transfer
bands) and with absorption maxima in the 2,800–1,900
cm−1 range have been observed as broad bands in
the P+/P FTIR difference spectra of the photooxida-
tion of P in green bacteria, heliobacteria, and PS II
(Nabedryk et al., 1996; Breton, 2001 and references
therein).

In the early studies of P700 photooxidation, a sig-
nificant amplitude of the P700+ electronic transition
could not be detected in the 2,800–1,900 cm−1 fre-
quency range in the P700+/P700 FTIR difference spec-
tra (Hamacher et al., 1996; Nabedryk et al., 1996).
However, several technical improvements allowed a
search over a broader spectral range and led to the
discovery of such a broad electronic transition in the
P700+/P700 FTIR difference spectrum (Breton et al.,
1999). In PS I preparations from Synechocystis sp. PCC
6803 and spinach, this band peaks around 3,300–3,100
cm−1 and, as expected for an electronic transition, it
is not shifted by global labeling with 15N nor with
2H (Breton et al., 1999). Such an electronic transi-
tion would not be expected if P700+ were monomeric.
This band exhibits a different shape and its maximum
is downshifted to ∼2,700 cm−1 in the case of PS I
from C. reinhardtii (Leibl et al., 1998; Hastings et al.,
2001), a surprising observation when considering that
the P700+/P700 FTIR difference spectra in the usual
1,800–1,000 cm−1 range are highly comparable among
various species including C. reinhardtii (Breton, 2001).
Nevertheless, the presence of an electronic transition
in the P700+/P700 FTIR difference spectra of all the
investigated species shows that the unpaired electron

is distributed amongst at least two Chl molecules in
P700+.

E. Comparison of P700+/P700 and
3P700/P700 FTIR Spectra. Assignment
Scheme of Breton et al. (1999)

One major difficulty in the identification of the 9-keto
C=O vibrations of the (B)Chl pigments of primary
electron donors (P) in FTIR difference spectra of the
photooxidation of P is the likely possibility that the
positive charge on P+ could perturb the vibrations of
the nearby protein amide I modes that absorb in the
same frequency range. Such a difficulty is absent when
analyzing the triplet state of P (3P) because this species
is electroneutral and therefore should leave the protein
vibrations unperturbed. In addition, the direct compar-
ison of P+/P and 3P/P FTIR difference spectra mea-
sured under comparable conditions provides a means
to identify the C=O vibrations of the neutral (B)Chl(s)
of P as the common negative bands in the carbonyl fre-
quency range of the two spectra. This approach was
first applied to P870, the primary electron donor in
Rhodobacter (Rb.) sphaeroides, where negative bands
at 1,692 and ∼1,682 cm−1 that are common to both the
P870+/P870 and 3P870/P870 FTIR difference spectra
could be identified as the 9-keto C=O vibrations of
the two BChls in P870 (Breton and Nabedryk, 1993).
More recently, the same approach has been applied to
the primary electron donor P840 of the green bacterium
Chlorobium tepidum (Mezzetti et al., 2003).

The 3P700/P700 difference spectrum generated at 90
K on PS I particles from Synechocystis sp. PCC 6803
(Fig. 3a) exhibits a main negative band at 1,637 cm−1

associated to a positive band at 1,594 cm−1 (Breton
et al., 1999). These two bands can be assigned to the
9-keto C=O of a Chl a in vivo on the basis of the com-
parable frequency downshift observed for the 9-keto
C=O upon triplet formation of Chl a in tetrahydrofu-
ran (Breton et al., 1999). The frequency of the nega-
tive band at 1,637 cm−1 in the 3P700/P700 spectrum
(Fig. 3a) closely matched that of a negative band in the
P700+/P700 difference spectrum (Fig. 3b), this band
was attributed to the 9-keto C=O mode of one of the
Chl a that constitutes P700 (Breton et al., 1999) and
that was denoted P1 [at that time only a structural model
of PS I at 4 Å resolution had been reported (Krauß et
al., 1996), preventing a nomenclature of the two Chls
of P700 with reference to the PsaA and PsaB polypep-
tides]. The 3P700/P700 FTIR difference spectrum also
shows a small negative band at 1,733 cm−1 matching a
negative band at the same frequency in the P700+/P700
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Fig. 3. Light-induced FTIR difference spectra of PS I particles from Synechocystis sp. PCC 6803 at 90 K. (a) 3P700/P700 triplet-
minus-singlet spectrum on FeS-depleted PS I. (b) P700+/P700 spectrum on native PS I. Peak-to-peak amplitudes are 4 × 10−4 and
6 × 10−4 absorbance units in (a) and (b), respectively. (From Breton, J (2001))

spectrum (Fig. 3), which was assigned to the 10a-ester
C=O of P1. For this Chl molecule of P700, the down-
shifted IR frequencies compared to isolated Chl a in
tetrahydrofuran show that both the 9-keto and the 10a-
ester C=O groups are hydrogen bonded. The second
Chl a molecule of P700, denoted P2, with its 9-keto and
10a-ester C=O vibrations at 1,697 and 1,749 cm−1, re-
spectively, is free from interactions with the protein. Al-
though P2 is practically unaffected by the formation of
3P700, it makes a large contribution to the P700+/P700
difference spectrum (Breton et al., 1999). When the
high-resolution X-ray structure appeared (Jordan et al.,
2001), it became clear that the description of the inter-
actions of the 9-keto and 10a-ester C=O of P1 and P2

derived from our FTIR experiments was in excellent
agreement with the structural data provided P1 and P2

were identified with the PsaA and PsaB Chls of P700,
respectively (Table 1; Breton, 2001). In the following,
these two Chls will be identified as PA and PB, respec-
tively.

In both the 3P700/P700 and the P700+/P700
difference spectra, marker bands at ∼1,610 and
1,535 cm−1 are typical for five-coordination of the cen-
tral Mg atom (Fujiwara and Tasumi, 1986). The ab-
sence of six-coordinated Mg marker bands at around
1,600 and 1,515 cm−1 in the P700+/P700 spectrum in-
dicates that each of the Chl a molecules in P700 has

Table 1. Assignments of carbonyl stretching frequencies
(cm−1) of the two chlorophylls of P700 in Synechocystis
sp. PCC 6803 at 90 K (Breton et al., 1999; Breton,
2001)

Carbonyl P700 P700+ 3P700

PA 10a-ester 1733 ∼1740 ∼1728
9-keto 1637 1656 1594

PB 10a-ester 1749 1754
9-keto 1697 1717

only one axial ligand (Breton et al., 1999). These lig-
ands have been previously identified as HisA676 and
HisB656 in C. reinhardtii (Redding et al., 1998).

F. Localization of 3P700 and Charge
Distribution in P700+

While 3P700 at low temperature is found to reside ex-
clusively on the PA Chl, the positive charge in P700+

is shared amongst PA and PB (Breton et al., 1999; Bre-
ton, 2001). In an attempt to estimate the distribution
of the charge between P+

A and P+
B , it was noticed that

upon photooxidation of P700 at 90 K the 9-keto C=O
of PA at 1,637 cm−1 and PB at 1,697 cm−1 both up-
shifted by the same amount (19–20 cm−1), which al-
lowed the peak-to-peak amplitude of the 1,717/1,697
and 1,656/1,637 cm−1 differential signals to be used
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Table 2. Sequence numbering of some PsaA and PsaB amino acids in close proximity of P700 in
Synechococcus elongatus, Synechocystis sp. PCC 6803, and Chlamydomonas reinhardtii

S. elongatus Synechocystis C. reinhardtii

Axial ligands to P700 HisA680 HisA676 HisA676
HisB660 HisB651 HisB656

Vicinity of 9-keto C=O of P700 ThrA743 ThrA739 ThrA739
TyrB727 TyrB718 TyrB723

Vicinity of 10a-ester C=O of P700 SerA607, TyrA603 SerA603, TyrA599
GlyB594, LeuB590 GlyB585, LeuB581

Vicinity of 7c-ester C=O of P700 TyrA735 TyrA731
PheB719 PheB710

as a crude estimate of the charge distribution on the
9-keto group of the two molecules. This amplitude is
generally somewhat smaller for PA than for PB although
this effect is less pronounced at ambient temperature.
Upon assuming the same extinction coefficient for the
two 9-keto carbonyl groups, a global analysis of all our
P700+/P700 FTIR difference spectra obtained at both
room temperature and low temperature on various PS I
preparations from cyanobacteria, unicellular algae, and
higher plants (Breton, 2001) leads to an amplitude ratio
varying from 1:1 to 2:1 in favor of PB. Comparable am-
plitude ratios are estimated when analyzing the relative
contributions of the 10a-ester C=O groups of PA and
PB (Breton et al., 1999; Breton, 2001). Therefore, the
extent of charge distribution in P700+ is probed equally
well by the IR absorbance changes experienced by each
of the two carbonyl groups attached to ring V of the
two Chls. Because ring V is fully conjugated to the Chl
macrocycle, it was concluded from the FTIR data to a
strong delocalization of the positive charge over the two
halves of the P700+ dimer with a charge distribution
ranging from 1:1 to 2:1 in favor of PB (Breton et al.,
1999; Breton, 2001). This conclusion was at variance
from that derived from advanced magnetic resonance
techniques from which a strong localization of the pos-
itive charge, with at least 85% of the spin residing on
one Chl in P700+, was determined (Weber and Lub-
itz, 2001 and references therein; see also Lubitz, this
volume, Chapter 17).

G. Comparison with the High-Resolution
Structure of PS I

When the crystallographic structure of PS I at 2.5 Å
resolution appeared (Jordan et al., 2001), it became im-
mediately clear that it was directly relevant to several
issues of the organization of the two Chl molecules in
P700 as deduced from FTIR difference spectroscopy.
Notably, the conclusion that the histidine side chains
of HisA676 and HisB656 in C. reinhardtii are the axial

ligands to the Chl of P700 (Redding et al., 1998) has
been confirmed (for the various amino acid residues
that are discussed in this chapter, see Table 2 for the
correspondence of their numbering in the sequences
of C. reinhardtii, Synechococcus elongatus, and Syne-
chocystis sp. PCC 6803). Furthermore, the strong in-
equivalence of the hydrogen bonding pattern of the car-
bonyl groups of the two Chl molecules in P700, that had
been initially inferred from FTIR spectroscopy (Breton
et al., 1999), is also apparent in the new crystallographic
structure (Jordan et al., 2001). The structure shows one
Chl molecule having no hydrogen bond, while the other
has three hydrogen bonds that include those at the 9-
keto and 10a-carbomethoxy positions previously de-
termined in the FTIR study (Breton et al., 1999). Ad-
ditional important information that is provided by the
new crystallographic study includes the determination
that PA, the strongly hydrogen bonded Chl half of P700,
is actually a Chl a′ molecule (epimer of Chl a at C10;
the stereochemistry of Chl a at C10 is shown in Fig. 1).

In the structural model (Jordan et al., 2001), the 9-
keto of PA is hydrogen bonded to the ThrA743 side
chain and the 10a-carbomethoxy group is hydrogen
bonded to a water molecule (H2O-19) interacting with
the same Thr side chain as well as with several other
residues. It should be noted that the present descrip-
tion of this water donating a hydrogen bond to the
methoxy oxygen atom of the 10a-carbomethoxy group
(Jordan et al., 2001) differs slightly from that deduced
from the FTIR study that shows a perturbation of the
IR frequency of the C=O double bond of the 10a-
carbomethoxy ester group (Breton et al., 1999). The
third hydrogen bond, located between the 7c-ester C=O
and a Tyr residue, was not detected by FTIR, an ob-
servation essentially consistent with the lack of con-
jugation with the Chl macrocycle of this ester group
(Nabedryk et al., 1990). PB, on the other hand, is free
from hydrogen bond interaction. Therefore, the new
data on the axial Mg ligands and on the bonding pat-
tern of the carbonyls of P700 obtained from X-ray
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crystallography are in excellent agreement with the
conclusions previously derived from FTIR difference
spectroscopy (Breton et al., 1999; Breton, 2001).

III. FTIR Studies of P700 Following the
High-Resolution X-Ray Structure of PS I

A. Effects of Mutations of the Axial Ligands
to P700 in C. reinhardtii

Our conclusion from FTIR spectroscopy that the 3P700
triplet is fully localized on PA while the charge in P700+

is shared between PA and PB (Breton et al., 1999) was
at odds with the interpretations proposed for the effect
of substitution of the histidine axial ligands of P700
on the redox potential of P+/P, the P700+/P700 optical
spectra at ambient temperature, the ENDOR spectra
of P700+ measured at 150 K, and the triplet-minus-
singlet electronic absorption measured by ADMR at
1.8 K (Krabben et al., 2000; Weber and Lubitz, 2001).
From these studies, it was concluded that the triplet
character in 3P700 is mainly localized on PB, i.e., the
same Chl molecule that, according to ENDOR mea-
surements, also carries all or most of the spin in P700+.
This strong discrepancy was not likely to be due to a dif-
ference in the temperature at which the two experiments
are conducted as the P700+/P700 spectra are very com-
parable at 280 and 90 K (Figs. 2A and 3B) and the
P700+/P700 and 3P700/P700 FTIR difference spectra
are almost unchanged when the temperature is lowered
from 100 to 10 K (J. Breton and W. Leibl, unpublished
results). As previously discussed (Breton, 2001), such
a large disagreement cannot be blamed on some un-
usual vibrational property of porphyrin as changes of
bond order occurring upon triplet or cation formation
for (B)Chl a in solution have been extensively docu-
mented using both FTIR and Raman spectroscopies. In
addition, the suggestion was put forward in (Krabben
et al., 2000) that the FTIR data on P700+/P700 in
(Breton et al., 1999) could be explained by considering
that the unpaired electron localized on one of the Chl
in P700+ electrostatically influences the frequency of
the carbonyl of the neighboring neutral Chl. This in-
terpretation appears unlikely as the frequency upshift
observed upon P700+ formation is the same for the
9-keto vibration of PA (19 cm−1) and PB (20 cm−1) and
is close to that (25 cm−1) observed for isolated Chl a in
tetrahydrofuran (Breton et al., 1999). A more detailed
discussion of this point has been reported (Pantelidou
et al., 2004).

B. Assignment Scheme of Hastings
et al. (2001)

The large discrepancy between the interpretation of the
results of magnetic resonance and FTIR experiments
led Hastings et al. (2001) to analyze the P700+/P700
FTIR difference spectra of C. reinhardtii and to propose
an assignment of bands for the 9-keto C=O group of
PA that differs considerably from the previous inter-
pretation of the FTIR data (Breton et al., 1999) but
that is more in line with the conclusions derived from
magnetic resonance spectroscopy (Weber and Lubitz,
2001). However, the FTIR assignments in Hastings et
al. (2001) are based on the perturbation of the 9-keto
carbonyl frequency in a single mutant modified at the
His axial ligand of PA by replacement with a Ser side
chain, and they do not take into account the compari-
son of the P700+/P700 and 3P700/P700 FTIR differ-
ence spectra that was at the root of the previous as-
signments (Breton et al., 1999). On the other hand,
the P700+/P700 FTIR difference spectra of C. rein-
hardtii and of Synechocystis sp. PCC 6803 are close
enough in the frequency range of absorption of the
10a-ester and 9-keto C=O vibrations of Chl (Breton,
2001; Hastings et al., 2001) that any interpretation of
the P700+/P700 FTIR differential signals in terms of
detailed bonding interactions should be valid for both
species.

In the scheme of Hastings et al. (2001), the 10a-ester
C=O groups of PA and PB as well as the 9-keto C=O of
PB all upshift in frequency upon P700+ formation and
receive the same assignment as in Breton et al. (1999).
On the other hand, the 9-keto C=O of PA is proposed to
contribute to the large negative band at 1,700 cm−1 and
to downshift to 1,686 cm−1 in P+

A. No explanation was
provided for the physical process underlying this down-
shift of a Chl 9-keto C=O vibration upon P700+ for-
mation, a behavior that has never been reported when
cations of Chl or BChl are generated either in vivo or
in vitro. At this stage it can be conjectured that such a
downshift could be caused by an electrochromic effect
of the positive charge on PB affecting the IR mode of PA.
This model does not require PA to bear a positive charge
in P700+ to contribute to the P700+/P700 FTIR differ-
ence spectrum and therefore would be consistent with
the conclusions from ENDOR experiments (Krabben
et al., 2000; Weber and Lubitz, 2001). One difficulty
with this model is that the 10-ester C=O group of PA

upshifts upon P700+ formation and therefore experi-
ences a very different electric field compared to that
felt by the nearby 9-keto C=O group on the same Chl.
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An alternative interpretation would be to consider that
a very strong hydrogen bond is established between the
9-keto carbonyl of PA and the nearby PsaA Thr upon
P700+ formation. This strong hydrogen bond would be
needed to be able to offset and even overcompensate
the normal frequency upshift of the 9-keto carbonyl
of Chl occurring upon cation formation. Although this
seems to be the explanation preferred in Hastings et al.
(2001), there are two main difficulties with this model.
First, the frequency of 1,697 cm−1 proposed for the
9-keto C=O group of PA in wild type is characteristic
of a carbonyl in an apolar environment and free from
hydrogen bonding interactions with the protein, which
contradicts the model derived from X-ray crystallogra-
phy (Jordan et al., 2001). Second, in the curve fitting
analysis of the P700+/P700 FTIR difference spectra in
the 1,720–1,680 cm−1 spectral range to estimate the
contributions of PA, P+

A, PB, and P+
B (Hastings et al.,

2001), the bands of PA and P+
A have an amplitude ap-

proximately half or equal to that of the bands of PB

and P+
B . Taken together with the very comparable am-

plitudes of the differential signals assigned to the con-
tribution of the 10a-ester C=O group of the two Chls
of P700, this observation would be consistent with the
conclusions from the ENDOR studies (Krabben et al.,
2000; Weber and Lubitz, 2001) only under the assump-
tion of a much larger extinction coefficient for the two
carbonyls of PA than for those of PB, an issue which is
not addressed in Hastings et al. (2001).

On the basis of the effect of the mutation H(A676)S
in C. reinhardtii, the large 1,652(+)/1,636(−) cm−1 dif-
ferential signal in the P700+/P700 FTIR spectrum of
wild type was assigned to the imidazole C4=C5 mode
from the two His axial ligands (Hastings et al., 2001).
Such a frequency for an imidazole C4=C5 mode for
His protonated at the N� site and with a metal bound
at the N� site would be strongly outside the usual fre-
quency range of 1,606–1,593 cm−1 observed for this
mode (Hasegawa et al., 2002). In addition, the ampli-
tude of the differential signals centered around 1,645
cm−1 in the P700+/P700 FTIR difference spectra is ex-
tremely large compared to the usual small magnitude
of the FTIR contributions from His modes in biolog-
ical reactions (Hasegawa et al., 2002 and references
therein). As will be shown below, the P700+/P700 FTIR
difference spectrum of Synechocystis sp. PCC 6803
PS I in which all the His have been uniformly labeled
with 13C is strictly incompatible with the assignment of
the 1,652(+)/1,636(−) cm−1 differential signal to im-
idazole C4=C5 modes as proposed in Hastings et al.
(2001).

C. Mutations of the His Axial Ligands of
P700 in Synechocystis sp. PCC 6803

1. Effect of the Mutations on the Chl
Vibrations

The P700+/P700 FTIR difference spectra of three mu-
tants of Synechocystis sp. PCC 6803 in which HisB651,
the axial ligand of PB, is replaced by Cys, Gln, or Leu
have been reported (Breton et al., 2002). They show
only very small shifts (at most 2 cm−1) of the fre-
quency of Chl carbonyl vibrations compared to wild
type. Therefore, the hydrogen bonding status of these
C=O groups in both the neutral and oxidized states
of P700 appear robust to changes of the axial ligand.
However, the relative amplitude of the differential sig-
nals assigned to frequency upshifts of the 9-keto and
10a-ester C=O groups of the P700 Chls upon photoox-
idation varies within a factor of ∼2 as a function of the
mutation. The conclusion that the charge of P700+ is
delocalized is supported by the presence of a broad pos-
itive band around 3,000 cm−1 in the P700+/P700 FTIR
difference spectra of the mutants. A similar observa-
tion has also been reported for the H(A676)S mutant
of C. reinhardtii (Hastings et al., 2001). Finally, the
Chl C=C modes at 1,608 and 1,533 cm−1, which are
characteristic of penta-coordination of the central Mg
atom (Fujiwara and Tasumi, 1986), are left unperturbed
by the mutations, indicating that in each mutant a fifth
axial ligand must replace the mutated His residue. At
least for the Leu mutant, a water molecule probably
takes the place of the His side chain, as originally pro-
posed for Rb. sphaeroides RC mutants in which the His
axial ligands of the BChl molecules of P were replaced
by Gly (Goldsmith et al., 1996).

By analogy with the results of a comparable FTIR
study on the photooxidation of P in a series of mutants
at HisM202, which is the axial ligand of the BChl in-
teracting with the M-polypeptide in Rb. sphaeroides
(Nabedryk et al., 2000), it has been proposed that
the variations in the frequency and intensity of the
9-keto and 10a-ester C=O bands of Chl observed in
the P700+/P700 FTIR difference spectra of all the
His axial ligand mutants in Synechocystis sp. PCC
6803 are due primarily to repositioning of the P700
dimer in the protein cavity generated by the muta-
tion (Breton et al., 2002). This proposal, which applies
as well to C. reinhardtii (Leibl et al., 1998; Redding
et al., 1998; Hastings et al., 2001) can also explain
how two equivalent mutations at homologous sites,
such as H(B656)Q in C. reinhardtii and H(B651)Q in



280 Jacques Breton

Synechocystis sp. PCC 6803, have somewhat different
effects on the P700+/P700 FTIR difference spectra in
different species (Redding et al., 1998; Breton et al.,
2002). Minute differences in the shape of the protein
cavity for P700 in the two species can become impor-
tant factors for the conformation and/or environment
of the Chl carbonyl groups.

2. Effect of the Mutations on the His
Vibrations

FTIR spectroscopy is well suited to investigate the pro-
tonation and ligation states of the two nitrogen atoms
of the imidazole group of His side chains in proteins.
The relatively intense C5–N� stretching mode around
1,100 cm−1 was found to be a good marker of the pro-
tonation and coordination state of the histidine side
chain. When a metal is coordinated at N� , the C5–N�
stretching mode depends whether the N� site is proto-
nated or not and occurs in the characteristic ranges of
∼1,115–1,100 cm−1 and ∼1,100–1,090 cm−1, respec-
tively (Hasegawa et al., 2002).

The first indication that a His C5–N� stretching
mode could be identified in the P700+/P700 FTIR dif-
ference spectra of Synechocystis sp. PCC 6803 came
from global 15N-labeling experiments where a small
differential signal negative at 1,108 cm−1 and positive
at 1,102 cm−1 downshifted by 8–9 cm−1 upon label-
ing (Breton et al., 2002). The frequency position at
1,108 cm−1 and the magnitude of the shift were consis-
tent with such an assignment. Confirmation of this as-
signment was obtained by comparing the P700+/P700
FTIR difference spectra of PS I core complexes iso-
lated from a culture of Synechocystis sp. PCC 6803
having incorporated histidine either unlabeled (Fig. 4a)
or uniformly labeled with 13C (Fig. 4b). In this case
the 1,102/1,108 cm−1 differential signal is downshifted
by 15–16 cm−1 for the 13C-histidine and the double-
difference spectrum (Fig. 4c) shows that this is the
most affected mode in the 1,200–1,000 cm−1 spectral
range.

In the spectral range 1,200–1,000 cm−1, the
1,102/1,108 cm−1 differential signal was still present
in the spectra of the Synechocystis sp. PCC 6803 mu-
tants at HisB651, albeit with a reduced amplitude and
a frequency downshift of ∼1 cm−1. A closer analysis
of the double-difference spectra, in which the spec-
trum of the 13C-labeled His sample from wild type was
subtracted from each of the individual spectra of the
mutant, indicated that the 1,102/1,108 cm−1 signal of
wild type is, in fact, the resultant of two differential sig-
nals of roughly equal amplitudes at ∼1,101/1,107 and

Fig. 4. Light-induced P700+/P700 FTIR difference spectra
of the photooxidation of PS I particles from Synechocystis sp.
PCC 6803 at 5˚C containing (a) unlabeled His and (b) uniformly
13C-labeled His. (c) Double-difference spectrum unlabled-
minus-uniformly 13C-labeled His. (Breton, J. unpublished)

at ∼1,103/1,109 cm−1. These features were therefore
assigned to the C5–N� mode of HisA676 and HisB651,
respectively (Breton et al., 2002).

In the assignment scheme of Breton et al. (1999), the
interpretation of the FTIR data as showing a rather sym-
metrical distribution of the positive charge on the two
Chl molecules in P700+ (Breton et al., 1999; Breton,
2001) rests on the reasonable assumption that the ex-
tinction coefficients for the 9-keto and 10a-ester C=O
groups of the two Chl molecules of P700 are not vastly
different due to differences in their hydrogen bonding
state, environment, or chemical nature (Jordan et al.,
2001). The observation that the C5–N� modes of each
of the His axial ligands of the two Chl molecules in
P700 are also perturbed to a similar extent upon P700+

formation, although the histidines are not conjugated
to the Chl macrocycles circumvents this concern and
provides independent and compelling evidence to re-
inforce our conclusion that the charge in P700+ is
distributed approximately equally over the two Chl



Chapter 18 FTIR Studies of P700 281

molecules of the PS I primary electron donor (Breton
et al., 1999; Breton, 2001).

Finally, the P700+/P700 FTIR difference spectra of
Synechocystis sp. PCC 6803 containing the uniformly
13C-labeled His has been used to search for the imi-
dazole C4=C5 stretching mode which is also a good
marker for the state of protonation and coordination
of His (Hasegawa et al., 2002). This mode is observed
at ∼1,612 cm−1 with an amplitude about 1.5–2 times
that of the 1,108 cm−1 C5–N� mode (Fig. 4). This fre-
quency is slightly above but close to the upper limit of
the 1,606–1,593 cm−1 frequency range characteristic of
4-methyl imidazole protonated at the N� site and coor-
dinated to a metal atom at N� (Hasegawa et al., 2002).
As can be seen in Fig. 4, the imidazole C4=C5 stretch-
ing mode does not contribute appreciably to the large
differential signal 1,653(+)/1,638(−) cm−1. This ob-
servation rules out the proposed assignment of Hastings
et al. (2001) that HisA676 and HisB656 are responsible
for the differential signal at 1,652(+)/1,636(−) cm−1

in C. reinhardtii. This differential signal has been as-
signed to the 9-keto C=O group of P+

A/PA (Breton et al.,
1999; Breton, 2001). The set of bands observed within
the envelope of the amide I band in the unlabeled mi-
nus 13C-labeled double-difference spectrum (Fig. 4c)
are assigned for the most part to vibrations of the PsaA
and PsaB polypeptide backbone involving the amide
bond sustaining the His residues.

D. Effect of Mutations Affecting the
Carbonyls of Ring V of the PsaA Chl of P700

1. Study by Witt et al. (2002)

In the first investigation by FTIR difference spec-
troscopy of mutations affecting the hydrogen bonds to
the carbonyls of PA, the residue ThrA739 in C. rein-
hardtii was replaced by Tyr, His, or Val (Witt et al.,
2002). All three mutations induce large perturbations
of the wild type spectrum in the 1,720–1,600 cm−1

frequency range. Smaller effects are observed in the
region 1,730–1,760 cm−1, probably at least in part as a
consequence of the normalization procedure that was
constrained to this small frequency window. While the
positive band at ∼1,688 cm−1 in wild type increases
its amplitude by more than a factor of two in the three
mutants, even larger perturbations are found between
1,680 and 1,620 cm−1 with the spectrum of each mu-
tant differing from that of wild type (Witt et al., 2002).
These spectral alterations upon mutation occur within
the main range of the amide I C=O vibrations and
should be related, at least in part, to protein confor-

mational changes. For P700+/P700 FTIR difference
spectra, contributions from amide I and II vibrations
have been detected by global isotopic labeling experi-
ments (Breton et al., 1999, 2002). Hastings et al. (2001)
have attributed the whole 1,652/1,636 cm−1 differen-
tial signal in their P700+/P700 spectrum of wild type
C. reinhardtii to protein contributions from the two
His axial ligands. Surprisingly, the possibility that the
protein contributes to the IR absorption changes ob-
served by Witt et al. (2002) in the 1,620–1,680 cm−1

frequency range was not considered and the authors
made the statement that their observations provide the
first direct evidence that the 1,634 cm−1 band can be
ascribed to the 9-keto group of PA. It has been stressed
that in the absence of isotope labeling experiments or
of an analysis of 3P700/P700 FTIR difference spectra,
it is not possible to discriminate between Chl 9-keto
C=O and protein C=O groups in the whole range of
the amide I absorption (Breton et al., 2002). Therefore,
the data presented in Witt et al. (2002) provide no di-
rect clues to support their assignment of the 1,634 cm−1

band to a Chl 9-keto C=O vibration.
Although the P700+/P700 FTIR difference spec-

tra of the Thr A739 mutants reported by Witt et al.
(2002) do not provide an unambiguous assignment of
the 9-keto C=O vibration of PA, they certainly bring
supporting evidence in favor of the existence of a hy-
drogen bond to the 9-keto C=O group of this Chl in
C. reinhardtii. Notably, the strong perturbation of the
1,656(+)/1,634(−) cm−1 differential in the spectra of
all the Thr A739 mutants firms up the assignment pre-
viously made to the 9-keto C=O vibrational mode of
P+

A/PA in wild type (Breton et al., 1999; Breton, 2001)
and provides the first evidence that the hydrogen bond
to this residue has been affected by the mutations.

2. Study by Wang et al. (2003)

In another investigation, the residue ThrA739 was re-
placed by Ala in C. reinhardtii (Wang et al., 2003).
The P700+/P700 FTIR difference spectrum closely
resembles that of the T(A739)V mutant of Witt et
al. (2002). Furthermore, the mutant spectra are an-
alyzed by calculating double-difference spectra with
wild type. Large changes are observed, notably for
the 1,654(+)/1,637(−) cm−1 differential signal of wild
type, which is replaced by a mostly positive band of re-
duced amplitude at 1,652 cm−1 in the spectrum of the
mutant. As already noticed in the T(A739)V mutant
(Witt et al., 2002) negative and positive bands appears
at 1,672 and 1,688 cm−1, respectively. These spectral
changes give rise to two differential signals of equal
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Table 3. Frequencies (cm−1) of the P700+/P700 bands assigned to the 9-keto and 10a-ester C=O
carbonyls of PA and PB in WT and Thr A739 mutants in Chlamydomonas reinhardtii (Wang et al.,
2003) and in Synechocystis sp. PCC 6803 (Pantelidou et al., 2004)

Chlamydomonas reinhardtii Synechocystis sp. PCC 6803

WT T(A739)A WT T(A739)F

P+
A/PA 10a-ester C=O 1741/1734 1743/1734 1742/1735 1742/1736

9-keto C=O 1686/1695 1688/1699 1660/1637 1689/1676
P+

B /PB 10a-ester C=O 1753/1748 1752/1748 1754/1749 1754/1749
9-keto C=O 1716/1704 1713/1704 1718/1698 1717/1698

amplitude but of opposite signs at 1,690(−)/1,672(+)
and 1,660(+)/1,636(−) cm−1, which are the most
prominent features in the double-difference spectrum.

These spectral changes could be readily explained
in the assignment scheme of Breton et al. (Breton et
al., 1999; Breton, 2001; Witt et al., 2002) by assum-
ing that the 1,660(+)/1,636(−) cm−1 differential signal
due to the 9-keto C=O vibrational mode of P+

A/PA in
wild type upshifts by 30–36 cm−1 when the hydrogen
bond to the Thr A739 in C. reinhardtii is perturbed
by the mutation. However, Wang et al. (2003) rather
assign the changes upon the T(A739)A mutation ob-
served in the 1,665–1,620 cm−1 frequency range to the
imidazole C4=C5 stretching mode of the two His ax-
ial ligands of P700. They rationalize the differences
between the contributions of the two His residues in
the P700+/P700 FTIR spectra of the wild type and the
mutant in this region by invoking some redistribution
of the positive charge from P+

B to P+
A upon mutation,

which would change the relative weight of the two His
residues. As discussed above, these assignments are
compatible neither with the current literature on IR vi-
brations of His side chains (Hasegawa et al., 2002 and
references therein) nor with the P700+/P700 FTIR dif-
ference spectra on Synechocystis sp. PCC 6803 PS I
core complexes containing uniformly 13C-labeled His
(Fig. 4; Breton et al., 2002).

In the assignment scheme of Hastings et al. (2001),
the impact of the T(A739)A mutation on the 9-keto
C=O vibration of PA and P+

A is actually very mod-
est. This vibrational mode upshifts upon mutation by
only 4 cm−1 from 1,695 to 1,699 cm−1 in PA and by
2 cm−1 from 1,686 to 1,688 cm−1 in P+

A (Table 3; Wang
et al., 2003). Taking these assignments at face value, the
straightforward interpretation of the 9-keto C=O fre-
quencies proposed for PA and P+

A would be to consider
that PA is free from bonding interactions in both wild
type and mutant and that a very strong hydrogen bond
to P+

A is essentially unchanged upon mutation. The ef-
fect of the mutation on the 9-keto C=O vibration of
PB and P+

B and on the 10a-ester C=O modes are either

absent or very minor and the corresponding bands keep
the same assignments as proposed previously (Breton
et al., 1999; Breton, 2001; Hastings et al., 2001). On the
other hand, the small band observed around 1,730 cm−1

in the region of absorption of the C=O esters of
Chl (Kim and Barry, 2000), which is affected by the
T(A739)A mutation, is tentatively assigned to the 7c-
ester C=O of PA (Wang et al., 2003). Note that the latter
assignment is not consistent with the effect of selective
labeling of the 10a-ester C=O group (Kim and Barry,
2000).

In their analysis of the effect of the T(A739)A mu-
tation on the P700+/P700 FTIR difference spectrum,
Wang et al. (2003) discuss three distinct reasons why
the 1,654(+)/1,637(−) cm−1 differential signal of wild
type C. reinhardtii should not be assigned to the 9-
keto C=O group of P+

A/PA, as proposed in Breton et
al. (1999) and Breton (2001). First, they state that the
strong hydrogen bond needed to explain the observed
low frequency of the 1,637 cm−1 vibration should lead
to a considerable downshift of this mode upon uniform
2H-labeling. As such sensitivity was not observed (Bre-
ton et al., 1999), they reject the interpretation. This
is a surprising statement because it is established that
C=O groups in strong bonding interactions with H-
bond donors show only minor shifts upon 2H-labeling.
A well-known case is the amide I vibration in α-helices,
which exhibits small downshifts by only a few wave
numbers upon 1H/2H exchange. Other examples in the
bacterial RCs are for example the 9-keto C=O group of
the active bacteriopheophytin interacting with the side
chain of GluL104 or the C=O group of the quinone
QA in very strong bonding interaction with the imida-
zole NH of HisM219, which are both almost insensitive
to 1H/2H exchange (Breton et al., 1997) although EN-
DOR experiments have shown the exchange to take
place at these sites. Second, Wang et al. (2003) re-
ject an interpretation within our assignment scheme
(Breton et al., 1999; Breton, 2001) of the effect of
the T(A739)A mutation on the P700+/P700 FTIR dif-
ference spectrum of C. reinhardtii on the basis of the
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magnitude of the frequency upshift of the 9-keto and
10a-ester C=O vibrations upon P700+ in wild type and
mutant. They propose that minute frequency shifts (by
about 1 cm−1) of the 10a-ester C=O vibrations of P+

A

and P+
B upon mutation correspond to a redistribution

of the charge from P+
B to P+

A and they argue that the
9-keto vibrations do not follow the same quantitative
pattern because the cation-induced upshift is smaller in
the mutant than in wild type.

However, they do not take into account the effect
of the environment, and notably of mutation-induced
variations in the strength of the hydrogen bonds, on
the frequency of those vibrations. This is surprising
when considering that their whole model relies on the
presence of a very strong hydrogen bond responsible
for a downshift by ∼10 cm−1 upon P+

A formation of the
9-keto C=O vibration of a Chl, while this vibration has
been shown to upshift by ∼15–30 cm−1 in all of the
other reported cases of (B)Chl cation formation both
in vivo and in vitro. Finally, they argue that a frequency
of 1,672 cm−1 for the 9-keto C=O vibration of PA in
the mutant is too low for a free group without consider-
ing that a water molecule or a suitable hydrogen bond
donor could take the place of the OH group of the Thr
side chain in the mutant. Therefore, none of the three
points listed above appear to bring significant weight to
their assignment scheme where the 9-keto C=O vibra-
tion of PA is proposed to absorb at 1,695 cm−1 when
in hydrogen bonding interaction with ThrA739, and
at 1699 cm−1 when free from this interaction (Wang
et al., 2003).

3. Study by Pantelidou et al. (2004)

In the structural model of P700 (Jordan et al., 2001), the
9-keto of PA is hydrogen bonded to the ThrA743, side
chain and the 10a-carbomethoxy group is hydrogen
bonded to a water molecule (H2O-19) interacting with
ThrA743, as well as with TyrA603 and SerA607 (S.
elongatus numbering, see Table 2 for the homologous
residues in PsaB and for the correspondence with Syne-
chocystis sp. PCC 6803). Recently, a single T(A739)F
mutation as well as a set of three mutations aimed at
altering the hydrogen bonding pattern of the 9-keto and
10a-ester C=O groups of PA by making it similar to
the environment of the symmetry-related PB that ex-
hibits no hydrogen bonding interaction with the protein
were devised in Synechocystis sp. PCC 6803. The triple
mutant containing the changes T(A739)Y, S(A603)G,
and Y(A599)L was analyzed by FTIR difference spec-
troscopy and was compared to the T(A739)F single
mutant (Pantelidou et al., 2004).

Fig. 5. Light-induced P700+/P700 FTIR difference spectra of
the photooxidation of PS I particles from Synechocystis sp.
PCC 6803 at 5˚C for (a) WT and (b) a triple mutant containing
the changes T(A739)Y, S(A603)G, and Y(A599)L. (c) Double-
difference spectrum WT-minus-mutant. (From Pantelidou M,
et al. (2004))

The largest impact of the mutations at ThrA739 on
the P700+/P700 FTIR spectrum occurs in the spectral
range characteristic of the 9-keto C=O of the Chls
of P700 and P700+ between 1,720 and 1,635 cm−1.
The 1,653(+)/1,638(−) cm−1 differential signal in the
spectrum of wild type (Fig. 5a) is replaced by another
one of much reduced amplitude and mostly positive at
1,651(+)/1,642(−) cm−1 in the spectrum of T(A739)F
and of the triple mutant (Fig. 5b). This is accompanied
by the development of a negative band at 1,676 cm−1

in the mutants and of a positive one at 1,688 cm−1

that overlaps with a preexisting positive band at
1,687 cm−1 in wild type. Together these changes
contribute two large differential signals of comparable
amplitudes but of opposite signs at 1,690(−)/1,676(+)
and 1660–1657(+)/1,637(−) cm−1, which constitute
the major features of the double-difference spectra
(Fig. 5c). These features that are closely compa-
rable to those observed at 1,690(−)/1,672(+) and
1,660(+)/1,636(−) cm−1 for the T(A739)A mutant
in C. reinhardtii (Wang et al., 2003), are readily



284 Jacques Breton

explained in the assignment scheme of Breton
et al. (Breton et al., 1999; Breton, 2001; Witt et al.,
2002) by assuming that the 1660–1657(+)/
1,637(−) cm−1 differential signal due to the 9-keto
C=O vibrational mode of P+

A/PA in wild type upshifts
by ∼30–40 cm−1 when the hydrogen bond to ThrA739
is perturbed by the mutations. The amplitude of the
1,718/1,698 cm−1 signal in the spectrum of the control
is somewhat reduced in the mutants, which would be
consistent with a slight redistribution of the positive
charge from P+

B to P+
A upon mutation.

It is worth noting that only about 50–60% of
the 1,653(+)/1,638(−) cm−1 differential signal in
the P700+/P700 FTIR difference spectrum of wild
type upshifts upon mutation (Fig. 5). The remaining
1,651(+)/1,642(−) cm−1 signal could have at least two
main origins. It could represent the amide I signature
of a protein conformational and/or electrostatic change
or it could correspond to the upshift upon P700 pho-
tooxidation of the 9-keto C=O carbonyl group of PA

in hydrogen bonding interaction with the OH group
of a water molecule (or of the Tyr side chain intro-
duced at the PsaA739 site). To test between these two
possibilities, global 15N-labeling of the triple mutant
was performed. A ∼1–2 cm−1 downshift upon global
15N-labeling was observed for the 1,651(+)/1,642(−)
cm−1 signal in the P700+/P700 FTIR spectrum of the
triple mutant which is therefore preferentially assigned
to a protein conformational change rather than to the
9-keto C=O of PA (Pantelidou et al., 2004). This con-
clusion reinforces our earlier observation (Breton et
al., 2002) that it was somewhat hazardous to assign the
differential signal centered around 1,645 cm−1 in the
P700+/P700 FTIR spectrum of wild type solely on the
effect of mutations (Witt et al., 2002). It is interest-
ing to note that global 15N-labeling has also a small
effect on the large P700+/P700 bands located around
1,680–1,690 cm−1. Comparable effects have been de-
tected previously for wild type (Breton et al., 1999). It is
therefore likely that the positive band at 1,688 cm−1 in
P700+/P700 FTIR spectra of both the mutants and wild
type contains some contributions from protein amide I
modes.

In the frequency range typical of the 10a-ester C=O
above 1,720 cm−1, very little difference is observed
between the spectrum of wild type and that of the
T(A739)F single mutant except for a ∼1 cm−1 up-
shift upon mutation of the small differential signal at
1,735(−)/1,730(+) cm−1 (Pantelidou et al., 2004). This
is taken to indicate that the water molecule H2O-19,
which is held by several residues, including ThrA739,
and is proposed to be the hydrogen bond donor to the

bridging oxygen of the 10a-carbomethoxy group of PA

(Jordan et al., 2001), is probably still present and is al-
most unperturbed by the T(A739)F mutation. Further-
more, the differential signal at 1,754(+)/1,749(−) cm−1

is not affected by the mutation, consistent with its as-
signment to the free 10a-ester C=O of P+

B /PB (Breton
et al., 1999; Breton, 2001). In contrast, a significant al-
teration of the P700+/P700 FTIR spectrum is detected
upon the triple mutation (Fig. 5). Notably, a complex
set of two negative bands at 1,735 and 1,726 cm−1

with a positive band located in between at 1,730 cm−1

in the wild type spectrum is strongly affected, while a
new positive band appears at 1,762 cm−1 in the triple
mutant. These observations clearly show that a per-
turbed 10a-ester C=O group of PA absorbing at a lower
frequency than unbound Chl 10a-ester carbonyls be-
comes free of interaction when TyrA599, SerA603,
and ThrA739 in Synechocystis sp. PCC 6803 are si-
multaneously replaced by their PsaB homologs Leu,
Gly, and Tyr, respectively. This suggests that in the
triple mutant, the H2O-19 water is either no longer
present in the site or, at least, is interacting much less
with the 10a-carbomethoxy group of PA. Previously,
a 1,740(+)/1,733(−) cm−1 differential signal in the
P700+/P700 FTIR difference spectrum of Synechocys-
tis sp. PCC 6,803 at 90 K was assigned to the upshift
upon photooxidation of the 10a-ester C=O group of
PA (Breton et al., 1999; Breton, 2001). Thus, the fre-
quency upshift of a bound 10a-ester C=O group upon
removal of the hydrogen bonds to water H2O-19 ob-
served in the present study also supports our previous
assignment (Breton et al., 1999; Breton, 2001).

One interesting observation for both the single
T(A739)F and the triple mutants is a 2–3 cm−1 down-
shift of the macrocycle C=C marker mode of five-
coordinated Chl at 1,608 cm−1 compared to wild type.
A comparable perturbation of this mode was previ-
ously noticed in the T(A739) A mutant in C. reinhardtii
(Wang et al., 2003). Such a perturbation could indicate
a constrained conformation of the PA macrocycle in
wild type which would be released when the strong hy-
drogen bond to the 9-keto carbonyl group is modified
by the T(A739)Y mutation.

IV. Other FTIR Studies of P700

A. Redox-Induced and Perfusion-Induced
FTIR Spectra of P700 Oxidation

Electrochemically induced P700+/P700 FTIR differ-
ence spectra have been generated in Synechocystis sp.
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Fig. 6. Perfusion-induced (a) and light-induced (b) ATR–FTIR
difference spectra of P700+/P700 of PSI particles from Syne-
chocystis. The perfusion-induced difference spectrum was ob-
tained by switching solutions of buffers containing 3 mM fer-
ricyanide for oxidation and 3 mM ferrocyanide for the reduc-
tion. The light-induced difference spectrum was obtained in
a buffer containing 2.5 mM ferrocyanide and 0.5 mM ferri-
cyanide. (From Iwaki M, et al. (2002))

PCC 6803 and the effect of 1H/2H exchange has been
investigated (Hamacher et al., 1996). The probable
presence of small contributions from oxidized antenna
Chls has been discussed previously (Breton, 2001).

Recently, the approach of perfusion-induced FTIR
difference spectroscopy on the oxidation of P700 using
ferricyanide- or ferrocyanide-containing buffers has
demonstrated that the quality of the perfusion-induced
spectra was equivalent to that of the light-induced spec-
tra (Fig. 6; Iwaki et al., 2002).

B. Effect of 1H/ 2 H Exchange on the
P700+/P700 FTIR Difference Spectra

Several studies have demonstrated that 1H/2H exchange
has only limited effects in the 1760–1600 cm−1 fre-
quency range of the P700+/P700 FTIR difference
spectra from various organisms (Tavitian et al., 1986;

Hamacher et al., 1996; Breton et al., 1999; Kim et al.,
2002; Sivakumar et al., 2003) but, in our opinion, few
useful interpretations have been obtained from these
observations.

In a related study, Kim et al. (2002) have reported the
perturbation of a nonexchangeable S–H vibration from
a cysteine residue upon P700 photooxidation. Surpris-
ingly, the 2,551(+)/2,560(−) cm−1 differential signal
assigned to this mode decreases in amplitude by ∼50%
upon 1H/2H exchange but does not show the downshift
by ∼900 cm−1 expected for the S–D vibration.

C. FTIR of P740 Photooxidation in
Acaryochloris marina

PS I from this organism contains Chl d in which a
formyl replaces the vinyl group at position 2 of Chl a.
The P740+/P740 FTIR difference spectrum bear many
similarities with the P700+/P700 FTIR difference spec-
trum of Synechocystis sp. PCC 6803 including a mid-IR
electronic transition (Hastings, 2001; Sivakumar et al.,
2003). The P740+/P740 spectrum is more sensitive to
1H/2H exchange than the P700+/P700 spectrum and
bands at 2,727 and 2,715 cm−1 were tentatively as-
signed to the formyl group of the two Chl d molecules
in P740.

V. Comparison of the Results of FTIR and
of Magnetic Resonance Spectroscopy

A. The Localization of 3P700

From FTIR spectroscopy of 3P700 (Breton et al., 1999)
and comparison with the PS I structural model (Jordan
et al., 2001), it has been concluded that 3P700 is fully
localized on PA (Breton, 2001). The opposite conclu-
sion that 3P700 is mainly localized on PB has been
reached from magnetic resonance experiments inves-
tigating the effect of mutants on the axial ligands of
P700 (Krabben et al., 2000; Weber and Lubitz, 2001).
Recently, the later conclusion has been called into ques-
tion on the basis of the observation that the degree of
coupling of the pigments in the PS I RC is larger than
previously assumed in the analysis of the ADMR data
and it was stated that straightforward conclusions can-
not be drawn from this technique concerning the local-
ization of the triplet (Witt et al., 2002). It was also sug-
gested that the observation that the P700+/P700 and the
3P700/P700 �A spectra are affected in a similar way
by each of the various mutations (Krabben et al., 2000;
Witt et al., 2002) indicates that the triplet state and the
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positive charge are located on the same Chl. As dis-
cussed previously (Breton et al., 2002), it therefore fol-
lows from the statements in Witt et al. (2002) that the
results of ADMR and �A spectroscopy of P700 no
longer contradict the finding from FTIR spectroscopy
that 3P700 is fully localized on PA (Breton et al., 1999;
Breton, 2001).

B. The Issue of Charge/Spin Distribution
in P700+

Knowledge of the electronic structure of P700 and
P700+ is important to better understand the functional
properties of PS I. For example it is of interest to deter-
mine where in the P700+ dimer is localized the excess
positive charge as this is an important parameter related
to the mid-point redox potential, the charge transfer
properties of P700 and also, possibly, to the mecha-
nism of initial charge separation and the issue of unidi-
rectionality versus bidirectionality of electron transfer
in PS I. For these reasons, the structure of P700+ has
received considerable attention over the last 30 years.
Notably, a large number of investigations have been
performed with a variety of magnetic resonance tech-
niques. However, the conclusions have evolved over
a wide range of structures from symmetrical dimers
to fully localized monomers (see, e.g., Weber and
Lubitz, 2001). Up to now ENDOR has emerged as one
of the most prominent technique to address this issue
with the most detailed experimental work, performed
on oriented single crystals of PS I, leading to the con-
clusion that PB carries all or most (more than 85%)
of the spin density in P700+ while PA carries no or
little (up to 15%) spin density (Käss et al., 2001; We-
ber and Lubitz, 2001). Clearly, this conclusion is dif-
ficult to reconcile with our interpretation of the FTIR
data that concludes to a charge distribution between P+

A

and P+
B ranging from 1:1 to 2:1 in favor of PB (Breton

et al., 1999, 2002; Breton, 2001; Pantelidou et al.,
2004).

In the FTIR experiments, the charge density dis-
tribution between P+

A and P+
B has been assessed by

the relative magnitudes of signals assigned to the
change of bond order of the 9-keto and 10a-ester C=O
groups of the two Chls of P700 upon photooxidation
(Breton et al., 1999; Breton, 2001). This conclusion of
a rather symmetrical charge distribution in P700+ has
been further supported by an independent FTIR mea-
surement of the relative perturbation of the imidazole
C5–N� stretching mode of the His axial ligand of PA

and PB (Breton et al., 2002). Moreover, the assignment
scheme used to interpret the FTIR spectra (Table 1;

Breton et al., 1999; Breton, 2001) has been supported
by the results of studies of mutants at the ThrA739 site
(Witt et al., 2002; Pantelidou et al., 2004). On the other
hand, the conclusion that PB carries most of the spin
density in P700+ while PA carries no or little (up to
15%) spin density derived from ENDOR is based es-
sentially on the comparison of the sum of the assigned
proton hfcs of three methyl groups in P700+ with those
in isolated Chl a+ (Käss et al., 2001).

While seeking an explanation for such a stringent
discrepancy between the results of FTIR and of EN-
DOR, it was realized that several difficulties preventing
an unambiguous analysis of the ENDOR data on P700+

had been discussed by the authors of the magnetic res-
onance studies (Breton et al., 2002). These difficulties
were related, notably, to the lack of an assignment for
the hfcs corresponding to the methyl groups of P+

A and
to the unreliable comparison with Chl a+ in solution
(Käss et al., 2001; Weber and Lubitz, 2001). Addi-
tional complexity in the analysis of the ENDOR data
on the P700 axial mutants in C. reinhardtii was the
unexpected observation that only the hfcs assigned to
the methyl group attached to ring III of the Chl are af-
fected in the His PsaB axial ligand mutants while the
hfcs assigned to the methyl groups on rings I and II
are not affected (Krabben et al., 2000). This was taken
to indicate a modification in the local environment of
the ring III methyl group caused by a movement of
PB or a change in its conformation. Further complica-
tions were noticed with the ThrA739 mutants where
significant changes of the hfcs of the ring III methyl
group were observed (Witt et al., 2002). For the first
time a mutation affecting PA led to changes of the hfcs
of PB, which, according to (Witt et al., 2002), may be
interpreted as a spin density shift from P+

B to P+
A and

indicates electronic coupling between the two halves
of the P700+ dimer in wild type.

Our initial estimate of the charge distribution in
P700+ from FTIR measurements (Breton et al., 1999)
was based on the perturbation upon P700 photooxida-
tion of the 10a-ester and 9-keto C=O groups, which are
partially and fully conjugated to the P700 Chl macro-
cycles, respectively. As previously discussed (Breton
et al., 2002), the hfcs of the methyl group on ring III
being very sensitive to modifications of the neighbor-
ing exocyclic ring V (Krabben et al., 2000), it is there-
fore conceivable that a small change of the geometry
or of the local electrostatic interactions in this region of
P700+ upon various mutations may affect the minute
amount of spin localized on this specific methyl group.
Similarly, the unusually strong downshift of the fre-
quency of the 9-keto C=O group of PA indicates a
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drastic perturbation of ring V of this Chl. Such pertur-
bation may be responsible for the difficulties in assign-
ing the methyl group on ring III of PA.

Finally, the possibility that the spin distribution de-
rived from the proton ENDOR hfcs of three of the
methyl groups of P+

B diverges strongly from the ac-
tual charge distribution on the two Chls of P700+ is
a question that seems to have been raised only very
recently (Plato et al., 2003). This is an important is-
sue to assess the extent to which the present ENDOR
data can be used to derive information on the over-
all electronic structure of P700+ and, notably, on the
average distribution of the unpaired electron between
P+

A and P+
B . This essential question also bears directly

on the pertinence of comparing the results of FTIR
and ENDOR spectroscopy of P700+. Using semiem-
pirical quantum chemical calculations and the avail-
able coordinates (Jordan et al., 2001), it has been re-
cently concluded that, due to spin polarization effects,
the spin asymmetry could be significantly larger than
the charge asymmetry in P700+ (Plato et al., 2003). It
should be noticed, however, that such calculations on
proton hfcs in P700+ were performed using a structure
of the neutral state of P700 and not of P700+. In the
structure at 2.5 Å resolution, the positions of the hy-
drogen atoms are not available and the geometry of the
10a-carbomethoxy group of PA, as defined by the X-ray
coordinates (Jordan et al., 2001), is somewhat uncertain
(N. Krauß, personal communication). Therefore, these
calculations required some adjustment of input param-
eters (e.g., orientation of the vinyl groups, length of C–
CH3 bonds). Finally, it should also be noted that there
seem to be controversial aspects in such calculations,
at least for the case of Chl a+ (O’Malley and Collins,
2001). In conclusion, we are confident that FTIR differ-
ence spectroscopy, which provides direct experimental
information on the charge distribution between P+

A and
P+

B , will prove a useful approach to further elucidate
the electronic structure of P700+ in PS I of both native
and mutant organisms.

VI. Addendum

After submission of this Chapter two new publications
from the group of Hastings on the P700+/P700 FTIR
difference spectra of PS I have appeared (Li et al.,
2004; Wang et al., 2004). Several points or issues raised
in these publications have not been dealt with in the
present chapter and are worth a brief discussion. In
Wang et al. (2004) the P700+/P700 FTIR difference
spectra of PS I from Synechocystis sp. PCC 6803 glob-

ally labeled with either 2H or 15N was investigated.
These global labels are the same as those used by us
previously for the purpose of tentative identification of
carbonyl modes from protein and Chl (Breton et al.,
1999).

Wang et al. (2004) state that in the 3P700/P700 dif-
ference spectrum generated at 90 K on PS I particles
from Synechocystis sp. PCC 6803 (Breton et al., 1999)
it has never been shown that the triplet state was asso-
ciated with one of the Chl of P700. However, the use of
standard procedures and the control kinetics measured
in the visible (Breton et al., 1999) have shown that the
species investigated has the same properties as those
of the 3P700 species previously characterized by EPR
and ADMR. The authors also stress that the conclu-
sions from the FTIR studies of Breton et al. (1999) that
3P700 is localized on PA and that the charge in P700+ is
distributed between PA and PB are inconsistent with the
previous conclusions from magnetic resonance (Weber
and Lubitz, 2001). However, the validity of the latter
conclusions has been recently challenged by the au-
thors of the relevant studies themselves (Witt et al.,
2002; Plato et al., 2003).

Wang et al. (2004) interpret all the features in the
2H-minus-1H double-difference spectra between 1,720
and 1,670 cm−1 as originating exclusively from con-
tributions from 9-keto C=O groups of the P700 Chl.
They do not take into account the likely possibility
that some of these features are due to protein C=O
bands shifting upon 1H/2H exchange of the NH group.
Upon making the hypothesis that the 1,639 cm−1 band
is due to the 9-keto group of PA, they calculate that
1H/2H exchange of the OH group of Thr A739 should
lead to a 2–3 cm−1 downshift of the 9-keto mode of
PA and they indeed observe a downshift by 3 cm−1 of
the 1,639 cm−1 band. It is therefore difficult to under-
stand why they reject the assignment of the 1,639 cm−1

band to the 9-keto group of PA. We also note that the
result of this calculation contrasts their previous asser-
tion that the latter mode “should downshift consider-
ably upon uniform 2H-labeling of PS I” (Wang et al.,
2003).

The results of the global labeling study led Wang
et al. (2004) to reject their previous assignment of the
1,655/1,639 cm−1 differential signal to the C4=C5 im-
idazole mode of the two His side chains acting as ax-
ial ligands to the P700 Chls. However, no alternative
assignment for this large signal is provided. Further-
more, it is surprising that this signal is still consid-
ered as originating from a perturbation of the C4=C5

imidazole mode in the most recent publication from the
same group (Li et al., 2004).
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A FTIR study of the effect of mutations targeting the
side chains of PsaB amino acids close to P700 has been
recently reported (Breton et al., 2005). In this work, the
residue Tyr B718 of Synechocystis sp. PCC 6803, ho-
mologous to the Thr A739 residue donating a strong hy-
drogen bond to the 9-keto carbonyl of PA, was changed
for a Thr side chain. The P700+/P700 FTIR differ-
ence spectrum of this mutant provides evidence that
the 9-keto carbonyl of PB and P+

B engages a relatively
strong hydrogen bond in a significant fraction (40 ±
10%) of the reaction centers. Additional mutations on
the two PsaB residues homologous to those involved
in the main interactions between the PsaA polypeptide
and the 10a-carbomethoxy groups of PA affect only
marginally the vibrational frequency of the 10a-ester
C=O group of PB. The FTIR data on single, double,
and triple mutants at these PsaB sites indicate a plastic-
ity of the interactions of the carbonyl groups of PB with
the surrounding protein. However, these mutations do
not perturb the hydrogen bonding interactions assumed
by the 9-keto and 10a-ester C=O groups of PA and P+

A

with the protein and have only a limited effect on the
relative charge distribution between P+

A and P+
B .
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Summary

The mechanism of charge separation and the stabilization of separated charges in photosystem I (PS I) is considered
in comparison with reaction centers (RCs) in bacteria. The analysis of the X-ray crystal structures of the RCs together
with psec and fsec studies of charge separation coupled to nuclear motion in the system provides new insight into
the problem. A psec study of PS I RCs has shown that the primary charge separation takes place between P700∗

and the A-A0 complex. The three-dimensional structure of both the primary electron donor and acceptor shows a
possible pathway for electron transfer between P700 and the A-A0 complex that is governed by nuclear motions. A
fsec study of a coherent formation of the nuclear wavepacket on the potential energy surface of the excited state of
the primary electron donor P∗ and of the charge separated state P+A− (where A is the primary electron acceptor) in
native, pheophytin-modified and mutant reaction centers of Rhodobacter spaeroides was compared with X-ray and
psec data for PS I RCs. A mechanism of the charge separation and stabilization of separated charges in PS I RCs is
proposed.

∗Author for correspondence, email: shuvalov@issp.serpukhov. su

I. Introduction

The primary charge separation in reaction centers
(RCs) of oxygenic organisms and photosynthetic bac-
teria occurs between the excited state of the primary

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 291–300.
C© 2006 Springer.
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Fig. 1. The mutual arrangement of the Chl molecules of the primary electron donor P700 (A1 and B1) and the primary electron
acceptor complex A − A0 (B2 and A3) according to X-ray structure (Jordan et al., 2001). Central Mg ions of A1 and B1 are ligated
to histidines A680 and B660, respectively. The Mg ion of B2 is coordinated to the water molecule hydrogen-bonded to side chains
of Asn B591 (not shown). The central Mg ion of A3 is coordinated to the sulfur atom of Met B668 (not shown). Numbers show the
distances in Å.

electron donor [the chlorophyll (Chl) dimer P700 in
photosystem I (PS I), P680 in photosystem II (PS II),
and the bacteriochlorophyll (BChl) dimer P870 in bac-
teria] and the primary chlorophyll electron acceptor
[A0(Chl-690) in PS I (Shuvalov et al., 1986), Chl–
pheophytin in PS II (Klimov et al., 1977; Shuvalov
and Heber, 2003) and BChl-800 in bacteria (Shuvalov
et al., 1978), respectively]. These electronic interac-
tions are consistent with the X-ray structure analysis
of PS I (Jordan et al., 2001), PS II (Kamiya and Shen,
2003), and purple bacterial RCs (Michel et al., 1986;
Komiya et al., 1988), showing a close proximity be-
tween the primary electron donor and the monomeric
Chl in PS I and PS II, and the monomeric BChl in bac-
terial RCs. In contrast to PS II and bacterial RCs, in
which (bacterio)pheophytin ((B)Pheo) functions as the

Abbreviations: A1 and B1 – chlorophyll molecules of the primary
electron donor P700 in photosystem I; B2 and A3 – chlorophyll
molecules of A-A0 electron acceptor complex in photosystem
I, respectively; BA and HA – bacteriochlorophyll and bacterio-
pheophytin molecules, respectively, of primary and secondary
electron acceptors in bacterial reaction centers; PA and PB –
bacteriochlorophylls of the primary electron donor P870.

electron acceptor, in PS I the primary electron transfer
cofactors are entirely Chls.

II. Mutual Arrangement and Spectral
Properties of the Primary Electron Donor
and Acceptors

The P700 Chl molecules (B1 is a Chl a and A1 is a
C-132 Chl a epimer designated a′) are located in close
proximity to the C2 axis near the lumenal side of PS I
(Fig. 1). The perpendicular plane-to-plane distance be-
tween two Chls in P700 is 3.6 Å (Jordan et al., 2001).
Rings I and II of these molecules overlap partially with
the Mg2+ ions, which are separated by 6.3 Å. The per-
fect overlap of rings I of the two Chls is a character-
istic feature of P700. The central Mg2+ atoms of the
Chls constituting P700 as well as of other PS I Chls
are coordinated by axial ligands provided by two pro-
tein subunits PsaA and PsaB (Jordan et al., 2001). For
P700, these ligands are HisA680 and HisB660. This
type of coordination is similar to that found for P870
BChls in bacterial RCs. Interestingly, the transmem-
brane �-helices A-i and A-k and the water molecule in
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PS I can donate hydrogen bonds to PA1, whereas no
hydrogen bonding to PB1 is found. The latter molecule
is populated by ∼80% of the spin density localized on
P700+ (Kass et al., 2001). In contrast, PA1 should have
maximal electron spin density in the excited state P700∗

according to calculations by Plato et al. (1988). All
these features are similar to those observed for bacte-
rial P870.

A second pair of Chls (nearest to P700), called the
accessory Chls, or A2 and B2, are located about 7 Å
toward the central part of the membrane (Jordan et al.,
2001). They are ∼10 Å distant from the C2 axis, and
their porphyrin planes show similar angles of 27˚ and
31˚ relative to the membrane normal, respectively. The
center-to-center distances between the P700 Chls and
the accessory Chls are 11–12 Å. The mutual orientation
of accessory Chls with respect to P700 is very similar
to that of the accessory BChls-800 (BA and BB) in bac-
terial RCs (Michel et al., 1986; Komiya et al., 1988).
The A2 and B2 chlorophylls are not involved in any
hydrogen bonds. Their Mg2+ ions are unusually co-
ordinated by water molecules hydrogen-bonded to side
chains of AsnA640 and AsnB591, respectively (Jordan
et al., 2001).

Recent measurements of the formation of the 1,020-
nm absorption band characteristic of the radical an-
ion band of BChl (BA) have provided clear evidence
that Ba is the primary electron acceptor in purple bac-
terial RCs (Arlt et al., 1993; Schmidt et al., 1995;
Kennis et al., 1997; Yakovlev et al., 2002, 2003; Shu-
valov and Yakovlev, 2003). The spectroscopic data ob-
tained on PS I have indicated that the (A−

0 − A0) ab-
sorption difference spectrum had some contribution
from A2 and B2 (Hastings et al., 1995). This ob-
servation is consistent with the 3.9 Å distance be-
tween rings I of B2 and A3 (of the third pair of Chl
molecules called the electron acceptor A0) both repre-
senting an acceptor complex A-A0 (Fig. 1; Jordan et al.,
2001).

The third pair of Chls A3 and B3 has the closest
edge-to-edge distance of 13 Å with respect to Chls of
P700 and are located close to the central part of the
thylakoid membrane (Jordan et al., 2001). These posi-
tions are similar to those occupied by BPheo molecules
in bacterial RCs, one of which, BPheo HA, serves as
the secondary electron acceptor (Shuvalov and Klimov,
1976). A0 is thought to be a first spectroscopically-
resolved electron acceptor in PS I (Shuvalov et al.,
1986). Notably, the A0 Chl molecules of both pigment
branches are unusually coordinated by the sulfur atoms
of MetA688 and MetB668 (distance Mg–S is about
2.6 Å), respectively (Jordan et al., 2001). This type of

Fig. 2. Difference absorption spectra of (A−
0 − A0) obtained

by subtraction of the spectrum of (P700+ − P700) from the
psec difference spectra measured at 21 psec in the presence
of neutral electron acceptors (dashed) and at 370 psec in the
presence of reduced electron acceptors (A1 and Fe–S centers)
(solid) in photosystem I complexes excited at 710 nm and at
293 K. (From Shuvalov et al. (1986))

coordination together with hydrogen bonding between
the hydroxyl groups of tyrosine YA696 and YB676 and
the keto-oxygens of rings V of A3 and B3 (Jordan et al.,
2001) may determine the unusual low-redox potential
of A0 of about −1.02 V (Brettel, 1997). The specific
spectroscopic properties of A0 (the position of the cen-
tral absorption band around 685–695 nm (Shuvalov
et al., 1986; Fig. 2) suggests that it is not a monomeric
pigment but most likely a product of a resonance in-
teraction between B2 and A3 and between A2 and B3
(Fig. 1). The findings that the components of these pig-
ment pairs are in close contact with each other (ring
I-to-ring I distance of 3.9 Å) and that their chlorin
planes are roughly parallel (Fig. 1) would be consis-
tent with such a suggestion.

III. Kinetics of Primary Charge
Separation and Secondary Electron
Transfer

The kinetics of formation and decay of P700+A−
0 have

been measured using different approaches. The papers
in the field reveal common features in spite of differ-
ences in the preparations (PS I samples from cyanobac-
teria, green algae, and higher plants were employed).
From optical measurements, it has been concluded that
in spinach PS I particles, the formation and decay of
P700+A−

0 occurs in less than 10 psec and within 32
psec, respectively (Shuvalov et al., 1986). The decay of
P700+A−

0 in a PS II deletion mutant from the cyanobac-
teria Synechocystis sp. occurred within 21 psec under
high excitation-intensity conditions (Hastings et al.,
1994). For three species of PS I, the equilibration pro-
cess between energy transfer and charge separation was
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Fig. 3. (a) Kinetics of the 935-nm band of the P∗ stimulated emission and of the 1,020-nm absorption band of the state P+B−
A in

Pheo-modified Rb. sphaeroides R-26 RCs. (b) Kinetics of the 1,020-nm band of the P+B−
A state in the YM210W mutant RCs of Rb.

sphaeroides and in their dry film (close to zero line). (c) Spectra of Fourier transform of the oscillatory part of the 935-nm kinetics
for Pheo-modified RCs of Rb. sphaeroides R-26 (thick curve) and for their dry film (thin curve). (d) Spectra of Fourier transform of
the oscillatory part of the 1,020-nm kinetics for Pheo-modified R-26 RCs (thick) and for their dry film (thin). Measurements were
performed at 90 K using 20-fsec excitation at 870 nm. (From Yakovlev et al. (2002b))

found to be within 3.7–7.5 psec, and reoxidation of A−
0

within 20 psec (Hastings et al., 1995). The charge sep-
aration time was estimated to be 1–4 psec in a Syne-
chocystis sp. PCC 6803 mutant, in which PS I was
the sole chromophore in the photosynthetic membrane
(DiMango et al., 1995). The primary charge separa-
tion rate in PS I of maize was estimated to be 1–2
psec−1 (Croce et al., 1996). The radical pair P700+A−

0

formed with the 1.3 psec rise kinetics after creation of
P700∗ and decayed within ∼13 psec in Synechocystis
sp. PCC 6803 (Savikhin et al., 2001) (see Savikhin,
this volume, Chapter 12). This decay kinetics is faster
than that found by other groups. In spinach PS I par-
ticles containing only 12–13 Chls per P700 the rise
time of P700+ was biphasic: 0.8 psec (50%) and 9 psec
(50%) (Kumazaki et al., 2001). In PS I of Acaryochlo-
ris marina that contains Chl d instead of Chl a, the
rise and decay of the primary charge separation pro-
ceed with time constants of 7.2 and 50 psec, respec-
tively (Kumazaki et al., 2002). The study of the pri-
mary charge separation by ps photovoltage measure-
ments revealed the rise and decay time of P700+A−

0

within 22 and 50 psec, respectively (Hecks et al., 1994).
The longer rise time for P700+A−

0 formation could
be due to a limited time resolution of the photovolt-
age experiments. The average values for the rise and
decay time of P700+A−

0 , calculated from all above-
mentioned data, are about 3.7 and 33 psec, respectively.
The charge separation time in PS I is consistent with

that observed for bacterial RCs between P870∗ and BA

[about 3.5 psec at room temperature (Yakovlev et al.,
2002a)].

IV. The Comparison of Mechanisms of
the Primary Charge Separation in
Photosystem I and Bacterial Reaction
Centers

A. A Possible Electron Transfer Pathway

The close similarity of the mutual arrangements of the
pigments in PS I and in bacterial RCs suggests a com-
mon mechanism of charge separation and stabilization
of separated charges. Therefore, it is reasonable to con-
sider these mechanisms for PS I in comparison with
those studied intensively in purple bacteria, for which
the positions of all atoms in the RC are known (Michel
et al., 1986; Komiya et al., 1988).

Vos and coauthors (1993, 1994, 2000) have sug-
gested to use laser pulses with duration of less than 30
fsec to produce nuclear wavepackets on the potential
energy surface of the excited state P∗, thereby provid-
ing a powerful tool to study electron transfer (ET) re-
actions between pigments. Coherent fsec spectroscopy
offers also the possibility to register vibrational and ro-
tational modes of some molecular groups involved in
charge separation. Thus low frequency modes in the
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Fig. 4. View (Brookhaven Protein Data Bank, number 1PRC) of special pair of bacteriochlorophylls PA and PB, monomeric bacteri-
ochlorophyll BA of Rps. viridis RCs. His M200, liganding the Mg ion of PB, is connected by hydrogen bond via H2O to oxygen of the
keto carbonyl group of ring V of BA. Thus PB is connected to BA via a sequence of the following polar groups: Mg(PB)–N–C–N(His
M200)–H–O–H(water)–O=BA which could represent a pathway for the electron transfer from P∗ to BA. The rotation of the water
molecule in such a system with 32 cm−1frequency and its overtones is induced by the electron flow from P∗ to BA. Oxygen of acetyl
group of ring I of PB is hydrogen-bonded to oxygen of Tyr M195 (analogous to M197 in Rb. sphaeroides RCs). The distance between
oxygen of Tyr M208 (analogous to M210 in Rb. sphaeroides RCs) is about 4.7 Å from PA and BA atoms having maximal electron
spin density for P+ and B−

A (see text for details). Numbers show the distances in Å.

range of 10–500 cm−1 were found in the oscillatory
part of the kinetics of the decay of the stimulated emis-
sion from P870∗. Further developments of these studies
are provided by the measurements of fsec oscillations
in the product kinetics at 1,020 nm, representing the
formation of the radical anion of the primary elec-
tron acceptor Ba [BChl monomer in the photoactive
A-branch absorbing at 800 nm in Rhodobacter (Rb)
sphaeroides RCs] (Yakovlev et al., 2002a,b, 2003; Shu-
valov and Yakovlev, 2003). It has been found that fsec
oscillations in the product kinetics are in phase with
fsec oscillations in the decay kinetics of the P∗ stimu-
lated emission in the long-wavelength band at 940 nm
and out-of-phase with those of the short-wavelength
emission of P∗ at 900 nm. The Fourier transform of
the oscillatory part of the kinetics at 940 and 1,020 nm
includes two main bands, one of which belongs to the
vibrational mode at ∼130 cm−1 and another associated
with the water HOH55 rotational mode at 32 cm−1 with
its overtones (Fig. 3).

The activation of the 32 cm−1 rotation mode with
its overtones has been suggested to be due to the
electron transfer from P∗ to Ba via a set of po-
lar groups N–Mg(PB)–N–C–N(HisM202)–HOH55–
O=(Ba), containing water molecule at the position 55
(see Brookhaven Protein Data Bank, 1AIJ; Fig. 4). This
chain seems not to be conserved in PS I RCs (Jordan
et al., 2001).

The vibrational mode at ∼130 cm−1 represents some
nuclear motions that are of particular interest. Water
evaporation from Rb. sphaeroides RCs is accompanied
by a considerable decrease of the 32 cm−1 mode and
its higher overtones both in the decay kinetics of stim-
ulated emission from P∗ and in the product kinetics at
1,020 nm (Fig. 3). Remarkably, the mode at 130 cm−1

was not influenced by water removal. A similar mode at
150 cm−1 has also been observed in the YM210L mu-
tant of Rb. sphaeroides in which the rate of primary
charge separation was strongly slowed down by re-
placement of tyrosine M210 for leucine. The mutation
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Fig. 5. Femtosecond kinetics of �A (a), its oscillatory part (b),
and the spectrum of Fourier transform of the oscillatory part
(c) for the 935-nm band in RCs of mutant YM210L (thin) and
double mutant YM210L/FM197Y (thick) of Rb. sphaeroides in
glycerol-TT buffer at 90 K. RCs were excited by 20-fsec pulses
at 870 nm. Figure for YM210L mutant is from Yakovlev et al.
(2003).

YM210L leads to the simplest pattern of the oscilla-
tions in the kinetics at 940 and at 1,020 nm, showing
a reversible electron transfer between P∗ and BA in the
absence of the stabilization of separated charges in the
state P+B−

A (Yakovlev et al., 2003; see Fig. 5). These
facts suggest that the 130–150 cm−1 mode is not related
to ET reactions but reflects properties of the primary
electron donor P870.

To obtain more information on the origin of the
130–150 cm−1 mode, we studied fsec oscillations in
RCs of the double mutant YM210L/FM197Y of Rb.
sphaeroides. In addition to the simplification of the ki-
netics caused by the YM210L mutation, the second
mutation introduced a new tyrosine residue at the po-
sition M197 that was found to donate a hydrogen bond
to the acetyl carbonyl group of ring I of PB (Kuglstat-

ter et al., 1999). Note that a similar bond is naturally
observed in RCs from Rps. viridis (Fig. 4; Michel et
al., 1986), in which primary ET rates are even higher
than in Rb. sphaeroides RCs. One could suggest that the
new hydrogen bonding to PB provided by the FM197Y
mutation might affect the vibrational modes activated
by light excitation of P (Fig. 4).

Figures 5 and 6 show that in the YM210L/FM197Y
double mutant RCs, the frequency of the initial oscil-
lations in the kinetics of P∗ stimulated emission at 940
nm and in the product kinetics at 1,020 nm are shifted
from 150− to ∼100 cm−1. This frequency shift to a
lower value seems to result from an increase of the ef-
fective mass of some part of the oscillating molecular
group (retarding its motion) and can be tentatively ra-
tionalized in terms of hydrogen bond formation. An
increase of the effective mass of the acetyl group of the
pyrrol ring I of PB is because of its involvement in the
hydrogen bond with OH-TyrM197 would mean that the
pyrrol ring I of PB is involved in the nuclear motion in-
duced by fsec excitation of P. A similar low-frequency
shift has been observed for the P∗ stimulated emission
in RCs of the FM197H mutant of Rb. sphaeroides (Vos
et al., 1993, 1994, 2000) due possibly to formation of
a new hydrogen bond between the acetyl carbonyl of
ring I of PB and HisM197 (Michel et al., 1986). In
the symmetrical HL168F mutant, in which the natural
hydrogen bond between the acetyl carbonyl group of
ring I of PA and HL168 was removed, the frequency
changes were not so evident (Rischel et al., 1998).

In the light of this assumption, the fsec oscillations
with the frequencies in the range of 130–150 cm−1

found in the kinetics of both stimulated emission from
P∗ and the product P+B−

A reflect the motion of PB with
respect to PA in the space of overlapping of rings I
of PA and PB. One of the consequences of this mo-
tion might be the formation of an excited molecular
complex by a charge transfer interaction similar to the
well-known appearance of excimer and exciplex com-
plexes between aromatic cycles of excited dyes in a
solution (Beens and Weller, 1975). These molecular
dimers formed in the excited state of dyes are charac-
terized by a parallel orientation of conjugated electron
systems of two molecules with a partial charge transfer
from one molecule to another. Eximer and exciplex for-
mation is accompanied by a long-wavelength shift of
the fluorescence with respect to the monomeric dyes.
It is reasonable to expect the formation of such excited
dimers between two (B)Chls in P870 and P700 when
ring I of PB is in a position closest to ring I of PA. The
appearance of the long-wavelength stimulated emis-
sion from P∗ at 940 nm could be interpreted as a result
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of a “dynamic” formation of the exciplex between PA
and PB.

Using theoretical calculations, it has been found
(Plato et al., 1988) that in the excited state P∗ the charge
between PA and PB is not equally distributed, but is
shifted from PA to PB in the proportion of 0.74–0.24
(see Lubitz, this volume, Chapter 17). This would mean
that when wavepacket is created on the P∗ potential en-
ergy surface the nuclear motion of PB with respect to
PA is accompanied by a long-wavelength shift of stim-
ulated emission and by charge transfer from PA to PB.
When the distance between the pyrrol rings I of PA and
PB is the closest, the maximal electron spin density
displacement from PA to PB occurs, and the maximal
long-wavelength shift of the stimulated emission from
P∗ takes place.

The measurements of the product kinetics at 1,020
nm provide new insight to this problem. The similarity
of the FT spectra for the 935 and 1,020 nm kinetics in
the YM210L mutant and their similar changes in the
double mutant YM210L/FM197Y show that the low
frequency modes seen in the P∗ stimulated emission
are active in the ET process between P∗ and BA. The
appearance of the stimulated emission at 940 nm is ac-
companied by the appearance of an electron on the BA

molecule (Figs. 5 and 6). This can be taken as an addi-
tional indication of the charge redistribution between
PA and PB (PA�+PB�−) in P∗. In other words, it is rea-
sonable to suggest that the formation of a component
with the PA�+PB�− character in the P∗ state leads to
ET from PB�− to BA via a polar bridge N–Mg(PB)–N–
C–N(HisM202)–HOH55–O=(BA) connecting PB and
BA (see Fig. 4).

A detailed inspection of the mutual arrangement of
the Chls of P700, including the B1 and A1 molecules,
and of the electron acceptor complex A−A0 includ-
ing B2 and A3 demonstrates that both the donor and
acceptor are constituted by a Chl dimer with perfect
overlap of rings I in each case (Fig. 1). This is a strik-
ing, new feature of the arrangement of the primary
electron donor and acceptor systems in PS I RCs that
is not realized in bacterial (Michel et al., 1986) and PS
II (Kamiya and Shen, 2003) RCs. In bacterial RCs the
overlap of any of the rings of BA and HA is not ob-
served (Michel et al., 1986; Komiya et al., 1988). The
mutual arrangement of donor and acceptor Chl dimers
in PS I (Jordan et al., 2001) can suggest a possible
mechanism of charge separation between P700∗ and
the A−A0 complex.

The question about the pathway of the electron trans-
fer from P700 to A−A0 is of interest for further dis-
cussion. The closest distance of 3.7 Å between the

Fig. 6. Femtosecond kinetics of �A (a), its oscillatory part (b),
and the spectrum of Fourier transform of the oscillatory part (c)
for the 1,020-nm band in RCs of mutant YM210L (thin) and
double mutant YM210L/FM197Y (thick) of Rb. sphaeroides in
glycerol-TT buffer at 90 K. RCs were excited by 20-fsec pulses
at 870 nm. Figure for YM210L mutant is from Yakovlev et al.
(2003).

two dimers is represented by the distance between the
two methyl groups of ring I of A1 and ring III of B2
(Fig. 1). However, both groups are hydrophobic and
not involved in the conjugated systems of macrocy-
cles of A1 and B2. According to calculations of Plato
et al. (1988), the maximal electron spin density in the
excited state of dimer P∗ is located on the nitrogen
atoms of rings II and III of PB in bacterial RCs or cor-
respondingly of A1 in PS I RCs (Kass et al., 2001).
Then, the most effective pathway for ET from P700∗ to
A0 would be as follows: N(II, IV)–Mg(A1)–NCH(His
A680)–O(B2). From Fig. 1, one can find that His A680
closest to nitrogen atoms coordinating Mg2+ of A1
(N atoms of rings II and IV are mostly populated by
electron spin density in P∗ according to Plato et al.,
1988) is surrounded by three oxygen atoms of ring
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V of B2 with minimal distance of 2.9 Å between His
A680 and B2. If H atom of the CH group of His is taken
into consideration, then this distance can be decreased
by 1 Å. Thus, the ET from P700∗ to A0 might be car-
ried out via His A680 collecting an electron density of
A1 in P700∗ and transmitting it to the oxygen atoms of
ring V of B2.

B. Stabilization of Separated Charges in
Photosystem I and Bacterial Reaction
Centers

In bacterial RCs, the stabilization of separated charges
on P870+ and B−

A was considered in terms of the
participation of the OH group of TyrM210 (Shuvalov
and Yakovlev, 2003; Yakovlev et al., 2003). In fact,
TyrM210 (M208 in Rps. viridis) is separated by 4.8 Å
from the closest C atom of ring IV of PA, having maxi-
mal electron spin density on P870+ and by 4.7 Å from
the N atom of ring II of BA, having maximal spin den-
sity on the radical anion B−

A, according to (Plato et al.,
1988).

As mentioned above, fsec oscillations in the kinet-
ics at 935 and 1,020 nm are observed in the mutant
YM210W at 90 K; these oscillations demonstrate the
simplest pattern observed until now (Fig. 3). The decay
of the stimulated emission at 935 nm and the accumu-
lation of the state P+B−

A are considerably delayed, es-
pecially at low temperature (up to ∼300 psec at 90 K)
in agreement with earlier observations (see Vos et al.,
1996 for refs.). Even in this case, seven peaks of fsec
oscillations with a low amplitude are observed in both
kinetics with a period of ∼215 fsec and a frequency of
∼145 cm−1 (Figs. 5 and 6).

For a dynamic stabilization of P+B−
A two possibili-

ties can be considered. (i) An electron from P∗ is trans-
ferred to the higher vibrational level on the P+B−

A po-
tential energy surface followed by vibrational relax-
ation to the lowest level according to well-known mod-
els (see Bixon et al., 1988 for refs.). (ii) Stabilization
takes place due to a reorientation of surrounding groups
when P+B−

A is reversibly formed. In the latter case, the
symmetrical arrangement of the potential surfaces of
P∗ and P+B−

A can be realized with the maximal possible
rate of ET from P∗ to BA. When the nuclear wavepacket
motion on the P∗ surface approaches the intercrossing
point between two surfaces, both states, P∗ and P+B−

A,
are registered. The wavepacket goes back to the P∗

surface if there are no additional changes in the nu-
clear position. However, these changes can be induced
by reorientation of the surrounding polar group such as

Oδ−Hδ+ of TyrM210 (TyrM208 in Rhodopseudomonas
viridis; Fig. 4). In the absence of YM210, the oscilla-
tions with period of 215 fsec at 1,020 nm are not per-
turbed within ∼1.5 psec (Fig. 3b). It would mean that
the motion of Hδ+of OH-TyrM210 toward B−

A could
lower the energy of P+B−

A with respect to that of P∗,
thus stopping coherent oscillations in the system (the
oscillations are suppressed within 0.5 psec, not shown).

The estimations of the energy difference in the sys-
tem were performed (Yakovlev et al., 2003) for two
positions of Hδ+ of OH-TyrM210 with respect to PA

and BA having mostly positive and negative charges,
respectively, in P+B−

A (Plato et al., 1988). In the first
position, a dipole Oδ−Hδ+ of TyrM210 is perpendicu-
lar to a line running between C–N(IV) of PA and N(II)
of BA, which are the closest neighbors to TyrM210 and
mostly populated by positive and negative charges, re-
spectively, in the state P+B−

A (Plato et al., 1988). This
position was suggested to correspond to the neutral
states PBA or P∗BA. In the second position, Hδ+ of OH-
TyrM210 is on a line connecting Oδ− of OH-TyrM210
and N(II) of BA. This position is assumed to be re-
alized when Hδ+ is attracted and repulsed by B−

A and
P+

A, respectively, in the stabilized state P+B−
A. The en-

ergy difference between two positions was estimated
to be ∼890 cm−1. The experimental energy difference
between P∗ and P+B−

A in the stabilized state P+B−
A in

Pheo-modified RCs was found to be 350–550 cm−1

(Shuvalov and Yakovlev, 1998). Thus, the energy of
890 cm−1 is enough to stabilize an electron on B−

A if
Hδ+ of OH-TyrM210 is shifted to BA direction during
charge separation.

The presence of a similar tyrosine in the structure of
PS I RC is not evident. Indeed, TyrA735 and TyrA603
(and ThrA743) (Jordan et al., 2001) are too far from
B2 and A3 to influence considerably the free energy
of P700+A−

0 . Other candidates for a stabilizing func-
tion might be water molecules coordinating Mg2+ in
B2 and A2 (Jordan et al., 2001). The most interesting
process that could participate in the charge stabiliza-
tion between P700+ and A–A−

0 might be related to the
change in the distance between overlapping rings I of
B2 and A3 when an electron is transferred to A−A0

complex. However, the mechanism of the stabilization
of the separated charges in PS I needs to be clarified.
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Summary

Fourier transform infrared (FTIR) difference spectroscopy is a useful tool for the study of the structural details of
electron transfer cofactors (and their binding sites) in photosynthetic complexes. To date, most FTIR difference
spectroscopic studies of photosynthetic complexes have been static experiments in the sense that a steady-state
population of an excited state species is photo-accumulated. In intact Photosystem I (PS I) particles the P700+A−

1

state is short-lived, and not easily studied using static FTIR difference techniques. Time-resolved techniques are
required. In this article the use of time-resolved step-scan FTIR difference spectroscopy for the study of the
P700+A−

1 state in intact PS I particles from cyanobacteria is described. With reliable P700+A−
1 FTIR difference

spectra it is possible to construct A−
1 /A1 FTIR difference spectra. The main obstacle to obtaining reliable A−

1 /A1

FTIR difference spectra is the sensitivity of the time-resolved step-scan FTIR approach. Until now, no A−
1 /A1

FTIR difference spectra have been obtained using intact PS I particles. In this article, recent work in our lab is
described where we have used low-temperature (77 K), time-resolved step-scan FTIR difference spectroscopy to
generate A−

1 /A1 FTIR difference spectra for intact cyanobacterial PS I particles that are unlabeled, deuterated,
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C© 2006 Springer.
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15N, and 13C labeled. From a consideration of the isotope-induced band-shifts, assignments for specific bands in
the difference spectra are proposed.

I. Electron Transfer Processes in PS I

Knowledge of the timescales of the various electron
transfer (ET) processes in Photosystem I (PS I) un-
der various sets of conditions is essential for decid-
ing which approach to take in time-resolved step-scan
FTIR difference spectroscopic (TRSS FTIR DS) mea-
surements (see section IV). Therefore, a very brief sum-
mary of the time constants governing relevant ET pro-
cesses in PS I will be presented.

Upon photo-excitation of P700 an electron is trans-
ferred to a nearby Chl-a acceptor called A0 (Brettel,
1997). The photo-generated radical pair is stabilized
by further ETs. From A0 an electron is transferred to
A1 [a phylloquinone (PhQ) molecule, also called vita-
min K1], then to Fx (an iron sulfur cluster) and then to
a terminal set of iron-sulfur clusters designated FA/B

(Brettel, 1997).
In PS I two symmetrical sets of ET cofactors are

bound to the two membrane-spanning protein subunits
called PsaA and PsaB. In this article the cofactors that
are bound to PsaA and PsaB will be distinguished. The
PhQs bound to PsaA and PsaB will be called A1−A

and A1−B, respectively. Similarly, the primary electron
accepting chlorophyll cofactors will be called A0−A and
A0−B. Finally, the pigments of P700 bound to PsaA and
PsaB will be called PA and PB, respectively.

In cyanobacterial PS I particles from Synechocystis
sp. PCC 6803 at room temperature (RT) forward ET
from A−

1 to FX is characterized by time constants of
∼10 and ∼280 ns (Xu et al., 2003b). Both the fast and
slow phases are observable at low temperature. The
fast phase is temperature independent (Agalarov and
Brettel, 2003). Since the fast phase has a lifetime of

Abbreviations: ADC – analog to digital converter; AU – ab-
sorbance units; A0−A – primary electron acceptor in photosys-
tem I bound to PsaA; A1−A – secondary electron acceptor in
photosystem I bound to PsaA; Chl-a − chlorophyll-a; C=O –
carbonyl; C–O – semiquinone carbonyl; DS – difference spectra,
spectrum, spectroscopic, or spectroscopy; ET – electron trans-
fer; FTIR – Fourier transform infrared; μs – microsecond; ns –
nanosecond; H-bond – hydrogen bond; PA – chlorophyll of P700
bound to PsaA; PS I – photosystem I; PBRCs – purple bacte-
rial reaction centers; PhQ – phylloquinone (2-methyl-3-phytyl-
1,4-naphthoquinone); Rb. – Rhodobacter; Rps. – Rhodopseu-
domonas (now known as Blastochloris); RT – room temperature;
TR – time-resolved; TRSS – time-resolved step-scan.

∼10 ns, it is impossible to study this transient species
at any temperature using TRSS FTIR DS (see below).
The slow phase shows a pronounced slowing as the
temperature is decreased, with an activation energy of
110–220 meV (Schlodder et al., 1998). As the temper-
ature is lowered, forward ET from A−

1 to FX slows and
is eventually replaced by P700+A−

1 recombination. At
77 K the slower phase has a lifetime of ∼245 μs, and
can be studied using TRSS FTIR instrumentation with
5 μs time resolution (see below).

In cyanobacterial PS I at RT P700+F−
A/B recombines

in tens to hundreds of milliseconds. At 77 K the
P700+F−

A/B state is formed irreversibly in ∼35% of PS
I particles (Schlodder et al., 1998). In ∼20% of the PS I
particles the radical pair states P700+F−

X recombines in
∼5–100 ms, while in ∼35% of the particles P700+A−

1

recombines in ∼245 μs (Schlodder et al., 1998). In
static photo-accumulation experiments at 77 K, it is
mainly the P700+F−

X and P700+F−
A/B states that are ac-

cumulated. The iron sulfur clusters do not contribute to
FTIR DS in the 2,000–1,000 cm−1 region (Hastings et
al., 2001). Therefore, the FTIR DS photo-accumulated
at 77 K is purely due to P700 and P700+, and will be
simply referred to as the P700+/P700 FTIR DS.

Up until recently it had been assumed that ET in
PS I was unidirectional, as is the case in PS II and
purple bacteria. Recently, however, it has been sug-
gested that ET is bidirectional in PS I from Chlamy-
domonas reinhardtii (Guergova-Kuras et al., 2001). In
PS I from C. reinhardtii forward ET from A−

1 to FX is
biexponential, and characterized by time constants of
13 and 143 ns that represent ET down both branches
(Guergova-Kuras et al., 2001). From the amplitudes of
the two kinetic phases it was suggested that there is ap-
proximately an equal amount of ET down each branch
(Guergova-Kuras et al., 2001). In contrast, in cyanobac-
terial PS I particles from Synechocystis sp. PCC 6803,
ET proceeds with lifetimes of 10 and 280 ns. However,
ET is dominated by the slow phase, which represents
ET down PsaA (Xu et al., 2003a,b). This fact, along
with the results of Schlodder et al. (1998), indicate that
the recombination reaction observed at 77 K is between
P700+ and A−

1−A. So, TRSS FTIR DS measurements
with 5 μs time resolution can be used to directly study
A1−A in cyanobacterial PS I at 77 K. This is in fact a
useful and quite fortuitous result. The A−

1 /A FTIR DS
will contain contributions from only one, rather than
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two, quinones. Therefore, analysis of the spectra will
be considerably simplified.

II. Instrumentation for TRSS FTIR DS

FTIR DS has been applied to a number of large pro-
tein complexes (>100 kDa) (Braiman and Rothschild,
1988), including photosynthetic complexes (Mäntele,
1993, 1995; Nabedryk, 1996; Breton, 2001). Mod-
ern FTIR difference techniques routinely have suffi-
cient sensitivities to detect single bonds in large pro-
teins (Mäntele, 1993, 1995; Nabedryk, 1996; Breton,
2001). Most of the FTIR studies performed to date on
pigment–protein complexes are static experiments in
the sense that a steady-state population of an excited
state species is accumulated. For example, at 77 K,
P700+F−

X recombines in 5–100 ms, and a static pop-
ulation can be easily photo-accumulated. For studies
of transient intermediates with lifetimes in the nano-
microsecond regime, static photo-accumulation exper-
iments are difficult, if not impossible, and several new
time-resolved approaches to FTIR DS have appeared
(Gerwert, 2001). One of the most useful approaches is
time-resolved step-scan FTIR difference spectroscopy
(TRSS FTIR DS) (Uhmann et al., 1991). In this type of
experiment, the interferometer mirror moves in discrete
jumps, instead of moving smoothly and continuously
as in normal FTIR experiments. At each discrete mirror
position, samples are excited by a pulsed laser, for ex-
ample, and a temporally digitized transient is obtained.
Usually, the results of several laser flashes are averaged
at each mirror step, to improve the signal-to-noise ra-
tio. For studies of PS I in our lab, we typically average
only 10–20 laser flashes at each step. The laser flash
repetition rate is usually 10 Hz. Therefore, any single
TRSS FTIR DS experiment requires accumulating re-
sults from typically thousands of laser flashes. TRSS
FTIR DS requires that the systems studied must fully
recover prior to each laser flash. A method for using
TRSS FTIR DS to study irreversible systems has been
outlined (Rammelsberg et al., 1999). However, this ap-
proach is difficult to implement and, so far, no other
TRSS FTIR DS studies of irreversible systems have
been reported.

A. Data Acquisition Times, Spectral
Coverage, and Spectral Filtering

In TRSS FTIR DS the number of mirror steps depends
on: (1) The spectral resolution required. (2) Whether
single or double-sided interferograms are collected. (3)

The spectral region one wishes to cover. For studies of
PS I at 77 K (see below), we typically collect double-
sided interferograms, with spectral resolution set at
4 cm−1, covering the 2,105–1,060 cm−1 spectral re-
gion. This requires sampling the interferogram 946
times (946 mirror steps). If the laser is fired at 10
Hz, and the results of 20 laser flashes are coadded,
then a single TRSS FTIR experiment requires 18,920
laser flashes, which requires at least 31.5 min to col-
lect. For PS I we also typically average the results of
30–60 TRSS FTIR experiments. Thus the spectra from
TRSS FTIR DS shown below have taken 15.75–31.5
h to collect. We have also undertaken TRSS FTIR DS
experiments over the whole of the 5,000–1,000 cm−1

region (Anderson et al., 2001, 2002). In these experi-
ments data was collected at a spectral resolution of 32
cm−1 or 64 cm−1, to reduce the number of mirror steps
(and hence the acquisition time) required to complete
a step-scan run.

A crucial point for FTIR DS in general is that no
probing light at frequencies outside the spectral region
covered should reach the detector. Light with frequen-
cies outside the spectral region covered are sampled (by
the interferometer) and appear to have a frequency that
is within the spectral region covered. This process is
known as “folding” (Griffiths and de Haseth, 1986) and
it leads to artifacts in the resulting spectra. To overcome
this folding problem, optical filters are used to totally
block light outside the spectral region of interest. If this
light cannot be blocked, then the spectral region covered
should be increased accordingly. For studies of PS I at
77 K, we typically filter the IR beam using two 2,000–
1,000 cm−1 band-pass filters (Fig. 1). One is placed
before the sample while the other is mounted directly
onto the detector. The later filter prevents actinic laser
light from reaching the detector. We also incorporate
six CaF2 windows into the system (two 4 mm thick win-
dows to seal the interferometer sample compartment,
two 4 mm thick windows for the cryostat shroud, and
two 2 mm thick windows for the sample). These CaF2

windows totally block all light below ∼1,200 cm−1.

B. Factors Limiting Time Resolution in TRSS
FTIR DS

The different setups for μs and ns TRSS FTIR DS are
shown in Figs. 1A,B, respectively. The time resolution
is determined by: (1) The laser pulse-width. (2) The
detector response time. (3) The bandwidth of the ana-
log to digital converter (ADC). Aspects of these three
devices are discussed below.
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Fig. 1. Experimental Layout For (A) 5 μs and (B) 10 ns TRSS FTIR Measurements.
(A) 1. Q-Switched Nd:YAG laser. 8 ns pulses at 355, 532 and 1,064 nm. A 532 nm pumped. OPO is mounted inside the laser, and
pulses from 680 to 2,200 nm can be produced; 2. FTIR spectrometer. Chamber is continuously purged with nitrogen gas; 3. Infrared
output beam from a globar; 4. Interferometer equipped with KBr beamsplitter; 5. 1,000–2,000 cm−1 band-pass filter; 6. Sample;
7. 1,000–2,000 cm−1 band-pass filter; 8. MCT detector; 9. Fast preamplifier which can be AC or DC coupled. The DC coupled
preamplifier has a variable offset; 10. 16-bit, 200 kHz ADC; 11. Computer; 12. Laser lamp firing triggers interferometer mirror to
step; 13. Interferometer settles and triggers acquisition electronics. There is a 135 or 180 μs delay between the lamp firing and the
laser pulse reaching the sample. (B) Components 1–7 are the same as A; 8. 200 MHz MCT detector with dual AC and DC coupled
preamplifier outputs. The DC preamplifier also has variable offset; 9. AC and DC coupled amplifiers; 10. 100 or 40 MHz ADC
boards; 11. Computer; 12. Stanford Research Systems Digital Delay generator; 13. Laser lamp firing sends a TTL signal to digital
delay generator (12); 14 .Delay generator sends a trigger pulse to the acquisition electronics after a variable time delay, for example
∼179 μs. The interferometer mirror is also signaled to step. If the laser pulse is delayed 180 μs after the laser lamp fire, the laser
pulse reaches the sample ∼1 μs after the acquisition has started.

1. Typically, Q-switched YAG lasers (coupled to
a dye laser or optical parametric oscillators to
generate excitation pulses with variable wave-
length) are used in TRSS FTIR DS experiments.
These lasers generally have pulse-widths of 5–
10 ns and are not a major factor limiting time
resolution.

2. The detector response is an important factor in
TRSS FTIR DS experiments, with different de-
tectors generally being used for μs and ns TRSS
FTIR experiments. For μs TRSS FTIR exper-
iments typically a mercury cadmium telluride
(MCT) detector, with 0.2–1 MHz bandwidth, is
used. In our lab we use a photoconductive MCT
detector (Graseby D313). The detector surface
area is 1 mm2, and coupling the IR light into
the detector is straightforward. The detector is
connected to a 200 kHz preamplifier with both
AC and DC coupled outputs. The DC offset can
also be manually adjusted.

For nanosecond time resolution higher band-
width detectors are required. The bandwidth is
limited by the detector RC time constant, so the

detector element is smaller to overcome limita-
tions imposed by the capacitance of the detector.
In our laboratory and others, a 50 MHz pho-
tovoltaic MCT detector (Kolmar Technologies
Model KMPV50-0.5-J2) is used. The detector
element has a surface area of 0.5 mm2, impos-
ing slightly more restrictive specifications on the
optical geometry. With the use of high-power
parabolic or elliptical-turning mirrors this limi-
tation is easily overcome, however. The detector
is supplied with both AC and DC coupled out-
puts and the DC output can be manually offset.
In our lab the DC signals are amplified using
a fast preamplifier (Stanford Research Systems
Model SR445) with ×125 amplification possi-
ble. The preamplifier output is limited to ±1 V,
however. The AC signals can also be amplified.
In our laboratory we use two 100 MHz ×10 am-
plifiers (Kolmar Technologies mode KA100-2).
In this case the amplified output can be up to
±10 V.

3. In TRSS FTIR DS, time resolution is limited pri-
marily by the analog to digital converter (ADC).
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For 5 μs or 10 ns TRSS FTIR DS experiments
typically 200 kHz, 16-bit or 100 MHz, 8-bit
transient digitizers are used, respectively. These
digitizers limit the time resolution to 5 μs or 10
ns, respectively. Transient digitizers can only of-
fer 10 ns time resolution by sacrificing dynamic
range or bit resolution (only 8-bit digitizers exist
for 10 ns sampling intervals). This fact consid-
erably complicates 10 ns TRSS FTIR DS (see
section III.C).

C. Nanosecond TRSS FTIR DS

Interferometry requires very high dynamic range (Uh-
mann et al., 1991; Johnson and Zachmann, 2000), and
any type of FTIR experiment is simplified considerably
if a 16-bit digitizer can be used. Since only 8/12-bit
digitizers are available for 10/40 ns TRSS FTIR DS,
this represents a serious problem. A second problem
is that 8/12-bit digitizers can only accept signals in
the ±1/±4 V range, whereas 16-bit digitizers can ac-
cept signals in the ±10 V range. The effects on spectra
resulting from data collected with ADCs with differ-
ent dynamic ranges has been discussed (Griffiths and
de Haseth, 1986). In addition, Johnson and Zachmann
(2000), discuss the use of ADCs in TRSS FTIR spec-
troscopy. Finally, the noise level in an experiment also
increases as the square root of the electronic bandwidth.
The noise level is therefore higher for shorter timescale
measurements. In summary, TRSS FTIR DS experi-
ments with 10–40 ns time resolution are considerably
more difficult than 5 μs time-resolved experiments:
The dynamic range is reduced, the increased band-
width increases the intrinsic noise level and the inten-
sity of signals that can be accommodated by the ADC is
reduced.

In TRSS FTIR experiments it is necessary to collect
data with the detector output DC coupled (Johnson and
Zachmann, 2000). Therefore, the smallest change in the
interferogram measurable using an 8-bit or 12-bit digi-
tizer (without considering noise) is ∼0.39% or 0.025%,
respectively. For PS I, many of the light-induced sig-
nals are likely to result in changes in the interferogram
that are considerably less than 0.025% (see below). It
is therefore obvious that TRSS FTIR DS experiments
on PS I cannot easily be undertaken using a DC cou-
pled detector with an 8- or 12-bit digitizer. In an at-
tempt to overcome the limitations imposed in ns TRSS
FTIR experiments a new electronic coupling scheme
has been developed (Fig. 1B) (Uhmann et al., 1991;
Hu et al., 1996). The basic idea is to AC couple the
detector and measure only the flash-induced change in

the intensity of the interferogram at each mirror step.
The AC coupled signals can then be amplified to uti-
lize the full dynamic range of the digitizer. However,
the DC coupled signals are also required for Fourier
transformation (Uhmann et al., 1991), so the step-scan
measurement has to be repeated and data obtained with
the detector DC coupled. In Uhmann et al. (1991), the
DC and AC signals are monitored simultaneously us-
ing a novel, home-built, switching amplifier. However,
for standard Bruker software and instrumentation, the
AC and DC coupled TRSS FTIR measurements need
to be performed separately. In addition, the precise
amplification of the DC and AC signals needs to be
known, and then used to correct the resultant single
beam spectra. The change in absorption as a func-
tion of time can then be calculated using the equation;
�A(�, t) = − ln(1 + c�I (�, t)/d I (�)).Where c and d
are the amplification factors applied to the AC and DC
coupled signals. I (�) is the static single beam spec-
trum, collected with the detector DC coupled. If the
amplification factors c and d are not known precisely
a baseline shift in the spectra will result. The fact that
there is a significant delay between the collection of the
DC and AC coupled signals is also disadvantageous, as
baseline drift in the spectrometer will lead to noise in
the resulting spectra.

For ns TRSS FTIR experiments in our labora-
tory, synchronization of the laser lamp firing to laser
pulse emission and spectrometer data acquisition are
controlled using a Stanford Research Systems digital
delay generator (DCR35) (Fig. 1B).

Given the difficulties of ns TRSS FTIR DS, only a
few reports have appeared describing its use for the
study of large pigment–protein complexes (Hage et al.,
1996; Hu et al., 1996; Rammelsberg et al., 1997, 1998).
Previously, we have also described the use of ns TRSS
FTIR DS (10 ns time resolution) for the study of intact
PS I particles from Synechocystis sp. PCC 6803 at RT
(Hastings, 2001). Using an 8-bit digitizer within the
experimental scheme shown in Fig. 1B, over the first
500 ns we could only achieve a noise level of ∼ ±3.5
× 10−4 [in absorbance units (AU)] with ∼5 h of signal
averaging at 10 Hz. This is inadequate for studies of
A1 reduction in PS I (see section IV.F).

D. Microsecond TRSS FTIR DS

Figure 1A shows an outline of instrumentation for 5 μs
TRSS FTIR DS. Generally, a 16-bit, 200 kHz ADC is
used, which limits the time resolution to 5 μs. No 16-bit
ADCs with higher bandwidth are available. For 5 μs
TRSS FTIR DS the DC coupled detector is connected
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to an amplifier with variable offset. In our laboratory,
for measurements over ∼1 ms, we use the lamp firing
of a Q-switched laser to synchronize the detection
electronics to the laser pulse (the time between laser
lamp firing and Q-switch triggering is variable, and
can also be used to control the output pulse energy).
Data acquisition is triggered by the laser lamp firing.
After 135–180 μs the Q-switch is triggered and the
laser pulse impinges on the sample. Therefore, at 5 μs
time resolution, ∼27–36 spectra are collected prior to
sample excitation. This is ideal for measurements over
1–2 ms. For measurements over longer timescales (say
100 ms) the synchronization of the laser pulse and
detector electronics will need to be controlled using
a digital delay generator (Fig. 1B). For studies of PS
I at 77 K we typically collect data over 1 ms. That is,
200 single-beam spectra are collected, 27–36 of which
are prior to the laser flash. The single-beam spectra
collected prior to the laser flash are averaged. This
averaged spectrum is then ratioed directly against all
single-beam spectra collected before and after the laser
flash. In this way transmission difference spectra are
obtained, which are then converted to absorption differ-
ence spectra. All spectral manipulations are undertaken
using OPUS 4.0 software from Bruker Optics.

In our laboratory we have found that the procedure
described above for 5 μs TRSS FTIR DS is the sim-
plest approach. This approach has also been used for the
study of other biological systems (Contzen and Jung,
1998; Koutsoupakis et al., 2002, 2003). Other authors
have used the AC/DC coupling scheme, in combination
with a 16-bit ADC (Mezzetti et al., 2003). In theory,
this is a valid approach. However, we have found that,
given similar data acquisition times, this approach al-
ways produces spectra of lower sensitivity when com-
pared to spectra obtained using the simpler approach
described above.

E. Instrumental Testing

Carbonmonoxy-myoglobin is a useful system for test-
ing ns and μs TRSS FTIR DS instrumentation (Plunkett
et al., 1995). Upon laser excitation of CO-myoglobin
the CO dissociates from the heme and then recom-
bines on the ms timescale (Plunkett et al., 1995). Heme
bound CO absorbs at 1,944 cm−1 while free CO ab-
sorbs above 2,100 cm−1. Thus laser excitation of CO-
myoglobin results in sub-nsec bleaching at 1,944 cm−1

followed by a recovery on the ms timescale. Figure
2A shows the laser induced spectral changes in the
1,980–1,910 cm−1 region for CO-myoglobin. Figure
2B,C compares the μs and ns kinetics at 1,944 cm−1.

The noise level in the kinetics are described in the leg-
end. Clearly TRSS FTIR DS with 10 ns resolution, in
the 1,980–1,910 cm−1 region, is easily implemented if
signals greater than ∼10−3 are to be detected. For 5 μs
TRSS FTIR DS in the 1,980–1,910 cm−1 region, if sig-
nals are greater than ∼10−3 then very highly resolved
kinetic information can be obtained. In the amide I re-
gion, where both protein and water absorb significantly,
experiments are more difficult but still straightforward
(Plunkett et al., 1995; Hu et al., 1996). In Fig. 2C it
appears that the noise level is considerably increased
during the first 500 ns. This is precisely the time region
that high sensitivity is required for studies of intact PS I
particles at RT, since forward ET from P700+A−

1 occurs
in ∼280 ns (Xu et al., 2003b).

F. Considerations Regarding the Production
of P700+A−

1 /P700A1 TRSS FTIR DS

In static P700+/P700 FTIR DS obtained using
cyanobacterial PS I particles at RT, the most intense dif-
ference band is observed at 1,698(−)/1,718(+) cm−1,
with a peak to peak intensity of ∼2.5 × 10−3 (in AU)
(Hastings et al., 2001) at 80–90 K this band decreases
in intensity to ∼0.5 × 10−3 (Breton et al., 1999b; Kim
et al., 2001). For PS I from C. reinhardtii at RT a max-
imal difference band is observed at 1,700(−)/1,716(+)
cm−1, with a peak to peak intensity of ∼0.6 × 10−3

(Hastings et al., 2001). At 77 K this band decreases
in intensity to ∼0.2 × 10−3 (data not shown). Taking
into account that; (1) the decay of a band needs to be
measured in TRSS FTIR DS experiments, (2) the ki-
netics of lower amplitude difference bands also need
to be measured, and (3) at 77 K, with a laser repeti-
tion rate of 10 Hz, there may be increased contribu-
tions from irreversibly oxidized P700, a useful TRSS
FTIR DS for PS I at 77 K would require a sensitivity
of ∼20–40 times higher than the largest signal in the
P700+/P700 FTIR DS. That is, a noise level of ∼3–1.5
× 10−5 or 10–5 × 10−6 is required for TRSS FTIR
DS studies of PS I from Synechocystis sp. PCC 6803
or C. reinhardtii, respectively. These numbers can be
approximately doubled for measurements at RT. How-
ever, in this case P700+A−

1 decays in less than 300 ns.
From previous 10 ns TRSS FTIR DS measurements
on PS I particles from Synechocystis sp. PCC 6803 at
RT, we have shown that it is practically impossible to
reach a noise level of 6 × 10−5 using an 8-bit ADC
(Hastings, 2001). Previous ns TRSS FTIR DS studies
on other biological systems also indicate that this is
the case (Hu et al., 1996). However, it is feasible to
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Fig. 2. (A) TRSS FTIR DS obtained following a 532 nm laser flash of carbonmonoxy-myoglobin in the 1,980–1,910 cm−1 region.
At each mirror step the results of 40 laser flashes were averaged. Data collected using a 16-bit digitizer with time resolution set at
5 μs. A spectrum is shown every 50 μs. Data was collected in ∼1 h. (B) Time course of absorption changes at 1,944 cm−1. The
inset shows an expanded view of the portion of the kinetic prior to the laser flash, and indicates that the noise level is ±1.5 × 10−5

AU. (C) Time course of absorption changes at 1,944 cm−1 in carbonmonoxy-myoglobin, obtained using an 8-bit digitizer. Data was
collected in 10 ns increments using the scheme outlined in Fig. 1B. The trace is the average of 14 measurements, each of which took
1 h. The noise level is ±3–4 × 10−4 AU in the first 500 ns and less than ±1 × 10−4 beyond ∼1 μs. (G. Hastings, unpublished)

reach a noise level of 1.5 × 10−5 in 5 μs TRSS FTIR
DS measurements using a 16-bit ADC (Fig. 2B). So,
if the P700+A−

1 state can be made to decay with a life-
time greater than 5 μs, highly resolved TRSS FTIR DS
can be produced. Although the P700+A−

1 radical pair
state decays in ∼245 μs in cyanobacterial PS I at 77
K (Schlodder et al., 1998), this allows the possibility
of recording highly sensitive TRSS P700+A−

1 /P700A1

FTIR DS. So A1 reduction in PS I is most easily stud-
ied using TRSS FTIR DS at or near 77 K. In PS I from
C. reinhardtii the FTIR difference signals are about a
factor of three smaller than the corresponding signals
obtained using PS I from Synechocystis sp. PCC 6803.
To achieve similar signal to noise ratios in C. reinhardtii

and Synechocystis sp. PCC 6803 FTIR DS the signal
averaging would need to be increased by a factor of
nine for experiments on C. reinhardtii. For 5 μs TRSS
FTIR DS measurements of PS I from Synechocystis sp.
PCC 6803 we typically signal average for 15–30 h. So
for studies of PS I from C. reinhardtii we would need
to signal average 135–270 h (5.6–11.2 days). So TRSS
FTIR DS studies of A1 reduction in PS I from C. rein-
hardtii are quite impractical, although not impossible.

For the reasons outlined above we have concentrated
our TRSS FTIR DS studies of A1 reduction using
cyanobacterial PS I from Synechocystis sp. PCC 6803
and Synechococcus sp. PCC 7002. Since charge sep-
aration is mainly unidirectional down the A-branch in
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cyanobacterial PS I, TRSS FTIR DS studies at 77 K
will probe A1−A.

III. Previous TRSS FTIR DS Studies of
Photosynthetic Systems

TRSS FTIR DS has not been widely used to study
the reaction dynamics in photosynthetic systems.
TRSS FTIR DS at a temporal resolution of 10 μs
was used to study the P+Q−

A and 3P states in PBRCs
from Rhodobacter (Rb) sphaeroides at 90 K (Burie
et al., 1993). Since these spectra can be obtained using
static FTIR DS (Breton and Nabedryk, 1993), this
report merely demonstrates that TRSS FTIR DS might
be a useful tool. Brudler and Gerwert (1998) have
also used TRSS FTIR DS to study P+Q−

A and P+Q−
B

in PBRCs from Rb. sphaeroides. Again, these spectra
are of limited value, since they are easily obtained
using static, or rapid-scan FTIR DS (Mezzetti et al.,
2002). Recently, we reported on the use of ns and μs
TRSS FTIR DS for the study of PS I (Hastings, 2001).
In this report it was shown that it is doubtful that ns
TRSS FTIR DS will be useful for studies of PS I. The
reported experiments on PS I were conducted at RT, so
the only state being studied in the 5 μs TRSS FTIR DS
experiments is P700. These TRSS FTIR DS are also of
limited value since P700+/P700 FTIR DS can be ob-
tained using static FTIR DS. However, these RT studies
allowed stringent instrumental testing as the signals
are considerably weaker than those obtained using
PBRCs. More recently, a preliminary report on the use
of 5 μs TRSS FTIR DS for the study of A1 in intact PS I
from Synechocystis sp. PCC 6803 at 77 K was reported
(Hastings and Sivakumar, 2001). In these experiments
some baseline drift of the TRSS FTIR DS was observed
that was related, at least in part, to the laser pulse heat-
ing the sample. However, we also showed that precise
kinetic information could still be derived from the data.
Since then these difficulties have been overcome by
using very low laser excitation intensities (<1 mJ per
pulse, spread out over a spot diameter of 1 cm) and/or
by changing the excitation wavelength to 700 nm.

TRSS FTIR DS at a temporal resolution of 5 μs has
also been used to study the P+

840FeS− and 3P840 states
in the green sulfur bacterium Chlorobium tepidum
(Mezzetti et al., 2003). The 3P840 state was generated
using particles stripped of their terminal iron sulfur
clusters. The iron sulfur clusters were removed by in-
cubating the intact particles in high concentrations of
urea. The AC/DC coupling scheme described in section
III.C below was used with a 16-bit ADC. As described

Fig. 3. TRSS P700+A−
1 /P700A1 FTIR DS obtained in the

1,780–1,600 (top) and 1,620–1,200 (bottom) cm−1 regions fol-
lowing 532 nm laser excitation of trimeric PS I particles from
Synechococcus sp. PCC 7002 at 77 K. Each spectrum is the
average of nine spectra collected in 5 μs increments. Thus each
spectrum in the figure is separated by 45 μs. The arrows show
the direction in which the difference bands are decaying. The
spectra are the average of 36 TRSS FTIR experiments on three
different samples. Adapted from Sivakumar et al., 2005.

above, it is doubtful if this is a wise approach. These
authors do not mention if or how the different amplifi-
cations of the AC and DC signals are corrected to pro-
duce absorbance difference spectra. Possibly not sur-
prisingly, kinetic data at various IR wavelengths were
not presented in this study.

IV. TRSS A−
1 /A1 FTIR DS Obtained Using

Intact Cyanobacterial PS I Particles

Figure 3A,B shows TRSS P700+A−
1 /P700A1 FTIR DS

in the 1,770–1,250 cm−1 region obtained using PS I
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particles from Synechococcus sp. PCC 7002 at 77 K.
Clearly, even the decay of the weaker bands are easily
discernible in the spectra. Each spectrum is the aver-
age of nine spectra collected in 5 μs increments. Fig-
ure 4 shows the time course of the absorption changes
at 1,754, 1,748, and 1,495 cm−1. The kinetics shown
are for specific wavelengths that are limited only by
the instrumental resolution. Only three frequencies are
shown in Fig. 4. However, kinetics have been obtained
every 2.06 cm−1, at over 500 frequencies. The kinetic
data show the absorption change in each 5 μs interval,
and have not been averaged over longer temporal inter-
vals, unlike the spectra in Fig. 3. In addition, the data
in Fig. 4 have not been averaged over larger spectral
intervals, as we have done previously (Hastings and
Sivakumar, 2001). Finally, no baseline correction has
been applied to any of the data in Figs. 3 or 4.

Figure 5 demonstrates one method for construction
of pure A−

1 /A1 FTIR DS from static and TRSS FTIR DS
obtained using intact PS I particles from Synechococ-
cus sp. PCC 7002 at 77 K. The P700+A−

1 /P700A1

FTIR DS shown in Fig. 5 is the first spectrum after
the laser flash in Fig. 3. The P700+/P700 FTIR DS was
obtained separately in a static photo-accumulation ex-
periment. The two spectra were normalized so that the
1,716(+)/1,698(−) cm−1 difference bands were simi-
lar in amplitude. The spectrum that results from di-
rect subtraction of the P700+/P700 FTIR DS from the
P700+A−

1 /P700A1 FTIR DS is also shown in Fig. 5,
and is labeled as the A−

1 /A1 FTIR DS.
Figure 6, spectra b and a, shows 1H and 2H Syne-

chococcus sp. PCC 7002 A−
1 /A1 FTIR DS, respec-

tively. The A−
1 /A1 FTIR DS were normalized so that the

1,677(+)/1,666(−) and 1,669(+)/1,652(−) cm−1 differ-
ence bands were similar in intensity. Figure 6, spectra c,
d, and e show trimeric 1H, 15N, and 13C Synechocystis
sp. PCC 6803 A−

1 /A1 FTIR DS, respectively.
The 1H A−

1 /A1 FTIR DS for PS I from Synechococ-
cus sp. PCC 7002 and Synechocystis sp. PCC 6803
(Fig. 6, spectra b and c) share many similar features.
First, in both spectra a difference band is observed
at ∼1,754(+)/1,748(−) cm−1. The kinetic data in Fig.
4A indicates that this difference band is very well re-
solved. Second, a lower intensity difference band is
observed at ∼1,733(−)/1,726(+) cm−1 in both spectra.
The 1,754(+)/1,748(−) and 1,733(−)/1,726(+) cm−1

difference bands are also observed at in the 15N Syne-
chocystis sp. PCC 6803A−

1 /A1 FTIR DS. Third, a broad,
structured negative absorption band is observed near
1,550 cm−1. For Synechococcus sp. PCC 7002 a peak
is observed at 1,549(−) cm−1, with a shoulder at
1,559(−) cm−1. For Synechocystis sp. PCC 6803, two

Fig. 4. Absorption changes observed at 1,754, 1,748, and 1,495
cm−1 following laser flash excitation of PS I particles from
Synechococcus sp. PCC 7002 at 77 K. The inset shows the data
before the laser flash. This data indicates that the noise level
is below ±1 × 10−5 in arbitrary units. The kinetics were fitted
to a single exponential component plus a constant. In (top) the
two curves were fitted simultaneously and an exponential time
constant of 271 μs is found. In (bottom) the time constant is
found to be 303 μs. Within error, this is the same as in (top).
Adapted from Sivakumar et al., 2005.

distinct peaks are observed at 1,546(−) and 1,559(−)
cm−1. Fourth, both spectra show positive absorption
bands at ∼1,495(+) and 1,414(+) cm−1. The kinetic in
Fig. 4B indicates that these positive difference bands
are well resolved.

Spectra b and c in Fig. 6 also show some dif-
ferences in the amide I region. For Synechococcus
sp. PCC 7002, an intense derivative feature is ob-
served at 1,676(+)/1,666(−) cm−1. For Synechocystis
sp. PCC 6803, a similar shaped feature is observed
at 1,674(+)/1,656(−) cm−1. At first sight it appears
somewhat surprising that such differences exist in the
A−

1 /A1 FTIR DS for PS I from Synechocystis sp. PCC
6803 and Synechococcus sp. PCC 7002. However, PS
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Fig. 5. Dotted line: Average of nine time-resolved FTIR DS, collected in 5 μs increments between 5 and 50 μs, for trimeric PS I
particles from Synechococcus sp. PCC 7002 incubated in H2O at 77 K (the first spectrum after the laser flash in Fig. 3). Solid line:
Static P700+/P700 FTIR DS at 77 K. The difference between the two spectra is also shown and labeled the A−

1 /A1 FTIR DS. Adapted
from Sivakumar et al., 2005.

I from Synechocystis sp. PCC 6803 contains PhQ in
the A1 site, while PS I from Synechococcus sp. PCC
7002 contains menaquinone-4 (MQ-4) (Sakuragi et al.,
2005). MQ-4 and PhQ have the same napthoquinone
head group, and differ only in the degree of saturation
of the chain attached at position 3. It is not clear if this
could explain the differences in the Synechocystis sp.
PCC 6803 and Synechococcus sp. PCC 7002 A−

1 /A1

FTIR DS.

V. Discussion of Features in A−
1 /A1

FTIR DS

In FTIR DS negative bands are due to ground state
modes while positive bands are due to the same
modes in the excited state. P700+/P700 FTIR DS con-
tain contributions from molecular groups of P700,
nearby amino acids and the protein backbone. Differ-
ence bands will result from cation-induced changes
as well as electrochromic shifts that arise because of
the positive charge on P700. In the P700+A−

1 /P700A1

FTIR DS bands associated with both P700 and A1

contribute to the spectrum. In addition, molecular
modes impacted electrochromically by the charge-

separated state will also contribute. It is assumed that
by subtracting the static P700+/P700 FTIR DS from
the P700+A−

1 /P700A1 FTIR DS that all contributions
to the DS from P700 (and FX) will cancel out. If the
charge distribution over the pigments in the P700+ and
P700+A−

1 states is different then these differences will
also manifest themselves in the A−

1 /A1 FTIR DS.

A. The 133 ester C=O Mode of A0−A

Contributes to A−
1 /A1 FTIR DS

In the P700+A−
1 /P700A1 FTIR DS in Fig. 5 the differ-

ence band at 1,754(+)/1,748(−) cm−1 is considerably
more intense than the band at the same frequency in the
P700+/P700 FTIR DS. This leads to a difference band
at 1,754(+)/1,748(−) cm−1 in the A−

l /Al FTIR DS in
Fig. 5. A similar derivative feature is observed at the
same frequency in 1H and 15N Synechocystis sp. PCC
6803 A−

l /Al FTIR DS (Fig. 6A, spectra c and d). In 2H
Synechococcus sp. PCC 7002 A−

l /Al FTIR DS this dif-
ference band down-shift ∼5 cm−1 [at least the 1,754(+)
cm−1 band does, Fig. 6A, spectrum a], while upon 13C
labeling it down-shifts 43–44 cm−1 (Fig. 6A, spec-
trum e). A frequency of 1,754(+)/1,748(−) cm−1, as
well as all of the labeling induced band-shifts are most
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Fig. 6. A−
1 /A1 FTIR DS in the (A) 1,770–1,570 and (B) 1,600–1,250 cm−1 spectral regions obtained using trimeric PS I particles

from Synechococcus sp. PCC 7002 and monomeric PS I particles from Synechocystis sp. PCC 6803. Spectra c and b are for unlabeled
PS I particles from Synechocystis sp. PCC 6803 and Synechococcus sp. PCC 7002, respectively. Spectrum a is for fully deuterated
PS I particles from Synechococcus sp. PCC 7002. Spectra d and e are for 15N and 13C labeled PS I particles from Synechocystis
sp. PCC 6803, respectively. Synechococcus sp. PCC 7002 and Synechocystis sp. PCC 6803 are abbreviated as S. 7002 and S. 6803.
Adapted from Sivakumar et al., 2005.
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consistent with the 1,754(+)/1,748(−) cm−1 band in
the 1H A−

l /Al FTIR DS being due to a 133 ester C=O
mode of a chlorophyll a molecule.

In 1H P700+/P700 FTIR DS (Fig. 5) the difference
band at 1,754(+)/1,748(−) cm−1 is due to the 133 ester
C=O mode of PB. The only way this mode could give
rise to the 1,754(+)/1,748(−) cm−1 band in the A−

1 /A1

FTIR DS is if there was an increase in intensity of the
whole difference band in the P700+A−

1 state, compared
to the P700+ state. This is not possible since the ground
state is the same in both the static and time-resolved
experiments.

The 1,754(+)/1,748(−) cm−1 band could be due to
a carboxylic acid C=O mode, since such modes are
generally found in the 1,770–1,720 cm−1 region (Hast-
ings and Sivakumar, 2001; Smith, 1999). GluA702 and
GluA699 are near A1−A (see Fromme and Grotjohann,
this volume, Chapter 6) and could be impacted by the
electrostatic field generated upon A1 reduction. One
argument against this proposal is that carboxylic acid
C=O modes are known to down-shift >10 cm−1 upon
deuteration (Siebert et al., 1982; Nabedryk et al., 1995),
which is not observed here.

It is very unlikely that the 1,754(+)/1,748(−) cm−1

band in the A−
1 /A1 FTIR DS is due to an amide I mode,

as these modes generally absorb well below ∼1,700
cm−1. In addition, from the infrared absorption spectra
of PS I we have found that the amide I and II absorption
bands down-shift 38 and 13 cm−1 respectively, upon
13C labeling (data not shown). Here we observe that the
1,754(+)/1,748(−) cm−1 band in the A−

1 /A1 FTIR DS
down-shifts 43–44 cm−1 upon 13C labeling, this also
supports the notion that the 1,754(+)/1,748(−) cm−1

difference band is not due to an amide I mode.
The most likely conclusion is that 1,754(+)/1,748(−)

cm−1 difference band in the A−
l /Al FTIR DS is due to

a 133 ester C=O mode of A0−A, that is impacted by the
presence of a negative charge on A1−A [this hypothesis
takes into account the fact that ET occurs predomi-
nantly down the A-branch in cyanobacterial PS I (Xu
et al., 2003a,b)]. All of the isotope induced band-shifts
support this hypothesis. Several further observations
also suggest that this is an appropriate hypothesis. (1)
A1−A is coupled to A0−A through the protein. The 133

ester C=O of A0−A is 8.28 Å from the closest carbonyl
oxygen of A0−A and 3.47 Å from TrpA697, which is
�-stacked upon A1−A (Fromme et al., 2001; Jordan
et al., 2001). (2) In FTIR DS studies of PBRCs from
Rps. viridis (Breton and Nabedryk, 1995, 1998; Breton
et al., 1999a) and Rb. sphaeroides (Breton and
Nabedryk, 1995; Breton et al., 1997) it is well

established that the 133 ester C=O of HA (the electron
accepting bacteriopheophytin) is impacted by the elec-
trostatic field generated upon Q−

A formation, as bands
associated with the HA 133 ester C=O are clearly
present in Q−

A/QA FTIR DS [the 133 ester C=O of HA

in Rp. viridis is also impacted by the electrostatic field
generated upon Q−

B formation (Breton and Nabedryk,

1998)]. In PBRCs, QA is >10 Å from HA. This distance
is considerably larger than the distance between the
133 ester carbonyl oxygen of A0−A and the closest
carbonyl oxygen of A1−A. The data from Q−

A/QA FTIR
DS obtained using PBRCs then suggest that it is very
likely that there will be a long-range electrostatic
interaction between A0 and A−

1 in PS I. (3) Long range
electrostatic effects in PS I are also well known. For
instance, a carotenoid absorption band is shifted upon
A1 reduction (Brettel, 1988). This electrochromic
band-shift is most clearly observed at ∼480 nm in
time-resolved pump–probe measurements (Agalarov
and Brettel, 2003). The PhQ carbonyl oxygens are
between 7–9 Å from the ring atoms of the closest
�-carotene (labeled BCR4014 in 1JB0).

Finally, the 133 ester C=O mode of HA, observed at
1,736(−) cm−1 in Q−

A/QA FTIR DS from Rps. viridis,
down-shifts ∼6 cm−1 upon QA reduction (Breton
et al., 1999a). In contrast, the 1,754(+)/1,748(−) cm−1

band observed in A−
l /Al FTIR DS indicates a 6 cm−1

up-shift. It is not clear if the electrochromic response
of the 133 ester C=O mode of A0−A to A1−A reduction
should lead to a down-shift or up-shift. The direction
of the shift will depend on the geometry of the C=O
mode relative to the geometry of the negative charge
on the PhQ. This idea is exemplified by the observa-
tion that the 131 keto C=O mode of HA, observed at
1,676(−) cm−1 in Q−

A/QA FTIR DS from Rps. viridis,
up-shifts ∼9 cm−1 upon QA reduction (Breton et al.,
1999a).

B. Does the 131 keto C=O Mode of A0−A

Contribute To A−
1 /A1 FTIR DS

If a 133 ester C=O mode of A0−A contributes to the 1H
A−

l /Al FTIR DS in Fig. 6, it is reasonable to suggest
that 131 keto C=O mode of A0−A should also contribute
to the DS. The 131 keto carbonyl oxygen of A0−A is
H-bonded to TyrA696, and is 8.97 Å from the closest
carbonyl oxygen of A1−A (Fromme et al., 2001; Jordan
et al., 2001).

In the 1H and 2H Synechococcus sp. PCC
7002 A−

l /Al FTIR DS, bands are observed at
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1,709(+)/1,695(−) and 1,705(+)/1,691(+) cm−1, re-
spectively. The 1,691(−) cm−1 band in the 2H A−

l /Al

FTIR DS is obscured by a positive feature at 1,685 cm−1

that is absent in the 1H spectrum. However, the sug-
gestion is that the 1,709(+)/1,695(−) cm−1 difference
band down-shifts 4 cm−1 upon deuteration. In 1H and
15N Synechocystis sp. PCC 6803 A−

l /Al FTIR DS, a
negative band is observed at 1,693 cm−1, but no clear
positive band is observed near 1,709 cm−1. Notwith-
standing this complication, we associate the 1,693(−)
cm−1 bands in 1H and 15N Synechocystis sp. PCC
6803 A−

l /Al FTIR DS with the 1,695(−) and 1,691(−)
cm−1 bands in 1H and 2H Synechococcus sp. PCC
7002 A−

l /Al FTIR DS. Upon 13C labeling, one pos-
sibility is that the 1,693(−) cm−1 band in 1H Syne-
chocystis sp. PCC 6803 A−

l /Al FTIR DS down-shifts
46–1,647 cm−1.

Down-shifts of the negative band at 1,693–1,695
cm−1 by 4/0/47 cm−1 upon 2H/15N/13C labeling is con-
sistent with this band being due to a 131 keto C=O
mode (Breton, 2001; Kimura et al., 2003; Wang et al.,
2003). However, the 131 keto C=O group of A0−A is
H-bonded to TyrA696, whose hydroxyl side-chain is
also impacted upon deuteration. So, it is not entirely
clear what should happen to the 131 keto C=O mode
of A0−A upon deuteration or 13C labeling. Because of
these difficulties it is only very tentatively suggested
that the 1,693–1,695(−) cm−1 band in A−

l /Al FTIR
DS is due to the 131 keto C=O mode of A0−A. An-
other observation that may appear to be incompatible
with this assignment is that a frequency of 1,695(−)
cm−1 for a 131 keto C=O mode suggests that it is free
or only very weakly H-bonded. Our tentative interpre-
tation would then suggests that TyrA696 may be only
weakly H-bonded (if at all) to the 131 keto C=O of
A0−A.

In FTIR studies of PBRCs from Rps. viridis (Bre-
ton and Nabedryk, 1995, 1998; Breton et al., 1999a)
and Rb. sphaeroides (Breton and Nabedryk, 1995;
Breton et al., 1997) it has also been established that
the 131 keto C=O of HA is impacted upon Q−

A for-
mation. In Rps. viridis the keto C=O of HA is H-
bonded to GluL104 and absorbs at 1,676 cm−1. Upon
Q−

A formation this band up-shifts 9–1,685 cm−1. In
the A−

l /Al FTIR DS in the 1,680–1,650 cm−1 region
many difference bands appear to contribute (see sec-
tion VII.D), thus definitive assignment of bands to 131

keto C=O modes is difficult based upon the data pre-
sented here. Ambiguity in assigning bands to the 131

keto C=O mode of A0−A could possibly be removed
by producing A−

l /Al FTIR DS using PS I particles in

which TyrA696 has been mutated to a non-H-bonding
residue.

C. Amide II Modes in A−
1 /A1 FTIR DS

In the 1H Synechococcus sp. PCC 7002 A−
1 /A1 FTIR

DS a negative band is observed at 1,549(−) cm−1, with
a shoulder at 1,558 cm−1 (Fig. 6B, spectrum b). These
negative bands are completely absent in the 2H Syne-
chococcus sp. PCC 7002 A−

1 /A1 FTIR DS (Fig. 6B,
spectrum a). In the 2H A−

1 /A1 FTIR DS, an intense
negative band is observed at 1,463 cm−1, with a shoul-
der at 1,473 cm−1. These bands are absent in the 1H
Synechococcus sp. PCC 7002 A−

1 /A1 FTIR DS. These
2H induced changes are typical of the behavior of amide
II modes, which generally occur near 1,550 cm−1 and
down-shift up to 100 cm−1 upon deuteration (Sivaku-
mar et al., 2003).

In Q−
B /QB FTIR DS obtained using PBRCs incu-

bated in H2O and D2O (with ∼70% exchange), a dif-
ference band at 1,537(−) cm−1 was found to down-
shift ∼68–1,469 cm−1 upon deuteration (Nabedryk
et al., 1995). In the case presented here, absorption
bands at 1,549/1,558 cm−1 down-shift 85/86 cm−1, to
1,463/1,473 cm−1, upon deuteration. This is strong ev-
idence supporting the idea that the band at 1,549 cm−1

and the shoulder at 1,558 cm−1 in the 1H Synechococ-
cus sp. PCC 7002 A−

1 /A1 FTIR DS are due to amide II
modes.

In the 1H Synechocystis sp. PCC 6803 A−
1 /A1 FTIR

DS two negative bands are observed at 1,559 and 1,546
cm−1. These bands likely correspond to the 1,549(−)
cm−1 band, and the shoulder at 1,558(−) cm−1, in
the 1H Synechococcus sp. PCC 7002 A−

1 /A1 FTIR
DS. Upon 15N labeling of PS I from Synechocystis
sp. PCC 6803 a broad negative band with a peak at
1,534 cm−1 and shoulders at 1,540 and 1,546 cm−1

are observed. From this data the suggestion is that
the 1,558(−) and 1,546(−) cm−1 bands in the unla-
beled spectrum down-shift 12 cm−1 to ∼1,546(−) and
1,534(−) cm−1 upon 15N labeling. Amide II absorption
bands down-shifts ∼14 cm−1 upon 15N labeling (Wang
et al., 2003), so it would be appropriate to assign the
1,558(−) and 1,546(−) cm−1 bands in the 1H Syne-
chocystis sp. PCC 6803 A−

1 /A1 FTIR DS to amide II
modes. However, upon 13C labeling, a negative band is
observed at 1,536 cm−1, with a shoulder at 1,528 cm−1.
Since amide II modes down-shift ∼13 cm−1 upon 13C
labeling (Kimura et al., 2003) it would appear that the
1,558(−) cm−1 band in the 1H Synechocystis sp. PCC
6803 A−

1 /A1 FTIR DS cannot be due to an amide II
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mode, as it would have to down-shift ∼23 cm−1 upon
13C labeling. However, the 1,546(−) cm−1 band could
be due to an amide II mode as it down-shifts ∼10 cm−1

upon 13C labeling.

D. Amide I Modes in A−
1 /A1 FTIR DS

Since amide II difference bands clearly contribute to
A−

1 /A1 FTIR DS, amide I difference bands should
also contribute. The most obvious candidates for
amide I difference bands in the 1H Synechococcus sp.
PCC 7002 and Synechocystis sp. PCC 6803 A−

1 /A1

FTIR DS are the bands at 1,677(+)/1,666(−) and
1,674(+)/1,656(−) cm−1, respectively. Upon 2H label-
ing the 1,677(+)/1,666(−) cm−1 difference band is con-
siderably impacted, and an intense difference feature is
observed at 1,669(+)/1,652(−) cm−1, with a shoulder
at 1,658(−) cm−1. If the 1,677(+)/1,666(−) cm−1 fea-
ture in the 1H Synechococcus sp. PCC 7002 A−

1 /A1

FTIR DS corresponds to the 1,669(+)/1,652(−) cm−1

feature in the 2H A−
1 /A1 FTIR DS then the 2H in-

duced down-shift is 8/14 cm−1. A 14 cm−1 2H in-
duced down-shift is very large, probably too large,
for an amide I absorption band [in RT infrared ab-
sorption spectra of the Synechococcus sp. PCC 7002
PS I particles it is found that the amide I absorption
band down-shifts 9 cm−1 upon 2H labeling (data not
shown)]. However, the 1,658(−) cm−1 shoulder in the
2H A−

1 /A1 FTIR DS could be the feature that is due
to amide I. In this case the 1,677(+)/1,666(−) cm−1

band in the 1H A−
1 /A1 FTIR DS down-shifts 8/8 cm−1

upon deuteration, which is then consistent with the
1,677(+)/1,666(−) cm−1 difference band being due to
amide I modes.

In Q−
B /QB FTIR DS obtained using PBRCs incu-

bated in H2O and D2O unambiguous identification of
amide I absorption bands in WT spectra was not pos-
sible. However, bands at 1,667(+) and 1,657(−) cm−1

in mutant Q−
B /QB FTIR DS were assigned to amide I

modes as they down-shifted ∼3 cm−1 upon deuteration
(Nabedryk et al., 1995).

The 1,674(+) cm−1 band in 1H Synechocystis sp.
PCC 6803 A−

1 /A1 FTIR DS down-shifts 38–1,636
cm−1 upon 13C labeling, and is probably only slightly
affected by 15N labeling. A 38 cm−1 13C induced shift
is expected for an amide I mode, but it is 6–8 cm−1lower
than would be expected for a C=O mode. Therefore,
we assign the 1,674(+) cm−1 band in unlabeled Syne-
chocystis sp. PCC 6803 A−

1 /A1 FTIR DS to an amide I
mode.

The negative band at 1,656(−) cm−1 in the 1H Syne-
chocystis sp. PCC 6803 A−

1 /A1 FTIR DS down-shifts

33 or 45 cm−1 to 1,623 or 1,611 cm−1 upon 13C label-
ing. Thus it is difficult to distinguish if the 1,656 cm−1

band is associated with a C=O mode or amide I mode.
This difficulty in assigning the 1,656(−) cm−1 band
arises in part because the changes in the A−

1 /A1 FTIR
DS, in the 1,670–1,640 cm−1 region, upon 15N labeling
are complex. Since we assign the 1,666(−) cm−1 band
in Synechococcus sp. PCC 7002 A−

1 /A1 FTIR DS to
an amide I mode, and if we can associate the 1,666(−)
cm−1 band in the 1H Synechococcus sp. PCC 7002
A−

1 /A1 FTIR DS with the 1,656(−) cm−1 band in the
1H Synechocystis sp. PCC 6803 A−

1 /A1 FTIR DS, we
can then, albeit very tentatively, assign the 1,656(−)
cm−1 band in the Synechocystis sp. PCC 6803 A−

1 /A1

FTIR DS to an amide I mode also.
The 1,674(+)/1,656(−) cm−1 band in the 1H Syne-

chocystis sp. PCC 6803 A−
1 /A1 FTIR DS is con-

siderably modified upon 15N labeling. The 1,674(+)
cm−1 band appears unaltered upon 15N labeling. How-
ever, the 1,656(−) cm−1 band is considerably al-
tered, with a complicated set of features appearing
at 1,657(+)/1,653(+)/1,644(−)/1,634(−) cm−1. These
features could suggest the appearance of a new band
at ∼1,654(−)/1,667(+) cm−1 upon 15N labeling. The
changes appear to be too complex to be due solely to
a few amide I modes. So the 15N induced changes are
probably related to other modes, in addition to amide I
modes. Side-chain modes of tryptophan (Trp) residues
will be impacted upon 15N labeling. Since Trp residues
are very close to the PhQs in PS I, it could be possi-
ble that changes in Trp residues also contribute to the
complicated 15N induced changes. However, Trp CN or
NH modes are not expected in the 1,660–1,630 cm−1

region (Barth, 2000). Complicating issues further are:
(1) The possibility that a serine residue could be (par-
tially) H-bonded to the tryptophan indole nitrogen. (2)
C=O modes of PhQ may also give rise to absorption
bands in the 1,660–1,640 cm−1 region. This later point
suggests that if the 15N label impacts the nearby indole
nitrogen of TrpA697, then it is likely that the C=O
modes of PhQ will be modified. The above described
factors indicate that complex 15N induced changes are
in fact likely in A−

1 /A1 FTIR DS in the 1,665–1,650
cm−1 region.

E. PhQ Ground State Absorption
Difference Bands

PhQ C=O and C=C modes are expected to give rise
to negative difference bands in the A−

1 /A1 FTIR DS,
in the ∼1,680–1,580 cm−1 region. In both Q−

A/QA and
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Q−
B /QB FTIR DS from PBRCs, bands due to protein

modes dominate the difference spectra in the 1,750–
1,610 cm−1 region. These observations indicate that it
may be difficult to observe modes of PhQ in the 1,680–
1,590 cm−1 region in A−

1 /A1 FTIR DS.
For PhQ in vitro an absorption band is observed at

1,662 cm−1, and is due to both C=O modes. Bands due
to C=C modes are found at 1,618 and 1,597 cm−1 (Bre-
ton et al., 1994). From Q−

A/QA FTIR DS obtained using
PBRCs from Rb. sphaeroides reconstituted with PhQ,
it was suggested that bands associated with the C=O
modes are found at 1,651 and 1,640 cm−1, while bands
associated with the C=C modes are found at 1,608 and
1,588 cm−1 (Breton et al., 1994). So, the bands associ-
ated with the C=O modes of PhQ reconstituted into the
QA site are asymmetrically bonded, compared to PhQ
in vitro. This is expected since the quinone carbonyls
are differently H-bonded in the QA site in PBRCs. For
PhQ in PS I, the C=O modes are also differentially H-
bonded (Fromme et al., 2001; Jordan et al., 2001), so
one might expect to observe two negative bands associ-
ated with C=O modes, and two to four negative bands
associated with C=C modes of PhQ in A−

1 /A1 FTIR
DS. Therefore, one possible set of band assignments in
the 1H, Synechococcus sp. PCC 7002, A−

1 /A1 FTIR DS
is: (1) The bands at 1,655(−) and 1,651(−) cm−1 are
due to a PhQ C=O modes. (2) The band at 1,633(−)
and the shoulder at 1,628 cm−1 are due to PhQ C=C
modes. (3) The 1,617(−) and 1,607(−) cm−1 bands
are also due to PhQ C=C modes. However, it is also
possible that one or both of the bands at 1,655(−) and
1,651(−) cm−1 are due to C=C modes, while one or
more of the bands at 1,633(−), 1,628(−), 1,617(−), and
1,607(−) cm−1 are due to C=O modes. Similar inter-
pretations may hold for the negative bands at 1,656(−),
1,648(−), 1,633(−), and 1,628 cm−1 in the 1H, Syne-
chocystis sp. PCC 6803, A−

1 /A1 FTIR DS. However, it
was suggested above that the 1,656(−) cm−1 band is
due to an amide mode.

Deuterium exchange leads to considerable modifica-
tion of the Synechococcus sp. PCC 7002, A−

1 /A1 FTIR
DS in the 1,660–1,610 cm−1, region and so the above
interpretations are still ambiguous upon comparison of
the 1H and 2H Synechococcus sp. PCC 7002, A−

1 /A1

FTIR DS.
The bands at 1,633(−) and 1,628 cm−1 in the 1H,

Synechocystis sp. PCC 6803, A−
1 /A1 FTIR DS appear to

be little affected by 15N labeling. However, the 1,633–
1,628 cm−1 bands may down-shift ∼31–36 or ∼49–
55 cm−1 to 1,597 or 1,579 cm−1 upon 13C labeling.
The former suggests that the 1,635–1,628 cm−1 bands
are due to amide modes while the later suggests that

the 1,635–1,628 cm−1 bands are associated with C=C
modes, and probably not C=O modes.

Unambiguous identification of PhQ C=O and C=C
modes will most likely require the incorporation of
specifically labeled quinones into PS I. Such work is
beginning in our laboratory.

F. Phyllosemiquinone Difference Bands

Semiquinone C· · ·O and C· · ·C modes are expected to
show up as positive difference bands in the ∼1,520–
1,380 cm−1 region. In Q−

A/QA FTIR DS obtained us-
ing Rps. viridis RCs (QA is menaquinone-9 in Rps.
viridis) and Rb. sphaeroides RCs reconstituted with
PhQ into the QA site, three well-separated bands are
observed at 1,478(+), 1,444–1,438(+), and 1,394–
1,392(+) cm−1 (Breton et al., 1994). These bands
are nearly as intense as the bands that are observed
in the 1,600–1,700 cm−1 region. The 1,478(+) and
1,394–1,392(+) cm−1 bands were assigned to C· · ·C
modes while the 1,444–1,448(+) cm−1 band is as-
signed to a C· · ·O mode coupled to a C· · ·C vibra-
tion (Breton et al., 1994). This is somewhat different
from conclusions drawn from spectro-electrochemical
FTIR studies of 2-methyl-1,4-naphthoquinone in ace-
tonitrile (Breton et al., 1991b), in which anion bands
at 1,502, 1,444, and ∼1,380 cm−1 were assigned
to C· · ·O, C· · ·C, and C· · ·O modes, respectively.
Q−

A/QA FTIR DS have been obtained using Rps. viridis
and Rb. sphaeroides (either reconstituted with vita-
min K1 or with ubiquinone in the QA site) RCs that
have been 1H and 2H labeled (Breton and Nabedryk,
1995). The 1,444–1,438(+) cm−1 band is the one
predominantly affected by 2H exchange. This supports
the idea that this band is due to a, possibly H-bonded
C· · ·O mode.

In 1H, Synechococcus sp. PCC 7002 A−
1 /A1 FTIR

DS prominent positive bands are observed at 1,516(+),
1,493(+), and 1,414(+) cm−1. Three bands are also ob-
served with similar frequency in the 1H Synechocys-
tis sp. PCC 6803 A−

1 /A1 FTIR DS. In Synechococ-
cus sp. PCC 7002 A−

1 /A1 FTIR DS the 1,494(+) cm−1

band is considerably impacted by deuteration, while
the 1,414(+) cm−1 band-shifts less than 2 cm−1. These
observations suggests that the 1,495(+) and 1,414(+)
cm−1 bands are due to C· · ·O and C· · ·C modes of
A−

1 , respectively. Upon 13C labeling, it could be pos-
sible that part of the 1,495(+) cm−1 band down-shifts
∼38–1,454(+) cm−1. Such a shift could be consistent
with the idea that the 1,494(+) cm−1 band is due to a
semiquinone C· · ·O mode. Upon 13C labeling, it could
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also be possible that part of the 1,414(+) cm−1 band
down-shifts ∼58–1,355(+) cm−1. Such a shift is con-
sistent with the idea that the 1,414(+) cm−1 band is due
to a semiquinone C· · ·C mode. In Q−

A/QA FTIR DS ob-
tained using Rb. sphaeroides RCs reconstituted with
Q8, a band at 1,466(+) cm−1 in unlabeled Q−

A/QA FTIR
DS was found to down-shift 59 cm−1, to 1,407 cm−1

upon uniform 13C labeling of Q8. This again is consis-
tent with the assignment of the 1,466(+) cm−1 band (in
unlabeled Q−

A/QA FTIR DS of RCs reconstituted with
Q8) to a C· · ·C mode.

The unlabeled and labeled spectra are extremely
complex in the 1,500–1,300 cm−1 region, and we have
outlined only a few possible band assignments. For
unambiguous assignment, specific types of labeling
strategies will be required to deconvolute the complex
spectra. Such work is just beginning in our laboratory.

VI. Conclusions

It has been shown that TRSS FTIR instrumentation
can reach a very high level of sensitivity. This sen-
sitivity allows the collection of reliable A−

1 /A1 FTIR
DS in intact cyanobacterial PS I particles. However,
the level of sensitivity obtainable is still inadequate to
obtain reliable A−

1 /A1 FTIR DS for intact PS I parti-
cles from C. reinhardtii. The collection of A−

1 /A1 FTIR
DS for unlabeled and uniformly isotope-labeled PS
I particles has allowed some solid and unambiguous
band assignments to be made. Many other tentative
band assignments were suggested, that remain to be
tested using specific labeling strategies, site-directed
mutagenesis, and foreign quinone incorporation stud-
ies. Such studies have already been undertaken in the
quest to understand both the QAand QB binding sites in
PBRCs.

VII. Addendum

1. After submission of this work it was found that
A−

1 /A1 FTIR DS obtained using trimeric PS I
particles from Synechocystis sp. PCC 6803 and
Synechococcus sp. PCC 7002 are very similar.
The spectra in Fig. 6, b/c were obtained using
trimeric/monomeric PS I particles from Syne-
chococcus sp. PCC 7002/Synechocystis sp. PCC
6803, respectively. The differences in Fig. 6,
spectra b and c are therefore likely due to the
use of monomeric or trimeric PS I particles. The
above observation also led us to suspect that the

1,656(−) cm−1 band in the Synechocystis sp.
PCC 6803, 1H A−

1 /A1 FTIR DS (Fig. 6, spec-
trum c) is not due to an amide I mode.

2. Recently, we have obtained A−
1 /A1 FTIR DS us-

ing trimeric PS I particles from Synechocystis
sp. PCC 6803 in which the methionine axial lig-
ands to A0−A and A0−B have been changed to
leucine. Upon changing the A0−A methionine
ligand the 1,754(−)/1,748(−) cm−1 band dis-
appears. Changing the A0−B methionine ligand,
however, has little impact on the spectra. These
observations are in keeping with the band as-
signments proposed above.
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Summary

Photoelectric methods to study charge transfer processes in photosynthetic organisms are reviewed along with
comparative analyses of photoelectric reactions in Photosystem I, Photosystem II, and the reaction center of purple
bacteria. Particular emphasis is placed on a comparison of dielectrically weighted photoelectric signal amplitudes
with local structural parameters obtained from the X-ray diffraction data. This analysis demonstrates that the
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effective dielectric constant (ε) is distributed heterogeneously over the pigment–protein complexes of Photosystem I,
Photosystem II, and the bacterial reaction center. The electrogenicity in the Photosystem I complex and its interaction
with natural donors (plastocyanin, cytochrome c6), natural acceptors (ferredoxin, flavodoxin), and artificial acceptors
and donors (methyl viologen and other redox dyes) were studied. The profile of distribution of the dielectric constant
along the stretch of the complexes was calculated. It was found that the ε value is minimal at the core of the complexes
and gradually increases toward the periphery. To a first approximation, the hierarchy of the dielectric constant
values derived from photoelectric experiments qualitatively correlates with the hierarchy of the rate constants
of charge transfer reactions along the photosynthetic electron transport chain. The fastest primary reactions of
charge separation and stabilization of separated charges occur in the core of the complexes in the picosecond time
range, whereas slower secondary reactions take place on the periphery of the complexes in the microsecond to
millisecond time range. The correlation between the local dielectric constant and the electron transfer rate constant
at a corresponding chain segment is discussed in terms of mechanism. It is suggested that these mechanisms are
specified by the dielectric reorganization and relaxation of the medium.

I. Structure and Function of PS I

The primary processes of light energy conversion
in photosynthetic organisms take place in special
pigment–protein complexes that mediate transmem-
brane charge separation with high quantum and en-
ergy efficiencies. The transmembrane charge separa-
tion itself initiates further biochemical reactions in
the cell. The chlorophyll (Chl)–protein complexes of
Photosystem I (PS I) from cyanobacteria, algae, and
higher plants, in which low-potential iron–sulfur clus-
ters (FA/FB) are the terminal electron acceptors, belong
to the Type I class of photosynthetic reaction centers
(RC). In terms of evolution, PS I complexes are close to
the RC of green sulfur bacteria and heliobacteria. These
Type I complexes share many structural and functional
similarities (Golbeck and Bryant, 1991).

PS I mediates photoinduced transfer of an electron
from plastocyanin (Pc) to ferredoxin (Fd). Cytochrome
(cyt) c6 and flavodoxin (Fld), serve as an alternative
electron donor and acceptor, respectively, in cyanobac-

Abbreviations: �� – transmembrane electric potential differ-
ence; ε – effective dielectric constant; A0 – monomer chlorophyll
acceptor; A1 – phylloquinone; ALM – artificial lipid membrane;
bRC – bacterial photosynthetic reaction centers; Chl – chloro-
phyll; cyt – cytochrome; DCMU – 3-(3,4-dichlorophenyl)-1,1-
dimethylurea; DCPIP – 2,6-dichlorophenol–indophenol; Fd –
ferredoxin; Fld – flavodoxin; FX, FA, and FB – 4Fe–4S clusters;
MV – methyl viologen; P680 – primary donor of photosystem II;
P700 – primary donor of photosystem I; P960 (P870) – primary
donor of bacterial reaction center; Pc – plastocyanin; Pheo –
pheophytin; PMS – phenazine methosulfate; PS I – Photosystem
I; PS II – Photosystem II; QA – primary quinone acceptor; QB –
secondary quinone acceptor; RC – reaction center; TMPD –
N ,N ,N ′,N ′-tetramethyl-p-phenylendiamine; YZ – redox-active
Tyr 161 of photosystem II D1 protein.

teria. The three-dimensional structure of PS from the
thermophilic cyanobacterium Synechococcus elonga-
tus has been solved by X-ray diffraction at a resolu-
tion of 2.5 Å (Jordan et al., 2001). PS I complexes in
higher plants are monomers, whereas they are trimers
in many species of cyanobacteria (Karapetyan et al.,
1999; see Karapetyan et al., this volume, Chapter 13).
Each monomer (∼300 kD) contains a copy of 12 dif-
ferent protein subunits. The core of the PS I complex
consists of two large subunits (products of the expres-
sion of the psaA, psaB, and psaC genes), which bind 96
molecules of Chl a, 22 molecules of �-carotene, two
molecules of phylloquinone, and an interpolypeptide
iron–sulfur center FX. The majority of Chl a molecules
serve as antenna pigments. The terminal iron–sulfur
clusters FA/FB ([4Fe–4S] clusters) are bound to the pe-
ripheral stromal subunit PsaC, which has a molecular
weight of ∼9 kD.

A scheme showing the mutual arrangement of elec-
tron transport cofactors and subunits PsaA, PsaB, and
PsaC, which constitute the PS I core complex, is shown
in Fig. 1. The stromal subunits PsaD and PsaE do not
contain redox cofactors, yet they are required to provide
binding and effective interaction of PS I with Fd and
Fld. The primary electron donor P700 comprises two
Chl molecules (eC-A1/eC-B1), the porphyrin planes
of the molecules being parallel to one another (dis-
tance, 3.6 Å) and perpendicular to the membrane plane.
The X-ray diffraction analysis of crystals of the PS I
complex also revealed two domains of high electron
density that were attributed to Chl a molecules in po-
sitions corresponding to accessory bacteriochlorophyll
molecules in the RC of purple bacteria (eC-A2/eC-B2),
two Chl a molecules in positions corresponding to bac-
teriopheophytin molecules in the RC of purple bacteria
(Deisenhofer et al., 1985; Allen et al., 1987) (eC-A3
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Fig. 1. Arrangement of electron transfer cofactors based on the
X-ray diffraction analysis of PS I crystals (Jordan et al., 2001).

and eC-B3), and two phylloquinone molecules (Qk-A
and Qk-B).

Pairs of Chl and phylloquinone molecules are lo-
cated in nearly symmetric electron transport branches
A and B, which are bound to subunits PsaA and PsaB,
respectively. Branch A incorporates Chl molecules eC-
A1, eC-B2, eC-A3, and phylloquinone Qk-A, whereas
branch B incorporates Chl molecules eC-B1, eC-A2,
eC-B3, and phylloquinone Qk-B. The cofactors form-
ing each branch are crossed rather than exclusively
bound to one PS I subunit (eC-B2 belongs to branch A,
whereas eC-A2 belongs to branch B). The PS I elec-
tron transport chain includes P700, A0 (one or the two
Chl monomer molecules denoted as eC-A3/eC-B3), A1

(one or the two molecules of phylloquinone Qk-A/Qk-
B), and iron–sulfur clusters FX, FA, and FB. Whether
one or both of the two symmetric branches of cofactors
are involved in electron transfer from P700 to FX is not
completely solved (Guergova-Kuras et al., 2001; Xu
et al., 2003).

The spatial arrangement of electron transfer cofac-
tors and antenna Chl molecules in the photosynthetic
membrane is shown in Fig. 2. The majority of antenna
Chl molecules are arranged in two parallel layers. The
boundary of the lower layer is slightly below the level of
P700, whereas the boundary of the upper layer is near
the level of iron–sulfur cluster FX. This arrangement

of the antenna Chl molecules delineates an arbitrary
borderline of the lipid bilayer, thereby inferring the to-
pography of the PS I electron carriers in the membrane.

A diagram of the electron transport reactions in PS
I, along with lifetimes of the direct and back reactions
as well as midpoint potentials (Em) of the redox cofac-
tors, is shown in Fig. 3. Upon absorbing a light quan-
tum, the primary electron donor becomes an excited
state P700∗, which is followed by the act of charge
separation between P700∗ and the primary acceptor
A0 and the subsequent formation of the intermediate
state P+A–

0 within <20 psec. After 50 psec, the elec-
tron is transferred to the phylloquinone A1 and within
≤200 nsec to the iron–sulfur clusters FX and FA/FB.
Furthermore, electron transfer to the natural acceptor
Fd (Fld) occurs within 0.5–100 μsec. In the absence of
an electron acceptor, the kinetics of the back reactions
of the electron from F−

X and (FA/FB)− to P700+ are
characterized by lifetimes of 0.5–5 and 30–100 msec,
respectively. In the presence of the native secondary
donor Pc (cyt c6), the fast reduction of photooxidized
P700 prevents charge recombination between FX

− or
(FA/FB)− and P700+ (see Brettel and Leibl, 2001, for
review).

II. Methods of Measurement of
Membrane Potentials

According to the widely accepted chemiosmotic princi-
ple of energy coupling through a proton-motive force
as suggested by P. Mitchell, membrane proteins and
vectorial metabolic reactions play a key role in the pri-
mary processes of energy accumulation in biological
membranes (see Mitchell and Pasternak, 1992, for re-
view). Redox components comprising electron trans-
port chains in coupled membranes are located asym-
metrically in membrane proteins, thereby providing
a basis for transmembrane vectorial charge transfer.
Light-dependent charge transfer in RCs of photosyn-
thetic organisms is accompanied by the generation of a
transmembrane electric potential difference (�� ). The
relative contribution of individual reactions to the to-
tal amplitude of � is dielectrically weighted, i.e., it is
determined not only by the projection of the cofactor-
to-cofactor distance onto the perpendicular to the mem-
brane plane but also by the dielectric properties of the
environment at the protein site between the redox cen-
ters. In addition, conformational changes of charged
amino acid residues and redox centers that accompany
transmembrane charge transfer may also contribute to
generation of �� . Both the slowest kinetic stages of
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Fig. 2. Topography of redox carriers and PS I Chl antenna molecules in the membrane. The electron transfer cofactors and Chl
molecules are highlighted in black and gray, respectively. The iron–sulfur cluster FX is shown as a group of spheres (adapted from
Jordan, 2001).

the generation of �� and the steady-state level of �ψ

depend on the ion permeability of the membrane, the
membrane integrity, and the electric resistance.

A method based on the detection of the absorption
changes of carotenoids is commonly used for measur-
ing �ψ in membranes of photosynthetic organisms.
Absorption changes of carotenoids in photosynthetic
membranes are due to an electrochromic shift of max-
imums of their absorption spectra (Junge and Witt,
1968). It was shown that the amplitude of the absorp-
tion change induced by an electric field is a linear
function of the transmembrane potential (Junge and
Witt, 1968; Jackson and Crofts, 1969). This method
has been widely used in studies of electrogenic reac-

tions in chromatophores of purple bacteria and thy-
lakoids of chloroplasts. However, this method proved
to be ineffective in studies of cyanobacteria and iso-
lated pigment–protein complexes in model systems. In
addition, the carotenoid method is characterized by a
relatively low signal-to-noise ratio, which requires sig-
nal averaging of the kinetic records. It should be noted,
however, that Joliot and Joliot (1984) have developed a
kinetic spectrophotometer that achieves a high signal-
to-noise ratio by utilizing differential optics and a series
of relatively intense light pulses from a flashlamp in-
stead of a continuous beam to probe the sample.

A microelectrode method permits the direct mea-
surement of �ψ. A capillary microelectrode was

Fig. 3. Diagram of the forward and back reactions of electron transfer in PS I with lifetimes and midpoint redox potential (Em) values
of the cofactors.
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inserted into the giant chloroplast in a eukaryotic alga
(Bulychev et al., 1972), and it was thereby shown that
the electrogenic activity (i.e., activity accompanied by
the generation of an electric potential difference) of
PS I was higher than the electrogenic activity of PS
II. However, it should be noted that the microelectrode
technique could be used to measure the membrane po-
tential in only a few naturally occurring organisms. In
addition, the high ohmic resistance of microelectrodes
reduces the time resolution of the method to ∼1 msec.

The generation of �� in PS I complexes under con-
ditions of pulse laser excitation is due to the transfer
of an electron through the dielectric layer of the mem-
brane protein from the natural donors (Pc or cyt c6)
through P700, A0, A1, FX, FA, and FB to the exogenous
acceptors Fd or Fld. Because this review is focused on
fast electrogenic reactions in isolated PS I complexes,
we will describe in detail the photoelectric methods
designed to measure �� with a high time resolution.

A. Measurement of the Generation of the
Electric Potential Difference at the
Heptane/Water Interface

When chloroplasts are positioned at a heptane/water
interface, the thylakoid membranes are ruptured and
the components of the membrane are oriented at the
interface according to their hydrophobic/hydrophilic
properties. If the chloroplasts, which are spread over
the heptane/water interface, are illuminated with a
flash of light, a photovoltage of about 2 mV can be
measured using a high-resolution capacitive electrode
(Trissl and Gräber, 1980). It was shown that the ampli-
tude of the photoelectric signal was decreased by about
one-half in the presence of 3-(3,4-dichlorophenyl)-1,1-
dimethylurea (DCMU), an inhibitor of electron trans-
port through PS II. From these data, it was concluded
that the amplitude of the photoelectric signal gener-
ated by PS I contributed about one-half of the total
photoelectric signal of the thylakoid membrane. The
rise-time of the photoelectric signal was measured in
these experiments to be less than 1 nsec. It should be
noted, however, that charge transfer to FA/FB in PS I oc-
curs within the time interval of about 200 nsec, whereas
electron stabilization in the subnanosecond time range
occurs only in the phylloquinone A1 molecule (see
Brettel and Leibl, 2001, for review).

Double-flash experiments with PS I vesicles exposed
to the heptane/water interface revealed that the lifetime
(τ) of the back reaction was ∼65 msec, which corre-
sponds to the kinetics of charge recombination between
P700+ and terminal iron–sulfur acceptors (FA/FB)–. It

should be noted that exposure of chloroplasts or PS
I vesicles to the heptane/water interface is accompa-
nied by partial extraction and denaturation of pigment–
protein complexes. Perhaps this disadvantage does not
permit the method of measurement of �� generation
at a heptane/water interface to be used more widely.

B. Measurement of Electric Potential
Generated by a Light Gradient in
Chloroplast Suspensions

When a suspension of chloroplasts is exposed to a non-
saturating flash, a transient electric potential difference
can be measured between two electrodes immersed in
the suspension, provided that the electrodes are sepa-
rated along the direction of the light beam propagation
(Witt and Zickler, 1973; Fowler and Kok, 1974). This
effect represents the transient processes of the genera-
tion of the transvesicular �� . Because of the lack of
light saturation, a larger number of charge separations
occur at the light entry side of the vesicle as compared
to the light exit side (see scheme in Fig. 4).

Because charge transfer is directed from the inside to
the outside of the vesicle, an array of oriented dipoles
is generated with the negative sign at the light entrance
side of the vesicle. Therefore, the additive effect of all
thylakoids located along the light path allows the �� to
be measured with two macroscopic electrodes inserted
at different depths into the apparatus containing the
suspension of thylakoids. The direction of the primary
photosynthetic electron transport can be determined
from the polarity of the photovoltage. This method
has been given the name “the light gradient method.”
With this method it was shown that the polarity of the
potential generated by inside-out thylakoids was op-
posite to the polarity of intact chloroplasts (Gräber,
1987). Double-flash experiments with the light gradi-
ent method in chloroplasts also demonstrated the pos-
sibility of detecting P700+ reduction kinetics.

C. Measurement of the Electric Potential
Difference in Oriented Multilayers

A further upgrade to the light gradient method was
made in the laboratory of H. -W. Trissl on the basis
of the formation of a multilayer of PS I-containing
membrane fragments electrically oriented in a low-
impedance capacitive microcoaxial cell (Deprez et al.,
1986; Hecks et al., 1994). This allowed the rise-time
of the electrogenic phase to be resolved with picosec-
ond time resolution. These measurements revealed the
photovoltage generation steps accompanying electron
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Fig. 4. Schematic diagram of the light gradient method for de-
tection of electric signals in chloroplasts (adapted from Gräber,
1987).

transfer between P700 and A0 (� < 22 psec) and be-
tween A0 and A1(� ∼50 psec). However, the time win-
dow of the low-impedance measurements did not ex-
tend longer than 1–2 nsec and was limited by the param-
eters of the input RC-circuit. A variant of this method
using a high-input impedance amplifier allowed the
time window of detection to be extended up to 50 nsec
(Trissl et al., 1987).

A further extension of the time window was achieved
by calculating the ideal photovoltage �� rise-time as
the integral of the displacement current and the removal
of the decay due to ionic relaxation by a numerical
deconvolution procedure. This procedure allowed an
electrogenic phase with τ ∼220 nsec to be resolved.
This phase was ascribed to electron transfer from A1

to FX and further to FA/FB (Leibl et al., 1995). How-
ever, this method is not applicable to the measurement
of the amplitude and kinetics of slower electrogenic
phases because the kinetic phase with � ∼220 nsec was
obtained as a decay-cleared trace rather than actually

measured kinetic transient. Therefore, it is appropriate
to develop another method of detection of �� gen-
eration within the time range from 200 nsec to ∼100
msec. The system based on phospholipid-impregnated
collodion film developed in our laboratory seems to be
well-suited for the measurement of photovoltage kinet-
ics on the microsecond to millisecond time scale. This
system was used earlier in our laboratory to study bacte-
riorhodopsin and bacterial photosynthetic reaction cen-
ters. It was later used to study electrogenic reactions in
PS I complexes.

D. The Direct Electrometrical Method

The method of direct measurement of the electrical
activity of membrane enzymes was first used in stud-
ies of electrogenesis in membranes of proteoliposomes
containing bacteriorhodopsin and a number of mito-
chondrial energy–transformation complexes (Drachev
et al., 1974). The principles of this method are based
on the association of closed lipid–protein membrane
vesicles (proteoliposomes) with an artificial lipid mem-
brane (ALM) and measurement of �� in the sys-
tem using macroelectrodes immersed in a buffer elec-
trolyte solution at the two sides of the ALM. The
macroelectrodes are connected to an electrometric volt-
meter (or to a broad-band operating amplifier when
detecting fast kinetics). The incubation of proteoli-
posomes for ∼1 h at room temperature in the pres-
ence of the cations Ca2+or Mg2+ (incubation is re-
quired to neutralize negative charges at the surfaces
of the contacting membranes) gives rise to the asso-
ciation of proteoliposomes with the ALM. The ALM-
bound proteoliposomes are retained the inner aqueous
phase, which was confirmed by electron microscopy
and by experiments with gramicidin (Drachev et al.,
1976).

Thick membranes formed from an asolectin (phos-
phatidylcholine type II-S) solution in n-decane in a
1-mm hole in a Teflon film that separates two com-
partments of the measuring system were used in early
experiments as the ALM. A further methodological
upgrade of the measuring system included the use of
porous filters as an ALM frame (Drachev et al., 1979).
However, the low electric capacitance of a thick ALM
is a disadvantage because it results in distortion of the
�� kinetics.

Let us consider a simplified equivalent electrical cir-
cuit of the proteoliposome–ALM measuring system
put forward by L. A. Drachev (Fig. 5; Drachev et al.,
1981a). According to the equivalent electric circuit,
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Fig. 5. Schematic diagram of the direct electrometrical method
of measurement of the electric potential difference in the
proteoliposome–ALM system. Explanations are given in the
text (adapted from Drachev et al., 1981).

the electrical voltage measured with the voltmeter V
is less than the voltage generated across the prote-
oliposome membrane associated with ALM because
the voltmeter V is connected to the generator (e.g.,
PS I) through a voltage divider formed by resistances
RT and Rm and capacitances CT and Cm. This volt-
age divider is compensated (its coefficient of atten-
uation does not depend on the signal frequency) be-
cause the time-constants Cp Rp and Cm Rm are equal
to one another (the two regions are parts of the same
ALM). Therefore, the photoelectric signal generated
in a proteoliposome membrane should be transmitted
to the electrodes with a lower amplitude but without
a distortion of the signal shape. This is indeed ob-
served provided the input resistance of the voltmeter
(or operational amplifier) Rin is larger and the input ca-
pacitance Cin is significantly lower than the resistance
and capacitance of the proteoliposome-ALM system,
respectively.

The actual equivalent circuit of this system is more
complicated than the circuit considered above. The re-
sistances and capacitances of the ALM/H2O interface
were found to be significantly larger than the resis-
tance and capacitance of phospholipid solution because
ordered lipid layers are formed at the border zones,
whereas disordered phospholipid molecules dissolved
in n-decane are located in the bulk ALM. Therefore,
the boundary ALM layers are simulated by RC-chains
with larger capacitances and resistances than in RC-
chain that simulate the inner ALM layers. As a result,
the capacitance of the system measured within the low-
frequency range corresponds to the bilayer lipid mem-
brane capacitance, whereas the capacitance of the sys-
tem measured at higher frequencies is comparable to
the amplifier Cin. This causes a distortion of the pho-
toelectric kinetics from the true value. To increase the
capacitance of the inner ALM layer, the thickness of
the artificial membrane should be decreased and its
area increased as much as possible.

A thin but sufficiently strong collodion (nitrocellu-
lose) film impregnated with phospholipid solution was
used in our experiments for detecting fast stages of ��
generation (Drachev et al., 1981a). The resistance of the
collodion film was significantly lower than the amplifier
Rin, whereas its capacitance (5000 pF) was three orders
of magnitude larger than the operating amplifier Cin.
The use of the phospholipid-impregnated collodion
film as ALM provided an opportunity to detect undis-
torted electric signals with a time resolution ∼200 nsec.
The time resolution of measurement was limited by pa-
rameters of the signal recording hardware. After com-
pletion of the process of ALM association with pro-
teoliposomes, the incubation medium in the two com-
partments of the Teflon measuring cell was replaced
with fresh buffer medium containing neither proteoli-
posomes nor divalent metal cations. Light-dependent
reactions in this system were induced by laser flashes
(wavelength, 532 nm; pulse halfwidth, 15 nsec), which
provided synchronous single-turnover photoexcitation
of PS I complexes. Photoelectric signals were detected
using an operational amplifier with a frequency band-
width of 8 MHz and an amplification coefficient 100.
The electric signals from the operational amplifier out-
put were applied to a transient recorder and stored in
computer memory. To analyze the kinetics of the ��
signal rise and decay in the same record, the photoelec-
tric signal was recorded using two different time sweeps
in one kinetic curve. The resulting curve was expanded
into exponential components using computer programs
GIM (developed by A. L. Drachev) and DISCRETE.
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Fig. 6. Photoelectric responses of proteoliposomes containing PS I. Photoelectric responses were recorded using the direct electro-
metrical method: (1) in the absence of additions; (2) in the presence of 100 mM sodium dithionite; (3) in the presence of 10 mM
sodium ascorbate and 0.4 mM Pc (adapted from Mamedov et al., 1998, 2001).

III. Electrogenic Reactions in PS I

A. Electrogenic Reactions on the Acceptor
Side of PS I

1. Electrogenicity Accompanies
Photoreduction of Iron–Sulfur Clusters
FA and FB in PS I

In the absence of soluble electron donors and accep-
tors, the kinetics of the dark reduction of P700+ are
characterized by back reactions from one of the bound
electron acceptors (Vassiliev et al., 1997). The direct
electrometrical method developed in our laboratory
(Drachev et al., 1974, 1979, 1981b; Dracheva et al.,
1988) was used to monitor the flash-induced photoelec-
tric responses of the proteoliposomes containing PS I
complexes from the cyanobacterium Synechocystis sp.
PCC 6803 adsorbed on the surface of a phospholipid-
impregnated collodion film. The formation of the trans-
membrane electric potential difference corresponded to
the negative charging of the interior of the proteolipo-
somes (Mamedov et al., 1996). According to the neg-
ative sign of the photoelectric response and the effect
of the nonpenetrating oxidizing agent potassium ferri-
cyanide on the amplitude of the flash-induced �� , the
orientation of P700 in the proteoliposome membrane
was estimated to be >95% facing the external aqueous
phase (Mamedov et al., 1996). The main component of
the �� decay kinetics with a lifetime of ∼100 msec
corresponded to the charge recombination between
P700+ and (FA/FB)−, whereas the minor faster compo-

nents were attributed to back reactions from F−
X and A−

1

in a fraction of the PS I complexes with impaired for-
ward electron transfer to FA/FB (Vassiliev et al., 1997).

The kinetics of forward electron transfer from A−
1

to the Fe/S clusters in PS I is approximated by two
components with � ∼20 and � ∼200 nsec (see Joliot
and Joliot, 1999; Brettel and Leibl, 2001 and refer-
ences therein). On the basis of photoelectric measure-
ments on electrically oriented PS I-containing mem-
brane fragments, it was concluded that the overall elec-
tron transfer from A−

1 to FB was limited by the step
from A−

1 to FX (Diaz-Quintana et al., 1998). Because
the lifetime of the �� generation measured by Joliot
and Joliot (1999) fell within a time interval shorter
than the instrument-limited response time of our in-
strumentation (200 nsec), neither the 20 nor 200 nsec
kinetic phases of forward electron transfer between A1

and FA/FB were resolved (Fig. 6, trace 1). Therefore,
to estimate the relative contribution of electron trans-
fer reactions between iron–sulfur clusters to the over-
all electrogenesis, we used an indirect approach. Our
strategy was based on the following assumptions: (i)
sodium dithionite is able to reduce FA and FB and (ii)
treatment with HgCl2 causes selective extraction of the
FB cluster (Kojima et al., 1987). A comparison of the
dithionite-induced decrease in the magnitude of the to-
tal photoelectric responses obtained with control and
FB-less (HgCl2-treated) PS I complexes provides an
independent approach to the elucidation of the relative
contribution of FX → FB and FX → FA electron trans-
fer reactions to the overall electrogenesis within the PS
I complex.
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The initial amplitude of �� can be determined by
extrapolating the �� decay kinetics. The main de-
cay pathway of the flash-induced �� that is built-up
across the membrane is the charge recombination be-
tween P700+ and the photoreduced terminal acceptors
F−

A and F−
B (whose lifetime ranges between 30 and 100

msec (Vassiliev et al., 1997; see also Brettel and Leibl,
2001, for review). To determine the initial amplitude
of �� we took into account only the charge separation
between components with lifetimes longer than 400
�sec, i.e., the components related to electron trans-
fer steps at distances larger than between P700 and
A1. This excluded contributions from centers with im-
paired electron transfer between A1 and FX. On the
basis of room-temperature kinetics of P700 absorp-
tion changes in isolated PS I complexes, the amount
of dithionite used (100 �M) was found to be sufficient
to chemically reduce FA and FB without any noticeable
reduction of FX. As expected, the addition of dithion-
ite led to an acceleration of the �� decay kinetics
(Fig. 6, trace 2), which was mainly due to the back-
reaction from F–

X (lifetime ranging between 0.5 and 5
msec). The deconvolution of the kinetic curves shows
a ∼30% decrease in the amplitude of the photoelectric
response in the presence of dithionite, which occurs due
to the blockage of the electron transfer between FX and
FA/FB.

Treatment of cyanobacterial PS I complexes with
HgCl2 results in >95% destruction of the FB cluster
and retention of >90% of the FA cluster (Jung et al.,
1995). For the HgCl2-treated (FB-free) samples, we per-
formed similar multiexponential analysis of the decay
kinetics in the absence and in the presence of dithion-
ite, and determined the initial amplitudes of �� af-
ter subtracting the fast phases with lifetimes shorter
than 400 �sec. The addition of dithionite to both the
control and HgCl2-treated samples resulted in similar
acceleration of the �� kinetics, but the decrease of
the initial �� amplitude associated with the blockage
of electron transfer from FX to FA was less signifi-
cant in HgCl2-treated samples (15–17%). It should be
noted that Diaz-Quintana et al. (1998) observed a de-
crease in the amplitude of the electrogenic phase corre-
sponding to the A1 →FA/FB electron transfer in HgCl2-
treated sample compared to the control. However, this
decrease was attributed in (Diaz-Quintana et al., 1998)
to the treatment-induced destruction of ∼30% of FA.
Note that no such HgCl2-induced degradation of the
FA iron–sulfur clusters was observed in our experi-
ments (Mamedov et al., 1998). The discrepancy could
be due to the differences in PS I preparations, in the
HgCl2-treatment procedure, and in the techniques used

to measure the electrogenic changes (PS I-containing
proteoliposomes adsorbed onto the phospholipid col-
lodion membrane (Mamedov et al., 1998) versus elec-
trically oriented multilayer membrane fragments ad-
sorbed onto a platinum electrode (Diaz-Quintana et al.,
1998).

The data obtained unambiguously indicate that the
voltage changes on the reducing side of PS I are related
to the electron transfer between FX and FA as well as
between FA and FB. On the basis of the electrogenic na-
ture of the latter reaction, we concluded that FB rather
than FA was the electron acceptor distal to FX (Mame-
dov et al., 1998).

2. Electron Transfer from the Terminal
Cluster FB to External Acceptors is
Electrically Silent

The electrometrical technique was also used to investi-
gate electron transfer between the terminal iron–sulfur
centers FA/FB and external electron acceptors in PS
I complexes isolated from the cyanobacterium Syne-
chococcus sp. PCC 6301 and from spinach (Mame-
dova et al., 1999). The photoelectric responses were
monitored in PS I-containing proteoliposomes either
in the absence or the presence of Fd, Fld, and methyl
viologen (MV) entrapped in phospholipid vesicles. The
increase in the relative contribution of the slow compo-
nents of the �� decay kinetics in the presence of both
native (Fd, Fld) and artificial (MV) electron acceptors
indicates that the interaction between the terminal Fe/S
cluster and acceptors is effective. The lack of additional
electrogenicity under conditions of effective electron
transfer from the FB redox center to soluble acceptors
implies that this reaction is electrically silent. Similar
data were obtained using proteoliposomes containing
spinach PS I complexes, where the orientation of the
complexes was opposite. The finding that FA fails to do-
nate electrons to Fld in the FB-deficient (HgCl2-treated)
PS I complexes suggests that FB is the direct electron
donor to Fld (Mamedova et al., 1999). This conclusion
is in line with the data obtained by monitoring the ki-
netics of re-reduction of the photooxidized P700 in the
presence of Fd and Fld (Vassiliev et al., 1998) and the
kinetics of Fd reduction (Diaz-Quintana et al., 1998)
by control and FB-deficient PS I complexes. Although
the FB-free PS I complexes, which almost completely
lost the ability to donate electron to Fld, were still capa-
ble of reducing MV, the effective concentration in this
case was much higher than the concentration required
to provide interaction with intact PS I complexes. The
fact that the concentration of MV required to accept an
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electron from FA is higher than that for FB implies that
the FAcluster is sterically hindered relative to the FB

site (Vassiliev et al., 1998).
The finding that FB is the distal cluster to FX and

that it serves as the immediate electron donor to Fd/Fld
unequivocally indicates that the electron transfer on
the acceptor side of PS I is arranged as in the following
series: FX → FA → FB → Fd/Fld (see Golbeck, 1999,
for review).

B. Electrogenicity Accompanying
Reduction of Photooxidized P700 by
Electron Donors

1. Electrogenic Reduction of P700 by
Plastocyanin and Cytochrome c6

The accessibility of P700+ to the external aqueous
phase makes PS I-containing proteoliposomes a conve-
nient system for studying electron donation from non-
penetrating hydrophilic donors. As mentioned above,
cyt c6 and Pc are alternative native secondary electron
donors to photooxidized P700 in cyanobacteria. The
addition of a donor capable of donating an electron to
P700+ more rapidly than the photoreduced acceptor
gives rise to competitive substitution of recombination
by direct electron transfer.

The addition of reduced Pc in a gradually increasing
concentration experiment resulted in slowing down of
the �� decay due to competition with (FA/FB)− for re-
duction of P700+. At a Pc concentration above 50 �M,
an additional �� rise phase is observed in the kinetics
of the photoelectric response. The maximal amplitude
makes up ∼20% of the amplitude of the fast phase at-
tributed to P700+(FA/FB)− charge separation (Fig. 6,
trace 3), whereas the apparent pseudo-first-order rate
constant exhibits a saturation profile at increasing Pc
concentrations, thereby suggesting the formation of a
transient complex with PS I. Additionally, a small but
detectable fast electrogenic phase was observed at high
Pc concentrations. The rate constant of this phase was
independent of Pc concentration, indicating that it is
related to a first-order process. The �� rise kinetics
at a Pc concentration of 400 �M is clearly biphasic:
the small fast component is characterized by � ∼ 30
�s and the large slow one, by � ∼ 3 msec (Mamedov
et al., 2001).

A comparative kinetic analysis of electron transfer
between Pc and photooxidized P700 in a variety of
evolutionary-differentiated organisms led to the pro-
posal of different reaction mechanisms for PS I reduc-
tion (Hervas et al., 1995). In most primitive cyanobac-

teria, such as Synechocystis sp. PCC 6803 and Syne-
chococcus elongatus, a linear Pc-concentration depen-
dence of the rate constant of P700+ reduction was
observed (Hervas et al., 1994). This type of behav-
ior corresponds to a simple bimolecular collisional
mechanism (type I). In the other cyanobacteria, such
as Anabaena sp. PCC 7119 and Pseudanabaena sp.
PCC 6903 and in hybrid systems composed of eucary-
otic PS I and cyanobacterial Pc, a saturation profile in
the Pc-concentration dependence uncovered a pseudo-
first-order rate constant of P700+ reduction. This pro-
file was attributed to a two-step mechanism (type II),
which involved complex formation prior to the electron
transfer. The kinetic profiles of the type I and type II
mechanisms were monophasic, with no detectable fast
phases. The electron transfer kinetics between Pc and
PS I in higher plants and eucaryotic algae was shown
to be bi-exponential with a fast first-order rate constant
(t1/2 = 10–20 �sec) and a slower second-order rate con-
stant. A three-step kinetic mechanism (type III), involv-
ing a rate-limiting conformational change within the
Pc–PS I complex prior to intracomplex electron trans-
fer was suggested to explain the experimental data at
saturating Pc concentrations.

The data presented in our experiments seem to be
consistent with a type III mechanism. Indeed, in the
presence of Pc, the kinetics of�� generation contained
two exponential phases: (i) a small component with a
fast first-order rate constant and (ii) a large component
with a slow second-order rate constant that exhibited a
saturation profile.

The addition of cyt c6 also caused a decrease in the
�� decay rate and changed the kinetics of the �� gen-
eration. In addition to the kinetically unresolvable fast
phase of the photoelectric response, slower phases in
the submillisecond time scale appeared. These phases
can be assigned to electron transfer from cyt c6 to
P700+. The amplitudes of these phases accounted for
20% of the fast phase amplitude, and the kinetics were
approximated by two exponents with lifetimes of 25
and 200 �sec in an amplitude ratio of 2:3. The kinetics
of the former rather than the latter phase did not depend
on cyt c6 concentration, indicating the formation of a
specific complex between cyt c6 and P700 (Mamedov
et al., 1996).

2. Electrogenic Reduction of P700 by
Redox Dyes

Reduced forms of redox-mediators such as N,N,
N’, N’-tetramethyl-p-phenylendiamine (TMPD), 2,6-
dichlorophenol–indophenol (DCPIP), and phenazine
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methosulfate (PMS) have been widely used as artifi-
cial secondary electron donors, in particular for the
photooxidized bacteriochlorophyll dimer in bacterial
photosynthetic reaction centers (bRC) and for the Chl
dimer (P700) in PS I complexes (Drachev et al., 1985;
Gourovskaya et al., 1997). The decay kinetics slowed
down upon increasing the concentration of the redox
dye. At a certain concentration, the fast component
of the membrane potential related to electron transfer
between P700 and the terminal iron–sulfur acceptor
FB was followed by a new electrogenic phase in the
millisecond time domain, which contributed approxi-
mately 20% to the overall photoelectric response. The
reduced form of PMS was a more effective electron
donor to P700+ than TMPD or DCPIP. This new ki-
netic phase was attributed to the vectorial transfer of
an electron from the reduced form of the redox dye
to the protein-embedded Mg-porphyrin ring of P700+

(Gourovskaya et al., 1997).
These results suggest that the electrogenic nature of

the electron donation to P700+ is not specific for cyt c6

and Pc, the native electron donors. Moreover, the elec-
trogenic response observed in the presence of artificial
donors was approximately equal to the contribution of
the phase observed in the presence of Pc or cyt c6,
(∼20% to the overall photoelectric response). There-
fore, it is safe to conclude that the electrogenic reduc-
tion of P700+ in vivo occurs as a result of vectorial elec-
tron transfer within the PsaA/PsaB heterodimer rather
than within the cyt c6-P700 or Pc–P700 complexes.

IV. Profile of Changes of the Effective
Dielectric Constant along the
Photosynthetic Electron Transfer
Complex

A. Photosystem I

Because the photoelectric signal amplitude is pro-
portional to the dielectrically weighted distances, a
comparison of the projections of the distance vectors
between redox cofactors onto the membrane normal
with the relative photovoltage amplitudes provides a
unique opportunity to estimate the profile of distri-
bution of the dielectric constant (ε) values along the
whole stretch of the PS I protein complex. The di-
electric constants estimated from photoelectric exper-
iments are effective values determined with respect
to the time scale of the corresponding reaction. In
terms of dielectric environment, the ε values related
to membrane-embedded protein-bound cofactors are

presumably determined by local structural properties
of the protein matrix, whereas in case of electron car-
riers exposed to polar aqueous medium, the aqueous
phase surrounding the membrane may also contribute
to the ε value. Strictly speaking, the dielectric con-
stant is a macroscopic characteristic determined by
the atomic state of the surrounding medium. How-
ever, it has been demonstrated in various model sys-
tems (including genetically modified proteins) that the
macroscopic estimates of dielectric parameters did
not change drastically on the Ångstrom scale (Fersht,
1999).

The prerequisite for the estimation of ε is the knowl-
edge of the three-dimensional structure of the protein.
Although this information was not available at the time
of the first photoelectric measurements on PS I (Trissl
et al., 1987; Hecks et al., 1994), these experiments pro-
vided valuable structural information about the relative
transmembrane positions of the cofactors. To interpret
the results of the fast photoelectric measurements on
oriented multilayer membrane fragments, it was origi-
nally assumed that the dielectric environment was ho-
mogeneous, at least for the part of the PS I complex
inside the protein/lipid layer (Trissl et al., 1987; Leibl
et al., 1995). However, it was found later that this as-
sumption needed to be revised at least in the case of the
bRC (Dracheva et al., 1988). It is not also supported
by the general three-phase model of membrane pro-
teins, which assumes the increase of effective ε value
in the direction from the central hydrophobic part of the
protein toward the periphery of the protein/lipid layer
(Cherepanov and Krishtalik, 1990).

Let the electron transfer reactions in the complex be
denoted as A→B→C. Given the fact that the electron
transfer reactions in the complex are essentially irre-
versible, the relationship of the ratio between the mean
ε values corresponding to B→C and A→B electron
transfer stages (εBC/εAB) with the photovoltage drop
between B and C (� BC) and between A and B (� AB)
can be described by the following approximate equa-
tion:

(εBC/εAB) = (DBC/DAB)/(� BC)/(�AB)

where DBC and DAB are the projections for the B→C
and A→B distance vectors to the membrane normal,
respectively. Taking into account the distances between
the PS I cofactors (Jordan et al., 2001) and the structural
model of the Fd (Fromme, 1994) and Pc (Fromme,
1994; Myshkin et al., 2002) docking sites, as well as
relative contributions of the electron transfer reactions
P700 → A0 and A0 →A1 (Hecks et al., 1994), A1 →
FX (Leibl et al., 1995; Diaz-Quintana, 1998), FX →
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Table 1. Calculation of the effective dielectric constant values in the protein domains between redox
cofactors of PS I

PS I protein Projections of Relative Effective

domains between the distance photovoltages, dielectric constant

redox cofactors vectors (D) Å (� ) values (ε)

Pc–P700 ∼ 20 0.155a 9.7
P700–A0 15.5 0.38 3
A0–A1 7.2 0.095 5.4
A1–FX 8.5 0.12 5.4
FX–FA 14.1 0.125 8.7
FA–FB 7.4 0.125 4.6
FB–Fld 11 <0.02b >42
a Experimental error in determination of value of � in different experiments did not exceed ±10%. Because
geometrical parameters were estimated from the X-ray diffraction (Jordan et al., 2001) with sufficiently
high accuracy, the sum error of the calculation of ε was ±10%.
b This value was taken from the previously estimated lower limit for a detectable relative photovoltage
measured by the direct electrometrical technique (see Semenov, 1991, for review).

FA and FA →FB (Mamedov et al., 1998), Pc → P700
(Mamedov et al., 2001) and FB →Fld (Mamedova et
al., 1999) to the overall electrogenesis provided by the
PS I complex, the following suggestions can be made:

1. Let the minimal value of the dielectric constant
for the P700→A0 protein region be ε ∼ 3. Then,
the ε value for the A0 →A1 and A1 →FX domains
can be estimated to be ∼5.4;

2. On the acceptor side, the ε value further increases
along the PsaC subunit to ∼8.7 at the FX →FA

site and then decreases to ∼4.6 at the FA →FB

site;

3. On the donor side between the Pc binding site
and P700 Mg-porphyrin rings embedded into
PsaA/PsaB heterodimer (Pc→P700), the mean ε
value is equal to 9.7.

The results of calculation of the effective ε values in
the protein domains between redox cofactors are pre-
sented in Table 1, whereas the profile of variation of ε
along the PS I complex is shown in Fig. 7. The large
value of ε on the donor side between the Pc binding
site and the P700 Mg-porphyrin rings is not very sur-
prising because in contrast to the PS I complex, the
plastocyanin/cytochrome subunit is exposed to the po-
lar aqueous medium. A gradual increase in the value of
ε from ∼3 at the center of the protein globule to ∼10
at its periphery has also been observed in globular pro-
teins (see Mertz and Krishtalik, 2000, for review).

The relative contributions of electrogenic reactions
associated with the FX → FA and FA → FB electron
transfer reactions to the overall electrogenesis are vir-

tually equal to one another (Mamedov et al., 1998),
whereas the projections of the center-to-center vectors
from FX to FA and from FA to FB to the membrane
normal differ almost twofold (14.1 and 7.4 Å, respec-
tively). This finding assumes that the average effec-
tive dielectric constant value in the FA →FB domain
is about 1.9 times lower relative to the FX →FA do-
main. This result seems to be fairly surprising in terms
of the three-phase model, according to which the re-
dox centers more remote from the hydrophobic inner
part of the membrane protein should be located in the
protein domains with ε values similar to or higher than
that of the inner part of the membrane. However, there
are at least two noticeable exceptions to this general
rule:

(i) The primary (QA) and secondary (QB) quinone
acceptors in the photosynthetic bRC are located
at the same distance from the border of the
protein dielectric (Allen et al., 1988; Okamura
et al., 1992). However, QB is surrounded by a
larger number of charged amino acid residues
and water molecules than QA, which leads to a
higher dielectric constant in the vicinity of QB

as compared to QA (Ermler et al., 1994; Stowell
et al., 1997).

(ii) Substantially higher effective dielectric con-
stants were suggested in the vicinity of the re-
dox cofactors of the functional branch than that
for the nonfunctional branch of Rhodobacter
sphaeroides RCs (Steffen et al., 1994).

Taking into account these considerations, it is safe
to speculate that the observed decrease of the effective
dielectric constant in the FA →FB domain compared to
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Fig. 7. Dielectric properties of PS I complex. Relative contribution of individual reactions of electron transfer to net electrogenesis
(� , arb. units); projections of distance vectors between redox cofactors in PS I onto the normal to the membrane plane (D, Å);
and mean values of effective dielectric constant (ε) at the protein sites between redox cofactors: (A) cofactors spaced in proportion
with the distances projected onto the normal to the membrane plane; (B) cofactors spaced at their dielectrically weighted distances.
Horizontal solid lines show arbitrary interfaces between hydrophobic and hydrophilic phases of pigment–protein complex. The other
symbols are denoted in text.

FX → FA domain can be due to a more polar surround-
ing of the FX-proximal FA compared to the FX-distal
FB cluster. This explanation is confirmed by the com-
parison of the relative hydrophobicity of the FX, FA,
and FB protein environment. Indeed, according to the
X-ray structure of PS I (Jordan et al., 2001), the number
of hydrophilic charged amino acid residues (Asp, Glu,
Lys, Arg, and His) counted with regard to the effect of
compensation of closely located opposite charges (dis-
tance <3.5 Å) (Antonkine et al., 2003) in the vicinity of
FA is about three times larger than that in the vicinity of
FB (see Table 2 for more detail). Moreover, the number
of tightly-bound water molecules in the vicinity of FX

and FA is also larger than that around FB. Thus, both
amino acid and water surrounding FX, FA, and FB indi-
cate that the environment of the former two clusters is
more polar as compared to the latter. This estimate is in
line with the assumption made above that the average
effective dielectric constant value in the FX → FA do-
main is about twice larger than in the FA → FB protein
domain.

It should be noted that there is a hierarchy of the
rate constants of the reactions of charge transfer along
the photosynthetic electron transport chain. The fastest
picosecond primary reactions of charge separation and
stabilization of separated charges occur in the photo-

synthetic reaction center core, whereas slower (within
microsecond to millisecond time range) secondary re-
actions occur on the periphery of the complex. To a
first approximation, this hierarchy qualitatively corre-
lates with the hierarchy of the dielectric constant values
calculated from our experiments (Fig. 7). Indeed, the
fastest and slower processes were found to be related
to regions with low and high values of ε, respectively
(see Semenov et al., 2003, for minireview of results
obtained in PS I).

B. The Bacterial Reaction Center

Although the PS I complex differs significantly from
the RC of purple photosynthetic bacteria, there are re-
markable similarities between PS I and the bRC, es-
pecially in the RC core and donor sites. Estimates of
the value of the effective dielectric constant for the bRC
of Blastochloris (formerly Rhodopseudomonas) viridis
are given in Table 3. It was shown in our earlier studies
that electrogenic reduction of the photooxidized bacte-
riochlorophyll dimer, P960, by the immediate electron
donor, a high-potential cyt c559, and further electron
transfer from the second high-potential cyt c556 to oxi-
dized cyt c559 account for 15 and 5% of the overall pho-
topresponse amplitude, respectively (Dracheva et al.,
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Table 2. Distances D from iron–sulfur centers to closest (D < 10 Å) polar amino acid residues and water molecules in PS I
complexes

Amino acid residues Water

ASP (–) GLU (–) LYS (+) ARG (+) HIS Total

Iron- (+ at pH = 6.0) D < 11 Å
sulfur Total with regard to
centers No. D, Å No. D, Å No. D, Å No. D, Å No. D, Å D < 11 Å compensation No. D, Å Total

Fx 575 6.6 54a 10.8 51a 9.0 728b 5.1 13 5 162 4.2 20
579c 8.3 62c 14.2 712d 5.6 43 5.3
566a 8.6 694 9.4 12 5.3
593b 8.6 674 9.6 190 6.0
580d 9.2 583c 9.7 73 6.3
568c 14.2 570a 10.5 37 6.4

65a 11.2 67 6.4
52c 12.0 6 6.6

26 6.9
145 7.0
36 7.0

FA 579c 7.3 54a 7.3 51a 8.4 583c 6.9 2 7.0 15 9 167 6.5 11
23 8.3 62c 8.1 5 8.9 52c 7.7 25 6.6
46e 9.6 45 10.7 60 9.6 6.6 6.8

568c 11.3 71 10.7 43 9.9 145 6.8
566a 11.4 65a 10.2 76 8.0

570a 12.0 89 8.4
74e 12.6 165 8.4

166 8.6
34 8.8

119 9.4
120 10.4

FB 8 10.4 54a 10.1 51a 13.2 18 9.4 3 3 182 6.9 8
566a 13.4 65a 11.4 126 7.1

570a 11.7 82 7.8
184 9.0

The structure file was taken from RCSB Protein Data Bank, PDB ID: 1JB0 (Jordan et al., 2001). Distance measurements were
performed using VMD 1.7.1 software (Theoretical Biophysics Group, Beckman Institute for Advanced Science and Technology,
University of Illinois).
Distance D from amino acid residue to iron–sulfur center was measured as the shortest distance between the charged residue and the
closest iron atom of the center. Groups of residues compensating each other are denoted as:
aASP 566, GLU 54, LYS 51, ARG 570, ARG 65; net charge +1.
bASP 593, ARG 728; net charge 0.
cASP 579, ASP 568, GLU 62, ARG 583, ARG 52; net charge –1.
dASP 580, ARG 712; net charge 0.
eASP 46, ARG 74; net charge 0.

Table 3. Calculation of effective dielectric constant values in the protein domains between redox
cofactors of bacterial photosynthetic reaction centers from Blastochloris viridis

bRC protein Projections of Relative Effective

domains between distance photovoltages, dielectric constant

redox cofactors vectors (D) Åa (� )b values (ε)

Cyt c556–cyt c559 24 0.05 34
Cyt c559–P960 21 0.15 9.8
P960–BPheo 15 0.35 3
Pheo–QA 15 0.35 3
QB-protein– 39 0.1 23

water boundary
a The distances along the axis normal to the membrane plane are given according to the X-ray data of
Deisenhofer et al. (1984).
b Relative contributions of partial reactions to the overall electrogenesis were revealed in Dracheva et al.
(1988) and Deprez et al. (1986).
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1988). The same relative photovoltages and effective
dielectric constant values were obtained for the donor
sites of the Rhodospirillum rubrum and R. sphaeroides
bRC (see Semenov, 1991, for review). A comparison
of the distance vector projections onto the membrane
normal with the relative photovoltage amplitudes in
PS I and the bRC demonstrated that the ε values cor-
responding to electron transfer from the native donor
proteins to P700 and P960 (or P870 in case of the other
bRC species) were close to one another. Note that the
electron transport reactions at the donor side of PS I
and bRC share the following similarities: (i) the Gibbs
energy difference (�G) between Pc/cyt c6 and P700 is
close to the value of �G between cyt c2 and P870; (ii)
the electron transfer kinetics and the proposed reaction
mechanisms are very similar.

The main electrogenic step on the acceptor side of
the bRC is due to protonation of the doubly reduced
secondary quinone QB (Kaminskaya et al., 1986). The
ε value in this region is ∼20 (Shinkarev et al., 1993),
which is about three times larger than that in the ac-
ceptor region of PS I. Note also that the thermody-
namic and kinetic properties of the terminal acceptors
in the two complexes essentially differ. The redox mid-
point potential (Em) values of the QA/Q−

A and QB/Q−
B

redox couples in the bRC are in the range of −50 to
+100 mV, whereas the Em values of FX, FA, and FB in
PS I are much more negative (in the range of −500
mV to −700 mV). The lifetimes of the electron-and-
proton transfer reactions on the acceptor side of the
bRC (in the submillisecond time range) are at least
three orders of magnitude lower than those values in
the domain of the iron–sulfur clusters in PS I (in the
range of tens to hundreds nanoseconds). Perhaps the
three-order-of-magnitude difference between the rate
constants of charge transfer on the acceptor side of the
bRC and PS I, and the threefold increase in the es-
timated value of ε reflects a correlation between the
reaction rates and the dielectric properties of the cor-
responding protein domains between redox cofactors.

C. Photosystem II

Recently determined X-ray crystal structures of the PS
II core complex from the cyanobacteria Synechococcus
elongatus and Thermosynechoccus vulcanus (Zouni
et al., 2001; Kamiya and Shen, 2003) were resolved at
3.8 and 3.7 Å resolution, respectively. It follows from
these data that the arrangement of the electron trans-
fer cofactors in PS II is rather similar to that in RCs
of purple nonsulfur bacteria. The cofactors form two
branches organized symmetrically along the pseudo-

C2 axis. This symmetry is broken at the lumenal side
of the D1 protein by the redox-active Tyr 161 (YZ) and
the manganese cluster [Mn]4, which is located ∼15 Å
off the pseudo-C2 axis.

The kinetics and the yield of primary charge separa-
tion in pea chloroplasts has been studied using the light-
gradient technique (Trissl and Leibl, 1989). Charge
separation occurs with two electrogenic phases: the
faster phase with a rise-time <50 psec was ascribed
to electron transfer from the primary donor Chl dimer
P680 to the intermediary acceptor pheophytin (Pheo),
while the slower phase (∼500 psec) was attributed to
electron transfer from Pheo to the primary quinone ac-
ceptor QA. The relative photovoltage contributions of
the faster and slower phases were approximately equal
to one another.

Fast photovoltage measurements using PS II mem-
branes electrically oriented in a microcoaxial cell
(Pokorny et al., 1994) and using PS II-containing
proteoliposomes attached to a planar phospholipid
membrane (Mamedov et al., 1995; Haumann et al.,
1997) showed that electron transfer from YZ to P680+

spanned a dielectrically weighted distance of 13–18%
of the distance between P680 and QA. The dielectrically
weighted distance of the electron transfer from [Mn]4 to
Yox

Z (S1 →S2 transition of the oxygen-evolving com-
plex) was estimated to be less than 3.5% (Haumann
et al., 1997; Mamedov et al., 1999). Larger electrogenic
components (about 7%) were attributed to proton trans-
fer from the oxidized cofactor “X” to the lumen phase
during the transition S2 →S3 (Haumann et al., 1997).

The charge transfer reaction associated with proto-
nation of double-reduced secondary plastoquinone Q2−

B

at the acceptor side contributes about 5% to the over-
all electrogenesis in PS II (Hook and Brzezinski, 1994;
Mamedov et al., 1994). However, it should be noted that
this estimate most probably represents the lower limit
of the relative contribution of this reaction, because:
(i) there were some indications that the reconstruction
of the QB function in the PS II particles used in these
experiments was incomplete (Mamedov et al., 1994)
and (ii) slow component (lifetime ∼1 sec) of �� de-
cay contributed only ∼50% to the overall laser flash-
induced �� decay. These findings indicate that about
one-half of the oxygen-evolving complexes are inactive
(Hillmann et al., 1995). Therefore, it is safe to suggest
that the dielectric properties in the QB-protein bound-
ary domain of PS II are similar to that of the bRC. It was
shown recently in our laboratory using PS II prepara-
tions in which the contribution of the slow component
of the �� decay reached ∼90% that the amplitude of
the electrogenic phase attributed to Q2−

B protonation
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Table 4. Calculation of effective dielectric constant values in the protein domains between redox
cofactors of PS II

PS II protein Projections of Relative Effective

domains between distance photovoltages, dielectric constant

redox cofactors vectors (D) Åa (� )b values (ε)

[Mn]4–YZ 9.4 0.03 7.4
YZ–P680 5.5 0.12 4.7
P680–Pheo 12.3 0.43 3
Pheo–QA 10 0.36 3
QB-protein/water boundary 12 0.06 23
a The projection values were calculated from the atomic coordinates deposited in the Protein Data Bank
[accession numbers 1FE1 (Zouni et al., 2001) and 1IZL (Kamiya and Shen, 2003)].
b The average relative photovoltage values were calculated on the basis of data taken from (Trissl and
Leibl, 1989; Pokorny et al., 1994; Mamedov et al., 1995; Haumann et al., 1997; Mamedov et al., 1999;
Mamedov et al., 2005).

was ∼11% of total amplitude of �� (Mamedov et al.,
2005).

The data shown in Table 4 provide a comparison
of the distance vectors between the redox cofactors in
PS II and relative photovoltages that accompany cor-
responding charge transfer reactions. As in the case
of the bRC (see Table 3), the ε value in the protein
domain between the Chl (bacteriochlorophyll) dimer
and QA is the lowest, whereas it gradually increases
both at the donor and the acceptor sides. The dielectric
properties in the QB-protein boundary domain of PS II
are similar to that of BRC (Tables 3 and 4). A similar
increase in the effective dielectric constant is observed
on the donor side of PS I (Table 1). Note that the ε
value in the domain between YZ and P680 is only ∼1.5
times higher than that in the P680-QA region, while
the ε values in the Pc-P700 and cyt c559-P960 protein
regions of PS I and the bRC increase about threefold
relative to the hydrophobic core domains (Tables 1, 3,
and 4), which is seemingly consistent with a higher
electron transfer rate (30 nsec, according to Pokorny
et al., 1994) as compared to that at the donor sides
of PS I and bRC (microsecond-to-millisecond lifetime
range). On the other hand, the values of ε calculated
for the [Mn]4-YZ, Pc-P700, and cyt c559-P960 protein
regions were larger than that for YZ-P680, and com-
parable with each other, which seems to be consistent
with similar rate constants of corresponding electron
transfer reactions.

D. Possible Mechanisms Underlying the
Correlation Between the Dielectric Constant
and the Rate of Charge Transfer

The process of charge transfer proceeds in several
stages including medium reorganization and electron

tunneling. The efficiency of the process crucially de-
pends on the dielectric reorganization of the medium.
Effective relaxation processes (e.g., polarization) of the
milieu of the reacting groups are required to provide
charge stabilization. Perhaps, the correlation between
the dielectric constant values and the rate constants of
electron transfer reactions in photosynthetic complexes
is conditioned by the processes of relaxation.

According to the Marcus theory (Marcus, 1996), the
activation energy of the elementary act of charge trans-
fer is determined by two parameters, the reorganization
energy and the free energy difference of the elemen-
tary act. The two parameters can be represented as the
sum of the structure-dependent and the polarization-
dependent components. In the simplest case of charge
transfer in a homogeneous medium, the polarization-
dependent component of the reorganization energy is
proportional to the so-called coupling constant C =
1/ε0 − 1/εS, where ε0 and εS are the optical and low-
frequency dielectric constants, respectively (Parson et
al., 1998; Krishtalik and Topolev, 2000). The value of
ε0 for proteins was shown to be constant (about 2.5)
(Krishtalik and Topolev, 2000). If the value of the effec-
tive dielectric constant deduced from our experiments
were proportional to the polarization-dependent com-
ponent, the variability of the ε value at different sites
of the electron transport chain would correspond to a
considerable (threefold to fourfold) variability of the
coupling constant value.

It should be noted that fast charge separation reac-
tions are activationless (at least in case of the bRC).
The primary photoproducts are created very close to
the free energy level of the excited bacteriochlorophyll
dimer and relax to the final state on the picosecond and
nanosecond time scales (Woodbury and Parson, 1984;
Peloquin et al., 1994; Holzwarth and Muller, 1996).
These properties require that the reorganization energy
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should be comparable in magnitude to the free energy
change.

A dynamic solvation model of relaxation processes
was suggested in (Peloquin et al., 1994) to explain
the temperature dependence of the complex exponen-
tial kinetics of the bRC fluorescence decay on the pi-
cosecond to nanosecond time scale. This model was
later refined on the basis of fast nanosecond photo-
electric measurements performed in chromatophores
of purple bacteria (Trissl et al., 2001). These experi-
ments revealed that under reducing conditions, the pho-
tovoltage signal decayed significantly faster than the
spectroscopically detected recombination of separated
charges. This implies the occurrence of considerable
dielectric relaxation at the primary radical pair site. It
was suggested that these relaxations could be ascribed
to protein solvation processes that decrease the Gibbs
free energy. Possible molecular candidates that might
contribute to the primary radical pair relaxation in the
bRC were suggested to be two water molecules near
the intermediate bacteriochlorophyll acceptor, amino
acid residues hydrogen-bonded to the acceptor, and a
collectively acting ensemble of amino acids. Medium
relaxation associated with electron transfer to the pri-
mary quinone QA in bRC was suggested to be relevant
to water molecules and certain molecular groups ex-
posed to the membrane/water interface (Trissl et al.,
2001).

On the other hand, it was shown in (Krishtalik, 1996)
that the exact compensation of the εS-dependent com-
ponents of reorganization and reaction energies was
inherent in the charge separation process alone and
that it did not take part in other charge transfer pro-
cesses. The problem of a correlation between the re-
laxation processes and the kinetics of charge stabi-
lization requires further theoretical and experimental
elucidation.

V. Concluding Remarks

A comparison of the dielectrically weighted photoelec-
tric signal amplitude with local structural parameters
obtained from the X-ray diffraction data demonstrates
that the effective dielectric constant ε is distributed het-
erogeneously over the pigment–protein complexes in-
volved in photosynthetic charge transfer (PS I, PS II,
bRC) and provides the opportunity to estimate the pro-
file of distribution of the dielectric constant value in
the complexes. It was found that the ε value is minimal
at the core of the complexes and gradually increases
toward their periphery. To a first approximation, the hi-

erarchy of the dielectric constant values derived from
photoelectric experiments qualitatively correlates with
the hierarchy of rate constants of the reactions involv-
ing charge transfer along the photosynthetic electron
transport chain. Indeed, the fastest primary reactions of
charge separation and stabilization of separated charges
occur in the core of the complexes within a picosecond
time scale, whereas slower secondary reactions take
place at the periphery of the complexes within the mi-
crosecond to millisecond time scale. It was suggested
that mechanisms underlying the correlation between
the dielectric constant and the rate constant of charge
transfer are determined by the processes of dielectric
reorganization and relaxation of the medium. How-
ever, further experimental and theoretical research is
required to provide a deeper insight into these mecha-
nisms.
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Summary

High-field frequency EPR and multifrequency quantum beat studies of the electron transfer intermediates in Pho-
tosystem I reveal new details of structure and function that could not be obtained without the enhanced resolution,
both spectral and temporal, and sensitivity of these advanced spectroscopic techniques. The results of careful mea-
surements and analyses of the resolved g-tensors of the primary donor cation radical and excited triplet state show
that their electronic structures differ from those of monomeric chlorophyll a. Multifrequency time-resolved EPR,
which includes high-field EPR, has made it possible to determine the structure of the transient charge-separated
state P+

700A−
1 and its orientation in the thylakoid membrane. High-field EPR studies are just beginning to have an

impact on photosynthesis research, as the technique has only been widely accessible for the last few years. There
are several important advantages of high-field EPR spectroscopy. First is the high g-tensor resolution. This makes
it possible to resolve lines from different radicals with close g-factors. It also allows complete resolution of the
weak anisotropy of the g-tensors and a recording of a single-crystal-like spectrum. Second is a high nuclear g-value
resolution in the high frequency ENDOR spectrum. Third is the possibility to observe and analyze paramagnetic
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centers with large zero-field splittings. Fourth is a high absolute sensitivity, which is of a special significance for
biochemical and biophysical studies, in which often only small amounts of material are available. We expect that
high-field EPR techniques will continue to advance our understanding of the particular interactions in photosynthetic
proteins that result in control and optimization of electron transfer leading to efficient charge separation.

I. Introduction

Since the first observations of light-induced paramag-
netism in chloroplasts (Commoner et al., 1954, 1956;
Sogo et al., 1959) electron paramagnetic resonance
(EPR) and associated spectroscopies have been among
the most important tools for unraveling structure–
function relationships in photosynthetic proteins. Be-
sides the obvious inherent property of this spectroscopy
as a tool to study paramagnetic species, EPR has a num-
ber of advantages for monitoring the intermediates that
are formed during the initial electron transfer reactions
leading to photochemical energy conversion, i.e., the
separation of a positively charged electron donor and
negatively charged electron acceptor across a biolog-
ical membrane. (See Fig. 1 for a reaction scheme of
Photosystem I primary photochemistry.) Samples can
range from the intact cells of, for example, cyanobacte-
ria, to isolated reaction center (RC) proteins, the units
of which contain the cofactors that participate in the ini-
tial photochemistry. Additionally, the EPR properties
of the paramagnetic intermediates formed in RCs can
be compared to those of the oxidized or reduced states
of isolated cofactors in varied environments. The im-
pact on our understanding of the initial photosynthetic
energy conversion steps from developments and im-
provements in magnetic-resonance methods during the
last fifty years have been significant (Warden, 1978;
Hoff and Deisenhofer, 1997). This continues with the
current developments in high-field EPR (HFEPR) spec-
troscopy and its applications to study photosynthetic
systems (Stehlik and Möbius, 1997; Möbius, 2000).

EPR studies of photosynthesis have revealed strik-
ing similarities between the initial photochemistries
of purple photosynthetic bacteria (PBa) and Photo-
systems I (PS I) and II (PS II) of cyanobacteria, al-

Abbreviations: A1 – PS I quinone secondary electron acceptor;
Bchl – bacteriochlorophyll; Chl – chlorophyll; ENDOR – elec-
tron nuclear double resonance; EPR – electron paramagnetic
resonance; ESP – electron spin-polarization; HFEPR – high-
field/frequency EPR; P – general primary electron donor; P700 –
PS I primary electron donor; P865 – primary electron donor in
Rhodobacter sphaeroides; PBa – purple photosynthetic bacte-
ria; PS I – Photosystem I; PS II – Photosystem II; Qa – pri-
mary quinone electron acceptor in PBa; RCs – reaction centers;
SCRP – spin-correlated radical pair; S. lividus – Synechococcus
lividus.

gae, and green plants. For example, comparisons of
the EPR linewidths of the oxidized primary electron
donors in PS I and PBa to those of the cation radicals of
chlorophyll a (Chl a) and bacteriochlorophyll a (Bchl
a), respectively, led to the suggestion that the primary
donors are molecular dimers of Chl a and Bchl a, re-
spectively (Norris et al., 1971; Feher et al., 1975). Fur-
ther EPR studies combined with careful biochemistry
showed that the “primary acceptor” in PBa is a reduced
quinone (Qa) interacting magnetically with a non-heme
iron; (Clayton and Straley, 1972; Feher et al., 1972;
Loach and Hall, 1972; Okamura et al., 1975) while
in PS I three iron–sulfur centers were observed as “pri-
mary and secondary acceptors” (Bearden and Malkin,
1972a,b; Evans et al., 1972, 1974, 1975; Ke et al., 1973;
Evans and Cammack, 1975; McIntosh et al., 1975).

Applications of magnetic-resonance techniques
were instrumental in revealing that there are necessar-
ily intermediate acceptor(s) between the primary elec-
tron donors and the “primary acceptors.” When RCs of
PBa, in which Qa was reduced, were irradiated at low
temperature in an EPR cavity, an EPR signal, character-
istic of a triplet state was observed (Dutton et al., 1972,
1973; Leigh and Dutton, 1974). This signal exhibited
so-called “T0” electron spin-polarization (ESP), i.e., a
characteristic non-Boltzmann spin population distribu-
tion. From analysis of this signal, particularly by com-
parison with that of the photoexcited triplet state EPR
signal from isolated Bchl a, it was suggested that the
triplet state resides on the primary donor, P865, and
the ESP in RCs was the result of radical pair inter-
system crossing, requiring an intermediate electron ac-
ceptor (bacteriopheophytin) (Thurnauer et al., 1975;
Thurnauer, 1979; Budil and Thurnauer, 1991). Subse-
quently “T0” ESP triplet state signals were observed
in reduced RCs of PS I and PS II (Frank et al., 1979;
Rutherford and Mullet, 1981; Rutherford et al., 1981).
These results, together with photoaccumulation exper-
iments, verified the existence of intermediate electron
acceptors (identified as A0 and A1) between the pri-
mary electron donor, P700, and iron–sulfur centers in
PS I (Bonnerjea and Evans, 1982; Gast et al., 1983).

Continuous wave and pulsed time-resolved (TR)
EPR techniques were initially developed in the
mid-1970s (Trifunac and Norris, 1978; Trifunac et
al., 1978; Kim and Weissman, 1979; Trifunac and
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Fig. 1. Charge separation in PS I is initiated by photoexcitation of the primary chlorophyll donor, P700 (Golbeck and Bryant, 1991;
Jordan et al., 2001). An electron is transferred from the excited singlet state of P700 to a phylloquinone acceptor (Rustandi et al.,
1990; Snyder et al., 1991), A1, through an intervening chlorophyll acceptor, A0. The radical pair P+

700A−
1 is the first intermediate

detectable by time-resolved EPR. At room temperature, P+
700A−

1 decays in about 200 nsec by forward electron transfer to the next
acceptor (Thurnauer et al., 1982; Brettel, 1988) an iron–sulfur (FeS) center (Golbeck and Bryant, 1991; Jordan et al., 2001). At low
temperature, the lifetime of P+

700A−
1 is about 150 μsec, and it decays primarily by charge recombination (Sétif et al., 1984).

Thurnauer, 1979). Not surprisingly, these methods have
been extensively used to monitor the primary photo-
chemistry in RCs of PBa, PS I, and PS II (McIntosh and
Bolton, 1979; Blankenship, 1981; Snyder and Thur-
nauer, 1993; Stehlik and Möbius, 1997). In these exper-
iments EPR signals of the transient charge-separated
states between the oxidized chlorophyll electron donors
P+ and the reduced quinone electron acceptor, Q−

a in
PBa and PS II, and A−

1 in PS I are observed. In fact,
TR EPR experiments on PS I were employed to assign
phylloquinone as the electron acceptor A1 (Rustandi et
al., 1990, 1992; Snyder et al., 1991).

The charge-separated state monitored with TR EPR
exhibits ESP which can be explained by the so-called
spin-correlated radical pair polarization (SCRP) (Thur-
nauer and Norris, 1980; Buckley et al., 1987; Closs
et al., 1987; Stehlik et al., 1989). Based on the SCRP
model several interesting spin-phenomena have been
explained and/or predicted, i.e., quantum beats, ob-
served at short delay times after optical excitation
(Salikhov et al., 1990; Bittl and Kothe, 1991; Kothe
et al., 1991); out of phase modulation of the electron
spin echo signal, which is due to dipole–dipole and
exchange interactions in the SCRP and allows for dis-
tance measurements (Salikhov et al., 1992; Tang et al.,
1994; Dzuba et al., 1995); multiple quantum coher-
ence in photo-induced radical pairs, which allows for
direct measurements of coherence decays (Tang and
Norris, 1995; Borovykh et al., 2001); sequential elec-

tron transfer polarization mechanism, which allows for
study of the electron transfer dynamics (Norris et al.,
1990; Morris et al., 1995).

In the forgoing, the shared characteristics of pho-
tosynthetic RCs revealed through magnetic resonance
indicate underlying fundamental structural and ener-
getic requirements for efficient charge separation. In-
deed, duplication of either the triplet “T0” ESP or SCRP
ESP via control of the photophysics and photochem-
istry of model systems remains a rigorous criterion
for designing and synthesizing a “working” electron
transfer system (Wasielewski et al., 1990; Wasielewski,
1995; Hasharoni et al., 1995; Carbonera et al., 1998;
Steinberg-Yfrach et al., 1998; Wiederrecht et al., 1999).

Although the photosynthetic RCs of oxygenic pho-
tosynthesis and purple bacteria have similar organiza-
tions, the mechanisms involved in excitation energy
and electron transfer are necessarily optimized differ-
ently in the respective systems, to accommodate their
varied “functional” roles (Krauß, 2003). For example,
whereas PS II is optimized for its role in facilitating wa-
ter oxidation, PS I provides the free energy to reduce
NADP+. Thus, even though the primary donors of PS I
and PS II are both chlorophyll molecule(s), their redox
properties differ considerably.

The differences in the interactions in the pho-
tosynthetic proteins that result in this optimization
are apparent in a number of observations from
magnetic-resonance studies. Yet, they are still not well
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understood. For example, the crystal structures of
the RC proteins confirmed the conclusion, originally
proposed from EPR results, that the primary chloro-
phyll electron donors of PBa, PS I, and PS II RCs are
structural dimers (Diesenhofer et al., 1984; Ermler
et al., 1994; Jordan et al., 2001; Zouni et al., 2001).
However, to what degree the cations or triplet states
of the primary donors are electronic dimers is still not
well defined, particularly in the cases of PS I and PS II
(Krauß, 2003; Plato et al., 2003). This information is
relevant to determining what factors affect the redox
properties of the cofactors in the RC proteins.

Much information about the subtleties of the in-
teractions in the photosynthetic proteins can be ex-
tracted from TR EPR experiments. In principle, det-
ailed structures of RC photoexcited states (as opposed
to the equilibrium structures) can be derived from the
TR EPR experiments, allowing for comparisons be-
tween the RC proteins. In addition, the array of spin-
phenomena (mentioned above) exhibited by the SCRP
monitored in these experiments contain detailed infor-
mation on dynamics, and energetics. For example, the
sequential electron transfer polarization analysis of the
SCRP in PBa observed at high field/frequency EPR
demonstrated the importance of protein reorganiza-
tion energy in controlling electron transfer (Tang et al.,
1999).

However, revealing the information from TR EPR
is not a trivial task as (i) donor and acceptor signals
strongly overlap, particularly when recorded at con-
ventional X-band EPR (Furrer and Thurnauer, 1983;
Thurnauer and Gast, 1985), and (ii) a large number
of parameters are required to model experimental data
(Hore, 1989; Morris et al., 1995; Tang et al., 1999),
so that solutions are not unique. Thus new approaches,
based on modern EPR techniques with enhanced spec-
tral and temporal resolution are absolutely necessary to
advance our understanding of photosynthetic electron
transfer.

In this chapter we describe how the high spectral
resolution of high-field/frequency EPR (HFEPR) spec-
troscopy in combination with time-resolved multifre-
quency EPR spectroscopy can provide unique infor-
mation on the geometries and electronic structures of
the cofactors involved in the photosynthetic electron-
transfer reactions in PS I. The development of HFEPR
spectroscopy in the late 1970s (Grinberg et al., 1976;
Lebedev, 1990) has had important impacts on photo-
synthetic research owing to the following advantages.
First, it can provide a complete resolution of the g-
tensor components of the radical species involved in
the electron transfer pathways and thus identification of
these species. Second, small changes in the magnetic-

resonance parameters, which can be detected only by
HFEPR, reveal information on the weak interactions
between active radicals and the protein environment,
i.e., hydrogen bonding, or effects of protein mutations
as well as dynamics of the paramagnetic species. Third,
high spectral resolution allows for recording single-
crystal-like spectra and for performing orientation se-
lection experiments, which otherwise is possible only
from single-crystal samples. A fourth advantage is a
high absolute sensitivity, which is of special signifi-
cance for biochemical research where often only small
amounts of material are available.

The enhanced spectral resolution of HFEPR allows
detailed g-tensor analysis of the paramagnetic states in
PS I. This analysis has been made for the cation radi-
cal and triplet state of the primary donor in PS I (P700)
compared to the same species from Chl a in vitro. The
data prove that the electronic structures of the primary
donor cation radical and triplet state are different from
those of monomeric Chl a. A comprehensive model
for the ESP EPR spectra observed in PS I has been
developed by using a multifrequency approach, which
includes HFEPR. As for HFEPR spectroscopy, two mi-
crowave frequencies were used in this study: D-band
EPR, operating at 130 GHz and 4.6 T, and W-band
EPR, operating at 95 GHz and 3.3 T. Two conventional
EPR bands referred to in this chapter are Q-band EPR
(35 GHz/1.2 T) and X-band, EPR (9.5 GHz/0.35 T).
The cells of the photosynthetic cyanobacteria align in
the magnetic field of the HFEPR spectrometer, and this
alignment allows us to determine the orientation of the
primary donor cation radical, P+

700, and reduced elec-
tron acceptor, A−

1 , with respect to the membrane in
which the RC resides. We describe how HFEPR of a
magnetically aligned sample in combination with the
study of quantum beat oscillations represents a power-
ful tool for obtaining structure of the short-lived radical
pair intermediates of photosynthesis.

II. Electronic Structure of the PS I
Primary Donor

A. Background

Recently, 2.5 Å resolution X-ray diffraction analysis
(Jordan et al., 2001) confirmed the presence of the
structural Chl a dimer in PS I photosynthetic RC pro-
teins. The crystal structure revealed that P700 is a Chl
a/Chl a′ “heterodimer,” where Chl a′ is the C132 epimer
of Chl a (Jordan et al., 2001). X-ray analysis, how-
ever, cannot provide information on the electronic cou-
pling or electronic structure of the chlorophyll dimers.
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Importantly, the electronic structure of the primary
donors determines their redox properties. The oxida-
tion potential of the primary donors in photosynthetic
RCs is considerably higher than those of the respective
monomeric chlorophyll molecules, Bchl a and Chl a
in vitro. This is believed to be due to the pairing of
the chlorophyll molecules which, in turn, facilitates an
efficient charge separation in the RC proteins. Thus,
the electronic structures of the primary donors, partic-
ularly in their active states (excited singlet and triplet,
and oxidized – P∗, PT, P+, respectively), have been the
focus of much research. In particular, the excited triplet
and oxidized states have been studied extensively with
EPR spectroscopy.

In the case of the bacterial RCs from Rhodobacter
sphaeroides, it has been established that the primary
donors are “real” dimers, i.e., excitation in P∗ and den-
sities of unpaired electrons in P+ and PT states are delo-
calized over both chlorophyll molecules, with an asym-
metry 2:1 (Norris et al., 1971; Feher et al., 1975; Lubitz,
1991; Artz et al., 1997). As for the primary donor in
PS I, data confirming either monomeric or dimeric
electronic structures are very controversial. The ini-
tial interpretation of EPR data on P+

700 suggested that
this species is an electronically coupled dimer (Norris
et al., 1971). However, later results and interpreta-
tions claimed both monomeric or dimeric electronic
structures (Wasielewski et al., 1981b; Käss and Lubitz,
1996; Mac et al., 1998; Breton et al., 1999; Krabben
et al., 2000). Thus, the question is still not resolved. A
detailed chronological review of this controversy con-
cerning the electronic structure of P700 is presented in
a recent article devoted to this problem (Käss et al.,
2001) (for additional details, see Lubitz, this volume,
Chapter 17). The main contradiction is that from
the magnetic-resonance studies [EPR, electron nu-
clear double resonance (ENDOR), electron spin echo
envelope modulation (ESEEM)] a pure monomeric
(Wasielewski et al., 1981a) or very asymmetric (>6:1)
(Käss and Lubitz, 1996; Mac et al., 1998; Krabben
et al., 2000; Käss et al., 2001) spin density distribution
in P+

700 is found, while optical data reveal a dimer struc-
ture with a symmetric distribution of the spin density
(Breton et al., 1999) (for further details, see Breton, this
volume, Chapter 18). For the triplet state PT

700 (Frank
et al., 1979), there is evidence from EPR experiments
that at room temperature triplet excitation is delo-
calized over the two halves of a chlorophyll dimer
(Sieckmann et al., 1993) but localized on one of the
chlorophyll molecules at low temperature (Rutherford
and Sétif, 1990; Budil and Thurnauer, 1991). This
conclusion is based on the experimental findings that
the zero-field splitting parameters of PT

700 compared to

those of Chl aT are the same at low temperatures and
slightly smaller at room temperature.

HFEPR spectroscopy, providing high spectral reso-
lution, can offer an independent view on this contro-
versial problem since the g-tensor is a fingerprint of
the electronic structure of a paramagnetic center. The
g-tensors of P+

700 and Chl a+ were measured at HFEPR
by a number of groups (Prisner et al., 1993; Bratt et al.,
1997, 2000; MacMillan et al., 1998; Lakshmi et al.,
2000). These data were collected under different ex-
perimental conditions (temperatures, magnetic fields,
microwave cavities, microwave powers, modulation
amplitudes) and with different g-value calibration pro-
cedures. The latter, in combination with lineshape dis-
tortions owing to fast-passage effects (Bratt et al., 2000;
Lakshmi et al., 2000), is the main source of errors in the
g-value measurements. This leads to the large scatter
of the experimental g-values that are found in the liter-
ature. While the reported anisotropy of the g-tensors,
or relative measurements of the g-values within one
spectrum, are very similar, the absolute g-values are
often outside the claimed experimental errors, mak-
ing comparison difficult. To minimize the error and
make the absolute g-values comparable, we measured
the magnetic-resonance parameters of P+

700, Chl a+,
PT

700, and Chl aT under the same experimental condi-
tions, using the same calibration procedure and g-value
reference marker.

To improve spectral resolution, deuterated sam-
ples with their consequent EPR linewidth narrow-
ing were used. Deuterated Chl a was extracted from
99% deuterated cells of Scenedesmus obliquus (Svec,
1978). Deuterated PS I and PS II complexes were iso-
lated from deuterated cells of Synechococcus lividus
using the procedure described in Lakshmi et al.
(2000).

B. P700 and Chlorophyll a Cation Radicals

We were unable to record a well-resolved EPR spec-
trum of deuterated Chl a cation radical in methylene
chloride or toluene/pyridine solutions as the linewidths
of the canonical components of Chl a+ are always
broader in vitro than those observed in the protein
environment. This was previously reported for proto-
nated Chl a+ (Bratt et al., 2000) and explained by the
g-strain effect. The strain is caused by heterogeneity
in either chlorophyll–solvent interactions or confor-
mational structures of chlorophyll molecules. These
observations demonstrate that the protein environment
has a high homogeneity, and the spread in the confor-
mational structures is very small compared to the glassy
state of the isotropic solvents. The same conclusion on
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Fig. 2. D-band EPR spectra recorded at 70 K: (P+
700) – cation

radical of primary donor P700 in deuterated Photosystem I;
(Chl a+) – simulated spectrum of the deuterated Chl a cation
radical obtained from the deconvolution of overlapping chloro-
phyll/carotenoid signals in photosystem II (for details see
Stewart et al., 1998); (P+

865) – cation radical of primary
donor P865 in deuterated bacterial reaction center protein from
Rhodobacter sphaeroides; (BChl a+) – cation radical of the
deuterated BChl a in toluene solution (0.5 mM). Dashed lines
are theoretical fits. Source: Poluetkov et al., 2002.

the homogeneity of the bacterial RC proteins has been
made from the analysis of the linewidth of the primary
donor and chlorophyll triplet states (Budil and Thur-
nauer, 1991).

Therefore we used a different strategy to record the
spectrum of monomeric Chl a+. In PS II, when the
electron transfer from the water-oxidizing center to the
oxidized primary electron donor (P+

680) is blocked, an al-
ternate secondary electron pathway that quenches P+

680

becomes active. Under these conditions, a monomeric
chlorophyll a cation radical [Chl(z)+] and a carotenoid
cation radical are trapped at low temperature. Although
the EPR signals of these species overlap, the enhanced
resolution achieved by deuteration and HFEPR allows
for detailed g-tensor analysis (Lakshmi et al., 2000).
Thus, as discussed below, the Chl(z) cation radical is
used to obtain the g-tensor of monomeric Chl a+.

D-band EPR spectra of the cation radicals P+
700 and

Chl(z)+ are shown in Fig. 2 (Poluektov et al., 2002).
The spectrum of Chl(z)+ is a simulated spectrum,
which was obtained from the deconvolution of the
Chl(z)/carotenoid (Car) cation radical signal recorded
in PS II as described in Lakshmi et al. (2000). Note
that the chemical structure of Chl(z) is identical to the
structure of Chl a (Stewart et al., 1998). The relative
g-values or g-value anisotropy (i.e., the gxx− gzz and
gyy− gzz values) are in agreement with the data ob-
tained for deuterated Chl a+ in methylene chloride

at 327 GHz EPR frequency (Bratt et al., 2000). Rel-
ative g-value measurements are more accurate than
absolute measurements, as the accuracy of the ab-
solute g-value measurements is usually restricted by
the linewidth �H, whereas relative measurements de-
pend upon the simulation of the spectral lineshape and
thus are more precise. The similar anisotropy of the g-
tensors obtained for Chl(z)+ and Chl a+ (see Table 1)
proves the identity of the Chl(z)+ and Chl a+ electronic
structures. This also indicates that the protein environ-
ment is very similar to the low molecular weight glassy
environment.

Recording the EPR spectra of P+
700 and Chl a+ under

similar experimental conditions and with the same g-
marker signal allows us to make a comparative analysis
of their g-values. The results presented in the Table 1
and Fig. 2 show that the anisotropy of the P+

700 signal
is considerably smaller than that of Chl a+. The most
important observation is that the g-tensor components
of P+

700 are shifted from those of Chl a+, with the gzz

component having the largest shift. This shift of 21 ×
10−5 is considerably greater than the accuracy of the
absolute g-tensor measurements, which we estimate to
be 5 × 10−5. The value of the gzz-shift and the fact that
the gzz component has the largest perturbation for P+

700

cannot be explained assuming that the cation radical is
localized on one of the Chl a molecules and that the
electronic structure of Chl a is not disturbed. Indeed,
Stone’s classical theory of g-values (Stone, 1963) pre-
dicts shifts of the radical g-values due to interactions
with the surrounding environment. Interaction with the
environment leads to the unpaired electron spin density
redistribution and changes in the energy of the occupied
and unoccupied orbitals. According to Stone’s theory,
the shift in the gzz component, the component whose
value is closest to the free electron value of 2.0023, is a
second-order effect (order of magnitude smaller) com-
pared to the shifts of the gxx and gyy components. On the
contrary, the experimentally observed shifts of the gxx

and gyy peaks of P+
700 compared to Chl a+ are smaller

than the shift of gzz. The main conclusion from these ob-
servations is that the electronic structure of the primary
donor cation P+

700 differs from the electronic structure
of monomeric Chl a+ and environmental effects, even
specific interactions, such as hydrogen bonding, cannot
explain this difference.

A possible explanation of the deviation of the P+
700

electronic structure from its monomeric analog could
be a delocalization of the spin density of the unpaired
electron between the two chlorophyll molecules of P700.
This can account for the observed shift of gzz and de-
crease in the anisotropy of the g-tensor in P+

700 com-
pared to Chl a+. In this case, the g-values are effectively
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Table 1. Magnetic-resonance parameters of P+
700, Chl a+, PT

700, and Chl aT obtained by simulation of the experimental D-band
EPR spectra presented in Figs. 2 and 3

Sample gxx gyy gzz gxx− gzz [10−5] gxx− gyy [10−5] gyy− gzz [10−5] D [10−4 cm−1] E [10−4 cm−1]

P+a
700 2.00329 2.00282 2.00246 83 47 36

Chl a+a,b 2.00332 2.00280 2.00225 107 52 55
PTc

700 2.00369 2.00323 2.00252 117 46 71 280 ± 1 39.0 ± 0.2
Chl aT 2.00344 2.00382 2.00265 79 −38 117 284 ± 1 41.3 ± 0.2
a The notation of the g-tensor axes X , Y , and Z is a standard one and counts from the smaller to higher magnetic field, respectively.
The error in the absolute measurements of the g-values is ±5 × 10−5. The relative measurements of �g within one radical is more
accurate, ±2 × 10−5, as it is based on the simulation of the lineshape of the spectrum.
b The data were collected for the Chl(z) cation radical which has a chemical structure identical to Chl a (see explanation in the text)
(Stewart et al., 1998).
c The notation of X , Y , and Z axes is standard for triplet sublevels with positive D: the sublevel energy in the zero-field approximation
is increasing from Z to X . The g-tensor is measured as a middle point between respective zero-field components. The error in the
absolute and relative g-values is ±9 × 10−5. It is larger than for the cation radicals due to the broad linewidth and wide spread of the
spectra.

averaged between the two molecules, leading to a de-
crease of the total g-value anisotropy. The shift of the
gzz component may be the same order of magnitude or
even higher than for the gxx and gyy components.

According to the X-ray diffraction crystal data
(Deisenhofer et al., 1984; Ermler et al., 1994; Jordan
et al., 2001; Zouni et al., 2001), from the series of
photosynthetic RC proteins of PS I, PBa, and PS II,
the separation between the central Mg2+ ions increases
from 6.3 to 7.6 Å and 10 Å, respectively. As the sepa-
ration between the chlorophylls decreases, the overlap
increases (Jordan et al., 2001) and, as a consequence,
�–� interactions are assumed to be stronger. Note that
in PBa the unpaired electron spin density of P+

865 is be-
lieved to be delocalized, whereas in PS II it is believed
to be localized. Thus, it is logical that in PS I, with the
smallest separation between chlorophyll molecules, the
spin density in P+

700 is delocalized.
Another indication of the delocalization of the spin

density in P+
700 comes from analysis of the spectral

linewidth. The gzz component of P+
700 has a surpris-

ingly small linewidth. From the simulation of the P+
700

spectrum, the Gaussian linewidth of the gzz compo-
nent is �HZ = 3.8 G, the same as for gyy: �HY = 3.8
G, and smaller than for gxx: �HX = 4.2 G. On the other
hand one would expect for chlorophyll cation radicals
that the linewidth, �HZ, being determined by the unre-
solved 14N hyperfine couplings, should be the largest.
These hyperfine couplings are anisotropic and have the
largest value along the z-axis, which is perpendicu-
lar to the chlorin plane (Vrieze et al., 1996; Zech et al.,
2000; Link et al., 2001). This is indeed the case for Bchl
a+, as well as for the primary donor in Rb. sphaeroides
PBa, P+

865, and Chl a+ (Bratt et al., 2000) (see Fig.
2). In these cases �HZ is 1.5–2 times greater than
�HX and �HY. The simulated Chl a+ spectrum pre-
sented in Fig. 2 displays the same trend: �HZ = 6.4 G,

�HY = 4.0 G, and �HX = 4.7 G. An averaging of the
magnetic-resonance parameters between the two halves
of a P700 dimer could be responsible for the relatively
small linewidth of the gzz component in P+

700.
On the other hand, the observed difference in the

electronic structures of P+
700 and Chl a+ could be ex-

plained by trapping of the cation state on a molecule
whose structure is different from Chl a or is a highly dis-
torted Chl a. Evidence that a reversible rearrangement
of the geometric and electronic structure of Chl a can
account for the observed differences in the magnetic
resonance and redox properties between P+

700 and Chl
a+ in vitro has been previously reported (Wasielewski
et al., 1981b). The authors proposed that an enolization
of the ring V β-keto ester of Chl a is responsible for the
change of the electronic properties of P+

700. Support for
this hypothesis came recently from the X-ray crystal
structure of PS I (Jordan et al., 2001). In this publi-
cation, a strong hydrogen bond with a keto group of
ring V was reported for only one of the chlorophylls –
Chl a′. The possibility of hydrogen bonding was ex-
cluded for Chl a. This latter conclusion is based on the
fact that no H atoms are observed in the vicinity close
to the oxygen of the keto group of ring V for Chl a.
One plausible explanation for this could be that hydro-
gen is already covalently bound to the oxygen of Chl
a, thus forming an enol. If this is the case then a num-
ber of controversial data including magnetic-resonance
parameters of P+

700 and, optical and redox properties of
P700 could be explained assuming localization of the
active species on Chl a-enol. It should be noted, how-
ever, that recent molecular orbital calculations of P+

700

do not bear out this Chl a-enol model (Plato et al.,
2003).

As an alternative explanation we have to keep
in mind that chlorophyll molecules, as was men-
tioned above, demonstrate broad heterogeneity due to
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Fig. 3. Time-resolved D-band polarized EPR spectra of the
triplet states of primary donor P700 in deuterated Photosystem
I and of deuterated Chl a in toluene/pyridine (90:10) solvent,
recorded by pulsed EPR technique. The microwave pulse se-
quence used in the experiment was tp1 – � – tp2 = 40-300-60ns,
DAF (delay after flash) time equals 3 μsec, optical excitation
wavelength � = 550 nm, temperature = 75 K. X , Y , and Z
in combination with arrows indicate positions of the turning
points in the spectra, which correspond to the main compo-
nents of the zero-field tensor. a and e indicate absorption and
emission parts of the spectra, respectively. Source: Poluektov
et al., 2002.

chlorophyll–solvent interactions. In addition such in-
teractions could lead to formation of a set of confor-
mation substates of chlorophyll molecules (Budil and
Thurnauer, 1991; Bratt et al., 2000). The protein en-
vironment might fix the structure of P700 in unusual
conformational substates and thus considerably change
the electronic properties of one or both chlorophyll
molecules in P700.

C. P700 and Chlorophyll a Triplet States

The observed difference of the electronic properties of
the primary donor P700 from Chl a molecules should
be revealed in the triplet state of P700 as well. How-
ever, the reported magnetic-resonance parameters of
PT

700 are the same as those of Chl aT at low temper-
atures. To examine this conclusion we recorded the
HFEPR spectra of the PT

700 and Chl aT triplet states (see
Fig. 3).

For the preparation of the triplet state PT
700, the PS I

complex was treated with dithionite (pH 10) and preil-
luminated at 75 K which leads to the reduction of iron–
sulfur centers and A1 (phylloquinone). To detect the
triplet states of Chl a and P700, samples were illumi-
nated in the cavity of the EPR spectrometer and EPR
spectra were recorded using the TR pulsed HFEPR by

monitoring the electron spin echo (ESE) intensity as a
function of the scanned magnetic field (Fig. 3; Poluek-
tov et al., 2002).

The positions of the canonical components corre-
sponding to the main orientations of the zero-field ten-
sor are marked by arrows in Fig. 3. The splitting be-
tween these arrows is defined by the zero-field splitting
parameters D and E: 2D for the Z -axis, D – 3E for
the Y -axis and D + 3E for the X -axis in the standard
notation of the triplet sublevels in the low-field approxi-
mation (Budil and Thurnauer, 1991). These parameters
are summarized in Table 1 and are in agreement with
previously reported data (Frank et al., 1979; Rutherford
and Sétif, 1990; Budil and Thurnauer, 1991; Krabben
et al., 2000). The spectra of PT

700 and Chl aT triplet states
exhibit electron spin-polarization (ESP). The so-called
“T0” ESP of the PT

700 has been explained by the radi-
cal pair mechanism of the triplet formation and the ESP
pattern of the Chl aT by spin–orbit induced intersystem
crossing (Budil and Thurnauer, 1991).

Recording the triplet state EPR spectra at high mag-
netic field allows direct measurement of the projection
of the g-tensor component on the direction of the zero-
field axes. Analysis of the data, presented in the Table 1,
demonstrates a striking effect. The ordering of the gxx

and gyy components is switched between PT
700 and Chl

aT (Poluektov et al., 2002). This effect is clearly seen
in spite of the fact that, due to the large spread of the
triplet spectrum and relatively broad linewidth of the
canonical components, the absolute error in the g-value
measurement is ∼9 × 10−5, which is higher than for
the cation radicals.

The effect can only be explained by having a differ-
ent orientation of the zero-field axes with respect to the
g-tensor main axes in PT

700 compared to Chl aT. This
means that, while the values of the zero-field parame-
ters of these two triplet states are very close, the dis-
tributions of the spin densities are very different. The
conclusion that the spin density is localized on one of
the two chlorophylls in the triplet state of the P700 pri-
mary donor was based on the similarities of the mag-
netic parameters (Rutherford and Sétif, 1990; Budil
and Thurnauer, 1991). Thus, in contrast to this previ-
ous analysis, HFEPR spectra indicate that the triplet
state of PT

700 deviates considerably from Chl aT.
Again, a reasonable explanation for the switching

between the X - and Y -axes may be either the delocal-
ization of the electron spin density over the two chloro-
phyll species assigned to the primary donor or a devi-
ation of the structure of the molecule, with a trapped
triplet state, from Chl a. To answer these questions, an
extended theoretical study of these systems is needed.
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Thus, the HFEPR data on the P+
700 and PT

700 states
in PS I in comparison with that of the Chl a+ and
Chl aT states present unambiguous proof that the elec-
tronic structures of the primary donor cation radical
and triplet state are different from those of monomeric
Chl a. However, on the basis of present data we can-
not distinguish between two possible explanations, i.e.,
delocalization of the spin density in P+

700 and PT
700 over

two chlorophyll molecules or reversible rearrangement
of the geometric and electronic structure of Chl a
molecules, i.e., enolization, freezing of a conforma-
tional substate.

III. Structure of the P+
700A−

1 Radical Pair
Intermediate from Magnetically Aligned
Samples and Multifrequency Quantum
Beat Oscillations

A. Background

The three-dimensional structure of the radical pair
P+

700A−
1 with respect to the membrane in which the RC

resides can be derived with transient EPR data. This
is possible because during the course of HFEPR ex-
periments on whole cells of the cyanobacterium Syne-
chococcus lividus, we discovered (Berthold et al., 1999)
that the ESP pattern of the EPR spectra is sensitive
to the alignment of the cells in the magnetic field of
the spectrometer. Our strategy for obtaining structure
of the short-lived radical pair intermediates involves
a multifrequency EPR approach with data collection
at three microwave frequencies as follows. The orien-
tation of the magnetic tensors of P+

700A−
1 is obtained

from analysis of the pronounced anisotropy of the zero
quantum electron coherences in a transient Q-band
EPR experiment. The orientation of the cofactors of
the primary donor is then determined by analyzing
transient X-band EPR spectra, extracted from a two-
dimensional data set. Finally, transient W-band spec-
tra of a magnetically aligned sample provide detailed
information on the cofactor arrangement of P+

700A−
1

in the photosynthetic membrane. These experiments
were performed using deuterated and 15N-substituted
cyanobacteria Synechococcus lividus. Deuteration pro-
vides enhanced spectral resolution, particularly in the
case of SCRP ESP, and 15N substitution facilitates anal-
ysis of the nuclear quantum beats at X-band frequency.
In section III.B we describe the analysis and explana-
tion of the magnetic field alignment of whole cells of
cyanobacteria, in section III.C we briefly discuss the

method of analysis of quantum beat oscillations and in
section III.D we present the multifrequency approach
for obtaining detailed structural information.

B. High-Field EPR of Magnetically Oriented
Cyanobacteria

HFEPR spectra from samples frozen in the presence
of the magnetic field indicate an anisotropic distribu-
tion of the radical pair with respect to the laboratory
frame (Berthold et al., 1999; Heinen et al., 2003a,b). In
a typical experiment, the sample is aligned in the static
magnetic field (3.3 T) of a W-band EPR spectrometer at
room temperature and then cooled to low temperatures.
Representative results are shown in Fig. 4 (solid lines).
To establish the field-induced alignment of the reaction
centers, the EPR spectra were recorded at two different
orientations of the frozen sample. The EPR spectrum
in Fig. 4a reflects the original sample orientation im-
mediately after cooling (� = 0◦). The spectrum in Fig.
4b, was taken after the frozen sample was rotated by
90◦ about an axis perpendicular to the magnetic field
(� = 90◦) (Berthold et al., 1999). Pronounced spectral
differences are observed particularly in the high-field
region. If, however, the sample was cooled in the ab-
sence of the magnetic field, two identical lineshapes
were detected (results not shown).

Previously this type of alignment was demonstrated
for whole cells of green algae and photosynthetic bac-
teria, using fluorescence polarization and linear dichro-
ism measurements (Geacintov et al., 1972; Breton,
1974). The physical origin of this magneto-orientation
is an anisotropy in the diamagnetic susceptibility of
the photosynthetic system. Assuming that the suscep-
tibility tensor is axially symmetric in its principal axis
system, X′,Y′,Z′ (see Fig. 5), the orientational distri-
bution function of the symmetry axis Z′ can be written
as (Geacintov, 1972)

f (β) = N exp (A cos2 β), (1)

A = 1

2
�� V B2

0/(μ0kT ). (2)

Here, N is a normalization constant, �� is the
anisotropy in the volume diamagnetic susceptibility,
V is the effective volume, μ0 is the vacuum permeabil-
ity, k is the Boltzmann constant, and T is the absolute
temperature of the Boltzmann distribution. The angle β

denotes the angle between the principal axis of the sus-
ceptibility tensor and the sample axis, z′′, determined by
the magnetic field direction during sample orientation
(see Fig. 5). Thus, z′′ specifies the macroscopic axis of
symmetry of the angular distribution. The coefficient
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Fig. 4. Transient W-band EPR spectra of the light-induced radical pair P+
700A−

1 in Photosystem I at two different orientational dis-
tributions with respect to the laboratory frame. Positive, a, and negative, e, signals indicate absorptive and emissive polarizations,
respectively. (a) Sample axis parallel to the magnetic field, � = 0◦. (b) Sample axis perpendicular to the magnetic field, � = 90◦.
Full lines: Experimental spectra from deuterated and 15N-substituted cyanobacteria Synechococcus lividus measured at
temperature = 90 K. Magneto-orientation of the sample is achieved with an alignment field of B0 = 3.35 T. The signal inten-
sity is averaged in the time window 0.4–2.4 μs. Microwave field: B1 = 0.01 mT. Microwave frequency: �/2� = 94.1163 GHz.
Dashed lines: Best-fit simulations. Source: Heinen et al., 2004a, 2004b.

A in Eq. (1) characterizes the magnetic field-induced
alignment of the susceptibility tensor axes relative to
the sample axis, z′′, while the angle � specifies the ori-
entation of z′′ in the laboratory frame (see Fig. 5). The
orientational order parameter, SZ′Z′ , is related to the
coefficient A by a mean value integral,

SZ′Z′ = 1

2

∫ �

0

(3 cos2 β − 1) f (β) sin βdβ (3)

Since the susceptibility tensor has a fixed orientation,
�,	 , with respect to the molecular reference system,
X, Y,Z, it is possible to express cos β as a function
of the Euler angles �, �, � and (see Fig. 5; Berthold
et al., 1999; Heinen et al., 2004a):

cos β = − sin � sin � cos � cos � cos(	 + �)
+ sin � sin � sin � sin(	 + �)
−sin� cos � sin � cos � − cos � sin � sin �

cos(	 + �) + cos � cos � cos �.

(4)

Equations (4) and (1) can be used to evaluate the statis-
tical weight for the EPR spectrum of a given molecular

orientation specified by the Euler angles � = (�, �,
�). Integration over all possible orientations, �, then
yields the anisotropic “powder” lineshape. The free ad-
justable parameters are SZ′Z′ , � and 	 .

Values for these parameters were determined by a
simultaneous fit of two experimental high-field EPR
spectra of P+

700A−
1 measured with the sample axis ei-

ther parallel (� = 0◦) or perpendicular (� = 90◦) to
the magnetic field (Berthold et al., 1999; Heinen et al.,
2004a). The results of these fits, performed at W-band
(95 GHz) and D-band (130 GHz) frequencies, were ver-
ified by repeating the fit procedure for a large number of
different starting values covering the whole parameter
space. In the majority of all test runs, the same global
minimum values were obtained, including a small pos-
itive value for the order parameter SZ′Z′ (Berthold
et al., 1999; Heinen et al., 2004a). The positive sign
of SZ′Z′ implies that the susceptibility tensor axes Z′

orient preferentially parallel to the magnetic field. This
is clear evidence for membrane proteins being the
major source of the anisotropy in the diamagnetic
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Fig. 5. Notation for coordinate systems and Euler transforma-
tions used in the EPR model. Xi j , Yi j , Zi j = principal axis
system of the hyperfine tensor of nucleus j coupled to radical
i . Xi , Yi , Zi = principal axis system of the g-tensor of the
primary donor (i = 1) and of the g-tensor of the quinone ac-
ceptor (i = 2). X, Y, Z = magnetic reference system (g-tensor
of the reduced quinone acceptor). z = magnetic field direction,
Z′ = symmetry axis of the susceptibility tensor (membrane nor-
mal), z′′ = sample axis (magnetic field direction during sample
orientation).

susceptibility (Worcester, 1978; Pauling, 1979). If lipid
membranes were the dominant source for the suscep-
tibility anisotropy, one would expect that the suscepti-
bility tensor axes Z′ orient mainly perpendicular to the
magnetic field, i.e., the order parameter SZ′Z′ is negative
(Scholz et al., 1984).

In cyanobacteria, the photosynthetic proteins are em-
bedded within the thylakoid membranes, which con-
sist of mostly parallel glycolipid bilayers. Theoreti-
cal studies indicate that peptide bonds are a source of
anisotropic diamagnetic susceptibility responsible for
the alignment of the helix axis parallel to the magnetic
field (Worcester, 1978; Pauling, 1979). In cyanobacte-
rial PS I as well as in many other membrane proteins, a
total of about 30 transmembrane 
-helices are aligned
to within a small angle of the membrane normal (Jor-
dan et al., 2001), which thus represents a natural choice
for the principal axis of the susceptibility tensor, Z′.
Furthermore, any anisotropy in the plane of the mem-

Fig. 6. Magnetic field dependence of the order parameter, SZ′Z′ ,

characterizing the alignment of the symmetry axis of the sus-
ceptibility tensor relative to the magnetic field. The experimen-
tal values (solid triangles) are extracted from spin polarized
D-band EPR spectra of the light-induced radical pair, P+

700A−
1

in Photosystem I. The solid line represents a best-fit simulation
using a simple model for magneto-orientation. The extracted
value for the anisotropy of the diamagnetic susceptibility is
�� V = 5.7 × 10−27m3. Source: Heinen et al., 2004a.

brane will be averaged out for such an arrangement. It
is therefore reasonable to identify the symmetry axis
of the susceptibility tensor with the membrane normal.

To obtain further information on the mechanism of
the magneto-orientation process, the order parameter
SZ′Z′ was evaluated as a function of the applied mag-
netic field (Heinen et al., 2004a). For this purpose,
spin polarized D-band EPR spectra of the radical pair
P+

700A−
1 were measured for four different alignment

fields varying between 0 and 7 T. A computer analy-
sis of the observed angular-dependent lineshapes then
provided values for the order parameterSZ′Z′ . In Fig. 6
this order parameter is plotted as a function of the align-
ment field. The experimental values (solid triangles)
refer to the cyanobacterium S. lividus. One sees that
SZ′Z′ first increases gradually, then rises steeply and fi-
nally levels off to a constant limiting value. Thus, the
magnetic field dependence of SZ′Z′ can be described
by a saturation curve, as defined in the Eqs. (1–3).
The free adjustable parameters of this curve, �� V
and (SZ′Z′ )limit were determined by fitting calculated
order parameters SZ′Z′ , to the experimental ones. The
solid line in Fig. 6 represents the best-fit simulation
based on the parameter values (Heinen et al., 2004a)
�� V = 5.7 × 10−27 m3; (SZ′Z′ )limit = 0.12 ± 0.02.

The large value for the anisotropy of the diamag-
netic susceptibility of �� V = 5.7 × 10−27 m3, ex-
tracted from the saturation curve, suggests that whole
cells might be oriented by the magnetic field. To check
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Fig. 7. Electron micrograph of an ultrathin section of a S. lividus cell at high magnification. Note that the thylakoid membranes are
arranged in several layers running parallel to the cell envelope which has a regular cylindrical shape. By courtesy of J. R. Golecki.

this possibility, model calculations were performed for
�� V using structural information from a recent elec-
tron microscopy study (Heinen et al., 2004b). Figure 7
depicts an electron micrograph of a S. lividus cell at
high magnification. One sees that the thylakoid mem-
branes are arranged in several layers running parallel
to the cell envelope. According to morphometric mea-
surements, an average cell contains thylakoids with a
total membrane area of ∼9.8 × 10−11m2. Of this, about
50% are covered by membrane proteins, i.e., 4.9 ×
10−11 m2 (Heinen et al., 2004b). Taking PS I as a rep-
resentative example, we estimate that a typical mem-
brane protein covers an area of 1.0 × 10−16 m2 (Jordan
et al., 2001). Thus, on the average, a cyanobacterial cell
contains about 4.9 × 105 membrane proteins within its
thylakoid system.

Let us now estimate the susceptibility anisotropy of
a single membrane protein such as PS I. In cyanobacte-
rial PS I, there are 30 parallel transmembrane 
-helices
(Jordan et al., 2001), which define the symmetry axis
of the susceptibility tensor. Assuming alignment par-
allel to the magnetic field, we estimate a susceptibil-
ity anisotropy of 5.0 × 10−32 m3. The value is based
on quantum chemical calculations of the susceptibil-
ity anisotropy of peptide bonds (Pauling, 1979) ar-
ranged in 
-helices (Worcester, 1978). To calculate
the susceptibility anisotropy of a whole cyanobacte-
rial cell, we have to consider that the membrane pro-

teins are not all aligned parallel to the magnetic field
but are distributed according to an order parameter
of SZ′Z′ = 0.12. This leads to an estimated total sus-
ceptibility anisotropy of (�� V )calc = (4.9 × 105) ×
(5 × 10−32 m3) × 0.12 = 2.9 × 10−27 m3. In view of
the approximations used in the derivation, the esti-
mated value is in surprisingly good agreement with the
observed value of �� V = 5.7 × 10−27m3. Evidently,
whole cells are aligned in the magneto-orientation pro-
cess.

A prerequisite for the alignment is an anisotropic
shape of the bacterial cell and the thylakoid system. In-
spection of Fig. 7 reveals that the thylakoid membranes
in S. lividus cyanobacteria form regular cylinders with
hemispherical caps on both ends. If the long axes of
the cells were oriented parallel to the magnetic field, all
bilayer normals in the cylinder part would be orthog-
onal to the field implying a negative order parameter
SZ′Z′ . This is not observed in the HFEPR experiments
of P+

700A−
1 . We, therefore, conclude that the cyanobac-

terial cells align perpendicular to the magnetic field.
Figure 8 depicts a schematic of the magneto-

orientation process, as revealed by time-resolved D-
band EPR of the radical pair P+

700A−
1 (Heinen et al.,

2004a). Spectral analysis indicates that membrane pro-
teins are mainly responsible for the anisotropy of the
diamagnetic susceptibility. In cyanobacterial PS I, as
well as in many other membrane proteins, a large
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Fig. 8. Schematic of the magneto-orientation process proposed for the photosynthetic reaction centers in cyanobacteria. (a) Arrange-
ment of the reaction center protein in the photosynthetic membrane. (b) Structure of the thylakoid membranes. (c) Structure of a
cyanobacterial cell. (d) Alignment of the cyanobacterial cells in a strong magnetic field.

number of transmembrane 
-helices are aligned to
within a small angle of the membrane normal, which
thus defines the symmetry axis of the susceptibility ten-
sor (see Fig. 8a). The membrane proteins are embedded
within the thylakoid membranes consisting of mostly
parallel glycolipid bilayers (see Fig. 8b). The whole thy-
lakoid system has a regular three-dimensional structure
that closely follows the shape of the cyanobacterial cell
(see Fig. 8c). If a magnetic field of sufficient strength
is applied, the cyanobacterial cells align with their long
axes perpendicular to the field (see Fig. 8d).

On the basis of this model, we now rationalize the
extracted value for the order parameter SZ′Z′ . Let us
assume that the distribution of the bilayer normals in
the laboratory frame can be described by a convolution
of two axially symmetric distribution functions f1 and
f2 as given in Eq. (1) (Heinen et al., 2004b). Specifi-
cally, we assume that the function f1 characterizes the
distribution of the bilayer normals with respect to the
symmetry axis of the cyanobacterial cell and the func-
tion f2 describes the distribution of these axes relative
to the magnetic field. Under these conditions, the order
parameter S of the bilayer normals relative to the mag-
netic field can be written as a product of the two order
parameters S1 and S2, each defined according to Eq. (3).

Inspection of Fig. 8 reveals that the order parame-
ter S1 is completely determined by the shape of the

cyanobacterial cell. Using morphometric data from the
electron microscopy study of the S. lividus cells, we
estimate a value of S1 ≈ −0.34 (Heinen et al., 2004b).
For the order parameter S2 a strong dependence on the
alignment field is expected. Assuming complete align-
ment for B0 = 7 T, the order parameter S2 can be as-
sessed to S2 ≈ −0.5. This gives a total order parameter
of S = S1S2 ≈ 0.17, which compares favorably with
the limiting order parameter of SZ′Z′ = 0.12 observed
by D-band EPR (Fig. 6). We, therefore, conclude that
the evaluated mechanism for magneto-orientation of
photosynthetic RCs is correct.

Thus, HFEPR of a magnetically aligned sample can
provide the orientation of the membrane normal, � and
	 , in a magnetic reference system. This structural in-
formation is unique as it is not easily available by other
EPR techniques. Knowledge of this orientation makes
it possible to determine the three-dimensional struc-
ture of the P+

700A−
1 radical pair intermediate in its na-

tive membrane. The structural analysis requires anal-
ysis of the quantum beat oscillations observed for a
SCRP. Therefore, we first briefly describe this anal-
ysis in section III.C, and in section III.D we present
the multifrequency approach for determining the struc-
ture of the SCRP. Thus, one also obtains the cofac-
tor arrangement of the radical pair with respect to the
membrane.
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Fig. 9. Transient Q-band EPR data set of the light-induced
radical pair P+

700A−
1 in Photosystem I of deuterated and 15N-

substituted cyanobacterium Synechococcus lividus. Positive,
a, and negative, b, signals indicate absorptive and emis-
sive polarizations, respectively. Microwave frequency: �/2� =
33.9893 GHz. Microwave field: B1 = 0.029 mT. Temperature =
70 K. Source: Link et al., 2001.

C. Analysis of Quantum Beat Oscillations
from Spin-Correlated Radical Pairs

In transient EPR experiments, the sample is irradiated
with a short laser pulse and the time evolution of the
magnetization is detected in the presence of a weak mi-
crowave magnetic field. Generally, a complete data set
consists of transient signals taken at equidistant field
points covering the total spectral width. This yields a
two-dimensional variation of the signal intensity with
respect to both the magnetic field and the time axis (see
van der Est, this volume, Chapter 24). Such a complete
data set for P+

700A−
1 measured at Q-band microwave fre-

quency (35 GHz) is shown in Fig. 9. Transient spectra
can be extracted from this plot at any fixed time after the
laser pulse as slices parallel to the magnetic field axis.
Likewise, the time evolution of the transverse magne-
tization may be obtained for any given field as a slice
along the time axis.

Note the pronounced modulations in the transverse
magnetization. These consist of fast initial oscillations
which disappear 100 nsec after the laser flash, and slow
persisting oscillations with frequencies of a few MHz.
The formation of these coherences can be rationalized
in terms of an analytical EPR model developed for the
light-induced radical pairs of photosynthesis (Kothe
et al., 1998). The model is based on the density matrix
approach,

� (�, t) = exp[−(i/-h)H (�)t].� (�, 0).

exp[(i/-h)H (�)t], (5)

where � (�, 0) specifies the initial configuration of the
radical pair immediately after the laser pulse. The spin
Hamiltonian employed,

H (�) = H Z (�) + H E X + H D(�)

+H H F (�) + H N Z , (6)

considers Zeeman, exchange, dipolar, hyperfine, and
nuclear Zeeman interactions of the radical pair. For
computational simplicity, hyperfine interactions are re-
stricted to one I = 1/2 nucleus in the donor (Kothe
et al., 1998). In the presence of a microwave field,
a microwave term,HMW, must be added to the static
Hamiltonian.

The crucial point is the specification of the ini-
tial condition of the radical pair at the instant of the
laser pulse. In native photosynthetic reaction centers,
the lifetime of the primary radical pair (P+

700A−
0 ) is

short (see Fig. 1). Thus, even the secondary radical
pair (P+

700A−
1 ) is generated in a virtually pure singlet

state,

� (�, 0) = 1

2

{∣∣∣∣ S + 1

2

〉 〈
S + 1

2

∣∣∣∣ +
∣∣∣∣ S − 1

2

〉

〈
S − 1

2

∣∣∣∣

}
n(�), (7)

determined by the spin multiplicity of the excited pri-
mary donor (see Fig. 1). The analysis shows that such
a singlet radical pair is created with spin-correlated
population of only four of the eight eigenstates. This
gives rise to high optical spin-polarization (Thurnauer
and Norris, 1980; Closs et al., 1987; Buckley et al.,
1987), which has been exploited in structural stud-
ies of P+

700A−
1 using time-resolved EPR at different

microwave frequencies (Stehlik et al., 1989; Fuechsle
et al., 1993; van der Est et al., 1997; Kamlowski et al.,
1998; Zech et al., 2000). In addition, there are co-
herences between the eigenstates of the radical pair.
Analysis reveals that zero quantum electron (Salikhov
et al., 1990; Bittl and Kothe, 1991; Kothe et al., 1991,
1994a,b, 1998; Zwanenburg and Hore, 1993; Bittl
et al., 1994; Kiefer et al., 1999; Link et al., 2001; Heinen
et al., 2002) and single quantum nuclear coherences
(Weber et al., 1995; 1997; Jeschke, 1997; Kothe et al.,
1998) are involved.

Light generation of these coherences can be ratio-
nalized in terms of the nonadiabatic change of the
spin Hamiltonian at the instant of the laser pulse.
At time zero, the radical pair is created in a singlet
state as a consequence of spin conservation in an ul-
trafast photochemical reaction (see Fig. 1). Since the
singlet is not an eigenstate of the corresponding spin
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Hamiltonian,

[� (�, 0), H (�)] �= 0, (8)

the radical pair starts out in a coherent superposition of
eigenstates, which can manifest itself as quantum beats
in an EPR experiment with adequate time resolution
(Kothe et al., 1991, 1994a,b, 1998; Bittl et al., 1994;
Weber et al., 1995; Kiefer et al., 1999; Link et al., 2001;
Heinen et al., 2002).

The continuous microwave field, applied in transient
EPR, has two effects. First, it converts the longitudi-
nal magnetization associated with the population dif-
ferences between neighboring eigenstates into trans-
verse magnetization (Zwanenburg and Hore, 1993).
This gives the Torrey oscillations (Torrey, 1949). Sec-
ondly, it converts the zero quantum electron and
nuclear coherences into observable single quantum pre-
cessions or quantum beats. Under slow-motional con-
ditions, the frequency �Z Q of the zero quantum elec-
tron precessions critically depends on the orientation,
� = (�, �, �), of the radical pair in the laboratory
frame, x, y, z (see Fig. 5). As shown previously (Kothe
et al., 1994a,b; Kiefer et al., 1999; Link et al., 2001;
Heinen et al., 2002), �Z Q is given by

�Z Q = (1/-h){[2/3Dzz(�) − 2Jex ]2

+ [(gzz
1 (�) − gzz

2 (�))μB B0 (9)

+
∑

k
Azz

1k(�)Mi
1k −

∑
l

Azz
2l (�)M j

2l]
2}1/2,

where Dzz(�), Jex , gzz
i (�), μB, B0, and are the zz com-

ponent of the dipolar coupling tensor, the strength of
the isotropic exchange interaction, the zz component
of the g-tensor of radical i , the Bohr magneton, the
static magnetic field and the secular part of the hyper-
fine interaction between nucleus j and radical i , re-
spectively. The weak B1 field, commonly employed in
transient EPR, allows for only a small range of orien-
tations to meet the resonance condition. Consequently,
the phase and frequency of the quantum beats vary sig-
nificantly with B0 across the powder spectrum. This
pronounced variation can be used to extract the geom-
etry of the radical pair intermediates in photosynthetic
reaction centers (Kothe et al., 1991, 1994a,b; Kiefer
et al., 1999; Link et al., 2001; Heinen et al., 2002).

D. Cofactor Arrangement of the
P+

700 A−
1 Radical Pair

Figure 10 depicts the short-time behavior of the trans-
verse magnetization of P+

700A−
1 measured at Q-band fre-

quency (35 GHz) and four selected field positions along
the powder spectrum [(a)–(d)] (Link et al., 2001). As

noted above (section III.C) the transient signals contain
fast oscillations, associated with the spin-correlated
generation of the radical pair, which disappear 100
nsec after the laser pulse. Basically, these oscillations
represent Q-band quantum beats [Eq. (9)], and their
frequency varies significantly across the powder spec-
trum. Generally, oscillation frequencies from 10 to 50
MHz can be extracted from the corresponding power
spectra.

The pronounced variation of the Q-band quantum
beats can be employed to evaluate the orientation of the
magnetic tensors in P+

700A−
1 (Link et al., 2001). Calcu-

lated time profiles covering the total spectral width that
are simulated by varying the parameters of the tensor
orientations provide five Euler angles, characterizing
the orientation of the magnetic tensors of P+

700A−
1 (g-

tensor of P+
700, dipolar tensor) with respect to a mag-

netic reference frame (g-tensor of A−
1 ). Dashed lines in

Fig. 10 represent best-fit simulations.
The cofactor orientation of the primary donor in the

g-tensor system of P+
700 can be determined by analyz-

ing transient X-band (9.5 GHz) EPR spectra. At this
frequency anisotropic 15N hyperfine interactions give
rise to nuclear modulations in the transverse magneti-
zation (Weber et al., 1995; 1997; Jeschke, 1997; Kothe
et al., 1998). In the analysis presented here only
four 15N hyperfine tensors, whose symmetry axes are
collinear, were considered. The orientation of this axis
in the g-tensor system of P+

700 is characterized by the
Euler angles, �1 j and 	 1 j (Fig. 5).

Typical X-band lineshapes of P+
700A−

1 , observed 50,
70, and 200 nsec after the laser pulse, are shown in Fig.
11 (solid lines) (Link et al., 2001). The variation was
used to extract values for �1 j and 	 1 j Typically, a set
of 27 calculated spectra, selected at various times after
the laser pulse, was simultaneously fitted to the exper-
imental spectra by varying �1 j and �1 j . Dashed lines
in Fig. 11 represent best-fit simulations. Note that the
evaluated Euler angles, �1 j and 	 1 j , characterize the
orientation of the symmetry axis of the 15N hyperfine
tensors in the g-tensor system of P+

700. Because of the lo-
cal character of the hyperfine interactions, it is reason-
able to identify this symmetry axis with the chlorophyll
normal. The two-dimensional Q- and X-band experi-
ments provide seven Euler angles, characterizing the
mutual orientation of P+

700 and A−
1 .

Analysis of the transient W-band lineshapes of
P+

700A−
1 was performed using the model outlined in

the section III.B. The parameters of the orientational
distribution function, �, 	 , SZ′Z′ , were determined
by simultaneously fitting the two angular-dependent
spectra, measured with the sample axis either parallel
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Fig. 10. Time evolution of the transverse magnetization of the light-induced radical pair P+
700A−

1 in Photosystem I measured at Q-band.
The time profiles refer to four selected field positions (a), (b), (c), and (d), along the powder spectrum. Positive and negative signals
indicate absorptive and emissive polarizations, respectively. Microwave frequency: �/2� = 33.9893 GHz. Microwave field: B1 =
0.029 mT. Full lines: Experimental time profiles from the deuterated and 15N-substituted cyanobacterium Synechococcus lividus
measured at temperature = 70 K. Dashed lines: Best-fit simulations. Source: Link et al., 2001.

(� = 0◦) or perpendicular (� = 90◦) to the magnetic
field (Berthold et al., 1999). The dashed lines in Fig.
4 represent best-fit simulations. Generally, the agree-
ment achieved is good. The obtained Euler angles, �
and 	 , characterize the orientation of the membrane
normal in the g-tensor system of the primary donor.
Knowledge of this orientation makes it possible to de-
pict the three-dimensional structure of the radical pair
intermediate P+

700A−
1 in its native membrane, as shown

in Fig. 12. The structural model, describing the orien-
tation of the g-tensor of P+

700 as well as the position
and orientation of A−

1 , is in substantial agreement with
recent EPR (Zech et al., 2000) and crystallographic re-
sults (Jordan et al., 2001), based on PS I single crystals.
Note that values for all nine Euler angles, characteriz-
ing the geometry of the charge-separated state, have
been obtained. The geometry is based on the analy-
sis of quantum beat oscillations in combination with
high-field EPR and a magnetically aligned sample.

Let us first discuss the g-tensor orientation of P+
700.

To describe this orientation, we define the chlorophyll-
based reference system, Xchl , Ychl , Zchl . The Zchl -

axis is the chlorophyll normal; the Ychl -axis is the
projection of the membrane normal onto the chloro-
phyll plane. The Xchl -axis then lies in the chloro-
phyll plane perpendicular to Ychl . Figure 13 depicts
a three-dimensional representation of the g-tensor ori-
entation of P+

700. For simplicity, we show only one of
the two chlorophyll molecules of the primary donor,
which is the chlorophyll a species coordinated by the
PsaB protein subunit (Krabben et al., 2000; Link et al.,
2001).

In simple � radicals, the principal direction corre-
sponding to the smallest g-tensor component, gZ , is
expected to lie near the normal of the molecular plane
(Stone, 1963). Inspection of Fig. 13 reveals a signifi-
cant deviation of �1j = 29◦ between Z and Zchl (Link
et al., 2001), in reasonable agreement with recent EPR
results based on PS I single crystals (Zech et al., 2000).
This deviation is difficult to explain if we assume that
the spin density of the unpaired electron is completely
localized on one of the chlorophyll molecules of the
P+

700 dimer. On the other hand, this observation is in
agreement with the asymmetric delocalization of the
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Fig. 11. Transient X-band EPR spectra of the light-induced
radical pair P+

700A−
1 in Photosystem I at various times after

the laser pulse. Positive and negative signals indicate absorp-
tive and emissive polarizations, respectively. Microwave fre-
quency: �/2� = 9.57375 GHz. Microwave field: B1 = 0.020
mT. Full lines: Experimental spectra from deuterated and 15N-
substituted cyanobacterium Synechococcus lividus measured at
temperature = 70 K. Dashed lines: Best-fit simulations. Source:
Link et al., 2001.

spin density between two halves of the P+
700 dimer or

strong distortion of the electronic structure of the Chl
a, which was discussed in section II.

Figure 14 shows a structural model for the reduced
quinone acceptor, A−

1 , based on the nine Euler angles
discussed above (Link et al., 2001). In this model, the
quinone plane of A−

1 is found to be inclined by 68◦ rela-
tive to the membrane plane, while the O–O axis makes
an angle of 23◦ with the membrane normal. These val-
ues are in substantial agreement with those reported
in the high-resolution X-ray structure (Jordan et al.,
2001). Nevertheless, some characteristic deviations ex-
ist. They might reflect a reorientation of the reduced
quinone in its binding pocket. It should be noted that
the depicted geometry refers to the charge-separated
state, P+

700A−
1 , observed at low temperature, where for-

Fig. 12. Structure of the secondary pair P+
700A−

1 in Photosystem I
as determined by high time resolution multifrequency EPR, em-
ploying quantum beat oscillations and a magnetically aligned
sample. The view direction is parallel to the membrane plane.
The shaded disk represents one of two chlorophyll molecules of
the primary donor, which carries the major part of the unpaired
spin. X1, Y1, Z1 = principal axis system of the g-tensor of P+

700.
X2, Y2, Z2 = principal axis system of the g-tensor of A−

1 . ZD

= symmetry axis of the dipolar tensor. Z
′ = membrane normal.

ward electron transfer is partially blocked (Sétif et al.,
1984; Schlodder et al., 1998).

IV. Conclusion

We have presented examples of recent HFEPR and mul-
tifrequency quantum beat studies of the electron trans-
fer intermediates in PS I. These studies reveal new de-
tails of structure and function that could not be obtained
without the enhanced spectral and temporal resolution,
and sensitivity of these advanced spectroscopic tech-
niques.

The results of careful measurements and analyses of
the resolved g-tensors of the primary donor cation rad-
ical and excited triplet state show that their electronic
structures differ from those of monomeric chlorophyll
a. The observed differences cannot be explained by
environmental effects. These observations can be in-
terpreted either as (i) delocalization of the spin density
of the unpaired electron between the two chlorophyll
molecules of P+

700 or by (ii) trapping of the cation radical
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Fig. 13. Orientation of the g-tensor of the primary donor P+
700

in Photosystem I as determined by high time resolution mul-
tifrequency EPR, employing quantum beat oscillations and a
magnetically aligned sample. For simplicity, we show only one
of the two chlorophyll molecules, which carries the major part
of the unpaired spin. (a) View direction parallel to the mem-
brane plane. (b) View direction onto the membrane plane. X1,
Y1, Z1 = principal axis system of the g-tensor of P+

700. Xchl, Ychl,
Zchl = chlorophyll-based reference system. The orientation of
the chlorophyll molecule in the (Xchl, Ychl) plane has been cho-
sen according to a recent X-ray structure of Photosystem I at
2.5 Å resolution (Jordan et al., 2001).

state on a molecule different from nondistorted chloro-
phyll a. Multifrequency time-resolved EPR which in-
cludes HFEPR has made it possible to determine the
structure of the transient charge-separated state P+

700A−
1

and its orientation in the thylakoid membrane.

Fig. 14. Structural model for the reduced quinone acceptor A−
1

in Photosystem I as determined from low temperature tran-
sient EPR experiments, employing quantum beat oscillations
and a magnetically aligned sample. The view direction is par-
allel to the membrane plane. X2 = quinone O–O axis. Y2 =
phylloquinone long axis. Z2 = quinone plane normal. ZD =
symmetry axis of the dipolar tensor. Z

′ = membrane normal.

HFEPR studies are just beginning to have an impact
on photosynthesis research, as the technique has only
been widely accessible for the last few years. These
new capabilities will continue to provide information
that cannot otherwise be obtained. We have recently
demonstrated in studies of purple photosynthetic bacte-
ria that time-resolved high-field ENDOR on SCRPs has
the potential to provide details of the electron transfer
pathways in photosynthetic proteins (Poluektov et al.,
2004). Application of this method to PS I may con-
tribute to our understanding of the possible bidirec-
tional electron transfer pathways in PS I (Brettel and
Leibl, 2001 Shen et al., 2002; Cohen et al., 2004;
Poluektov et al., 2005; Santabarbara et al., 2005). Thus,
we expect that HFEPR techniques will significantly ad-
vance our understanding of the particular interactions
in photosynthetic proteins that result in control and
optimization of electron transfer leading to efficient
charge separation.
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Summary

In the pursuit to understand biological function in fundamental processes such as photo-induced charge separation
along a chain of electron carriers as in Photosystem I (PS I), detailed knowledge of protein-cofactor interactions is
desired in real time. Today, every promising time resolved molecular spectroscopic method is scrutinized, adapted,
and exploited to provide that knowledge. The primary processes in photosynthetic charge separation involve the
sequential generation of paramagnetic intermediates in the form of radical ion pairs. Hence, magnetic resonance
techniques are a specific method of choice and promise the most detailed insight into protein-induced molecular
interactions. This chapter reviews the potential of transient EPR spectroscopy and its specific application to PS I. It
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attempts to span the full range of processes from the initial generation of a correlated radical ion pair as a funda-
mental quantum physics phenomenon to the evaluation of essential magnetic interaction tensor parameters and their
correlation to structural and dynamic properties of the specific protein-cofactor interactions in control of function.
In particular, the detailed molecular information available on key interactions such as protein-induced hydrogen-
bonding, π-stacking, and electrostatic interactions are collected for the quinone electron acceptor in PS I. Initial
answers are at hand to essential functional questions, for example: how can similar and even identical quinone
acceptors operate at vastly different redox levels in type I (PS I) and type II (pbRC and PS II) reaction centers? The
interactive concerted use of the impressive toolbox of modern molecular biology, biochemistry, and spectroscopy
provides the possibility of detailed tests at atomic detail in experiment and in theoretical analysis.

I. Introduction

Light-induced biological processes are of particular in-
terest to spectroscopists because the kinetics as well
as the structure, dynamics, and molecular character-
istics can be accessed following pulsed laser excita-
tion. Ideally, all transient intermediates in a sequence
of reaction steps can be followed in real time. While
optical spectroscopy is able to explore ultrashort ki-
netics down to the femtosecond range, other tech-
niques, in particular magnetic resonance spectroscopy,
yield significantly more information on the molecu-
lar and electronic structure of the intermediate states
but with the drawback of a slower rising instrumental
response function, typically suited for the 10 nsec ki-
netic range and longer. In addition, magnetic resonance
spectroscopy requires paramagnetic intermediates for
detection. However, they are native to many elemen-
tary biological processes. In particular, light-induced
charge separation by electron transfer (ET) during the
primary processes of photosynthesis is associated with
a sequence of paramagnetic intermediates. The most
commonly applied methods to follow the time course
of these paramagnetic transient states are optical spec-
troscopy (mainly absorption difference and lumines-
cence) and magnetic resonance spectroscopy. The dis-
advantage of a slower time resolution for the latter is
compensated by the advantage that the spectra, as gov-
erned by the various magnetic interactions, contain in

Abbreviations: Chl – chlorophyll; CRP – correlated radical
ion pair; CW – continuous wave; DD – direct detection
(no magnetic field modulation); ESR/EPR – electron spin
resonance/electron paramagnetic resonance; ESP – electron
spin polarization; ENDOR – electron-nuclear double reso-
nance; ESEEM – electron spin echo envelope modulation;
ET – electron transfer; Hfc – hyperfine coupling; NQ –
naphthoquinone; PS – photosystem; PhQ – phylloquinone or 2-
methyl-3-phytyl-1,4-naphthoquinone or 2-methyl-3-(3,7,11,15-
tetramethyl-2-hexadecenyl)-1,4-naphthalenedione; RC(s)
– reaction center(s); RP – radical ion pair; pbRC – purple
bacterial RC.

principle complete information on the molecular and
electronic structure of the intermediates. In addition,
multifrequency and multiple resonance techniques are
available to increase the spectral resolution to deter-
mine the full set of parameters required to character-
ize the relevant magnetic interactions (Zeeman or g-
tensors, fine and hyperfine and quadrupole coupling
tensors, dipolar and other intra- and intermolecular
magnetic interactions, etc.).

The purpose of this chapter is to give an account of
the main knowledge gathered thus far from the appli-
cation of time resolved (transient as well as pulsed)
TR EPR (electron paramagnetic or spin resonance)
spectroscopy to Photosystem I (PS I) and how it has
contributed (often in combination with a variety of
advanced EPR and other spectroscopic techniques) to
a better understanding of the cofactor-protein interac-
tions that control function in PS I. The latter is the
best characterized type I photosynthetic reaction cen-
ter (RC), the only one for which an X-ray crystal struc-
ture at atomic detail is available. A comparison with
the more extensively studied type II reaction center
of purple bacteria (pbRC) and recently that of Photo-
system II (PS II) is particularly attractive because in
spite of similar cofactors in similar structural environ-
ments substantially different functional properties are
realized. This includes very different redox potentials,
even for identical cofactors, in the two types of reac-
tion centers (RCs). With the advent of the first X-ray
crystal structure at atomic detail for a type I RC [(Jor-
dan et al., 2001), PDB code: 1JB0, and subsequent
structure- and mutant-based studies)] these compar-
isons are now possible at a more advanced interpre-
tive level. Many details of the differences in specific
protein-cofactor interactions have emerged and can be
correlated to differences in functional properties. In
the case of the first quinone acceptor site, PS I appears
to be the simpler RC to analyze for specific protein-
cofactor interactions (a single dominant H-bond to
the protein backbone, a strong π-stacking interaction,
specific electrostatic interactions, etc.). It could well
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develop as the preferred system for tests of advanced
theoretical models and as a guideline for the interpre-
tation of the structurally better-resolved pbRC, which
is a more complicated case due to the partly compet-
ing and compensating multiple protein-cofactor inter-
actions present in type II RCs. These recently emerging
aspects give added value to studies of PS I. Moreover, it
is important to note that the X-ray structures generally
concern structural details available for the ground state
but that transient spectroscopies extend this knowledge
to the functionally relevant transient states as they are
occupied sequentially during the series of charge sep-
aration processes following initial pulsed light exci-
tation. This chapter intends to highlight these recent
developments.

The TR EPR techniques employed have not expe-
rienced fundamentally new developments since their
introduction to the study of photochemical reactions.
Therefore, reference to earlier reviews is quite appro-
priate, e.g., Stehlik et al. (1989). However, multifre-
quency capabilities have been expanded considerably,
in particular, toward the high-frequency range up to
several hundred GHz, and special pulsed EPR and mul-
tiple resonance techniques (see Jeschke et al., 1998;
Prisner et al., 2001) have advanced at a rapid pace. Ap-
plications to PS I have been reviewed mostly up to the
advent of the X-ray structural model at 2.5 Å resolution
(e.g., Hoff and Deisenhofer, 1997; Stehlik and Möbius,
1997). More recent reviews include among others (van
der Est, 2001; Möbius, 2003; Bittl and Weber, 2005).
Plenty of new data have become available, in particular
from TR EPR spectroscopy. With this new information,
a consistent picture begins to emerge concerning key
protein-cofactor interactions in control of function. At
the same time, a number of instances of conflicting data
exist from various experimental groups and these need
to be sorted out. Concerning both aspects, a critical
summary is intended in this chapter.

As a time resolved technique TR EPR spectroscopy
inherently delivers kinetic information concerning the
transient states under study. Kinetic data certainly pro-
vide an essential identifying property of the transient
state to be characterized. Otherwise, however, kinetics
will not be dealt with here, but separately in the follow-
ing chapters of this book (see van der Est, this volume,
Chapter 24). A controversially debated issue concerns
the directionality of electron transfer (ET) in PS I (see
Redding and van der Est, this volume, Chapter 25). The
arrangement of two quasi C2 symmetric branches, with
three acceptors each (A−1, A0, and A1)A/B connecting
the common excited primary donor ∗P700 near the lu-
men with the centrally located terminal Fe/S cluster FX,

followed by FA and FB on the stromal side of the mem-
brane, neither offers a structural nor functional hint
for uni-directional ET as encountered in type II RCs.
For the latter, the functional requirement of double re-
duction (and protonation) of the terminal acceptor, the
secondary quinone, QB, and thus the need of two suc-
cessive electron transfer processes from the donor P
via the one-electron gate, the primary quinone, QA, to
the QB site can only be fulfilled with uni-directional
electron flow along the A-branch. As a consequence,
the directionality of ET is an issue of functional sig-
nificance in type II RCs but not in PS I. Hence, in this
chapter, the directionality issue plays only an indirect
role in branch-identification. Otherwise, this chapter
focuses on protein-cofactor interactions in active inter-
mediates and their functional significance in sequential
ET processes.

II. Materials and Methods

A. Material Aspects

Transient or time resolved (TR) EPR spectroscopic re-
sults presented in this chapter concern PS I preparations
from cyanobacterial systems. For protocols and sample
characterization specific reference will be given to the
relevant literature. Note that the best available type I X-
ray crystal structure at atomic detail (1JB0) concerns
PS I from Thermosynechococcus elongatus, while the
best developed mutagenesis systems concern different
species, but with high sequence similarity: Synechocys-
tis sp. PCC 6803 and Synechococcus sp. PCC 7002.
Another well-developed mutagenesis system derives
from the eukaryotic algae Chlamydomonas reinhardtii.
Transient spectroscopy data for the latter system will
be compared in the concluding paragraph.

Detailed molecular structures of the relevant cofac-
tors are found in the PS I review literature. The bulk of
the TR EPR results presented in this chapter concerns
the first quinone acceptor site in PS I. For convenience,
Fig. 1 collects the molecular structures and axes of the
native quinones found in the three best characterized
RCs. Note that in addition to the native PhQ, the other
two quinones have been shown to function when recon-
stituted into the A1 site of PS I.

B. TR EPR Techniques

Standard steady state continuous wave (cw) EPR tech-
niques have been used early on to follow (slow) concen-
tration changes of paramagnetic intermediates during
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Fig. 1. Molecular structure and molecular axes of native
quinones used as first electron acceptors in the three most thor-
oughly studied photosynthetic reaction centers. The middle one
(PhQ) is the native quinone in the A1(QK) site of Photosystem
I (PS I). The top one (MQ-9) and bottom one (PlQ-9) are the
native quinones in the QA site of type II RCs of purple bac-
teria (Rhodopseudomonas viridis, top) and of Photosystem II
(bottom). The C–O bond direction, i.e., the short in-plane axis
of naphthoquinone (NQ) is defined as xQ, the other (long) in-
plane as yQ and the out-of-plane axis as zQ. The numbering in
the quinone ring has the methyl group in the ring position 2
while the tail is in position 3.

the course of photochemical processes. The usual mag-
netic field modulation, applied together with phase sen-
sitive narrow band detection for increased sensitiv-
ity, has an inherent time resolution corresponding to
roughly the inverse of the modulation frequency (com-
monly 100 kHz in commercial instruments). Increased
modulation frequency (up to several MHz), with its
unavoidable trade-off in sensitivity, has also been used
to push the time resolution into the μsec range. In the
case of photoprocesses, additional modulation of the
exciting light intensity was recognized to provide the
decisive advantage of discriminating against all light-
independent paramagnetic impurities. To go the next
step in time resolution, field modulation and the sen-
sitivity advantage that accompanies it, had to be aban-
doned. Direct detection (DD) of the transient (TR)
EPR signal at a fixed magnetic field in response to

a sufficiently “sudden” exposure of spin magnetiza-
tion to a resonant microwave (mw) field in combina-
tion with a fast data acquisition system is the simplest
extension of standard cw EPR instrumentation. In fact,
the method was introduced, fully analyzed as well as
experimentally demonstrated, in the very first years of
nuclear magnetic resonance (NMR) by Torrey, in 1949.
With the advent of Fourier-transform spectroscopy, the
method lost practical importance in NMR. In compari-
son, it is still of interest in EPR as reviewed previously
(Stehlik et al., 1989). The main reasons for this assess-
ment are restated here:

(i) In the case of photoreactions, the require-
ment of a fast turn-on of the microwave (mw)
field (usually associated with unavoidable prob-
lems of electronic ringing and instability) is
by-passed elegantly because the paramagnetic
intermediates of interest can be generated sud-
denly by a short laser pulse. Therefore, the light-
induced paramagnetic species, and only those,
experience suddenly the mw field, which can
be operated continuously, and this is obviously
equivalent to the sudden turning on of a mw
field in the normal Torrey experiment.

(ii) Photoreactions and light-induced charge sepa-
ration in photosynthetic RCs in particular are
associated with characteristic electron spin po-
larization (ESP) (for further details see below
and van der Est, this volume, Chapter 24).
The accompanying signal-enhancement factor
largely compensates for the loss of sensitivity
by broadband detection required for fast time
resolution.

(iii) As a key advantage in the EPR regime, the sig-
nal rise time turns out to be independent of the
mw field strength if it is determined by the in-
verse linewidth. Because broad lines are rather
the rule than the exception in EPR, which is par-
ticularly true in frozen solution or large protein
complexes, time resolution is mainly limited by
the instrumental rise time (on the order of 10
nsec).

The basics of the transient EPR technique have not
changed a lot since the previous review (Stehlik et al.,
1989). The application to light-induced processes has
the important advantage that cw microwave irradia-
tion of standard EPR instrumentation can be used. The
“sudden” turn-on of the microwave field is replaced
by the equivalent “sudden” generation of spin mag-
netism by a light pulse. The time dependence of the
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Fig. 2. Microwave (mw)-irradiation schemes of commonly used time resolved EPR (TR EPR) techniques as applied to the study of
photoactive proteins. The initial laser excitation pulse sets the common time zero reference. See text for description and references
of the various selected mw-irradiation schemes.

transient EPR signal is followed as a function of time t
after the laser pulse, see Fig. 2, first line, and stored
in, for instance, a transient recorder. In addition to
improvements in the resonator design and detection
electronics, progress has been achieved in the recent
years in the extension of the TR EPR technique to high
field/high frequency, see contributions in Grinberg and
Berliner (2004). As experienced in the development of
NMR decades ago, the pulse methods begin to domi-
nate the EPR field as well. Figure 2 includes a couple
of pulsed irradiation schemes: the Fourier-transform
(FT) EPR and the electron spin echo (ESE) technique.
A decisive advantage of such pulse EPR techniques

is their ability to extent readily to multiple resonance
techniques. The radiation field-free intervals between
the pulses or between pulse and echo offer the pos-
sibility to introduce an irradiation interval for an ad-
ditional microwave (mw) or radio frequency (rf) field
and thus exploit the increased spectral resolution of
electron-electron (ELDOR) or electron-nuclear double
resonance (ENDOR) methods. The expanding range of
these advanced pulse schemes is presented elegantly in
Schweiger and Jeschke (2001). It includes the hybrid
extended time excitation (ETE) scheme depicted in the
bottom line of Fig. 2. The time incremental data col-
lection of an ESE envelope modulation (ESEEM) is
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replaced for ETE by a continuous refocusing scheme.
This selection of time resolving EPR techniques in Fig.
2 includes essentially all methods applied to study the
primary processes in photosynthetic reaction centers.

C. Concept of the Correlated Radical Ion
Spin Pair (CRP) Mechanism

The primary process of charge separation starts with
light excitation of the primary donor P from its dia-
magnetic ground state to an excited singlet state *P. The
most efficient decay process is electron transfer (ET)
to a series of acceptors (An), i.e., generation of a series
of radical ion spin pair P·+A·−

n states. The transferred
electron adds an electron to the acceptor A (reduces it)
and leaves a hole at the donor P (oxidizes it). This hole
state is associated with a now unpaired partner elec-
tron at P. According to the Pauli principle, this electron
spin of P·+ and the one transferred to A·−

n are strictly
anticorrelated. The first RP state is typically generated
on a psec time scale and will remain correlated until
individual spin relaxation (μsec time scale) sets in as
a result of interaction of each electron spin with its
respective surrounding. Depending on the time scale
after a fast (sub-psec) laser pulse initiation of the CRP
a series of spin dynamics phenomena can evolve. They
are briefly mentioned here to the extent they may be
useful for a better insight into the functional details of
the photosynthetic primary processes.

1. Relation to Basic Quantum Physics
Experiments

At first sight it appears to be of purely academic inter-
est, but at its origin CRP generation includes all aspects
of the famous Einstein-Podolsky-Rosen–Gedanken ex-
periment of 1935 based on a correlated two-particle
concept. Indeed, if charge separation occurs on a time
scale fast compared to that associated with the inter
RP spin interaction, it is a straightforward example of
Bohm’s spin version (Bohm, 1951), also cited with bril-
liant analysis in Bell (1993). For actual experiments
with correlated photon systems see reviews such as
Zeilinger (1999). As a key feature correlated particles
in an entangled quantum state may be separated over
large distances and thus open intriguing experimental
test cases for the foundations of quantum physics. In-
deed, photosynthetic charge separation separates cor-
related electron spins over some distance, albeit only
the thickness of a bilayer membrane (order of 3 nm). In
spite of several speculations, there is no experimental

indication that entangled states are used for functional
purposes in photosynthesis neither in excitation energy
transfer nor in charge separation. However, the poten-
tial of quantum teleportation of arbitrary quantum state
information across a bilayer membrane with the help of
the CRP generated efficiently by the primary process of
charge separation in a natural membrane spanning pho-
tosynthetic RC complex (such as PS I) is an intriguing
idea. Arbitrary input quantum state information could
be encoded via an auxiliary spin center placed near the
primary donor. If this auxiliary spin is designed to re-
combine with the P·+ radical ion of the CRP (which
includes the selection rule of just singlet state recom-
bination), the initially encoded quantum information
on the auxiliary spin is instantly encoded also on the
correlated A·−

n radical ion state. Thus it can be decoded
at the other side of the membrane by a refocusing pulse
at the A·−

n -specific resonance frequency. Quantum in-
formation would be teleported across a membrane.

2. Observed Phenomena: Electron Spin
Polarization (ESE) and Quantum Beats

The CRP state discussed thus far is that of a pair of
strictly correlated, spatially separated, and noninteract-
ing spins. With the onset of the weak magnetic inter-
actions between the separated CRP spins and with the
respective protein environment, these characteristic ini-
tial CRP features are lost. The time scale is given by
the inverse of such interactions in frequency units, typi-
cally of the order of nsec or faster, too fast for direct TR
EPR detection. However, now the weakly interacting
RP, still populated only in the initial noneigenstate (sin-
glet state) has to evolve into the eigenstates of the acting
spin Hamiltonian. The corresponding spin dynamics
has been worked out at various levels of sophistication.
An early review (Hore, 1989) focuses on the expla-
nation of the experimentally observable spin polarized
transient EPR spectra in real photosynthetic RCs. In ad-
dition, electron and nuclear coherences have been ana-
lyzed and observed as a result of the spin dynamics due
to the time evolution of singlet-triplet spin state mix-
ing (Salikhov et al., 1990; Bittl and Kothe, 1991; Kothe
et al., 1991; Bittl et al., 1994; Kothe et al., 1994). At
this stage the understanding of the various spin dynam-
ics phenomena was a prime research issue. Additional
motivation came from their potential for more and in-
dependent experimental details on structure-function
relations to advance the understanding of the mecha-
nisms at work during photosynthetic charge separation.
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Useful algorithms have been developed for the sim-
ulation of both the quantum beat as well as the spin po-
larization phenomena. Convenient summary descrip-
tions and in particular sets of the relevant interaction
parameters for PS I are found for instance in Zech et al.
(2000), Link et al. (2001), and Salikhov et al. (2002a,b).
The latter reference includes transient effects due to a
third observer spin present during the time evolution
of the CRP. Another important extension concerns the
treatment of consecutive CRPs as they may occur
in sequential ET steps in RCs (Tang et al., 1999;
Kandrashkin et al., 2002; Salikhov et al., 2003).

Following this survey of the more advanced efforts
to simulate observable spin polarized CRP spectra, for
the benefit of the less spectroscopy-oriented reader Fig.
3 collects a few plausible arguments and facts to intro-
duce the origin of the electron spin polarization (ESP)
pattern in TR EPR spectra as they are actually observed
for the P·+A·−

1 state of PS I (see results). The four en-
ergy levels scheme shown in Fig. 3 (top) represents a
two spin 1/2 system with a spin Hamiltonian reduced
to just the two Zeeman energies of the two spins with
different Larmor frequencies gi�B0 and the inter spin
coupling composed of exchange (main parameter J)
and dipolar coupling (D). The four (partially allowed)
EPR transitions are indicated as arrows connecting the
energy levels in Fig. 3 (top). The four transition fre-
quencies are given in the middle part of Fig. 3 and are
arranged as a stick spectrum (left) showing the reso-
nance positions (�ij) on a magnetic field or g-factor
scale. For weak (fixed) inter spin coupling, 2(J − d) �
�g, the transitions group in pairs around the resonance
Zeeman positions gi�B0. Because only the two middle
levels in Fig. 3 (top) have singlet character and there-
fore can be populated during CRP generation, the pair
of lines around gi�B0 must be oppositely polarized as
indicated by negative (E for emissive) and positive (A
for absorptive) line intensity. Finally, each of the reso-
nance positions gi�B0 has to be spread out on the spec-
tral scale according to the g-tensor anisotropy assuming
a statistical distribution of orientations of the g-tensor
axes with respect to the external magnetic field B0.
This corresponds to the typical sample case of a liquid
(or frozen) solution of photosynthetic RCs. Some inho-
mogeneous broadening is added using a Gaussian line
shape with orientation independent linewidth. With the
appropriate choice of the relevant interaction parame-
ters the four pairwise oppositely polarized contribu-
tions (Fig. 3, bottom A) add up to the observable TR
EPR pattern B. This calculated spectral pattern sim-
ulates well the actually observed ESP pattern of the

P·+A·−
1 state of fully deuterated PS I at high field/high

frequency (95 GHz) (Zech et al., 2000). Successful sim-
ulation of the measured TR EPR spectral patterns and
their time development is the basis for the subsequent
interpretation in terms of structural and functional con-
clusions as described in the next section for selected
experimental results.

III. Experimental Results in
Photosystem I

A. The Earliest TR EPR Studies of
Paramagnetic Intermediates in PS I

The very first light-induced EPR signal observed in
photosynthetic material (chloroplasts) was reported in
the early seventies (Dutton et al., 1972) and turned out
to be due to PS I. Standard cw EPR was used, but with
the significant modification of adding modulation of
the exciting light intensity. Phase-sensitive detection
with respect to the light-modulation frequency assured
selective observation of only the light-induced para-
magnetic states that contribute to the signal intensity
and varied in population together with the modulated
light intensity. Steady state (light-independent) para-
magnetic species (also those with lifetimes long com-
pared to the inverse light-modulation frequency) will
not contribute to the signal intensity. In this manner,
these early results qualify as the first (slow time reso-
lution) TR EPR observation of PS I.

The observed signal could be identified as the triplet
state 3P700 of the primary donor in PS I. The zero-field
splitting parameters correspond to those of a chloro-
phyll (Chl) species. The signal-to-noise for 3P detec-
tion was significantly increased by the occurrence of
light-induced spin polarization. The relevant spin po-
larization mechanism provided a unique signature to
identify the observed 3P state as a recombination prod-
uct of the primary charge separated radical ion pair
state, provided further electron transfer is inhibited or
blocked. With this original discovery, 3P EPR spec-
troscopy was introduced as a versatile tool to probe
the electronic structure and molecular environment
of the primary donor Chl in photosynthetic RCs (re-
viewed in Budil and Thurnauer, 1991; Angerhofer and
Bittl, 1996). With the help of highly oriented thylakoid
membranes, it was possible to locate the low temper-
ature recombinant 3P700 state on one Chl half of the
P700 Chl dimer (Rutherford and Sétif, 1990). Thermal
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Fig. 3. Essential elements of the correlated radical pair (CRP) electron spin polarization (ESP) mechanism. Top: energy level scheme
of a weakly coupled two spin 1/2 system. The double arrows indicate the possible single quantum transitions. The CRP is generated as
pure singlet state; hence initial population is only in the middle levels (heavy energy level bars). The key parameters determining the
energies are the average Zeeman frequency �0 and the difference �� between the two radical Zeeman frequencies. The interaction
between the radical spins is exchange (J) and dipolar coupling (d). With �� they determine the singlet–triplet mixing frequency �.
Middle: transition intensities and resonance positions as a “stick spectrum” on a magnetic field (B0) or g-parameter or frequency (�)
scale at the four possible transition frequencies given at the right side. A fixed set of interaction parameters g1, g2, J, and d is assumed
with weak coupling 2(J − d) � �g; a pair of oppositely polarized transition groups around each of the resonance positions g1 and
g2. Bottom: statistical distribution of all orientations with respect to the fixed magnetic field B0 is assumed for powder spectra (top)
of each of the four transitions (middle spectrum) according to the g-tensor anisotropies indicated by the g-tensor principal g-values
for acceptor (A) and donor (P) at the top, magnetic field scale at the bottom. The sum of the four contributions (bottom) corresponds
to a simulation of the actually observed TP EPR spectrum of the P·+

700 A·−
1 state of deuterated PS I.
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delocalization over the two dimer halves was observed
at ambient temperatures (Sieckmann et al., 1993).

Improved time resolution with directly detected
(DD) EPR or pulsed EPR led to the observation of ad-
ditional light-induced transient EPR spectra with their
own characteristic spin polarization patterns (for an
early review see Hoff, 1984). In clear contrast to the
wide triplet spectra mentioned previously, these spectra
are confined to a narrower magnetic field range around
g = 2, which is typical for organic radical ions. Compar-
ison of EPR data at different field/frequencies (Furrer
and Thurnauer, 1983) provided clear evidence for char-
acteristic g-anisotropy in these spectra and thus for a
contribution of a reduced quinone acceptor in the elec-
tron transfer chain of PS I. Given the fact that even the
existence of quinone as an electron acceptor in PS I was
questioned in the early 1980s from biochemical data,
see, e.g., Evans and Nugent (1993) such TR EPR results
for functional charge-separated states were significant
and, together with optical and cw EPR studies, provided
ample evidence for the identification of a quinone as
the A1 acceptor in PS I (reviewed in Golbeck 1987;
Stehlik et al., 1989).

At the time of the earliest TR EPR results with ei-
ther direct detected EPR (Blankenship et al., 1975)
or pulsed EPR (Thurnauer and Norris, 1980), possi-
ble mechanisms for the origin of the observed spin
polarization pattern were suggested but not yet fully
quantified. The quantitative correlated radical ion pair
(CRP) concept (briefly outlined in II. C) was first used
to explain the spin polarized EPR spectra associated
with light-induced radical pair generation in micelles
(Buckley et al., 1987; Closs et al., 1987). On the ba-
sis of the CRP concept, the TR EPR spectra observed
in PS I up to this point could be simulated and inter-
preted satisfactorily by the end of the 1980s (for re-
views see Stehlik et al., 1989; Hore, 1989). The next
stage of TR EPR studies pursued mainly two aims: first,
to confirm the CRP concept in more detail and in all its
aspects; second, to achieve reliable simulations of the
observed spectral patterns with the aim of obtaining rel-
evant structural and dynamic information on the RC un-
der investigation. Independent information on as many
relevant magnetic interaction tensor parameters as pos-
sible was needed. Only this way, critical PS I-specific
structural (dipolar coupling and relative tensor orienta-
tions) and kinetic information could be extracted from
the simulated spectra. This program focused mainly on
the functional charge separated P·+

700A·−
1 state because

it is directly accessible by TR EPR studies in native PS
I under physiological conditions. In particular, the next
section emphasizes what independent structural infor-

mation could be obtained from TR EPR results prior
(BC) to the first X-ray crystal structure at atomic detail
(Jordan et al., 2001). As in other cases of membrane
proteins, the latter event represented a turning point in
PS I research as well.

B. Experimental Confirmation of the CRP
Concept and EPR Structure Model for
P ·+

700 A·−
1

The time range for the appearance and decay of the
P·+

700A·−
1 charge-separated radical ion pair state follow-

ing light-pulse excitation was reported in the late 1980s
to have the following limits: less than 100 psec for the
rise time, and a few 100 nsec for the lifetime at am-
bient temperature [for a review concerning the results
of sub-nsec and nsec resolution optical absorption dif-
ference spectroscopy in the blue (380 nm), considered
to be most sensitive to A−

1 reduction and reoxidation,
see Brettel, 1997]. This putative time range combines
decisive advantages for TR EPR detection in real time.
(1) The sub-100 psec rise time is clearly much faster
than the inverse of the relevant magnetic interaction
terms (order of 1 GHz or 1 nsec−1) and assures that
no spin dynamics (singlet-triplet mixing) occur prior
to P·+

700A·−
1 formation. As a consequence, the P·+

700A·−
1

state is born as a pure singlet radical ion pair state. A
well-defined initial condition exists. However, it should
be mentioned that the time range in which spin dy-
namics mixes singlet and triplet to various degrees,
between the two extremes of <0.5 nsec (pure singlet
state) and >5 nsec (complete singlet-triplet mixing),
offers another kinetic window for (indirect) TR EPR
detection because the ESP pattern of the P·+

700A·−
1 state

varies with the lifetime of the precursor RP state (see
section II and experimental example in section III.3).
(2) A lifetime of the P·+

700A·−
1 state of several hundred

nsec is conveniently long compared to the instrumental
rise time (typically 10-50 nsec) and falls in the middle
of the direct TR EPR observation time window, which
is limited at long times by the spin relaxation time (a
few μsec to several hundred μsec depending on tem-
perature and other sample conditions). An observation
time of about 100 nsec or longer simplifies the analy-
sis. Not only has singlet-triplet mixing been completed,
also spin coherence effects have died out and phase re-
laxation has taken place. Therefore, reaction kinetics
and/or spin relaxation determine the time course of the
TR EPR signal intensity of the P·+

700A·−
1 state.

Compared to other RCs these favorable conditions
for TR EPR detection are unique to PS I. The presence
of a non-heme iron (Fe2+) near the quinone acceptors in
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type II RCs, and with it the presence of an efficient spin
polarization relaxer, suppresses TR EPR detectability
of the corresponding P+Q−

A state in native type II RCs.
Conversely, the absence of such a relaxer in PS I does
not only allow full access to the P·+

700A·−
1 state kinetics

within the TR EPR observation time window, but the
suppression of any competing signals from type II RCs
permits TR EPR studies of PS I in whole cells, algae,
or thylakoid membrane fragments without the need of
isolation and purification of PS I.

Comparable TR EPR studies for type II RCs require
the replacement of the non-heme iron by a diamagnetic
ion such as Zn2+ (or others). This is the reason why
detailed TR EPR characterization of charge separated
P+Q−states started out with application to PS I. The
requirement of a substantial biochemical modification
caused a delay of TR EPR studies in the pbRC. On
the other hand, spectroscopic results for pbRC (and
comparable type II RCs) could be interpreted at a much
more advanced level because an X-ray crystal structure
at atomic detail existed for the pbRC since 1985 (for a
review see Hoff and Deisenhofer, 1997).

With the CRP concept, the first satisfactory simula-
tions of the spin polarization patterns of the P·+

700A·−
1

state were achieved (Bock et al., 1989; reviewed in
Chapters 12 and 11 in Hore, 1989; Stehlik et al.,
1989). Some key structural properties could be deter-
mined for the A1 site. Note that this concerns the func-
tional charge separated P·+

700A·−
1 state. The most detailed

structural information comes from the relative orienta-
tions of the g-tensors g(P·+

700), g(A·−
1 ), and the dipolar

coupling tensor between the two radical pair (RP) spins,
mainly its principal axis zD connecting the donor and
acceptor spin density centers. Initially, appropriate ac-
curacy was obtained for one specific structural piece of
information: the gxx (A−

1 ) axis (essentially the quinone
molecular axis along the C–O bonds) and the dipolar
axis zD are nearly parallel. Note that this early structural
assessment has not required any further refinement. On
the other hand, this particular property could not be re-
vealed in the earlier X-ray structure studies; only the
latest structural model (1JBO) at 2.5 Å resolution (Jor-
dan et al., 2001) was able to confirm it.

Another early result is worth noting. Recall that TR
EPR records both spectral and time resolved informa-
tion within the same data set. Thus, the kinetics of the
ET step from A−

1 to the first Fe/S cluster and the struc-
tural properties inherent in the spectral patterns of the
P·+

700A·−
1 state are directly correlated. This applies in

particular to native PS I in normal aqueous medium
and under physiological conditions at ambient temper-
ature during which TR EPR can be applied (Bock et al.,

1989). Within experimental accuracy the ET kinetics
do not deviate from a single exponential, in agreement
with parallel kinetic studies with nsec optical difference
spectroscopy in the UV on the same samples (Brettel,
1988). From these early results until the present, struc-
tural details as well as magnetic interaction parameters
were obtained as a unique set of values. In combination
with single exponential ET kinetics, this is a strong in-
dication that only a single P·+

700A·−
1 state was observed,

in contrast to a superposition of two states as expected
from inequivalent A1 sites for each of the C2 symmetric
branches of cofactors.

While it is satisfying that basic initial structural and
kinetic PS I properties from TR EPR turned out to
be correct, the emphasis of further spectroscopic stud-
ies was equally on confirming the CRP concept in-
cluding additional dynamic aspects and the extraction
of complete sets of principal values and orientational
parameters of additional magnetic interaction tensors.
These data were substantially refined in the 1990s. Ad-
vances in TR EPR techniques, complementary infor-
mation from independent spectroscopic and structural
techniques, and last but not least improvement in sam-
ple preparation and in particular site-directed mutation
and modification protocols all contributed. The state of
knowledge to the mid-1990s has been reviewed, see for
example Angerhofer and Bittl (1996), Hoff and Deisen-
hofer (1997), and Stehlik and Möbius (1997). Here
the intent is to focus on what structural and functional
model could be evaluated from TR EPR data for the A1

site in PS I by 2000, i.e., prior to the first X-ray structure
at atomic detail (Jordan et al., 2001). Some selected ex-
perimental data are presented to illustrate how primary
spectroscopic information translates into structural and
mechanistic information for the quinone site in PS I. In
addition it will be pointed out how specific advanced
TR EPR methods helped to fill in essential independent
information.

One of the important experimental extensions in the
1990s was expanded multifrequency TR EPR capacity
toward high field/frequency with typical sets of Zeeman
resonance frequencies covering 9 (X-), 24 (K-), 35 (Q-),
and 94 GHz (W-band), with higher frequencies avail-
able at the present time up to several hundred GHz. Op-
timal conditions can be chosen for the determination of
magnetic interaction tensor parameters. Magnetic field
dependent interactions (Zeeman, g-tensors) are best re-
solved with sufficiently high field/frequency EPR. For
that the anisotropic Zeeman interaction (�g·B0) has
to exceed the usually inhomogeneous line broadening
(giso · �B1/2). On the other hand, field-independent in-
teractions such as hyperfine and inter spin exchange
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Fig. 4. From the TR EPR spin polarization patterns (left) via the relevant magnetic interaction tensors (middle) to an EPR-based
structural model of the A1-binding site in PS I (right). Left: Spin polarization pattern of the transient P·+

700A·−
1 radical ion pair state

of PS I at three mw-frequencies (94, 35, 9 GHz, top to bottom). The arrows at the left of each spectrum indicate absorptive (A) and
emissive (E) signal amplitude. The g-tensor principal values used for the simulated spectra (dotted line) are marked at the top and/or
bottom of the spectra. Middle: EPR-based structural information resides mostly in the relative orientation of the depicted respective
g-tensor ellipsoids and axes (P·+

700 and A·−
1 ) and the dipolar magnetic interaction tensor with the principal axis zD, connecting the

spin density centers of donor P·+
700 and acceptor A·−

1 radical ion. With oriented PS I samples (the membrane normal n or crystal axis
c can be oriented with respect to the magnet field B0), the angle (zD, c) has been determined to 27 ± 3◦. Right: The position and
orientation of the quinone molecule in the A1 site as derived from EPR data (darker gray) is compared with the X-ray structure model
(PDP code: 1JB0) (light gray); from the cofactors only the C2-symmetric electron donor P700 (PA and PB) and the electron acceptors
A1 (A1A and A1B) and FX are shown. The view is along the membrane plane (top) and perpendicular to it (bottom). The thin lines
represent the possible dipolar axis zD vector connecting the spin density centers of P·+

700 and A·−
1 . Note: Independent information

from mutants in the P700 environment locates the spin density of P·+
700 mainly in the center of PB. As a consequence, it is the A·−

1A site
which is detected by TR EPR. Note: The protein-derived quasi C2-symmetry axis passes through the center of Fx (not P700). Source:
Salikhov et al., 1999.

(scalar) and dipolar interactions parameters are more
readily extracted from lower field EPR spectra for
which the g-tensor anisotropy can be ignored. Further
separation of multiple hyperfine and inter spin interac-
tions has been greatly advanced with improved multiple
resonance (ENDOR, ELDOR, etc.) methods which are
now also available for orientation dependent studies
even in isotropic (frozen) solutions by taking advan-
tage of orientation selection due to the g-tensor res-
olution at sufficiently high field/frequency. The rapid
development of pulsed EPR techniques includes these
multiple resonance methods and is of particular inter-
est here because transient states can be studied also. In
addition, specific pulsed EPR techniques such as ES-

EEM (electron spin echo envelope modulation) can be
adapted to improve separation of specific magnetic in-
teractions, ESEEM for small hyperfine couplings and
out-of-phase ESEEM for accurate determination of in-
ter spin couplings in correlated radical pairs (Bittl and
Zech, 2001). The advanced EPR techniques just men-
tioned are reviewed in monographs such as Schweiger
and Jeschke (2001). Most are also described separately
in other chapters of this book, including more detailed
technical references and with the decisive advantage of
their focus on application to PS I.

The development from the TR EPR spectra of the
P·+

700A·−
1 state to a structural model for the A1 site from

these data is illustrated in Fig. 4. In the left panel,
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multi-frequency TR EPR spectra of the functional
P·+

700A·−
1 state of (protonated) PS I are displayed to-

gether with simulations based on the CRP concept and
the same parameter set for all field/frequencies. Sat-
isfactory simulations are achieved for both protonated
(Kamlowski et al., 1998) and deuterated PS I samples
(Zech et al., 2000). They demonstrate the validity of the
underlying CRP concept as well as the reliability of the
parameter set used, in particular the relevant structural
parameters. The principal values of the gQ-tensor are
clearly resolved at W-band (95 GHz), see Fig. 4 (top
left). For deuterated PS I, comparable resolution can
already be achieved at Q-band, see Fig. 1 of Zech et al.
(2000), because the inhomogeneous linewidth due to
unresolved proton hyperfine coupling is significantly
reduced by deuteration. For deuterated PS I, even the
gP-tensor is sufficiently resolved at W-band to measure
the gP-tensor orientation in PS I single crystals (Zech
et al., 2000).

Structural information can be extracted from the rel-
ative orientations of the magnetic interaction tensors.
The middle panel of Fig. 4 illustrates the relative ori-
entations of the tensors g(P+

700), g(A−
1 ), represented as

ellipsoids, and the dipolar interaction tensor (with prin-
cipal axis zD) as coupling between them. The dipolar
coupling strength and with it the distance between the
spin density centers of P·+

700 and A·−
1 is determined inde-

pendently from a purpose-designed pulse EPR experi-
ment, out-of-phase ESEEM (Bittl and Zech, 1997). The
orientation of the dipolar axis zD to the crystal axis c
(also membrane normal n) comes from single crystal
data. It is important to note that the relative orienta-
tions of these tensors will be the same for all the sites
per unit cell. This fact provides a convenient way to
assign the observed inequivalent g-tensors to the re-
spective independent sites per unit cell. Orientation of
g-tensors to the membrane plane has also be obtained
independently from measurements on PS I-containing
membrane fragments oriented either by attachment to
mylar sheets (MacMillan et al., 1997) or by high mag-
netic fields (Heinen et al., 2004a,b), but requires addi-
tional simulation parameters to account for any degree
of incomplete ordering.

In addition, strong hyperfine coupling (hfc) may be
resolved directly in the EPR spectra. An example is the
hfc due to the methyl substituent of the quinone accep-
tor (see the X-band spectrum in Fig. 4). The orientation
of the methyl hfc tensor determines the position of the
respective quinone substituent in the A1 site. Finally,
a key problem for the structural model is the question
whether the observed single A1 site is located on the A-
or B-branch of cofactors. Obviously, this cannot be an-

swered from EPR data alone because the C2 symmetry
renders the two sites magnetically equivalent; note the
equivalent possibilities of dipolar connecting lines in
the right panel of Fig. 4. However, selective mutation
of the histidine ligand to the central Mg ion of either
of the two Chl constituents of P700 (PA or PB) provided
independent evidence that the spin density center is lo-
cated on PB (Krabben et al., 2000). With this additional
information, the TR EPR observed functional P·+

700A·−
1

state can be assigned in the structural model as the A1A

site (Zech et al., 2000).
In Fig. 4 (right panel) the EPR-based structural

model of the functional P·+
700A·−

1 state is also compared
with the first X-ray ground state structure at 2.5 Å res-
olution (Jordan et al., 2001), PDB code 1JB0. The two
structures are aligned for the same orientation of the c-
axis (or the parallel membrane normal n) and the same
positions of the central Mg atoms of PA and PB. The
agreement concerning the quinone ring orientation and
individual ring substituent positions is excellent. The
distances between the molecular centers of P700 and A1

also agree very well. The apparent differences in the
quinone ring positions are well within the experimen-
tal error for mainly the angle between zD and c||n. The
otherwise close (and independently confirmed) agree-
ment between the structural properties of the A1 site
for ground state (X-ray) and functional charge sepa-
rated P·+

700A·−
1 state (TR EPR) is not at all trivial. The

strong electric field associated with the generation of
the charge-separated state provides a potent force for
possible structural rearrangements. For example, the
kinetic “Kleinfeld-effect,” observed in the pbRC (Kle-
infeld et al., 1984), was interpreted initially as evidence
for structural rearrangement due to the light-induced
electric field, although alternative interpretations are
possible. In any case for PS I, the structural properties
available from EPR for the A1 site do not provide any
indication for conformational changes due to charge
separation (see also independent distance measurement
Bittl and Zech, 1997).

Another important possibility after the achievement
of a structural model for PS I is the comparison of
the TR EPR results for the P·+

700A·−
1 state in PS I with

those for the P·+
700Q·−

A state of pbRC of purple bacteria,
i.e., type II RCs with detailed X-ray structures avail-
able (for an earlier review see Hoff and Deisenhofer,
1997). As mentioned previously, TR EPR application to
pbRC requires the replacement of the non-heme iron
by a diamagnetic ion such as Zn2+; it could be veri-
fied that this has no significant influence on the X-ray
structure. A direct comparison of multiple frequency
TR EPR data, reviewed for example with Fig. 3 in
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Stehlik and Möbius (1997), permits some significant
conclusions:

(i) Similar orientation of the g(P+) tensors, but dif-
ferent orientation of g(Q−) tensors in the respec-
tive binding site with respect to a RC fixed axis
such as the P+Q− interconnecting distance vec-
tor zD or the membrane normal. The quinone
gxx principal axis, which is nearly identical with
the C–O bond direction (short in-plane axis of
the NQ ring plane), is oriented close to parallel
to the membrane plane for pbRC while it is ori-
ented parallel to zD or within 30◦ perpendicular
to the membrane plane for PS I.

(ii) Compared to the g(Q−) tensor parameters in
frozen solution, the g(A−

1 ) tensor in PS I dis-
played a larger g-anisotropy while it remained
nearly the same for g(Q−

A) in pbRC, a first indi-
cation of different protein-cofactor interactions
in the respective quinone binding sites.

In addition a useful concept for the assignment of
magnetic interaction tensors to the inequivalent centers
per unit cell of single crystals could be exemplified.

The fixed orientation between the tensors g(P+),
g(Q−), and HDD (or zD) in every RC can be used as
decisive information to determine which of the g(P+)
tensors determined in any single crystal orientation pat-
terns, e.g., in the case of pbRC (Klette et al., 1993;
Prisner et al., 1995), belongs to which of the inequiv-
alent RCs per unit cell. This is a generally applicable
concept. It has been utilized for instance to distinguish
the six inequivalent RCs per unit cell in PS I single
crystals via the fixed tensor relation between the two
[4Fe–4S] centers per PsaC subunit in the stromal ridge
complex (Kamlowski et al., 1997a,b). The procedure
can be of help in present day studies on PS II single
crystals when g and hfi tensors associated with the Mn4

cluster need to be assigned to the different PS II RCs
per unit cell and additional rotation patterns associated
with other magnetic interaction tensors such as g(Y+

D)
can be measured for the same crystals.

C. Selected Recent Structure- and
Mutant-Based TR EPR Studies in PS I

1. Remarks Concerning Structural and
Functional Issues Relevant to the TR EPR
Studies

The advent of the first X-ray structural model at atomic
detail marks always a key point in the understanding

of structure-function relations of complex protein sys-
tems, and of membrane-bound systems in particular.
For PS I this mark was set in 2001 (Jordan et al., 2001);
the structure coordinates are available as PDB entry
1JB0. As usual, the emphasis of spectroscopic studies
shifts to a large extent from structural to functional and
dynamic issues; the latter may involve related structural
changes. As was demonstrated in Fig. 4 the pre X-ray
structure model derived from TR EPR data for the A1

site of PS I (concerning the functional charge-separated
state as pointed out previously) turned out to be in good
agreement with the ground state X-ray structure model
(1JB0). Hence, this finding provides the following fa-
vorable conditions for further analysis: the EPR data
can be interpreted in the first approximation on the ba-
sis of the far more detailed X-ray structure model for
the ground state; in addition, TR EPR is able to ob-
serve certain essential structural features together with
correlated kinetic and dynamical properties even under
physiological conditions. Therefore, the results can be
interpreted directly in terms of structure-function rela-
tions but also to a good approximation in the broader
context of the full X-ray structure model. These in-
troductory remarks are further intended to highlight
essential structural features in the context of key func-
tional issues pursued in today’s PS I research with the
intention of specifying the context and relevance of the
selected TR EPR data that contribute to these issues.

a. Quasi C2 symmetry of the PS I reaction
center and the directionality of ET

An obvious feature of the PS I structure is the quasi
C2 symmetry of the RC core. It concerns primarily the
PsaA/PsaB heterodimer protein framework and as a
consequence also the arrangement of the two branches
of electron acceptors (A−1, A0, A1)A/B as an integral
structural part of the core structure. The two accep-
tor branches originate at the common primary donor
P700, a Chl a/Chl a′ pair, located close to the lumen
membrane surface. The arrangement is quite similar
in type II RCs, both in the well-resolved structure of
RCs of purple bacteria (pbRC, we will refer to the most
detailed pbRC structure of Rhodobacter sphaeroides,
PDB code: 1PCR) and to the recent medium-resolution
structures of PS II (Zouni et al., 2001; Kamiya and
Shen, 2003; Ferreira et al., 2004) (1S5L), (Zouni et al.,
2004). Common in both types of RCs is a first quinone
acceptor, A1 (PhQ in PS I) and QA (UQ-10 or MQ-9 in
pbRC, PQ-9 in PS II, see Fig. 1 for the molecular struc-
ture and axes of these native quinones). In both types of
RCs the first quinone acceptor functions as one electron
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gate. However, the two types of RCs differ significantly
with respect to the ET steps past the first quinone accep-
tor. In type II RCs, the final ET step proceeds from QA

to QB parallel to the membrane plane from one acceptor
branch to the other. In the end, QB accepts sequentially
two electrons and two protons to be released from its
binding site into the membrane as protonated QBH2.
Deprotonation in the bulk phase (quinone pool) and
rebinding to the QB binding site complete the QB cy-
cle. This well-established cycle is mentioned here only
because it constitutes a clear functional requirement for
unidirectional electron flow along the branch binding
QA (L-branch). Indeed, ET unidirectionality is experi-
mentally well-verified and theoretically understood for
type II RCs.

In contrast, in PS I the terminal electron acceptors
are arranged in a perpendicular direction to the mem-
brane plane as a triangle of three consecutive [4Fe–
4S] clusters (FX, FA, and FB), starting with FX and its
center of mass located directly on the quasi C2 sym-
metry axis; the two cofactor branches converge at this
central FX acceptor. Therefore, a specific functional
requirement for uni-directional ET as in type II RCs
cannot be identified for PS I. Nevertheless, it is con-
ceivable that the same quasi C2 symmetric heterodimer
arrangement has been retained in PS I as well as in PS
II simply because evolution-wise they both originate
from a common ancestor (similar to purple bacteria),
in which unidirectionality was already established as a
functional requirement. In any case, for PS I, uni- and
bi-directionality appear both to be functionally equiv-
alent. Even without a functional requirement, it is cer-
tainly worth asking whether unidirectionality of ET has
been maintained in PS I during evolution. A preference
for one branch would be quite consistent with the mul-
tiple deviations from C2 symmetry retained in the PS I
protein core heterodimer. On the other hand it is equally
conceivable that bi-directionality has reevolved with-
out the evolutionary pressure of a functional require-
ment. Obviously, the same aspects become even more
relevant in the case of homodimeric type I RCs as iden-
tified in Chlorobium and Heliobacteria (for a review
see Nitschke and Rutherford, 1991; Amesz, 1995). Re-
cently, the stability and the handling of RC complexes
from Heliobacterium modesticaldum (HbRC) have ad-
vanced significantly (Heinnickel et al., 2005). A thor-
ough study of the directionality issue can be foreseen
to be carried out soon for homodimeric type I RCs.

In conclusion, the question of uni- or bi-
directionality is not a functional issue in PS I research.
Instead, the relevant question in the further investiga-
tion of homo- as well as heterodimeric type I RCs and

their comparison with type II RC is likely to be: what
specific properties of protein-cofactor interactions de-
termine ET directionality and how can directionality
be controlled?

b. What is the significance of the
directionality issue for this chapter?

In spite of the fact that the directionality issue is
not associated with a functional requirement for PS
I, in contrast to type II RCs, a considerable amount
of experimental effort has been devoted to verify bi-
directionality in PS I and to determine the degree of
branching of ET along the A- and B-branches. In the
1980s it was shown that an additional (fast) optical
phase in the A−

1 reoxidation kinetics of spinach PS I can
be induced by detergent treatment of PS I preparations
(Brettel, 1988). However, with sufficient time resolu-
tion it is now well-established that the nsec A−

1 reoxi-
dation kinetics includes a fast minority contribution in
the 10 nsec range, also in intact PS I preparations from
cyanobacteria and eukaryotes such as C. reinhardtii
(for review see Brettel and Leibl, 2001 and other chap-
ters in this book). The most appealing interpretation for
this multiexponential kinetics is bi-directional electron
flow along the two acceptor branches. This assessment
has been backed up by branch-specific A1 mutant stud-
ies (Xu et al., 2003b). In addition, confirmation in intact
cells exclude any preparation-induced origin of the bi-
exponential A−

1 reoxidation kinetics (Joliot and Joliot,
1999; Guergova-Kuras et al., 2001). For a further de-
velopment of the bi-directional ET model in the light
of recent experimental evidence see Santabarbara et al.
(2005) and Chapter 25, this volume.

A final decisive step would be to demonstrate the
feasibility of redirection or control of directionality of
ET along either of the two branches in PS I. This has
failed so far in PS I but was demonstrated for type II
pbRC. However, it required a combination of at least
four mutations in the primary donor and acceptor envi-
ronments (see Kirmaier et al., 2003; Haffa et al., 2004;
Paddock et al., 2005). In that respect, it is not surprising
that the single (and double) mutants, tested so far in the
P700 environment of PS I, have failed to produce sig-
nificant changes in the observable believed to indicate
bi-directionality.

The status of the directionality studies was reviewed
briefly here to establish that the TR EPR results pre-
sented in this chapter for type I RCs are not able to
contribute much to a solution to this problem. It turns
out that the conditions of the TR EPR experiment fa-
vor the detection of the intermediate P·+

700A·−
1 state in
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the A-branch. B-branch ET cannot be detected directly.
However, even if the time resolution for direct real-time
TR EPR detection is insufficient, indirect contributions
to the spin polarization pattern of the common P+

700F−
X

state should be able to detect a B-branch ET contri-
bution of more than 20% (see van der Est, this vol-
ume, Chapter 24). It will become clear that the TR EPR
data presented in this chapter concern ET intermediates
along the A-branch only. Note that kinetic data concern-
ing these A-branch ET intermediates agree well with
those from other methods, in particular optical studies.
A-branch ET represents the dominant ET pathway in
all data, in particular under physiological conditions
at ambient temperatures. The possible inability of TR
EPR to detect a faster minor ET phase due to time res-
olution constraints can also be seen as an advantage:
it discriminates against faster kinetic contributions and
thus assures “clean” spectra of the majority A-branch
transient intermediates.

c. TR EPR data for cyanobacterial PS I
concern PsaA branch and A1A site only

For cyanobacterial PS I, it was shown that the TR EPR
structural model in Fig. 4, combined with indepen-
dent information from selective mutations of either of
the P700 histidine ligands, permits the assignment of
the TR EPR observable state to the A1A site within the
PsaA branch (Zech et al., 2000). Since then, an ever-
increasing number of branch-specific site-directed mu-
tants concerning all cofactor sites in each of the
branches from P700 via A−1, A0, A1 to FX have been
constructed and studied. They confirm the above as-
signment and correlate the A1A site with the slow A1

reoxidation rate, with respect to which the TR EPR
and optical kinetics show satisfactory agreement (see
Xu et al., 2003a,b and references therein). Indepen-
dent of the ongoing disputes concerning directionality
and branch-specific photoaccumulation of reduced co-
factors, all published mutant-based studies agree with
respect to specific statements and these are of particular
relevance for this chapter:

(i) All directly observed TR EPR spectral and ki-
netic data concern the A1A site only; and

(ii) ET along the A-branch is the dominant pathway
under physiological conditions.

(Concerning the nomenclature of A- and B-branches
a reminder may be appropriate: of course, the defini-
tion of A- and B-branches has been done independently
in PS I and previously in type II pbRCs. It is just by

accident that the TR EPR active A1A site in PS I corre-
sponds in its function as one electron gate to the primary
quinone QA site in pbRC.)

The two statements (i) and (ii) apply to both tem-
perature ranges typically used in experiments: High T:
in fact the ambient temperature range (in aqueous so-
lution above 240 K including room temperature). As
key functional criterion, the A1 to FX ET is fully opera-
tional and observed for all photoexcited PS I RCs. Low
T (<200 K): in frozen aqueous medium two fractions of
PS I particles are found (Schlodder et al., 1998). One
involves cyclic ET from P700 to A1 and back, because
forward-ET past A1 to the Fe/S centers is blocked for
these PS I complexes. The other involves stable charge
separation to FA/FB, i.e., the charges will be trapped
as P+

700 and FA/F−
B , at least on the time scale of typical

repetition rates used in TR EPR experiments. Again,
within experimental accuracy, the directly observable
TR EPR radical ion pair state concerns the A-branch
quinone only.

In addition, for cyanobacterial PS I, conditions can
be established that only the A-branch quinone site is
photoaccumulated to a stable A−

1 . In this case of a sta-
ble radical ion state, the full range of advanced EPR
techniques including pulsed EPR and multiple reso-
nance techniques can be applied for further spectro-
scopic characterization of the photoaccumulated steady
state.

d. Protein-cofactor interactions in the A1

binding site from X-ray structure model

Since 2001, spectroscopic studies of PS I can be based
on an X-ray structure model at atomic detail. The es-
sential structural details for just the A1A binding site
are presented in Fig. 5. Side chains are shown for
those residues that are involved in protein-quinone in-
teractions. All of the specified amino acids have been
subjected to branch-specific mutations to investigate
their influence on A1A site properties. Obvious protein-
quinone interactions include: (i) Highly asymmetric H-
bonding to one quinone C–O group only; the H-bond is
provided by the backbone N–H group of the LeuA722
residue, which is close by as part of the return loop
from the stromal surface helix A-jk(1) before it enters
the transmembrane k-helix. The second quinone C–O
group is believed to lack an H-bond; instead an H-bond
network connects the potential donor candidate in the
SerA692 side chain with the backbone of MetA688
(which ligates the cofactor) and the N–H group of the
TrpA697 residue. (ii) The latter Trp aromatic side chain
is positioned in favorable π-stacking configuration,
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Fig. 5. The A1A binding site is shown with relevant elements
of the protein environment as extracted from the X-ray struc-
ture model (1JB0). Identified protein-quinone interactions are
π-stacking with the TrpA697 residue and H-bonding (dotted
line) to the top- or stroma-facing quinone C–O group from
the backbone amid (NH) group of the LeuA722 residue. The
second C–O group is not H-bonded according to the X-ray
structure model, instead the close by amino acids residues es-
tablish an H-bond network with the SerA692 C–O group in the
middle connecting to the MetA688 backbone C–O group on
the one side and the N–H group of the TrpA697 five ring on
the other side. The latter establishes a π-stacking configuration
to the quinone ring system.

possibly stabilized by the above H-bond network. (iii)
Partial charges of cofactors (FX) and side chains and/or
protonable groups introduce electrostatic interactions.
The symmetric residues ArgA694 and ArgB674 are
depicted as examples. However, their proximity to FX

and their involvement in inter protein subunit contacts
hint at a predominant influence on the properties of FX,
as was shown by experiments. Many other candidates
potentially contribute to electrostatic interactions and
will be mentioned later.

Within this structure- and function-based frame-
work, the rest of this section summarizes results
achieved up to the present and concerned with the
characterization of protein-cofactor interactions for the
quinone acceptor in the A1A site of PS I. Although mod-
ifications of the quinone cofactor turn out to have minor
consequences on the structural and functional proper-
ties of the A1A site, the major influence comes from the
protein environment. These results will be further dis-

cussed in the context of other literature results and in
particular with respect to a comparison with different
types of RCs (section IV).

2. Detailed TR EPR Spectroscopic
Properties of the A1A Site in
Cyanobacterial PS I

All significant A1A site properties will be summarized
as obtained from structure- and mutant-based investi-
gations in recent years. Even for the native PS I some
new information on the A1A site properties has been
added since 2001, partially due to more refined pulsed
EPR techniques, partially also due to more elaborate
interpretation of existing data. Here, the focus is on
information obtained from systematic modification of
the quinone acceptor and in particular of the relevant
protein environment. Modification of the quinone ac-
ceptor requires first extraction of the native PhQ from
the A1A site and subsequent replacement with a target
quinone. In this case, it is mandatory to test whether
the integrity of the A1A site has been maintained dur-
ing the extraction/replacement procedure. It is further
necessary to ask which elements of the molecular struc-
ture of the replacement quinone acceptor are necessary
such that it enters the native PhQ site with identical
structural properties as native PhQ. Subsequently, the
modification of the A1A site environment aims to iden-
tify features of the protein environment (i.e., the PsaA
and PsaB subunits of the PS I core), which determine
and control the structural and functional properties of
the A1 site via specific protein-cofactor interactions.

a. The A1A site properties are retained when
the substitute quinone has specific
molecular features

Two methods have been tested thoroughly that allow
replacement of the quinone in the A1 site: (i) The na-
tive quinone is extracted from the A1 site by organic
solvents. (Biggins and Mathis, 1988). This harsh pro-
cedure is known to affect other cofactor sites and is
likely to modify further structural and functional prop-
erties as well. (ii) The most bio-compatible method
available uses biosynthetic phylloquinone pathway mu-
tations that block production of the native PhQ during
cell growth (Zybailov et al., 2000). The A1 site is found
to be filled with a more weakly bound quinone, iden-
tified as PQ-9, the native quinone in the QA/B site of
PS II, which has been recruited into the A1 site. For
both kinds of PhQ-less PS I preparations (i) and (ii),
selected target quinones can be either reconstituted or
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biochemically exchanged into the A1 site occupied by
the PQ-9 instead of the more tightly bound native PhQ.

In spite of the fundamental differences of the two
quinone displacement methods it comes as a pleasant
surprise that in both cases equivalent TR EPR features
are recorded concerning the structural and functional
integrity of the A1 site. Therefore, the following results
for a series of specific replacement quinones should be
considered to apply to both methods of PS I preparation
(i) and (ii).

– Identical TR EPR derived structural properties
of the transient A1A site were observed when
the native PhQ is replaced either by dephyty-
lated 2-methyl 1,4-NQ (VK3), i.e., PhQ without
phytyl tail (Johnson et al., 2001; Pushkar et al.,
2002) or by demethylated PhQ (menG mutant)
(Sakuragi et al., 2002). Hence, the common no-
tion of the phytyl tail as an “anchor” in the pro-
tein matrix is not based on experimental evi-
dence. On the other hand, at least one asym-
metric substituent to the NQ head group ap-
pears to be required for full structural A1A site
integrity, as can be concluded from uncertain
A1A site properties observed when symmetri-
cally substituted or plain 1,4-NQ is used for
the replacement. The suitability of the singly
substituted 2-methyl 1,4-NQ as a PhQ replace-
ment offers a convenient method to introduce
isotopically labeled quinones into the A1A site.
Specific spin markers in critical quinone ring
positions have been introduced to map out the
spin density distribution of the radical ion in
the A1A site, which in turn yields valuable in-
formation on the quinone-protein interactions
that control biological function.

– Quinone replacement has been extended to a
large variety of quinones (Iwaki and Itoh, 1991)
as reviewed in Itoh et al. (2001). This method
will be discussed later as a way of introducing
small specific changes of the quinone redox
potential in the A1A site. The major contribu-
tions to the quinone redox potential come from
the specific protein environment.

b. Protein-quinone interaction in the A1A

site: H-bonding

The X-ray structure model suggests a single H-bond
from the backbone NH group of the LeuA722 residue
to the PhQ carbonyl group that is in meta-position to
the phytyl tail (see Fig. 5). Before the functional signif-

icance of this H-bonding asymmetry (concerning the
C2 symmetry around the long NQ in-plane axis) can
be assessed it is important to clarify whether it applies
only to the ground state or also to the functional charge
separated P·+

700A·−
1 state (as well as the photoaccumu-

lated A−
1 state). The short answer is yes. However, con-

tradictory literature data (for details see below) require
first a consistent account of recent data that assure the
correctness of the short answer, at least for the case
of cyanobacterial PS I. Even before the X-ray struc-
ture in 2001, evidence for a highly asymmetric H-bond
pattern was concluded from the g-tensor data, and in
particular from the large proton hyperfine coupling,
measured for the single methyl group attached to posi-
tion 2 of the NQ core of PhQ (for molecular structure
see Fig. 1). The EPR-based structural model summa-
rized in section III.B and in Fig. 4 was largely based
on these results. The large methyl hfc position of the
NQ core radical cation due to asymmetric H-bonding,
and with it a highly asymmetric spin density distribu-
tion over the ring, can be rationalized on the basis of
a valence bond model (for a summary see Fig. 14 in
Lubitz and Feher, 1999). In Fig. 6 it is adapted to PS I
as reproduced from Pushkar et al. (2004b). Compared
to the symmetric H-bonding situation for the NQ core
radical cation in isotropic solution, this model predicts
an alternating, highly asymmetric spin density distri-
bution. Specifically, the spin density is increased for the
NQ ring position of the methyl group in meta-position
to the C–O group with the dominant H-bond as well
as for the carbon of the H-bonded C–O and the oxy-
gen of the C–O group with no or very weak H-bond.
The increase of the hyperfine splitting due to the three
equivalent methyl protons is large enough that it is di-
rectly observable as (partially resolved) hfc in the TR
EPR spectral pattern of the P·+

700A·−
1A state of PS I. The

same applies for the above-mentioned carbon and oxy-
gen positions if isotopic labeling with spin carrying nu-
clei (13C, 17O) introduces an additional large hyperfine
interaction. The advantage of direct hfc observation in
the TR EPR spectrum and hence direct spectra interpre-
tation permits the rare chance of direct documentation
of the essential results as shown in Fig. 7.

The top spectrum shows a clearly resolved quartet of
lines (1:3:3:1) as it is characteristic for three equivalent
protons of a methyl group. Note that the resolution is
slightly better for VK3 than for PhQ in the A1 site of
PS I (see Fig. 4, left) because the extra line broadening
due to unresolved hfc of the protons of the phytyl tail
is removed with VK3. Direct observation of such se-
lectively increased hfc values can be exploited further.
As demonstrated with the middle spectrum of Fig. 7,
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Fig. 6. Basic valence bond model: the single H-bond from the backbone NH group redistributes the unpaired π-electron spin density
of the NQ·− radical ion across the quinone ring according to the three resonance structures shown. Alternating spin density changes
are predicted with increased spin density at the ring carbon positions 2 and 4 as well as at the O1 oxygen (without H-bond), and
decreased density in between.

a well-resolved (1:2:1) hfc multiplet due to two equiv-
alent protons is observed when the single substituent
of 1,4-NQ is a –(CH2)(n−1)CH3 n-alkyl chain of vari-
able length. The shortest chain (ethyl, n = 2) contains
a single CH2 group the two protons of which are re-
sponsible for the observed (1:2:1) hfc pattern. Nearly
identical spectra have been obtained for alkyl chains up
to n = 7 (Pushkar et al., 2002). While the hfc pattern
is readily interpreted, the consequence is surprising: in
the A1 site of PS I an alkyl tail is found in the position
of the CH3 group and not in that of the phytyl tail for
wild type PS I. The details of the protein-chain interac-
tions responsible for this observation are not yet fully
understood. The early part of the more flexible n-alkyl
tail appears to fit better into the phytyl binding channel
when the A1A site configuration is altered compared
to the wild type. The single double bond (third bond)
along the phytyl tail may play a relevant role. When
selected 1,4-NQs with a tail substituent with a double
bond in this place (e.g., lapacol) are placed into the A1A

site, the tail indeed takes up the position characteris-
tic for the native phytyl tail. The bottom spectrum of
Fig. 7 demonstrates a substantially altered hfc pattern
when a single 13C spin is introduced into the H-bonded
C4–O group. The spectra contain all information about
the full 13C hfc tensor as evaluated in Pushkar et al.
(2004a). The results are in good agreement with the
predictions of the valence bond model of Fig. 6 with
the assumption of a highly asymmetric H-bonding to
one quinone C–O group only. To test the third posi-
tion with increased spin density, 17O labeling has been

carried out (Pushkar et al., 2005). Surprisingly, the in-
equivalence of the hfc values observed for the two 17O
positions associated with the two quinone C–O groups
was found to be quite small, even smaller than for the
two sided H-bond scheme established for the QA site of
pbRC (Lubitz and Feher, 1999). However, this is not in
contradiction with the conclusion of a highly asymmet-
ric H-bonding in the A1 site because the 17O hfc tensor
is known to be largely insensitive to the strength of the
H-bond to the C–O group under investigation (Reiter
et al., 1990). Note that so far only the high spin den-
sity positions have been studied. Certainly, the low spin
density positions should be investigated as well. How-
ever, apart for the required isotopic labeling effort, the
analysis of the hfc tensors can be expected to be more
complicated, in particular for the highly asymmetric
H-bond situation encountered for the A1 site. Contribu-
tions from the neighboring high spin density ring posi-
tions to the measured hfcs will play a significant role. In
summary, the hfc tensors have been determined for all
significant (high spin density) positions of the quinone
ring in the A1 site. The relevant tensor parameters and
the interrelation with the spin density distribution have
been collected in the tables presented in Pushkar et al.
(2004a, 2005) and references therein. They are in good
agreement with the single sided H-bond pattern shown
in the scheme of Fig. 6.

A further essential experiment is the determination
of the proton hfc tensor associated with the single dom-
inant H-bond to the quinone in the A1 site. Differ-
ent and even contradictory assignments of the H-bond
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Fig. 7. TR EPR spectra at X-band for three PS I samples with
two artificial quinones, 2-(methyl)-1,4 NQ (top and bottom)
and 2-(ethyl)-1,4 NQ (middle) in the A1site. For the bottom
spectrum a 13C isotopic nuclear spin marker is placed in the C4

ring position. The increased spin density in the respective ring
positions due to asymmetric H-bonding to O4 is directly recog-
nized in the partially resolved characteristic hyperfine patterns
of the 1:3:3:1 multiplet associated with a methyl group (top),
a 1:2:1 triplet due to the CH2 group attached in ring position
C2 and the additional splitting due to the strong hfc of the 13C
spin 1/2 in position C4 (bottom). Source: Pushkar et al., 2002;
Pushkar et al., 2004a.

tensor(s) are offered in the literature, including a double
H-bond pattern with one H-bond hfc tensor to each of
the C–O groups, even for both possible photoaccumu-
lated A−

1 states, one located on the PsaA- the other on
the PsaB-branch (Rigby et al., 2002). Such an H-bond
scheme would contradict the H-bond asymmetry indi-
cated by the X-ray structure model for the ground state
(see Fig. 5) and the TR EPR data summarized above
for the charge separated state. This confusing situation
can be clarified, at least for cyanobacterial PS I, by
simplifying the interpretation with the use of deuter-

ated quinone, i.e., proton spins attached to NQ in the
A1 site will exist only in exchangeable H-positions such
as H-bonds. Exactly one H-bond hfc tensor has been
observed for the photoaccumulated A−

1Astate (Pushkar
et al., 2004b). The observed hfc tensor has the typi-
cal dipolar characteristics expected for an H-bond and
qualifies as a strong H-bond, fully consistent with the
asymmetric H-bonding situation according to the X-ray
structure prediction for the A1 site in Fig. 5.

The assignment of a single strong H-bond hfc tensor
stimulates a revisit of prior ENDOR results obtained
for point mutants directed toward the A1 binding site,
see Fig. 5. In Fig. 8, TR ENDOR spectra of Xu et al.
(2003a) are reproduced for the P+

700A−
1A state of point

mutants concerning the π-stacking Trp (A-W697F),
the H-bond network constituent Ser (A-S692C), and
the equivalent Arg residues (A-R694A; B-R674A); the
latter connect to the FX binding loop provided from the
partner PsaA/PsaB subunit and are expected to affect
the FX properties equally. In Fig. 8, the B-side Trp and
Ser mutants show identical spectra, which also repre-
sent the wild type spectrum. In contrast, the A-side
mutants show characteristic changes in the hfc tensor
values. The spectral contributions of the nearly axi-
ally symmetric hfc tensor of the methyl group in ring
position 2 are clearly identified and marked as spec-
tral edge features in Fig. 8. Both characteristic hfc val-
ues are seen to increase for the A-W697F mutant but
decrease for A-S692C. In addition, only for the lat-
ter mutant, a further change is noticed in the ENDOR
spectrum and is marked by symmetric arrows below
the spectra. With the H-bond hfc tensor now assigned
(Pushkar et al., 2004b) the observed changes concern
the Aperpendicular component of the H-bond hfc tensor.
Interestingly, a change of the π-stacking for the Trp
mutant does not change the H-bond properties. In con-
trast both the methyl and H-bond hfc values decrease
for the Ser mutant. This is consistent with a weaker
H-bond asymmetry induced by the alteration of the
Ser-based H-bond network (see Fig. 5). In case of the
kinetically equivalent FX mutants A-R694A/B-R674A
(Xu et al., 2003a), only the A-side mutant A-R694A
shows an analogous decrease of the quinone associ-
ated proton hfc values. A molecular mechanistic ba-
sis may be suggested to explain this result. SerA692
and ArgA694 are next nearest neighbors in the A-j
helix (Fig. 5) and are members of a connecting bond
chain extending from A0 to FX part of which is shown
with the H-bonds indicated as dotted lines in Fig. 5.
If a connection is broken as for the A-R694A mutant,
this may affect the H-bond network around SerA692 as
well.
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Fig. 8. Pulsed ENDOR spectra of the transient P·+
700A·−

1 state of selected PS I point mutants; for experimental and interpretational
details see Xu et al. (2003a). The outside features (low- and up-frequency end of the spectrum) are readily assigned to the axially
symmetric hfc tensor of the CH3 group in ring position 2. In addition to the readily interpretable hfc tensor of the CH3 group, the
resonance positions marked by arrows below the spectra can now be associated with the hfc of the proton in the H-bond (O· · ·HN)
to the C–O group in ring position 4 (Pushkar et al., 2004b). See text for further interpretational details. Source: Xu et al., 2003a.
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In summary, the highly asymmetric H-bond pattern
is not only consistent with the X-ray structural model
for the ground state, it is also shown to apply for the
functional charge separated state as concluded from the
TR EPR/ENDOR work just summarized. Furthermore,
the clear confirmation of a one-side H-bonded quinone
binding site for PS I provides the best test case for
advanced theoretical calculations in comparison with
the more elaborate double but still asymmetric H-bond
network for pbRC (Lubitz and Feher, 1999) and the per-
haps even more H-bonded QH binding site of quinole
oxidase (Grimaldi et al., 2003).

c. Protein-quinone interaction in the A1A

site: ππ-stacking

π-Stacking is known to influence the observable g-
tensor anisotropy of the quinone radical ion. It is con-
venient to express it as the deviation �g from the free
electron ge-value (2.00232). The perturbation approach
of Stone (1963), Angstl (1990), Huber et al. (1995), and
subsequent refinements provide a convenient base for
qualitative interpretation of the g-tensor data collected
for the P+

700A−
1A state of PS I, see Fig. 4 (middle) for

a pictorial representation of the g-tensor data (as ellip-
soids including their determined relative orientations).
An example for a qualitative interpretation is found
for instance in van der Est et al. (1995). At that time,
only the structure of the quinone binding site in the
pbRC was known. In comparison, the g-tensor data for
PS I indicated a stronger π-stacking for the quinone,
as confirmed later by the X-ray structure. In fact, the
EPR results stimulated a search for a suitable candidate
in the A1 environment. The Trp residue (TrpA697 for
the PsaA side) could be suggested by structural model
building under the constraints of the EPR data (Kam-
lowski et al., 1998; Zech et al., 2000). Independent
evidence was provided from ESEEM data. Hyperfine
coupling to a near 14N spin and its quadrupole cou-
pling yield a fingerprint for an interacting Trp residue
(Hanley et al., 1997), as reviewed in Deligiannakis and
Rutherford (2001).

However, for conclusions from just g-tensor data
a word of caution is appropriate. Generally, π-
stacking and H-bonding will both influence the g-tensor
anisotropy, e.g., increased π-stacking as well as weaker
H-bonding tend to increase the g-anisotropy. Even with
the advanced calculation approaches available now, the
weak and partly compensating effects make it diffi-
cult to disentangle the contributions due to different
protein-cofactor interactions. However, in combination
with a sufficiently large data set from independent EPR

methods, the g-tensor data constitute a major contrib-
utor.

The measurement and evaluation of the consider-
ably smaller g-tensor anisotropy of P+

700 and other
naturally occurring Chl-type radical ions and neutral
radicals have become an important domain of high
field/frequency EPR (see, e.g., Bratt et al., 1997, for
review Möbius et al., 2004).

Now, as X-ray structures at (nearly) atomic detail
become available for the three main photosynthetic re-
action centers: pbRC, PS I, and PS II, it is indeed clear
that the strongest π-stacking is realized for the A1 site
in PS I. Another special feature is the strongest asym-
metry in H-bonding: only one strong H-bond to just one
quinone C–O group is observed (see section III.C.2.b).
Moreover, the A1 site in PS I has the most negative
midpoint potential among all other well-characterized
quinone binding sites. The identification of possible
contributors from the A1 environment as well as their
control will be addressed next.

d. Protein-quinone interaction in the A1A

site: electrostatic interactions

Little experimental information is available concerning
the number and significance of factors that contribute
to the redox potential of protein-bound ET cofactors.
These factors are difficult to separate and experimental
access to them is limited. The PS I and PS II RCs of
oxygenic photosynthesis (as well as other type I and
type II RCs) represent an outstanding case, allowing
one to probe the influence of the protein environment
on cofactors within structurally partly homologous
yet functionally very different membrane-bound com-
plexes. The influence of the molecular identity of the
quinone cofactor is minor and can be determined sep-
arately. For example, the same plastoquinone (PQ-9)
acceptor, which is native to the QA site of PS II, has
been shown to function also in the A1 site of PS I
(menB mutant) (Semenov et al., 2000). The key ques-
tion is: how does the protein control the remaining
large potential difference of ∼600 mV for PQ-9 in the
A1 site of PS I versus QA site of PS II? Some steps
have been taken toward an answer. In general, the large
potential difference appears to be composed of many
small factors that add up. This makes the identifica-
tion of individual contributions more difficult, but ex-
plains readily the general robustness of PS I against
changes.

The first test is to introduce a small but systematic
change in the redox potential for the quinone in the A1

site. Anthraquinone (AQ) inserted into PS I is expected
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to introduce a more negative redox potential in the A1

site (see Iwaki and Itoh, 1991; Itoh et al. 2001). The
energy difference between A1 and FX will increase, and
ET between them speeds up. Correspondingly, the en-
ergy difference between A0 and A1 decreases and ET
between them slows down. Indeed, for the first time
consecutive forward-ET steps from A0 to A1 to FX be-
come observable by TR EPR spectroscopy (Sakuragi
et al., 2005). Some key results are: (i) within experi-
mental accuracy, AQ does not alter the structural in-
tegrity of the A1 site. The relevant structural properties
and protein–cofactor interactions parameters remain
the same as observed for native PhQ. (ii) The slow down
of the A0 to A1 kinetics is sufficient to be determined
by the altered spin polarization pattern of the directly
observed P+

700A−
1A state. Forward-ET from A1 to FX is

faster by an order of magnitude. The temperature de-
pendence can be measured in a wider range. Reliable
activation energies can be determined. (iii) Most im-
portant, access to the A0 to A1 kinetics opens a way
to measure the influence of the presence or absence of
the nominal negative charge [Fe4S4(SCH3)4]2− associ-
ated with FX. Indeed, the largely compensated negative
charge yields a more negative redox potential of AQ
in the A1 site. However the electrostatic calculations
(Ishikita and Knapp, 2003) appear to overestimate the
influence.

The essential contributions to the specific redox po-
tential of the A1 site come from the protein environ-
ment. The various site-directed mutants (tryptophan,
serine, arginine) near the A1A site produced only small
changes in the midpoint potential (Xu et al., 2003a,b).
All of them slow down the A1-FX ET kinetics, there-
fore they decrease the energy difference between the
consecutive charge separated states, but only slightly.
With increasing number of H-bonds to the Q acceptor
(one in PS I versus two in type II RCs), the mid-point
potential is predicted to be less reducing. The data in-
dicate a much smaller effect (Pushkar et al., 2004b) as
compared to the 100 up to 250 mV per H-bond noted
at times in the general literature. Most attention fo-
cuses on differences in the wider electrostatic environ-
ment, for instance uncompensated charges, protonable
groups, etc. Structure-based electrostatic calculations
have advanced significantly. A key advantage is that in-
dividual mutational changes can be incorporated one by
one; each respective contribution to the redox potential
can be calculated separately. Predictions are available
from a first set of electrostatic calculations (Ishikita and
Knapp, 2003). Some of them have already been sub-
jected to experimental test; others yield a guideline for
further experimental tests.

So far, the mutant and cofactor changes studied up to
now have resulted mostly in smaller changes of redox
potential in experiment than predicted by the calcula-
tions.

IV. Concluding Remarks

This chapter has focused on how TR EPR spectroscopy
is able to determine detailed properties of protein–
cofactor interactions. An extensive database has been
obtained for the quinone acceptor in the A1A site of
PS I. Note that mutually consistent data are avail-
able for the transient active P·+

700A·−
1A as well as for the

trapped photoaccumulated individual radical ion A·−
1A

state. Moreover, consequences concerning structural
properties of the A1A binding site as well as specific
protein-quinone interactions (like H-bonding and π-
stacking) agree well with the X-ray structure model
(1JB0) for the ground state, see also Fig. 5. Certainly,
models (like the valence bond model in Fig. 6) for the
correlation between measured hyperfine tensor param-
eters and details of the H-bonding pattern to the protein
environment still need refinement but essential conclu-
sions such as highly asymmetric H-bonding, its geom-
etry, and the differences to the A1A site in pbRC are
well confirmed.

The prime significance of such spectroscopic infor-
mation is whether it can advance a better understanding
of ET function in the photosynthetic RC. First, it needs
to be assured that the PsaA branch is involved in ET
function. Indeed, all spectroscopy- and mutant-based
studies, including Guergova-Kuras et al. (2001) and Xu
et al. (2003a,b), agree that under physiological condi-
tions the PsaA branch dominates ET activity in PS I.
Hence, the observed A1A site properties are relevant
to the question how ET function is affected by them.
Of particular interest is a comparison to the QA site
in pbRC. Both quinone sites function as one-electron
gate in the primary charge separation event. As example
one question may be specified to which TR EPR results
can contribute significantly: Can the specific protein-
cofactor interactions be identified, characterized, and
possibly modified that control the mid-point (redox) po-
tential of the first quinone acceptor? The significance
of the question is most obvious when the (identical)
quinone acceptor is observed to operate at a much more
reducing (more negative) midpoint potential Em when
placed into the specific protein environment of the A1A

site of PS I in comparison to the QA site of type II RCs
(pbRC or PS II) with a mid-point potential at least 0.5V
more positive (see, e.g., Blankenship, 1992). Details
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of protein-quinone interactions as collected in this
chapter for the A1A site in PS I can be compared with
those available for the QA site of pbRC as reviewed
in Lubitz and Feher (1999). Emerging structure-based
electrostatic calculations (Ishikita and Knapp, 2003)
can serve as a guideline to check for specific con-
tributors to the very negative redox potential in the
A1A site of PS I. With the TR EPR data collected in
this chapter some specific contributors can be already
identified:

– One versus two H-bonds from the protein to the
quinone in the A1A versus QA site, but the differ-
ence in redox potential contribution is quite small.

– The nominal charges associated with the
[Fe4S4(SCH3)4]2− clusters in PS I and the non-
heme Fe2+ in pbRC do contribute, but less
(Sakuragi et al., 2005) than expected from the
electrostatic calculation (Ishikita and Knapp,
2003).

– The degree of protonation of specific residues is
predicted to depend critically on the specific pro-
tein environment. With site-directed mutants the
individual redox potential contributions can be
measured individually.

All results available so far have in common that each
of the specified contributions is significantly smaller
than predicted by the cited calculations. Therefore, the
large difference in redox potential between A1A versus
QA site is likely to be the sum of even more small
contributions. Such a strategy is well in line with the
general quality of robustness of PS I against changes.

The demonstrated ability to exchange the quinone in
the A1 site gently and with full site integrity concerning
structural properties opens fine possibilities for further
studies. With a systematic shift of the A1 redox poten-
tial, the kinetics of the A0 to A1 to FX electron transfer
steps can be adjusted to the limited time window of the
TR EPR spectroscopy. This will be needed to get acc-
ess to these kinetic processes in the important class of
homodimeric type I reaction centers or in direct detec-
tion of ET along the PsaB branch if control of the ET
branching at the primary donor P700 will be possible as
so far realized only for pbRC so far.
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Summary

This chapter focuses on the kinetics of electron transfer through A1 in Photosystem I. The techniques used to study
this step are described and their relative advantages and disadvantages are discussed. This is followed by a review
of recent results that have been obtained since the publication of the 2.5 Å resolution X-ray structure. Older results
are also presented where they are relevant to the new data. However, this chapter is not meant as an exhaustive
review of the literature, and interested readers are directed to earlier reviews and other chapters in this volume
where appropriate. The main focus of the chapter is the factors such as the energetics and structural arrangement of
the cofactors that determine the kinetics of the electron transfer through phylloquinone. These topics are discussed
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primarily in terms of recent results, which have lead to advances in our understanding of how electron transfer is
governed. A large portion of the chapter necessarily deals with the question of the activity of the two phylloquinones
in Photosystem I, and the data supporting the unidirectional and bi-directional models are compared and contrasted.

I. Introduction

The Photosystem I (PS I) enzyme functions as an oxi-
doreductase, oxidizing plastocyanin, or cytochrome c6

on the lumenal side of the thylakoid membrane and
reducing soluble ferrodoxin or flavodoxin on the stro-
mal side. This is achieved via a light-induced electron
transfer reaction, which produces the oxidant P+

700 (a
chlorophyll cation radical) and the strong reductant F−

B

(a reduced iron–sulfur cluster). Phylloquinone acts as
a protein-bound intermediate known as A1 in this elec-
tron transfer reaction, re-oxidizing the primary electron
acceptor A−

0 and reducing the first iron–sulfur cluster
FX. This is a somewhat unusual function for a quinone,
since their primary roles in energy transducing mem-
branes are as mobile lipophilic proton and electron
carriers (Cramer and Knaff, 1990). In the thylakoid
membrane, for example, the most prevalent quinone,
plastoquinone, transports electrons from Photosystem
II (PS II) to the cytochrome b6/ f complex and carries
protons from the stroma to the lumen. Plastoquinone
also acts as the bound electron acceptor QA in PS II
but its reduction midpoint potential (Rappaport et al.,
2002) is 600–800 mV more positive than that of phyl-
loquinone in PS I (see Brettel, 1997 for a discussion of
the midpoint potential of A1). The unusually negative
reduction midpoint potential of phylloquinone in PS I
is due largely to the influence of the protein environ-
ment. This is illustrated by the difference in midpoint
potential observed for quinones in the A1 binding site
of PS I and the QA binding site in PS II. This com-
parison shows that when plastoquinone is introduced
into the A1 binding site in PS I its midpoint potential is
estimated to be 550–600 mV more negative than in the
QA site in PS II (Johnson et al., 2000; Semenov et al.,
2000; Zybailov et al., 2000). Much of the research on
electron transfer in PS I has been fueled by a desire to
understand such effects and their role in determining
the function of the enzyme. Because of the large influ-
ence of the protein on the properties of phylloquinone
in PS I and because it can be observed spectroscopi-
cally with relative ease, it is among the most widely
studied components of PS I.

Despite the large body of research on the electron
transfer kinetics involving phylloquinone, there are still
a number of unresolved issues. One of the most interest-
ing of these has arisen from the fact that the X-ray struc-

ture (Klukas et al., 1999; Fromme et al., 2001; Jordan
et al., 2001) reveals two symmetry-related phylloqui-
none molecules (see Fig. 1). There are no obvious fea-
tures in the structure to suggest whether only one or
both of the quinones is active and whether their elec-
tron transfer kinetics are distinguishable. Moreover, the
presence of two branches of cofactors is intriguing
since there is no apparent advantage or disadvantage
to such an arrangement in PS I. With the resolution
of the amino acid side groups in the X-ray structure
(Klukas et al., 1999; Fromme et al., 2001; Jordan et al.,
2001), it has become possible to interpret the results
of point mutation studies on the basis of specific ex-
pected structural changes. This has allowed the electron
transfer pathway to be studied at a level of detail that
was previously not possible. Moreover, it has allowed
the role of the protein environment in determining the
function to be investigated both experimentally and
theoretically.

In this chapter, recent developments in our under-
standing of the electron transfer through the phyllo-
quinone in PS I will be summarized and discussed.
The discovery of the electron transfer intermediate A1

and its identification as phylloquinone are reviewed by
Mathis and Sauer (this volume, Chapter 4) and else-
where (Golbeck, 1989; Golbeck and Bryant, 1991).
Hence, they will not be presented in detail here. This
chapter is intended to complement previous review ar-
ticles on the function of PS I (Golbeck, 1989; 1992;
Brettel, 1997; Brettel and Leibl, 2001), in which muta-
genesis and structure based studies are either not dis-
cussed or are only mentioned briefly as an emerging
area of interest. Because many of these studies address
the issue of directionality, it is a central theme of the
chapter. However, the main focus is on electron transfer
through phylloquinone; the review by Redding and van
der Est (this volume, Chapter 25) will address question
of directionality in general.

A. Types of Photosynthetic Reaction
Centers

Photosynthetic reaction centers are generally divided
up into two types on the basis of the nature of
terminal acceptors (Blankenship, 2002). One class
has iron–sulfur clusters as terminal acceptors, which
reduce water-soluble acceptors such as ferredoxin. The
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Fig. 1. Schematic representation of the reaction centers of different classes of photosynthetic bacteria. The shaded ovals represent the
protein dimer of the reaction center core. In the reaction centers of green sulfur bacteria, the two subunits are identical and hence the
same shading is used for both. In the other reaction centers, the two proteins are different and thus they are shaded differently. The
arrows represent the known or postulated pathway of electron transfer from the primary donor P to the quinones Q. FeS = iron–sulfur
clusters, Fe = non-heme iron, 4Mn = Manganese containing water-splitting-complex of PS II.

other class has a lipophylic quinone as the terminal ac-
ceptor, which diffuses out of the reaction centers upon
double reduction and protonation. In the first case, the
reaction centers are referred to as iron–sulfur type or
Type I because PS I belongs to this class. In the sec-
ond case they are called iron–quinone or Type II be-
cause of the presence of a non-heme iron atom in the
reaction center and the fact that PS II belongs to this
class. Despite these differences, the general features
and overall structure of the reaction centers of various
organisms are quite similar (Schubert et al., 1998). In
all cases, the reaction center core consists of a pro-
tein dimer and the primary electron donor is a (bac-
terio)chlorophyll dimer. The two proteins forming the
dimer bind two branches of cofactors, which extend
across the membrane from the donor. Figure 1 shows a
schematic diagram of this arrangement in the reaction
centers of several species of photosynthetic bacteria.
The proteins are depicted as shaded ovals and the thick
arrows indicate the pathway (as far as it is known) of
electron transfer from the donor P, to the quinone ac-
ceptors, Q. In Type II reaction centers, shown on the
right of Fig. 1, the dimer is made up of two differ-
ent protein subunits as indicated by the different shad-
ing. In these types of reaction centers, electron transfer
is biased very strongly toward the branch containing
the nonmobile quinone QA, which (upon accepting an
electron) then reduces the mobile quinone QB in the
other branch. In Type I reaction centers, the situation is
less clear with the two branches of cofactors converg-

ing at the iron–sulfur cluster (FeS) bound by both sub-
units. In green sulfur bacteria and heliobacteria (Fig. 1
left), the two protein subunits of the dimer are identical
and the two branches of cofactors are indistinguishable
to the best of our knowledge. Conflicting evidence for
the participation of a quinone in electron transfer has
been reported for these reaction centers, with kinetic
measurements pointing toward no involvement (Brettel
et al., 1998; van der Est et al., 1998), while photoac-
cumulation studies show that semiquinone radicals can
be trapped (Kjaer et al., 1998; Muhiuddin et al., 1999).
PS I is an interesting intermediate case with two dis-
tinguishable electron transfer pathways, both of which
contain a quinone acceptor. However, unlike the Type
II reaction centers, in which two electrons must be ac-
cumulated on QB, there is no obvious need to bias the
electron transfer towards one branch or the other.

The electron transfer through the quinones in PS I,
presents an intriguing problem. This is not only a ques-
tion of whether they are both active or not but also how
the relatively subtle differences in the structure of the
two protein subunits influences the properties of the
two quinones.

B. Overview of Electron Transfer Kinetics in
Photosystem I

Figure 2 shows an approximate energy and kinetic
scheme for electron transfer in PS I based on litera-
ture values of the midpoint potentials of the cofactors
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Fig. 2. Approximate electron transfer lifetimes and mid-point potentials of cofactors in PS I. The figure has been adapted from
similar schemes given in Semenov et al. (2000) and Brettel and Leibl (2001). The lifetimes and potentials are average values from
the literature.

and lifetimes of the intermediates. Here, only a brief
overview is presented and the interested reader is re-
ferred to previous reviews (Brettel, 1997; Brettel and
Leibl, 2001) for a more detailed discussion of the re-
dox potentials and kinetics (see Shinkarev, this volume,
Chapter 36). However, particular steps in the kinetic
scheme shown in Fig. 2 will be discussed at length
later in the chapter. Following excitation of P700, either
directly or by energy transfer from the antenna, an elec-
tron is transferred from P∗

700 to A0. All spectroscopic
and structural data point to A−

0 being a chlorophyll a
radical anion (Brettel and Leibl, 2001; Fromme et al.,
2001) while P+

700 is the cation radical of a chlorophyll
dimer (Fromme et al., 2001; Webber and Lubitz, 2001).
At present it is unclear whether P∗

700 is localized on
the same chlorophylls as P+

700 and whether the charge
separation occurs directly between P∗

700 and A0 or via
an intermediate chlorophyll acceptor. The lifetime of
the initial charge separation is difficult to determine

because the overall trapping time of the excitation is
considerably longer. Thus, it is necessary to either sub-
tract the antenna excited state dynamics in the spectral
data or to model the energy transfer and include the
charge separation lifetime as a parameter. Several re-
cent studies place the lifetime of the initial charge sep-
aration at roughly 1 ps (Savikhin et al., 2001; Byrdin et
al., 2002; Yang et al., 2003) in general agreement with
earlier work (see Gobets and van Grondelle, 2001 and
Brettel and Leibl, 2001 for reviews of the literature up
to 2001; see Savikhin, this volume, Chapter 12).

Electron transfer from A−
0 to the phylloquinone ac-

ceptor A1 stabilizes the charge separation. The lifetime
of this step has been determined to be ∼30 ps by a
number of authors (Hastings et al., 1994; Hecks et al.,
1994; Brettel and Vos, 1999; Mi et al., 1999; Savikhin
et al., 2001), although there is some variation in val-
ues obtained as a result of differences in the details
of data analysis and techniques used. The subsequent
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reoxidation of A−
1 has been measured by a number of

different techniques and two lifetimes of approximately
20 and 200 ns (Brettel, 1988; Bock et al., 1989; Sétif
and Brettel, 1993; Leibl et al., 1995; Schlodder et al.,
1998; Joliot and Joliot, 1999) have been found. Al-
though the spectroscopic data suggest electron transfer
to an iron–sulfur cluster, none of these experiments
clearly identifies the acceptor following A1. This ques-
tion has been answered by experiments in which the
three iron–sulfur clusters were selectively removed.
Three independent studies showed that the rate of for-
ward electron transfer past A1 was unaffected by re-
moval of FA and FB but that it was blocked by the
removal of FX indicating that it is the subsequent ac-
ceptor (Luneberg et al., 1994; Moenne-Loccoz et al.,
1994; van der Est et al., 1994). Below the glass tran-
sition temperature of the protein, forward transfer past
A1 is blocked in approximately one half of the reaction
centers and stable formation of P+

700F−
A occurs in the

other half (Brettel, 1997). When the iron–sulfur clus-
ters are absent, charge recombination from A1 takes
place with lifetimes of ∼10 and 100 �s (Brettel and
Golbeck, 1995; Shen et al., 2002a). At present it is un-
known whether a correlation exists between the two
fractions observed at low temperature, the two kinetic
phases of forward electron transfer and the two back
reaction rates.

Electron transfer through the iron–sulfur clusters is
not well characterized. The order of FA and FB was
a controversial topic for many years. However, there
is now consensus that FB is the terminal acceptor and
that the electron transfer proceeds from FX to FA to
FB (see Vassiliev et al., 2001 for a review). Although,
the order of the clusters in the electron transfer chain
has now been established, the kinetics of the electron
transfer is not certain. Photovoltage measurements and
studies of the reduction of ferredoxin suggest an over-
all lifetime for electron transfer to FB of less than 500
ns (Brettel and Leibl, 2001). However, at present ac-
curate values of the lifetimes of the individual steps
are not available (see Semenov et al., this volume,
Chapter 21).

C. Location and Structure of the
Phylloquinone Binding Site

Figure 3 shows the overall arrangement of the elec-
tron transfer cofactors in the 2.5 Å resolution X-ray
structure of PS I (Jordan et al., 2001) viewed along
the plane of the thylakoid membrane. Light excitation
of the complex leads to electron transfer along one or

Fig. 3. Arrangement of the electron transfer cofactors of PS
I. from the 2.5 Å resolution X-ray structure (Jordan et al.,
2001) (pdb entry 1JB0). The complex is shown from a direction
roughly parallel to the membrane plane and the cofactors are
labeled using the naming scheme given in Jordan et al. (2001).
The two branches of cofactors are referred to as the A-branch
and B-branch as indicated. On the left of the figure the spec-
troscopic names of the electron transfer components are given.
Because the assignment of the spectroscopic species is still un-
der debate the labels have been place adjacent to the A- and
B-branch cofactors thought to be associated with them. The
figure was constructed using the program MOLMOL (Koradi
et al., 1996).

both of the branches of cofactors extending from the
chlorophyll dimer (eC-A1, eC-B1) on the lumenal side
of the membrane to the iron–sulfur clusters on the stro-
mal side. The presence of two branches creates a prob-
lem in devising a consistent naming scheme because
of the ambiguity in assigning the spectroscopic species
to the structure. Hence, in the literature, the term A1

is generally used to refer to one or both of the phyllo-
quinones in connection with spectroscopic data, while
QK-A and QK-B refer to the two phylloquinones bound
to the PsaA and PsaB protein subunits, respectively.
In Fig. 3 the structure is viewed such that the A- and
B-branches of cofactors are on the left and right, re-
spectively, as indicated by the label under each branch.
The individual cofactors are labeled with their struc-
tural names, while the spectroscopic terms are given on
the left and are not associated with either branch. The
structural labels, eC-A1, eC-B1, etc., for the chloro-
phyll molecules indicate that they belong to the electron
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transfer chain and gives the subunit to which they are
bound, e.g., eC-A1 is bound to PsaA and eC-B1 is
bound to PsaB. Note, however, that the protein subunit
does not always correspond to the branch. For exam-
ple, chlorophyll eC-B2 is bound to PsaB but is in the
A-branch and chlorophyll eC-A2 is bound to PsaA but
is in the B-branch. Despite the apparent C2 rotational
symmetry of the complex there are some notable differ-
ences between the two branches. The most striking of
these is that eC-A1 and eC-B1 are different stereoiso-
mers of chlorophyll a with significantly different bind-
ing pockets (Fromme et al., 2001; Jordan et al., 2001).

Figure 4 shows a closer view of the quinone bind-
ing region in the two branches. In the upper part of
the figure, which shows the A-branch binding site, the
structure is viewed from approximately the same per-
spective as in Fig. 3. In the bottom part of Fig. 4, the
direction along which the structure is viewed is rotated
by 180◦ about the normal to the membrane (crystal-
lographic c-axis). If the structure had perfect C2 sym-
metry, the two views would be identical. As is evident
from Fig. 4 this is nearly the case. However, careful
inspection reveals some small differences, for exam-
ple, the conformation of the phytyl tails of QK-A and
QK-B is different. Because of their proximity to the
respective phylloquinones and in analogy to the pheo-
phytin in Type II reaction centers, one or both of chloro-
phylls eC-A3 and eC-B3 is assumed to be the acceptor
A0. However, this assignment has not yet been demon-
strated conclusively. The three cofactors A0, A1, and
FX are linked by a network of contacts and hydrogen
bonds, which bind them to the protein and may promote
electron transfer between them. Methionine M688PsaA

(M668PsaB) is the axial ligand to chlorophyll eC-A3
(eC-B3) and is also H-bonded via its backbone oxy-
gen to S692PsaA (S672PsaB). The side chain oxygen of
S692PsaA (S672PsaB) is also H-bonded to the ring ni-
trogen of W697PsaA (W677PsaB). This tryptophan is �-
stacked with the phylloquinone QK-A (QK-B), which
is H-bonded to L722PsaA (L706PsaB). In turn, the back-
bone oxygen of L722PsaA (L706PsaB) is H-bonded to
the FX binding loop through R694PsaA (R674PsaB).

The two most striking features of the quinone bind-
ing pocket are the close �-stacked arrangement with
W697PsaA (W677PsaB) and the lack of a hydrogen bond
to an amino acid side chain. Both of these features
would be expected to destabilize a negative charge on
the quinone and undoubtedly contribute to its very
negative redox potential. Because of their, apparent
involvement in quinone binding and possible signif-
icance for electron transfer these residues have been
targeted for site-directed mutagenesis studies (Evans

et al., 1999; Boudreaux et al., 2001; Guergova-Kuras
et al., 2001; Cohen et al., 2003; Fairclough et al., 2003;
Gong et al., 2003; Xu et al., 2003a,b).

II. Techniques for Studying Electron
Transfer Through Phylloquinone

A. Direct Methods

1. Flash Absorption Spectroscopy

Flash absorbance spectroscopy has provided much of
the kinetic data regarding electron transfer through the
quinone(s) in PS I. In most set-ups (see, e.g., Brettel
et al., 1998), the absorbance of the sample is monitored
using a single, weak measuring beam, which is of low
intensity and is usually pulsed to minimize actinic ef-
fects. A short, relatively intense laser pulse is then ap-
plied and the resulting absorbance change is followed
as a function of time. Time traces of the absorbance
changes can be analyzed to determine the lifetimes
associated with the electron transfer and absorbance
difference spectra can be constructed by varying the
wavelength of the measuring beam. Electron transfer
to phylloquinone leads to an increase in absorbance in
the near UV. The spectrum of the absorbance change
in this region is broad and relatively featureless with
a maximum at ∼380 nm. This band is assigned to
changes in the phylloquinone absorbance because it re-
sembles the phyllo-semiquinone-minus-phylloquinone
difference spectrum in solution (Brettel et al., 1986). In
the visible region there is also an absorbance decrease
at ∼450 nm and an absorbance increase at ∼480 nm.
The origin of these features is not known with cer-
tainty but the position and shape of the band suggests
that they may be due to a carotenoid electrochromic
bandshift (Brettel, 1988). This suggestion is consistent
with the presence of carotenoids close to QK-A and
QK-B revealed in the 2.5 Å resolution X-ray structure
(Jordan et al., 2001). See Brettel (1988) for a more de-
tailed discussion of the spectral shape. The kinetics of
these changes can be followed on timescales as short
as a few nanoseconds, depending on the width of the
actinic pulse and the detection system.

One of the most important limitations of flash ab-
sorbance spectroscopy as described above is the time
resolution, which is limited by the detection system to
times on the order of ∼1 ns. A further restriction is
the requirement of samples with relatively low opti-
cal density because of the necessity of working with a
weak measuring beam. These two limitations preclude
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Fig. 4. The PsaA and PsaB branch phylloquinone binding sites in PS I from the 2.5 Å X-ray structure (Jordan et al., 2001) (pdb entry
1JB0). The two binding sites are viewed from two different perspectives both approximately in the membrane plane and related by a
rotation of ∼180˚ about the membrane normal. The amino acids chosen for mutation studies because of their apparent interactions
with the cofactors are shown in black. The figure was constructed using the program MOLMOL (Koradi et al., 1996).
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measurement of the electron transfer kinetics from A0

to A1 and experiments on fully intact samples; the for-
mer because the kinetics are too fast, the latter because
the optically density is too high. Both of these prob-
lems can be overcome using pump–probe techniques,
in which two laser pulses with a variable delay between
them are applied to the sample. The intensity of the
probe pulse is then measured as a function of the delay
between pump and probe. Thus, the pulse width and
the accuracy of the delay, and not the detector, limit
the time resolution. The narrow width of the detection
pulse also allows higher intensities to be used (Béal
et al., 1999). Spectrometers of this type with subpi-
cosecond time resolution have been used to measure
the electron transfer from A−

0 to A1 (Hastings et al.,
1994; Brettel and Vos, 1999; Savikhin et al., 2001). In
these experiments the repetition rate of the laser flashes
is usually much faster than the turnover rate of PS I.
Thus, to ensure that every flash is effective in generating
electron transfer the sample is either spun or pumped
through the cuvette.

The problem of working with optically dense sam-
ples has recently been solved by Joliot and coworkers
(Béal et al., 1999) who have designed a spectrometer,
which uses the pump–probe technique and short rel-
atively intense probe pulses. Samples with an optical
density as high as three can be studied with this set-up,
which has made it possible to measure the kinetics of
A1 to FX electron transfer in whole cells of green algae
(Joliot and Joliot, 1999; Guergova-Kuras et al., 2001)
and cyanobacteria (Xu et al., 2003b) (see Rappaport
et al., this volume, Chapter 16). This is a very impor-
tant advancement since previous studies had shown a
strong dependence of the electron transfer kinetics on
the isolation procedures used (Sétif and Brettel, 1993).
The time resolution of the set-up used in Joliot and
Joliot (1999) and Guergova-Kuras et al. (2001) is lim-
ited by the width of the detection pulse, ∼6 ns, and
is slightly lower than that of the 2 ns resolution of
the flash absorption set-up described in Brettel (1998).
Moreover, whole cells are expected to be inherently
inhomogeneous due to the presence of partially assem-
bled and damaged complexes. Hence, a combination
of both pump–probe measurements of whole cells and
continuous detection on particles such as used in Xu
et al. (2003b) provides a more complete picture of the
absorbance changes associated with the electron trans-
fer kinetics.

In PS I, it is difficult to relate spectral changes to
specific properties of the cofactors or their surround-
ings and the severe spectral overlap of the chlorophylls
presents a problem when energy transfer or other relax-

ation processes occur at the same time electron transfer.
Hence, it is important to complement the optical meth-
ods with other techniques that reflect different proper-
ties of the system.

2. Photoelectric Techniques

Photovoltage measurements provide one such alter-
native. The technique measures the photoelectric re-
sponse of oriented membranes and both the kinetics
of the electron transfer as well as the dielectrically
weighted transmembrane distance of the charge sep-
aration can be obtained from such measurements (see
Semenov et al., this volume, Chapter 21). The mem-
branes are oriented between two capacitive electrodes
either using an applied voltage (Trissl and Wulf, 1995)
or by adsorbing them onto a film (Mamedov et al.,
1996). The voltage between the electrodes in then mea-
sured as a function of time following flash illumination
of the cell. A full description of the experimental de-
tails of one such set-up can be found in Trissl and Wulf
(1995). A weakness of the method is that the species
involved can only be inferred from the signal amplitude
and kinetics and by comparison to spectroscopic data.
The technique is particularly well suited for measuring
the kinetics of the electron transfer through A1 (Hecks
et al., 1994; Leibl et al., 1995; Semenov et al., 2000) be-
cause PS I containing membrane fragments are easily
oriented and the position of the cofactors are known.
Hence, a strong photoelectric response can be mea-
sured and the observed kinetic phases can be assigned
with a reasonable degree of confidence to particular
electron transfer steps. In PS I, the kinetics of both the
electron transfer from A0 to A1 (Hecks et al., 1994) as
well as from A1 to the iron–sulfur clusters (Leibl et al.,
1995; Semenov et al., 2000) have been determined from
such measurements. On a slower timescale, the back re-
action through A1 (Vassiliev et al., 1997) has also been
studied. The lifetimes determined by these photovolt-
age measurements are in reasonable agreement with
those obtained by other methods; however, there are
some differences.

3. Time Resolved Electron Paramagnetic
Resonance

Electron paramagnetic resonance (EPR) spectroscopy
is one of the most widely used techniques for study-
ing phylloquinone in PS I (see Hoff, 1993; Snyder and
Thurnauer, 1993; Angerhofer and Bittl, 1996; Stehlik
and Möbius, 1997; Möbius, 2000; Bittl and Zech, 2001;
van der Est, 2001 for a series of reviews). The strength
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of EPR is that it detects the magnetic moments of the
unpaired electrons generated by light-induced electron
transfer. Hence, only the species directly involved in the
electron transfer are observed. Moreover, the magnetic
moments are very sensitive to the local environment
and the interactions are tensorial so that the radicals can
be identified unambiguously and geometric and kinetic
information is obtained simultaneously. Two significant
limitations of the method, however, are its poor sensitiv-
ity and comparatively low time resolution (on the order
of tens of nanoseconds). These limitations are compen-
sated for to some extent by the spin polarization asso-
ciated with light-induced radical pairs. This increases
the signal strength by several orders of magnitude and
makes the spectra sensitive to short-lived precursors
that cannot be detected directly. The vast majority of
EPR studies of phylloquinone in PS I involve the radical
pair P+

700A−
1 at low temperature or photoaccumulated

A−
1 . These types of studies have provided an enormous

amount of detailed information about the geometry and
environment of A−

1 . However, they do not depend di-
rectly on the electron transfer kinetics.

Two main EPR techniques exist for measuring the
electron transfer through A1, both of which take advan-
tage of the light-induced spin polarization of the states
P+

700A−
1 and P+

700F−
X. Transient EPR is the simplest of

these (see Stehlik and Möbius, 1997 for a review of
EPR methods for investigating photoprocesses with
paramagnetic intermediates; see Stehlik, this volume,
Chapter 23). The sample is irradiated continuously with
low power microwaves and the transient EPR response
is measured as a function time following a laser flash.
The transients are then collected over a range of mag-
netic field positions generating a time/field data set
from which the EPR spectra at a given time can be
extracted. At physiological temperatures, PS I samples
give two sequential spectra corresponding to the states
P+

700A−
1 and P+

700(Fe/S)−. Although it is known that
electron transfer from A1 proceeds via FX (Luneberg
et al., 1994; Moenne-Loccoz et al., 1994; van der Est
et al., 1994), the term Fe/S is used to represent one of
the three iron–sulfur clusters and to allow for the pos-
sibility that electron transfer from FX to FA/FB is faster
than from A1 to FX. The spin polarization patterns of
these states and their dependence on the lifetimes and
magnetic properties of the radical pairs are well under-
stood (see van der Est, 2001 for a recent review). Hence,
they can be used to study both the electron transfer ki-
netics and the interactions of the cofactors with their
surroundings.

The second technique uses high power pulsed mi-
crowave irradiation to detect the radical pair states

(Bittl and Zech, 2001; see Thurnauer et al., this volume,
Chapter 22). The microwave pulses are given at a vari-
able delay time relative to the laser flash and generate a
spin echo. The amplitude of the echo is then monitored
as a function of the delay time between the laser flash,
the separation between the microwave pulses and/or the
magnetic field. In a spin correlated radical pair gener-
ated from a singlet state precursor, the spin echo is
phase shifted by 90◦ compared to that of a stable radi-
cal. Indeed in PS I, the observation of this phase shift
by Thurnauer and Norris (1980) was an important step
in identifying the spin polarized EPR signals as arising
from radical pairs. This technique has been applied pri-
marily at low temperature using conditions under which
the decay of the signals due to P+

700A−
1 is determined

by spin relaxation and using pulse sequences, which
produce a modulation of the echo amplitude. The mod-
ulation arises from the spin–spin coupling between the
radicals and can be analyzed to give very accurate val-
ues of the distance between them (see Bittl and Zech,
2001 for a review). However, the out-of-phase echo can
also be used to measure the electron transfer kinetics
(Thurnauer and Norris, 1980; Thurnauer et al., 1982;
Moenne-Loccoz et al., 1994; Muhiuddin et al., 2001;
Fairclough et al., 2003). The phase shift in the echo is
due to the fact that the coupled electron spins of the rad-
ical pair have purely dipolar order. Since this order is
lost during the electron transfer from A−

1 to FX, the echo
decay reflects the electron transfer kinetics if it faster
than the loss of the correlation between the spin due
to relaxation effects. Compared to transient EPR, this
approach has the advantage that only the first radical
pair is detected and hence contributions from P+

700A−
1

and P+
700(Fe/S)− do not need to be separated from one

another. However, this also has the drawback that con-
tributions from the fast phase of electron transfer to the
iron–sulfur clusters are not observed. Another impor-
tant consideration for modified PS I preparations is that
the amplitude of the out-of-phase echo is sensitive to
the extent of singlet–triplet mixing during the lifetime
of P+

700A−
0 . Hence, the echo amplitude is not a good

quantity for monitoring the extent of forward electron
transfer in samples in which the lifetime of P+

700A−
0 is

altered.

B. Indirect Methods

In addition to the direct methods, discussed above a
range of techniques exist in which the electron transfer
involving A1 can be inferred from signals which arise
either from other species or which do not directly reflect
the kinetics.
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1. Spin Dynamics

The transient EPR techniques discussed above are only
able to resolve kinetics on the timescale of tens of
nanoseconds. Hence, the ∼10 ns component of elec-
tron transfer from A1 to F−

X is not resolved. Similarly,
the electron transfer from A−

0 to A1 is also too fast
to be observed. This limitation can be partially over-
come using the memory effect in the coherent motion
of the spins, which is arguably the most important as-
pect of any magnetic resonance method. This is the
basis, for example, of the vast array of NMR meth-
ods in which pulses are used to first generate coherent
oscillations of the spin system and then transfer them
to the observable component of the magnetization. In
many respects the electron transfer steps in a series of
sequential radical pairs influence the spin system like a
series of pulses causing sudden changes in the magnetic
interactions. The overall result is that the spin polariza-
tion pattern at a given time reflects the history of the
spin system (Pedersen, 1979; Norris et al., 1990; Mor-
ris et al., 1995; Hore, 1996; Kandrashkin et al., 1997).
In PS I, the series of sequential radical pairs is initially
in a pure singlet state because the electron transfer is
generated from the excited singlet state of P700. During
the lifetime of each radical pair, singlet–triplet mix-
ing takes place, which is reflected in the spin polar-
ization patterns of all subsequent radical pairs. This is
demonstrated in Fig. 5. In the upper and lower parts of
the figure the net polarization of P+

700, which develops
as a result of singlet–triplet mixing in P+

700A−
1 (upper

curve) and P+
700A−

0 (lower curve), is shown as a func-
tion of the lifetime of the respective radical pairs. The
filled circles show their lifetimes in wild type PS I. The
two insets show the shape of the polarization pattern
of P+

700 that would be caused by mixing in the respec-
tive radical pairs for arbitrarily assumed lifetimes (see
figure caption). The spectra are plotted such that neg-
ative features represent emission and positive features
represent absorption. In both cases, a pattern of emis-
sion/absorption is generated by the singlet–triplet mix-
ing. However, the polarization arising from mixing in
P+

700A−
0 upper spectrum has stronger absorption on the

upfield (right hand) side, while the pattern arising from
P+

700A−
1 has a stronger emission on the downfield side.

This difference arises because of the opposite signs of
the spin–spin coupling in the two radical pairs. In na-
tive PS I, no polarization is generated due to mixing
in P+

700A−
0 because its lifetime is too short as can be

seen from the position of the filled circle in the left of
the figure. For P+

700A−
1 the lifetime is sufficiently long

that it generates a polarization pattern similar to that

on the right of Fig. 5 when the electron is transferred
to FX.

From knowledge of the polarization generated by
this effect the patterns can be used to deduce proper-
ties of the precursors. In principle, this could be used to
determine the lifetimes of precursor radical pairs with
only the precession of the spins as a limiting factor for
the time resolution. For the primary radical pair in reac-
tion centers, this places a lower limit on the measurable
lifetime of ∼500 ps for experiments at X-band as can
be seen on the left of Fig. 5. However, in practice the un-
certainty in the properties of the radical pairs hampers
accurate determination of the lifetimes. This technique
has been used extensively to study slowing of the elec-
tron transfer rate from pheophytin to QA in modified
reaction centers of purple bacteria (Norris et al., 1990;
Snyder et al., 1993; Morris et al., 1995; Tang et al.,
1996; Utschig et al., 1997; Hulsebosch et al., 1999;
Tang et al., 1999) and these studies have firmly es-
tablished the relationship between the polarization pat-
terns and the precursor lifetime. Despite these advances
and the availability of experimental data on sequential
radical pairs in PS I (Blankenship et al., 1975; McIn-
tosh et al., 1979a,b; Thurnauer, 1980; Manikowski et
al., 1984; Bock et al., 1989), detailed calculations of
their spin polarization patterns were not carried out
until the late 1990s because reliable values for the mag-
netic interaction parameters, distances, and geometries
for the cofactors were lacking. With the availability
of high field EPR, PS I single crystals, pulsed EN-
DOR, and other advanced techniques, these parame-
ters are now available. The large body of EPR work
on which they are based is covered by Lubitz (this
volume, Chapter 17) Thurnauer et al. (this volume,
Chapter 22), and Stehlik (this volume, Chapter 23).
Using these data to fix the parameters and assuming
at most a small contribution from the fast phase of
electron transfer, the room temperature polarization
patterns from cyanobacteria are reproduced very well
(Kandrashkin et al., 2002). In contrast, the spin polar-
ization patterns from eukaryotic PS I show a significant
influence of the fast phase (Kandrashkin and van der
Est, 2002). This difference is shown in Fig. 6. Thus,
although the fast component cannot be resolved kineti-
cally, transient EPR can reveal its presence. In native PS
I, the influence of singlet–triplet mixing in the primary
radical pair is minimal because of its short lifetime.
However, in other Type I reaction centers, i.e., from
green sulfur bacteria and heliobacteria, it has a signif-
icant effect on the polarization patterns (van der Est
et al., 1998; Kandrashkin et al., 2002), which can be
explained.
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Fig. 5. The effect of singlet–triplet mixing on the spin polarization of P+
700 in PS I. Top: The expected polarization of P+

700 in subsequent
radical pairs as a result of singlet–triplet mixing in P+

700A−
1 . The curve is the net polarization of P+

700 plotted as a function of the
lifetime of P+

700A−
1 and the solid circles show the points on the curve corresponding to the lifetimes of the two kinetic phases of

A−
1 to FX electron transfer. The inset is the contribution from P+

700 to the EPR spectrum of P+
700(Fe/S)− for a lifetime of 200 ns

for A1. Bottom: The corresponding polarization generated due spin dynamics in P+
700A−

0 . The solid circle shows the
point on the curve for the lifetimes of P+

700A−
0 in native PS I. The inset shows the contribution of P+

700 to the spectrum of P+
700A−

1

which would be generated by spin dynamics in P+
700A−

0 if it had a lifetime of ∼1 ns.
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Fig. 6. Comparison of the room temperature spin polarization patterns of PS I from the cyanobacterium Synechocystis sp. PCC 6803
(left) and from the green algae C. reinhardtii (right). The spectra from top to bottom show the development of the spin polarization
as the electron is transferred from A1 to FX. The three spectra correspond to a time window centered at the delay times after the
laser indicated in the figure. The dashed curves are simulations based on parameters from the literature given in Kandrashkin et al.
(2002) and van der Est et al. (2003). In the simulation of the sample from Synechocystis sp. PCC 6803 (left) the fast component
accounts for 15% of the electron transfer while in the simulation of the sample from C. reinhardtii, it accounts for 45% of the electron
transfer.

2. Photoaccumulation

Another well-established method for determining the
activity of a particular species or pathway in photo-
synthetic reaction centers is to trap electrons on the
acceptors. This can be accomplished by chemically re-
ducing the terminal acceptors and then using continu-
ous illumination in the presence of an electron donor
to back-up the electron transfer chain. By freezing the
sample during this process the reduced acceptors are
trapped and can be studied using standard EPR and
ENDOR techniques. In PS I this techniques provided
some of the first evidence for the acceptor A−

1 (Bon-
nerjea and Evans, 1982; Gast et al., 1983) and is now
routinely used to study the properties of phylloquinone.
The advantage and at the same time disadvantage of this
method is that it relies on multiple turnovers of the re-
action center. On the one hand this ensures that trapped
radicals can be produced even if the single flash quan-
tum yield is low. However, this very fact means that
it is possible in principle, to accumulate radicals via
functionally irrelevant pathways. Moreover, the condi-
tions required to trap electrons on phylloquinone in PS
I (Heathcote et al., 1996) are very far from physiolog-
ical.

III. Recent Structure Based Results

Since the publication of the 2.5 Å resolution X-ray
structure (Jordan et al., 2001), there have been a con-
siderable number of spectroscopic and theoretical stud-
ies that have addressed aspects of the electron transfer
through phylloquinone. In the following sections the re-
sults of these studies will be discussed. Although much
of this work gives a clear, consistent picture of the elec-
tron transfer, there are a number of aspects, such as the
origin of the biphasic kinetics, which are not yet well
understood. An effort will be made to point out these
aspects and indicate the differences in the various meth-
ods and possible models.

A. Forward Electron Transfer Pathway

1. Deletion Mutants

Many of the recent structure-based studies have at-
tempted to assign the various spectroscopic signatures
of A1 to one or both of the phylloquinones. The first
study of this type pre-dates the 2.5 Å resolution X-
ray structure and involved peripheral subunit deletion
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mutants (Yang et al., 1999). With the determination
of the X-ray structure at 4 Å resolution (Krauß et al.,
1996; Schubert et al., 1997), the location of the periph-
eral subunits within the PS I complex became known.
It became apparent that they are arranged asymmet-
rically with respect to the electron transfer chain and
that this provided a possibility for selectively influenc-
ing the two sides of the reaction center. The approach
taken by Yang et al. (1999) was to selectively delete
various combinations of the genes for encoding the
polypeptides PsaE, PsaF, and PsaI through PsaM. The
premise of the experiments was that if removing one
or a combination of polypeptides influenced the prop-
erties of A1 the location of the corresponding phyllo-
quinone in the A-branch or B-branch could be deduced
from the location of the polypeptides. Photoaccumula-
tion of A−

1 and the back reaction were used to monitor
the properties of A1. It was found that PsaE and PsaF
were the only subunits that had an influence on these
properties and that when they were absent, A−

0 was
accumulated bythe protocol that trapped A−

1 in all of
the other samples. This effect was observed only when
Triton X-100 was used to isolate the PS I particles.
This is consistent with earlier observations that Triton
X-100 can be used to extract PsaF (Bengis and Nel-
son, 1977) in higher plants. It also known to lead to
changes in the ratio of the kinetic phases of forward
electron transfer kinetics through A1 (Sétif and Bret-
tel, 1993) and to differences in the appearance of the
photoaccumulated spectrum of A−

1 (Heathcote et al.,
1993; Heathcote et al., 1996) in eukaryotic PS I. In
other respects, the PS I particles from the PsaE, PsaF
deletion mutants were similar to those of wild type.
In particular, it was shown that there was no loss of
phylloquinone and no change in the recombination ki-
netics. Some change in the ability of the particles to
reduce flavodoxin was observed but there was no cor-
relation with the photoaccumulation behavior. From
simulations of the Q-band EPR spectra, it was con-
cluded that at most one phylloquinone radical could
be photoaccumulated per reaction center and that any
additional spins were derived from A−

0 . These results
were interpreted as indicating that electron transfer oc-
curs predominantly in the branch of cofactors closest
to PsaE and PsaF. It was postulated that in the absence
of these two polypeptides, the detergent altered the en-
vironment of the quinone in this branch allowing it to
be more easily doubly reduced. At the time, it was not
known which of the two branches, A or B, was closest
to PsaE and PsaF. In the meantime it has been identified
as the A-branch.

2. Quinone Binding Site Point Mutants

The obvious drawback to the deletion mutant studies
is that the removal of an entire protein subunit repre-
sents a major perturbation of the system and the possi-
ble effects may not be restricted to a small area of the
complex. However, with the elucidation of the 2.5 Å
resolution X-ray structure, amino acids in the phyllo-
quinone binding site could be identified and targeted
for site-directed mutagenesis studies. An important as-
pect of these studies is that they have been carried
out on both the eukaryotic organism, Chlamydomonas
reinhardtii (Boudreaux et al., 2001; Fairclough et al.,
2001; Guergova-Kuras et al., 2001; Purton et al., 2001;
Redding et al., 2001; Fairclough et al., 2003) and the
prokaryote Synechocystis sp. PCC 6803 (Golbeck et
al., 2001; Xu et al., 2003a,b). The first of these stud-
ies (Purton et al., 2001) showed that when tryptophan1

W693PsaA was changed to a histidine or a leucine, the
lifetime of the out-of-phase echo signal due to P+

700A−
1

at 260 K was increased by approximately a factor of
three. The ENDOR spectra of photoaccumulated A−

1

in these samples were also interpreted as indicating
a change in the electronic structure of the phylloqui-
none radical. In contrast, little or no change was ob-
served when the same mutations were made to trypto-
phan W702PsaA. Although mutations were only made
in one of the two branches, the change in the forward
electron transfer kinetics suggested that electron trans-
fer occurred in the A-branch, in agreement with the
deletion mutant studies.

A more complete study of mutations in both phyl-
loquinone binding sites in C. reinhardtii (Guergova-
Kuras et al., 2001) showed a similar decrease in the
electron transfer rate when W693PsaA was altered but
also provided evidence for electron transfer in both
branches. The forward electron transfer was monitored
in whole cells using the pump–probe technique (Béal
et al., 1999) described above. Phenylalanine muta-
tions of W693PsaA and W673PsaB led to complementary
changes in the two kinetic phases of electron transfer
such that the slow phase was slowed in the W693FPsaA

mutant, the fast phase became slower in the W673FPsaB

mutant, and both phases were slowed in a double mu-
tant. The relative amplitudes of the two phases did
not change in any of the mutants. The straightforward

1Note that the numbering of the amino acids is species-dependent
and W693PsaA in C. reinhardtii corresponds to W697PsaA shown
in Fig. 4 for S. elongatus
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explanation for this result is that the two kinetic phases
represent electron transfer in the two branches and that
mutations in a given branch alter the rate of electron
transfer in that branch.

A further set of experiments on the same mutants
(Boudreaux et al., 2001) revealed a more complicated
picture of the electron transfer. The A-branch mutant,
W693FPsaA and double mutant W693FPsaA/W673FPsaB

both had clearly altered spin polarized EPR spectra of
P+

700A−
1 recorded at 80 K, while the spectrum of the

corresponding B-branch mutant W673FPsaB was indis-
tinguishable from that of the wild type. Photoaccumu-
lation studies were also carried out on these samples
and, similar to the deletion mutants described above,
varying amounts of A−

0 and A−
1 were observed. In the

A-branch mutant only A−
0 was accumulated while the

B-branch mutant showed less A−
0 than in the wild type.

The double mutant, on the other hand, had no effect.
On the basis of the observed changes in the spin po-
larization patterns and photoacumulated A−

1 spectra,
it was concluded in Boudreaux et al. (2001) that both
EPR signals arise from the phylloquinone in the PsaA
branch.

A more extensive investigation of this type has been
carried on the cyanobacterium Synechocystis sp. PCC
6803 (Xu et al., 2003a,b). In many respects, the results
mirror those found for C. reinhardtii, however some
significant differences are also observed. The residues
involved in the H-bond network shown in Fig. 4 were
altered to investigate the pathway of electron trans-
fer from A0 through A1 to FX and the possible role
of hydrogen bonding in this process. Mutations were
made to W697PsaA, W677PsaB, S692PsaA, S672PsaB and
R694PsaA, R674PsaB in the two branches. The electron
transfer was characterized using Q-band EPR to mea-
sure photoaccumulated A−

1 ; X-band transient EPR at
room temperature to measure the sequential radical
pairs P+

700A−
1 and P+

700(Fe/S)−; X-, Q-, and W-band EPR
at 80 K to measure P+

700A−
1 , pulsed ENDOR at 80 K

to measure hyperfine couplings in P+
700A−

1 and flash-
induced absorbance changes in both the visible and
UV on both whole cells and isolated PS I complexes.
All of the EPR and ENDOR data consistently showed
changes as a result of mutations in the A-branch, while
they were unaffected by mutations in the immediate
vicinity of the B-branch quinone. An important aspect
of the results is that the spectral changes observed in
both the photoaccumulation experiments and transient
EPR measurements are consistent with changes in the
hyperfine coupling seen very clearly in the pulsed EN-
DOR measurements. From this result it was concluded
that at low temperature, the cyclic electron between

P700 and A1 occurs along the A-branch of cofactors
and that the mutations altered the spin density distribu-
tion on the A-branch phyllo-semiquinone. The changes
in the hyperfine splittings were also apparent in the
room temperature spin polarization patterns of P+

700A−
1 .

Moreover, the flash-induced absorbance change mea-
surements and EPR kinetic traces at room temperature
both showed that the 200 ns phase of electron transfer
from A−

1 to FX was consistently slowed by mutations
near either the A-branch quinone or FX. In all of the
data, this fraction represented the majority of the elec-
tron transfer. Hence, it was concluded that the slow
phase represents electron transfer along the A-branch
and that the electron transfer in cyanobacterial PS I is
biased toward this branch.

An unresolved issue from this study, was the fate
of the remaining fraction. Similar to the findings for C.
reinhardtii, the fast phase of electron transfer measured
in flash-induced absorbance experiments was slowed
by some of the mutations in the B-branch and was un-
affected by mutations in the A-branch. This correla-
tion suggests that a minor fraction of electrons is trans-
ferred along the B-branch. However, the correlation is
ambiguous in some of the data reported in Xu et al.
(2003b). No change in the fast phase was observed for
mutation of R674PsaB, which is located directly between
QK-B and FX (see Fig. 3) and mutation of S672PsaB

caused no change in the fast phase in whole cells, al-
though it was slowed in isolated particles. Independent
evidence for the assignment of the fast phase to the
B-branch could not be found in any of the other spec-
troscopic data. In particular, a contribution to the spin
polarized EPR spectra is expected from this fraction.
Although, the spin polarization patterns reported in Xu
et al. (2003a,b) do not completely rule out a small frac-
tion of fast electron transfer to FX, its influence is not
apparent in the data from cyanobacteria. This can be
seen in Fig. 6, left. The spectrum in a time window
∼100 ns after the laser flash is dominated by P+

700A−
1

and has roughly equal amounts of emission and absorp-
tion. This is in contrast to samples from C. reinhardtii,
shown on the right of Fig. 6, in which the influence of
the fast phase is clearly evident in the early spectrum.
The simulations in Fig. 6 predict that if the fast com-
ponent accounts for 45% of the electron transfer, the
early spectrum should be purely emissive due to the
overlap of contributions from P+

700A−
1 and P+

700(Fe/S)−.
At present, the origin of the differences in the polariza-
tion patterns in the two species shown in Fig. 6 is not
clear. Because of the ambiguities in the correlation be-
tween the fast phase and mutations in the B-branch and
the lack of a clear contribution to the spin polarization
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from this phase, its assignment was left as an open
question in Xu et al. (2003a,b).

3. The Search for EPR Signatures of
Electron Transfer Through QK -B

The observation that B-branch mutations affect the fast
phase while they have no influence on the 80 K transient
EPR spectra suggests that at low temperature, the B-
branch is either inactive or leads to irreversible charge
separation. In the latter scenario, only the fraction un-
dergoing cyclic electron transfer to A1 in the A-branch
would contribute to the low temperature EPR spectrum.
This possibility has led to investigations of samples in
which electron transfer past A1 is blocked. The premise
of the experiment is that if electron transfer past A1

cannot occur, electrons being transferred along the B-
branch possible should also contribute to the EPR sig-
nals. In Muhiuddin et al. (2001) electron transfer past
A1 was blocked by reduction of the iron–sulfur clusters.
Samples containing dithionite at high pH were illumi-
nated at 200 K for various periods of time, cooled to
100 K and measured using pulsed EPR. It was found
that the decay of the out-of-phase echo was biexponen-
tial with lifetimes of ∼25 and ∼2.5 �s and that the
relative amplitudes of the two components depended
on the illumination time at 200 K. In the absence of
dithionite and without illumination, only the slower of
the two phases was observed, while in the presence of
dithionite at pH 8 the relative amount of the fast com-
ponent increased with increasing illumination times at
200 K. In the W693HPsaA mutant, freezing in the dark
in the presence of dithionite abolished the out-of-phase
signal but when the sample was illuminated at 200 K,
the echo reappeared and only the shorter of the two
lifetimes was found. These results were interpreted in
terms of a bi-directional model and the fast decaying
component of the echo was assigned to electron trans-
fer in the B-branch. However, no explanation of why
the echo decay should differ in the two branches was
given.

In Shen et al. (2002a,b) it was shown that PS I com-
plexes isolated from rubA deletion mutants of Syne-
chococcus sp. PCC 7002 completely lacked the stro-
mal subunits PsaC, PsaD, and PsaE and the iron–sulfur
clusters FX, FB, and FA Thus, this mutant provides a
very elegant way of producing PS I core complexes
lacking all three iron–sulfur clusters. The low temper-
ature spin polarized EPR spectra at X-, Q-, and W-band
and the out-of-phase echo signals from such particles
(Shen et al., 2002a) were approximately three times
more intense but were otherwise indistinguishable from

those of PS I from the wild type. The increase in sig-
nal strength in the rubA mutant is due to the fact that
none of the reaction centers are trapped in the state
P+

700(FA/FB)− and only reversible electron transfer to
A1 takes places. Thus, if electron transfer along the
B-branch were taking place, QK-B would be expected
to contribute the EPR signals of P+

700A−
1 . The fact that

the spin polarized EPR spectra and echo modulation
curves are identical to the wild type, clearly show that
any contribution from B-branch electron transfer is ei-
ther extremely small or produces identical signals to
those of the A-branch. Since the spin density on P+

700

is very asymmetrically distributed over the two chloro-
phylls (Käss et al., 2001; Webber and Lubitz, 2001) the
two radical pairs P+

700QK-A− and P+
700QK-B− would

be expected to give significantly different spin polar-
ized transient EPR spectra. This is demonstrated in Fig.
7, which shows calculated and experimental W-band
spectra of P+

700A−
1 . The top part of Fig. 7 shows that the

shape of the experimental spectra from the rubA mutant
and wild type PS I are virtually identical as reported
in Shen et al. (2002a). Note that the two spectra have
been normalized to the same amplitude in Fig. 7. As
discussed in Shen et al. (2002a) the intensity of the rubA
spectrum before normalization is much larger than that
of the wild type. The middle trace in Fig. 7 shows a com-
parison of the experimental spectrum from the rubA
mutant and the calculated spectrum of P+

700QK-A−,
i.e., assuming uni-directional electron transfer in the A-
branch. In the bottom trace, the spectrum from the rubA
mutant is compared to a calculated spectrum comprised
of 60% P+

700QK-A− and 40% P+
700QK-B−, i.e., assum-

ing bi-directional electron transfer. Clearly, the agree-
ment is better when uni-directional electron transfer is
assumed. More importantly, the simulations show that
the W-band P+

700A−
1 spectrum is sensitive to changes

in the relative amounts of P+
700QK-A− and P+

700QK-B−.
Hence, the fact that the spectra of the rubA mutant
and the wild type are identical indicates that the rela-
tive amounts of the two radical pairs is unaffected by
the removal of the iron–sulfur clusters. Combined with
the point mutation results in Xu et al. (2003a) the data
from the rubA mutant therefore suggest that the elec-
tron transfer in cyanobacterial PS I is very strongly
biased toward the A-branch at low temperature.

The marked difference between the observations
with prereduced samples versus those lacking FX sug-
gests an alternative interpretation of the data from the
prereduced samples. It is important to note that the
fast decay component of the out-of-phase echo has
only been reported in samples in which FX is reduced
(Muhiuddin et al., 2001). It is not found in the rubA
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Fig. 7. Low temperature W-band spin polarization pattern of
PS I from the rubA− mutant of the cyanobacterium Syne-
chococcus sp. PCC 7002. Top: Comparison of the rubA− mu-
tant (solid curve) with the corresponding spectrum of the wild
type (dashed curve). Middle: Comparison of the rubA− mutant
(solid curve) with a simulation (dashed curve) assuming uni-
directional electron transfer in the A-branch. Bottom: Com-
parison of the rubA− mutant (solid curve) with a simulation
(dashed curve) assuming 60% electron transfer in the A-branch
and 40% in the B-branch. The experimental spectra are taken
from Shen et al. (2002a) and the simulations are based on pa-
rameters from the literature given in Kandrashkin et al. (2002)
and van der Est et al. (2003). The Euler angles between gP
and the dipolar coupling vector to QK-B were calculated as:
�, �, � = 101◦, 80◦, −220◦ from the X-ray structure.

mutant (Shen et al., 2002a) nor in PS I containing for-
eign quinones, some of which are incapable of trans-
ferring electrons to FX (Dzuba et al., 1997; Zech et al.,
1997; Zybailov et al., 2000; Johnson et al., 2001). Thus,
it is much more likely that the changes in the echo decay
observed after illumination in the presence of dithion-
ite at high pH are due to the influence of a spin on F−

X.
Recently, the properties of three-spin systems like P+

700

A−
1 F−

X consisting of a radical pair in the presence of an
observer spin have been investigated theoretically (Sa-
likhov et al., 2002). This study shows that the observer
spin has a significant influence on the spin polarized
EPR spectrum and the spin dynamics. This, combined

with the fact that the relaxation of F−
X is known to be

fast clearly suggests that F−
X induces the fast decay of

the out-of-phase echo.
In contrast to the low temperature behavior, the room

temperature transient EPR spectra of P+
700A−

1 are af-
fected by removal of FX either chemically (van der
Est et al., 1994) or by deleting the rubA gene (Shen
et al., 2002a), but the interpretation of this result re-
mains unclear. Two obvious possible explanations for
the changes are that either (i) removal of FX might lead
to structural changes of the A1 site at room tempera-
ture as suggested in van der Est et al. (1994a) or (ii) the
spectra might contain a contribution from P+

700QKB−.
However, both of these explanations have somewhat
unlikely consequences. If the differences were the re-
sult of structural changes in the quinone binding site,
the altered structure would only be present at room
temperature. On the other hand, if the changes were
due electron transfer in the B-branch its activity would
have to be strongly temperature dependent. This is dif-
ficult to reconcile with the fast rate associated with the
initial charge separation.

Another approach to the search for EPR signatures
of electron transfer through QK-B has been photoac-
cumulation experiments. The premise of these experi-
ments is that if the B-branch is active in electron trans-
fer then it should be possible to photoaccumulate the
semiquinone in this branch. In principle, several pieces
of evidence for such a scenario are possible in the spec-
tra of the photoaccumulated radicals. First, if more
than one semiquinone radical is accumulated per P700,
one could conclude that both quinones are reduced, at
least in a fraction of the reaction centers. Second, if
the properties of the two quinones differ then changes
in the semiquinone spectrum might be observed if dif-
ferent protocols are used to accumulate the radicals.
Finally, if it is possible to reduce both quinones in the
same reaction center, then the spin–spin coupling be-
tween the two radicals should be observable. This has
been demonstrated recently in purple bacterial reaction
centers in which both QA and QB are reduced (Calvo
et al., 1999, 2000). In eukaryotic PS I, accumulation of
up to four spins per P700 has been reported (Heathcote
et al., 1993; Rigby et al., 2002) following illumina-
tion at pH 10 and 220–230 K. However, in cyanobacte-
rial PS I, various accumulation protocols produced no
more than one semiquinone spin per P+

700 (MacMillan
et al., 1997; Teutloff et al., 1998; Yang et al., 1998). The
origin of this difference is not clear. Nonetheless, the
results in eukaryotic PS I suggests that it might be pos-
sible to accumulate electrons on both quinones in these
species. A fundamental difficulty with determining the



Chapter 24 Electron Transfer Involving Phylloquinone in PS I 403

number of photo-accumulated electrons is the coupling
between the spins. If the reported maximum of four
spins (Heathcote et al., 1993; Rigby et al., 2002) are
accumulated on the acceptors it creates a spin system
with S = 2. Based on the distances between the accep-
tors, the zero-field splitting of the spectrum should be
on the order of a few tens of Gauss and the exchange
interactions are of the similar magnitude or larger. The
spin system should therefore have several paramagnetic
multiplet states, which could potentially contribute to
the spectrum. The intensity of such a spectrum is not
related in a simple way to the number of spins involved,
hence the reported value of four spins/reaction center
should be treated with caution.

In Rigby et al. (2002) it was shown that both the EPR
and ENDOR spectra obtained from PS I from C. rein-
hardtii after photo-accumulation at pH 10 and 220 K
differed from those taken after illumination at pH 8 and
220 K or at pH 10 and 205 K. The difference was at-
tributed to a contribution from the B-side semiquinone
when the photoaccumulation was performed at pH 10
and 220 K. However, this assignment is far from certain
because there are 15 possible ways to place between
one and four electrons on the four acceptors QK-A,
QK-B, eC-A3, and eC-B3 and all of these states could
potentially contribute to the spectrum. Many of them
are extremely unlikely, but even if only the most prob-
ably states are considered there are still a fairly large
number possibilities. The EPR and ENDOR spectra
obtained by illumination at pH 8 and 220 K were sub-
tracted from those accumulated at pH 10 and 220 K
and the resulting difference spectra were assigned to
QK-B− (Rigby et al., 2002). For this assignment to be
correct, a number of conditions must be met: (i) the
amount of QK-A− must be the same for both illumi-
nation protocols, (ii) there must no contribution from
reaction centers with both quinones reduced because
the coupling between the radicals would change the
QK-A− contribution, and (iii) any contamination of the
signals from other radicals such as A−

0 (Rigby et al.,
2003) must not change and must not alter the QK-A−

spectrum. It is very unlikely that these conditions are
fulfilled in Rigby et al. (2002) and thus it is not clear
whether QK-B− contributes to the spectra or not.

Recently, the hyperfine couplings associated with
photoaccumulated A−

1 have been separated from other
contributions to the spectra using a combination of
selective deuteration and Q-band pulsed ENDOR
(Pushkar et al., 2004). In these experiments a fully
deuterated quinone was introduced into the A1 bind-
ing site and proton Q-band ENDOR was carried out on
the photo-accumulated spectrum. The goal of these ex-

periments was to measure the strength of the hyperfine
coupling to the proton involved in the hydrogen bond to
the backbone nitrogen of leucine L722PsaA (L706PsaB).
The higher spectral resolution possible at Q-band al-
lows the observed hyperfine couplings to be correlated
with regions of the EPR spectrum associated with either
A−

1 or A−
0 . The results show that some of the couplings

previously assigned to the A−
1 hydrogen bonded pro-

ton only appear in regions of the spectrum associated
with A−

0 . Hence, it would appear that contamination of
the A−

1 spectrum by contributions from A−
0 may be a

problem in many earlier studies.

B. Factors Controlling Electron Transfer
from A1 to FX

1. Energetics

An adequate description of the energetics of the elec-
tron transfer from A−

1 to FX in PS I has proven to be
a surprisingly elusive goal. For other electron transfer
steps in photosynthetic reaction centers, the energet-
ics are often treated using the semiclassical Marcus
equation (Marcus and Sutin, 1985), which predicts a
temperature-dependent rate given by:

ket = 2�|V |2
-h
√

4�kB T
exp

{−(�G + �)2/4�kB T
}

(1)

where �G is the free energy difference and � is the re-
organization energy, V is the electronic tunneling ma-
trix element between the donor and acceptor. The rate
has its maximum value and is nearly independent of
temperature when �G = −�, while it is less than the
maximum and strongly temperature-dependent when
�G is much larger or much smaller than −�. A crucial
element of Eq. (1) is that it assumes a single, clas-
sical Hooke’s Law potential for the mode of motion,
which is coupled to the electron transfer. This is clearly
an oversimplification and there is a large body of lit-
erature devoted to the development of more sophisti-
cated models (see Jortner and Bixon, 1999a,b for an
exhaustive review). The earliest of these introduced
a quantum mechanical treatment and the possibility
of coupling to modes of different frequency (Jortner,
1976; Devault, 1980). For coupling to a single mode,
the quantum mechanical treatment converged to the
classical expression at high temperature but became
temperature-independent when the energy of the mode
was much smaller than kT. Hence, the temperature de-
pendence of the rate depends not only on the relative
magnitudes of �G and � but also on the coupling of
the electron transfer to the vibrational modes. Another
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important feature of Eq. (1) is the electronic coupling,
V , which is expected to fall off exponentially with the
distance between the donor and acceptor. Based on this
idea, Moser and Dutton have proposed a semiempiri-
cal form of Eq. (1) that has been shown to reproduce
the measured rates for a wide range of electron transfer
reaction in oxidoreductases (Moser and Dutton, 1992;
Page et al., 1999):

log10 ket = 15 − 0.6R − 3.1(�G + �)2/� (2)

whereR is the edge-to-edge distance between the donor
and acceptor in Å. The temperature dependence is in-
corporated into the numerical constants in Eq. (2),
which have been calculated for 300 K. For A1 and FX a
value of R= 6.8 Å was determined for both QK-A and
QK-B from the 2.5 Å resolution X-ray structure (Jor-
dan et al., 2001). In Eq. (2) this gives a rate of ket =
(12 ps)−1 which is 3–4 orders of magnitude faster than
the measured rates. From this, it is clear that �G must
be very different from -� and therefore in a regime in
which the predicted rate depends strongly on the values
of �G and �. In principle �G can be estimated from
the reduction midpoint potentials of A1 and Fx, how-
ever, both of these potentials are very negative mak-
ing them difficult to determine accurately (see Brettel,
1997; Brettel and Leibl, 2001 for a detailed discus-
sion). The existing estimates in the literature point to
a value for �G on the order of ±0.1 eV (see Brettel,
1997; Semenov et al., 2000 for a discussion). This is
considerably smaller than �, which is usually taken to
be in the range of 0.7–1.0 eV, and suggests that the
electron transfer from A1 to Fx is not at the maximum
of the Marcus curve (1). Hence, according to the clas-
sical Marcus Eq. (1), it is predicted to have a signifi-
cant activation energy and an Arrhenius type tempera-
ture dependence. Consistent with this, the slow kinetic
component is known to be strongly temperature de-
pendent (Schlodder et al., 1998; Agalarov and Brettel,
2003). A number of recent studies have addressed the
problem of the energetics in connection with the anal-
ysis of new kinetic data. In Semenov et al. (2000),
Shinkarev et al. (2000), Zybailov et al. (2000), Sakuragi
et al. (2002), Shinkarev et al. (2002), and Agalarov
and Brettel (2003) the effect of replacing phylloqui-
none with nonnative quinones was investigated. Inter-
ruption of the biosynthetic pathway to phylloquinone
results in mutants with either plastoquinone (Johnson
et al., 2000) or 2-phytyl-1,4-naphthoquinone (Sakuragi
et al., 2002) in the A1 site. In both cases, the midpoint
potential of the nonnative quinone was estimated to be
more positive than that of phylloquinone. The analysis
of the observed forward and back reaction rates sug-

gested that this leads to an energetically uphill step from
the nonnative quinones to FX. The energetics of the A1

to FX electron transfer in native PS I are less clear.
Studies on PS I complexes devoid of PsaC (Luneberg
et al., 1994; Moenne-Loccoz et al., 1994; van der Est
et al., 1994; Brettel and Golbeck, 1995; Yu et al., 1995;
Shinkarev et al., 2002) show that the rate of forward
electron transfer to FX is the same as in the wild type
and that the back reaction occurs primarily from FX.
These two observations suggest that removal of PsaC
does not affect the redox potential of FX and that the
equilibrium P+

700 A−
1 FX ↔ P+

700 A1 F−
X lies well to the

right. This, in turn, implies that the electron transfer
from A1 to FX in native PS I is energetically downhill
(Shinkarev et al., 2002). However, two recent studies
(Agalarov and Brettel, 2003; Gong et al., 2003) show
that the situation is more complex than this and illus-
trate the difficulties in determining the relative energies
of A1 and FX. In the first study (Gong et al., 2003), it
was found that a significant fraction (∼80%) of the
complexes from a PsaC deletion mutant were unable to
transfer electrons to FX. In contrast, earlier work (Yu
et al., 1995) on a similar PsaC deletion mutant showed
no evidence for significant loss of FX reduction in thy-
lakoid membranes. The difference in the results of these
two studies is most likely due to differences in sample
preparation which suggests that in the absence of PsaC,
the stromal side of the PS I complex is susceptible to
preparation dependent heterogeneity. Hence, it is dif-
ficult to interpret the loss of electron transfer to FX in
samples devoid of PsaC in terms of the relative ener-
gies of A1 and FX in native PS I. In the second study
(Agalarov and Brettel, 2003), the temperature depen-
dence of the two kinetic phases of A−

1 to FX electron
transfer was studied. The fast phase was found to be
essentially independent of temperature while the slow
phase showed Arrhenius type behavior as had been
demonstrated earlier by Schlodder et al. (1998). The
temperature-independence of the fast component can-
not be explained using a classical treatment of the vi-
brational modes since it requires that �G = −�. If this
were true, then the rate should be governed by the ma-
trix element V and based on the distance between A1

and FX would be many orders of magnitude faster than
observed. In a quantum mechanical treatment of the
vibrations, temperature-independent electron transfer
can occur for �G �= � if the energy of the mode(s)
coupled to electron transfer is (are) much smaller than
kT. This suggests that, at least for the fast component,
the electron transfer is coupled to one or more high
frequency mode(s). In Agalarov and Brettel (2003)
two alternative models were proposed to reconcile the
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different electron transfer rates and their temperature
dependencies. The main feature of both models was
that the two rates of electron transfer were accounted
for by proposing two different relative energies for A1

and FX. For the fast component, A1 was suggested to lie
energetically higher than FX, while for the slow compo-
nent, the electron transfer was proposed to be uphill to
account for its temperature dependence. Furthermore,
the two components were assigned to electron transfer
in the two branches with the fast component being as-
sociated with the PsaB branch and the slow component
being associated with the PsaA branch. The two mod-
els proposed that either (i) the electron transfer occurs
with 70% probability in the A-branch and 30% prob-
ability in the B-branch or (ii) electron transfer occurs
only in the B-branch but QK-A is reduced by FX in a
fraction of the reaction centers during this process. Al-
though both models are consistent with the observed
kinetics, they are difficult to reconcile with a number
of other experimental findings. First, two recent stud-
ies of A0 point mutants (Cohen et al., 2003; Fairclough
et al., 2003) suggest that the slow phase of electron
transfer is unaffected by mutations in the PsaB branch,
while significant effects are seen for mutations in the
PsaA-branch. Moreover, removal of FX does not have
any influence on the shape of the observed spin polar-
ization pattern of P+

700A−
1 (Shen et al., 2002a). These

two findings essentially rule out model (ii). Model
(i) is more compatible with the spin polarization pat-
terns, provided that the spin polarization is associated
with the 30% of electrons proceeding along the B-
branch is negligible. Although it is possible that this
is the case in cyanobacteria, it is rather unlikely given
the fact that a significant contribution from the fast
phase is observed in preparations from C. reinhardtii
(Fig. 6).

2. The Role of the Stromal Subunits and
Detergent Effects

The proposal that the two kinetic phases of forward
electron transfer from A1 to FX correspond to the two
branches raises a number of interesting questions. If
this assignment is correct, a change in the relative am-
plitudes of the two phases implies a change in the
fraction of electrons that are transferred along the two
branches. It has been known for many years that this
ratio is quite sensitive to the method used to isolate
PS I from spinach and that harsher treatments produce
larger amounts of fast electron transfer (Sétif and Bret-
tel, 1993). Because of this, it was generally thought that
the fast phase was probably a preparation artifact until

Joliot and Joliot showed that it is present in whole cells
(Joliot and Joliot, 1999). In spinach PS I preparations,
strong detergent treatments lead to reduced amounts
proteins of mass of 8, 16.5, and 20–22 kDa (Lagoutte
et al., 1984), which suggests that some of the periph-
eral subunits are being lost. The fact that these types of
preparations typically show larger amounts of fast elec-
tron transfer to FX, suggests that the change in kinetics
might be related to the loss of the peripheral subunits.
Based on this observation, a study of the effect on the
A1 to FX electron transfer of removing some of the
stromal subunits was investigated in van der Est et al.
(2003). It was shown that removal of PsaF in particular
makes PS I particles from cyanobacteria susceptible
to a detergent-induced contribution to the fast phase.
Although the origin of this contribution could not be de-
termined unambiguously, the fact that PsaF has a large
number of contacts with PsaA near the QK-A binding
site and none near P700 nor QK-B suggests that the de-
tergent can induce fast electron transfer in the A-branch
when PsaF is absent.

3. The Role of FX

In another recent study of electron transfer through
phylloquinone the effect of alterations in the environ-
ment of FX were investigated (Gong et al., 2003). The
double mutation C565SPsaB/D566EPsaB in the FX bind-
ing pocket caused 10-fold decrease in the rate of elec-
tron transfer from A1 to FX but caused little or no block-
age of electron transfer. The result was rationalized in
terms of postulated changes in the redox potential of
FX in response to changes in the environment and it
was suggested that FX plays a major role in control-
ling the electron transfer. An intriguing feature of the
absorbance change curves from the double mutant is
that electron transfer between A1 and FX becomes es-
sentially monophasic. Thus, the mutation either slows
both phases found in the wild type such that their rates
become equal in the mutant or it abolishes one of the
two phases and slows the other. These two possibilities
cannot be distinguished on the basis of the data but it
is important to note that changes on the stromal side
of the complex again lead to a change in the relative
amplitudes of the two kinetic phases.

4. The Influence of Specific Amino Acids

As discussed above, excitation of PS I generates a
strong reducing potential and it is therefore perhaps
somewhat surprising that it contains a quinone accep-
tor. The protein environment of A1 clearly imparts



406 Art van der Est

an unusually negative redox potential to the quinone.
However, how this occurs is not yet well understood.
With the availability of the 2.5 Å X-ray structure it
has become possible to investigate this question the-
oretically using models of the electrostatic environ-
ment. In one of the first of these studies, the influ-
ence of the �-stacked tryptophan was investigated
(Kaupp, 2002). The phylloquinone and its binding site
were modeled by various indole–quinone and indole–
semiquinone complexes to investigate the differences
in energy and optimal geometry for the reduced and ox-
idized forms. It was found that geometry optimization
of the indole–quinone complexes lead to the expected
�-stacked arrangement. In contrast, semiquinone rad-
ical anions were found to adopt a T-stacked conforma-
tion with significant N–H–� hydrogen bonding inter-
actions. It was proposed that in PS I, the interaction of
the quinone side chain with the protein prevents such
an arrangement which corresponds to a lowering of the
midpoint potential of A1. An implied consequence of
this finding is that a weakening of the �–� interaction
would be expected to push the midpoint potential of
the quinone more positive. Consistent with this, mu-
tations in the A1 binding site such as W693FPsaA and
S692PsaA, which are expected to disturb the �-stacked
arrangement also slow the forward electron transfer.
Two other studies (Ishikita and Knapp, 2003; Ivashin
and Larsson, 2003) investigated possible sources for the
bi-exponential electron transfer. In Ivashin and Lars-
son (2003) it was proposed that the two electron trans-
fer rates might be due to different electronic coupling
between QK and FX and in the two branches. This pre-
supposes a bi-directional model. The only significant
asymmetry found in the calculated electronic couplings
was between W673PsaB and the two quinones. This is
because this residue is not conserved in PsaA and PsaB.
The calculation suggests that suggest that W673PsaB

may act as a bridge between QK-B and FX. Because
the corresponding residue in PsaA is a glycine, the
overall coupling between QK-A and FX is predicted
to be smaller. However, to date there is no experimen-
tal confirmation of such an effect, for example through
mutation of these residues.

In the other study of this type (Ishikita and Knapp,
2003), it was proposed that the differences in rates is
perhaps due to difference in the redox potentials of
the two quinones as suggested in Agalarov and Bret-
tel (2003). Again, presupposing a bi-directional model,
the authors suggest that the negative midpoint potential
of A1 in PS I is primarily because of the influence of
FX rather than the �-stacked tryptophan as suggested
by Kaupp (2002). The reduction potentials of the two

quinones were found to differ in the calculation as a
result of structural differences in the conformation of
the protein backbone and it was suggested that Asp-
B575 changes its protonation state upon reduction of
either quinone. However, preliminary studies of point
mutants of Asp-B575 show no correlation between the
pKa of the residue at this position and the rate of for-
ward electron transfer (van der Est et al., unpublished
results).

C. Back Reaction Kinetics

Although charge recombination is not directly involved
in the function of PS I, the back reaction kinetics
nonetheless play an important role. In terms of the func-
tion of the reaction center unproductive charge recom-
bination must be avoided. In terms of characterization
of PS I, the back reaction kinetics provide additional
data from which properties of the cofactors can be de-
duced. Formation of P+

700 leads to an absorbance in-
crease at ∼820 nm in the near IR, which can be used
to conveniently measure the charge recombination. Al-
ternatively, the EPR signal from P+

700 can be followed
as a function of time. In isolated PS I particles at am-
bient temperature, the main decay component has a
lifetime on the order of ∼100 ms. Studies of modi-
fied PS I in which some or all of the iron–sulfur clus-
ters are removed have shown that this component is
due to back reaction from FA/FB (Brettel and Golbeck,
1995; Yu et al., 1995). Backreaction from FX is found
to occur with lifetimes of ∼0.2 and ∼2 ms (Vassiliev
et al., 1997), whereas in samples devoid of all three
iron–sulfur clusters two back reaction lifetimes of ∼10
and ∼100 �s are found (Brettel and Golbeck, 1995).
However, samples containing nonnative quinones also
show altered back reaction rates, demonstrating that the
back reaction pathway involves the quinone (Semenov
et al., 2000; Sakuragi et al., 2002). Kinetic modeling of
these data can then be used to estimate electron trans-
fer rates, equilibrium constants, and redox potentials,
associated with the electron transfer steps through the
quinone (Shinkarev et al., 2002; see Shinkarev, this vol-
ume, Chapter 36). Thus the question of directionality
is also an issue for the backreaction. It is important
to note however, that the two possible paths diverge at
FX for the back reaction, while the partitioning occurs
at P700 for the forward reaction. Thus, the activity of
the two branches in the forward and back reaction are
likely to be different. However, this aspect of the elec-
tron transfer has not yet been investigated in detail. The
assignment of specific kinetic phases of the back reac-
tion to a specific quinone would provide an addition
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piece of information to fit into the overall picture of
their function.

IV. Concluding Remarks

Despite the enormous progress which has been made in
since the elucidation of the X-ray structure of PS I, un-
derstanding the details of the electron transfer through
phylloquinone remains ones of the most challenging
aspects of research on PS I. The two main issues are
the energetics of the quinones and their involvement in
forward electron transfer. There is general agreement
that the slow phase of forward electron transfer is as-
sociated with the PsaA branch and it is also clear that
cyclic electron transfer at low temperature also occurs
in the PsaA branch. However, there are still a consider-
able number of unresolved or uncertain issues. There is
a significant body of evidence pointing toward partici-
pation of QK-B in forward electron transfer but this is
difficult to reconcile with the presence of two fractions
of reaction centers at low temperature. In one fraction,
illumination at low temperature leads to stable reduc-
tion of FA/FB. In the other it leads to cyclic electron
transfer in the PsaA branch. Superficially, the presence
of these two fractions would appear to be consistent
with two possible electron transfer pathways. However,
the fact that PS I samples can be illuminated for days
at 50 K without a significant change in the amplitude
of the cyclic fraction presents a problem. There are two
possible interpretations or this result: (i) the two frac-
tions are not related to the two possible pathways but
rather are the result of a distribution of activation ener-
gies for electron transfer past A1 (ii) the two fractions
correspond to electron transfer in the two branches and
occur because of the different temperature dependen-
cies of the two phases of A1 to FX electron transfer. To
be consistent with EPR data from point mutants, the
first explanation requires that electron transfer must be
very strongly biased toward the A-branch at low tem-
perature but does not rule out a small fraction of elec-
tron transfer in the B-branch provided it does not lead
to stable charge separation. The second explanation re-
quires that for the fraction undergoing cyclic electron
transfer, the probability of electron transfer occurring
in the B-branch is effectively zero, otherwise prolonged
illumination would lead to disappearance of the cyclic
fraction.

The key to this issue is most likely associated with
FX. In most discussions of the electron transfer, it is im-
plicitly assumed that FX behaves in much the same way
as any other cofactor. However, the electronic structure

of the iron–sulfur clusters is very different from that
of an organic compound and it is well-known that their
redox potentials are extremely sensitive to changes in
the protein structure in the immediate vicinity. More-
over, FX is located at the interface between three protein
subunits PsaA, PsaB, and PsaC. Thus, it is likely that
this region of the protein is structurally unstable with
the probable consequence of a distribution of redox
potentials for FX. To date there have been few studies
directed toward understanding the role of FX in deter-
mining the rates of electron transfer and the relative
amounts of trapped and cyclic electron transfer at low
temperature. The few data, which do exist (see, e.g.,
Zeng et al., 2002; Gong et al., 2003) clearly point to an
important but complex role for FX.
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Summary

Photosynthetic reaction centers are the membrane–protein complexes responsible for the capture and storage of
light energy in photosynthetic organisms. These proteins contain a large number of cofactors, mostly chlorophylls,
which absorb light and transfer the energy to the core of the complex, where it is used to drive a transmembrane
electron transfer reaction. Since the discovery that these complexes are dimeric structures with two virtually identical
branches of cofactors extending across the membrane from the primary donor, the focus of a large body of research
has been directed toward understanding to what extent electron transfer occurs in the two branches. The ultimate
goal of this work is to understand the factors that govern the directionality and to learn how it can be influenced.
This problem has been studied for many years in the reaction centers of purple bacteria (pbRC). However, because
electron transfer is very strongly biased toward one of the two branches in these systems, it is relatively difficult
to perturb the system to change its directionality, making it hard to draw conclusions about the importance of
various factors. Recently, these types of studies have become possible in Photosystem I (PS I), because the X-ray
crystal structure has been solved to 2.5-Å resolution. The structure reveals which amino acid residues interact
with the electron transfer cofactors so that site-directed mutagenesis can be used to selectively influence the two
branches of cofactors. Although many open questions remain, it has become clear that the behavior of PS I and
pbRCs are remarkably different. There is a growing body of evidence to suggest that both branches may be active
in PS I and that it may be possible to redirect the electron transfer by altering the protein environment. However,
at present many aspects of the electron transfer in PS I are still unclear and there is no model that is consistent
with all of the experimental data. The goal of this review is to summarize both older and more recent experimental
data on the directionality issue and to show where there is general agreement and where open questions still
remain.

I. Introduction

A. The Concept of Directionality

The reaction centers of all known photosynthetic
organisms share a common structural theme, with

two branches of electron acceptors extending across
the photosynthetic membrane from a chlorophyll (or
bacteriochlorophyll) dimer that acts as the electron
donor. This arrangement can be seen in Fig. 1, which
shows the crystal structures of the electron trans-
fer (ET) cofactors of PS I from the cyanobacterium



Chapter 25 Directionality of Electron Transport 415

Fig. 1. The arrangement of cofactors in PS I with suggested nomenclature (A) and the pbRC (B). The asymmetric residues PsaA-
Gly693 and PsaB-Trp673 are indicated in panel A.

Thermosynechococcus elongatus and of the reac-
tion center of the purple bacterium Rhodobacter
sphaeroides. The structure is presented with the re-
spective primary donors at the bottom with the two
branches extending upward. The electron transfer is
deemed unidirectional if it occurs in only one of the
two branches, and bidirectional if both pathways are
used. However, this simple definition becomes some-

Abbreviations: B – monomeric bacteriochlorophyll in the pbRC;
BChl – bacteriochlorophyll; Bpheo – bacteriopheophytin; Chl –
chlorophyll; DAS – decay-associated spectrum/spectra; DS –
difference spectroscopy/spectrum/spectra; ec1 – chlorophyll of
P700; ec2 – second chlorophyll of electron transfer branch; ec3 –
third chlorophyll of electron transfer branch; ENDOR – electron-
nuclear double resonance; EPR – electron paramagnetic reso-
nance; ET – electron transfer; FA – terminal Fe4S4 cluster (in
PsaC); FB – terminal Fe4S4 cluster (in PsaC); FX – interme-
diate Fe4S4 cluster (between quinone and FA); FTIR – Fourier
transform infra-red; H – bacteriopheophytin in the pbRC; Pheo –
pheophytin; pbRC – purple bacterial (proteobacterial) RC; PEL-
DOR – pulsed electron double resonance; PhQ – phylloquinone;
PhQH2 – phylloquinol; PQ – plastoquinone; PS I – Photosys-
tem I; PS II – Photosystem II; Q – generic quinone (or for Type
II RCs); RC – reaction center; TR – time-resolved or transient;
WT – wild type.

what less clear in practice, because absolute unidirec-
tionality and bidirectionality are two endpoints of a
continuum. Generally, the terms “unidirectional” and
“bidirectional” are used to mean near-exclusive use of
one pathway or near-equal use of both, respectively. The
dividing line between the two is usually determined by
the experimental error of the techniques used to deter-
mine the activity of the two pathways. Typically this
lies in the range of 1–10%. This definition implies that
the two pathways must be distinguishable in much the
same way that asymmetric synthesis is only meaning-
ful for reactions that can produce two stereoisomers.
Hence the concept of directionality breaks down for
totally symmetric reaction centers, such as those of he-
liobacteria and green sulfur bacteria, in which the two
branches are bound to identical polypeptides (Büttner
et al., 1992; Liebl et al., 1993) and are thus indistin-
guishable. Such RCs likely have two active branches,
but they would be operationally unidirectional. How-
ever, this issue does not arise for PS I and pbRCs, be-
cause the two protein subunits are distinct and the inter-
action of the cofactors with their surroundings creates
local differences between the two branches, despite the
high overall symmetry.
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B. Directionality in the Two Types of RCs

Photosynthetic RCs can be grouped into two general
classes according to the nature of their terminal accep-
tors. The Type I RCs have iron–sulfur clusters and are
sometimes referred to as “Fe/S-type” RCs. The Type
II RCs, on the other hand, use a mobile quinone as
the terminal acceptor and have (bacterio)pheophytin as
an intermediate acceptor. Hence, they are also called
“Pheo-Q type” RCs. The two reaction centers in Fig. 1
(PS I and pbRCs) are the best-characterized represen-
tatives of the two general classes and they have been
most widely used to address the issue of directionality.
Most of this review will focus on PS I. However, we
will begin by summarizing the basic properties of the
two types of RCs, partly for historical reasons, but also
to illustrate the differences between the classes.

1. Type II RCs (pbRC)

In Type II RCs, the quinone QB serves as the termi-
nal acceptor of the RC and as a mobile electron and
proton carrier between the RC and a cyt bc complex.
Two turnovers of the reaction center lead to double
reduction of QB and, after taking up two protons, it dif-
fuses out of the binding site into the lipid bilayer and
a new quinone takes its place. The symmetry-related
quinone, QA, is tightly bound. The issue of direction-
ality is therefore to what extent reduction of QB occurs
via QA or via HB, the bacteriopheophytin (BPheo) in
the B-branch. This question has been answered primar-
ily using pump–probe spectroscopy, taking advantage
of the different absorption properties of bacteriochloro-
phyll (BChl) and BPheo in the QX region of the optical
spectrum. This difference makes it possible to observe
the reduction of HA and HB without interference from
BChl absorbance changes. Moreover, due to slight dif-
ferences in their environments, HA and HB have dif-
ferent absorption maxima: 545 nm for HA and 530 nm
for HB (Lin et al., 2001). Thus, it is possible to distin-
guish electron transfer to HA and HB. QA and QB are
also spectroscopically distinct (Woodbury and Allen,
1995), but not as convenient for determining the ET
pathway because the absorbance changes associated
with P+Q−

B formation do not reveal the pathway taken.
Therefore, ultrafast pump–probe measurements of HA

and HB have been most widely used to assess the direc-
tionality. In native pbRCs very little reduction of HB is
observed, with estimates of the ratio of A-side/B-side
ET ranging from ∼4:1 to ∼200:1 (reviewed by Wood-
bury and Allen, 1995). Thus, there is general consensus

that ET in Type II RCs is unidirectional along the A-
branch of cofactors. This reason for the unidirectional-
ity appears to be the fact that it minimizes the potential
for damage when the QB site is unoccupied.

2. Type I RCs (PS I)

The most striking difference between PS 1 and pbRCs
(Fig. 1) is the presence of the iron–sulfur clusters (FX,
FA, and FB)on the stromal side of the complex. FA and
FB are bound by the extrinsic subunit, PsaC, while FX

is located on the symmetry axis of the complex at the
interface of the two related subunits PsaA and PsaB.
One immediate consequence of this is that there is no
apparent reason a priori why electron transfer should
be directed along one branch or the other. Unlike the
situation in the pbRC, in which the two possible path-
ways to QB involve a different sequence of acceptors,
the two pathways to FX in PS I involve the same series of
chemically equivalent acceptors. Hence, any asymme-
try must be due to differences between PsaA and PsaB.
Although PS I is a heterodimeric system, the PsaA
and PsaB polypeptides that comprise the core have a
higher degree of similarity (45–50%) than the L and M
polypeptides of the pbRC or D1 and D2 polypeptides
of PS II (∼30–35%). Thus they might be regarded as
an intermediate between the homodimeric Type I RCs
and the Type II RCs. Much of this review is devoted to
the central question: are these differences great enough
to make ET within PS I unidirectional or are they only
sufficient to make the two branches distinct?

In addressing this issue it is important to have a
clear and consistent naming scheme for the cofactors.
A number of such schemes have been developed for PS
I, however all of them present some difficulties when
discussing directionality. The most commonly used
names (P700, A0, A1, FX, FA, and FB) refer to the
spectroscopic signatures of the cofactors. However, in
the cases of A0 and A1, the assignment of the spec-
troscopic properties to specific cofactors in the struc-
ture is still ambiguous. With the determination of the
2.5-Å resolution X-ray structure an alternative nam-
ing scheme was suggested and each cofactor was given
a unique label (Fromme et al., 2001). Although this
scheme removes the ambiguities associated with the
spectroscopic names, the membership of some of the
cofactors in a specific branch and their chemical iden-
tity is not reflected transparently in their given names.
Therefore we will modify this nomenclature here to
bring it more into line with that used for the pbRC.
The Chls of each branch will be referred to as ec1,
ec2, and ec3 (for electron transfer chain chlorophyll)
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Fig. 2. The environments of the ec2, ec3, and PhQ cofactors (A-
side). This view is from behind the PhQA headgroup in order
to see its interactions with Trp697 (�-stack), Ser692 (H-bond
to Trp697), and Leu722 (H-bond). Also shown are the axial
ligand (Met688) and H-bond donor (Tyr696) to ec3A, as well
as the water molecule that serves as axial ligand to ec2A and
the residue (PsaB-Asn591) coordinating it.

with a subscript to denote their branch. For example,
ec3A is the third chlorophyll in the A-branch. This is
essentially the same scheme used in Jordan et al. (2001)
except that we assign each chlorophyll to branch A or
B, based upon the polypeptide that contributes the ma-
jority of the interactions, rather than the axial ligand.
Thus, we assign chlorophyll ec2A to the A-branch, even
though a water molecule bound to PsaB provides the
axial ligand (see Fig. 2). The ec1A and ec1B Chls, which
compose P700, will also be referred to as PA and PB in
analogy to the naming scheme for pbRC. The two phyl-
loquinones will be referred to as PhQA and PhQB. We
will continue to use the spectroscopic names when the
assignment to a particular cofactor is ambiguous or to
distinguish between in vitro and in vivo properties.

II. Models for the Use of the Two
Branches in PS I

Most of the spectroscopic and kinetic data for PS I is
analogous to that from Type II RCs and can be ade-
quately explained without invoking anything beyond
a simple unidirectional model. Hence, in much of the
literature it is implicitly assumed that the electron trans-
fer is either unidirectional or the two paths are indis-
tinguishable. More recently however, several studies,

particularly dealing with PhQ reoxidation, suggest that
the situation is more complex. It has been known for
many years that electron transfer from PhQ to FX is
biphasic (Sétif and Brettel, 1993; Brettel, 1998; Joliot
and Joliot, 1999; Agalarov and Brettel, 2003). Compar-
ison of the kinetics in a wide range of PS I preparations
pointed toward the fast component being a prepara-
tion artifact that was introduced when PS I particles
were isolated from spinach using harsher procedures
(Sétif and Brettel, 1993). However, the recent observa-
tion of biphasic electron transfer in whole cells (Joliot
and Joliot, 1999) demonstrates convincingly that it is
an intrinsic feature of PS I. Moreover, point mutation
studies (Guergova-Kuras et al., 2001; Xu et al., 2003b)
have shown that the two kinetic phases can be influ-
enced selectively by mutations in the vicinity of PhQA

and PhQB. This has sparked a debate about the direc-
tionality of electron transfer through PhQ and several
models have been suggested.

A. Unidirectional Models

In the unidirectional models, the biphasic kinetics of
PhQ− reoxidation can be explained in two main ways.
The simplest is that it reflects structural heterogeneity,
as has been observed in pbRC (Woodbury and Allen,
1995). Thus, electrons are assumed to take the single
active branch to a unique quinone. However, variations
in conformation, solvation, or other environmental fac-
tors in the PhQ/FX vicinity are proposed to result in a
distribution of PhQ → FX ET rates with two domi-
nant components. The other possibility, suggested by
Brettel (1997), is that the forward and back ET rates
between PhQ and FX might be similar given the small
free energy difference between P+

700PhQ− and P+
700F−

X.
If the back-reaction rate is of similar magnitude to the
rate of forward ET past FX, the overall reoxidation of
PhQ− is predicted to be bi-exponential. In both cases,
detergent-induced alteration of the stromal side of the
PS I complex could explain the preparation-dependent
variation in the ratio of the two kinetic components.

B. Bidirectional Models

The bidirectional models envision ET within both
branches of PS I. The asymmetry of the protein environ-
ment and the cofactors is assumed to be too small to bias
the charge separation strongly toward either branch,
and therefore ET would occur with similar probability
in the two branches. In these models, the two PhQ−

reoxidation rates are assigned to the two quinones,
implying that the protein imparts different redox
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potentials to PhQA and PhQB (see also Moser and Dut-
ton, this volume, Chapter 34). Usually such models also
assume that P∗

700 serves as an electron donor to ec3A or
ec3B, and that the divergence between the two branches
takes place at the level of initial charge separation. As
has been discussed elsewhere (Klukas et al., 1999), the
long distance (∼20 Å) between P700 and the ec3 Chl
suggests that the ec2 Chl should be involved, either as
a real or virtual intermediate. Hence, the relative use of
the two branches would be determined by: (i) the elec-
tronic asymmetry within P∗

700; (ii) differences in energy
between P+

700ec2−
A and P+

700ec2−
B or between P+

700ec3−
A

and P+
700ec3−

B ; (iii) differences in electronic coupling
between P700 and the ec2 Chls or between the ec2–
ec3 pairs; (iv) differences in charge distribution and
or dielectric strength within the two pathways; (v) dif-
ferences in distances between cofactors. In the pbRC,
the corresponding differences are all relatively small,
yet ET is strongly biased to the A-branch. Therefore,
small alterations of any of these factors could lead to
significant changes in the use of the two branches.

C. Alternate Charge Separation Model

The nature of the initial charge separation in PS I has
not yet been firmly established and recently it was
proposed (Müller et al., 2003) that it might occur be-
tween the ec2 and ec3 Chls to generate an ec2+ec3−

state, followed rapidly by ET from P700 to give rise
to P+

700ec3−(see Savikhin, this volume, Chapter 12).
A similar notion has also been advanced for the Type
II RCs (cf. Prokhorenko and Holzwarth, 2000; Diner
and Rappaport, 2002). The model is supported by the
fact that the ec2–ec3 pairs interact much more inti-
mately than the corresponding B–H pairs in pbRCs, as
borne out by the X-ray structure (Jordan et al., 2001)
and recent calculations of electron transfer integrals
(Petrenko and Redding, 2004). In this model, the role
of P700 would be as secondary electron donor, and it
would play little role in directing charge separation to
one branch or the other. Instead the relative use of each
branch would be a reflection of the ability of each ec2–
ec3 pair to function as a photochemical trap. Hence,
this model is compatible with either unidirectional or
bidirectional ET, with many of the same factors men-
tioned above (e.g., differences in energy of ec2+

Aec3−
A

vs. ec2+
B ec3−

B , etc.) playing a role in determining the
relative activity of the branches. An interesting feature
of this model is that it introduces the possibility that the
RC could trap two photons leading to double oxidation
of the lumenal side of the complex. However, there is

no experimental evidence showing that this occurs with
anything but a very low probability.

D. Hybrid Model

Finally, we come to a model that incorporates elements
of both the unidirectional and bidirectional models. In
this hybrid model, two populations of PS I RCs are pos-
tulated with structural heterogeneity at the level of the
early cofactors. Differences between the two confor-
mations bias ET strongly toward the A-branch in one
population and toward the B-branch in the other. As
in the bidirectional model, differences between the two
PhQ sites would result in two distinct rates of PhQ reox-
idation. Although both branches of PS I are used in this
model, the charge separation is unidirectional within
each population. The relative populations of the two
structural conformations would determine the relative
use of each branch. These would likely be in equilib-
rium, although the rate of interconversion, like typical
protein conformational changes, would likely be slower
than the rate of charge separation. This model will
become important later when discussing results from
experiments conducted at low temperature, where the
rate of interconversion would become very slow. The
nature of conformation differences is left unspecified,
but they could include the distribution of conformers
of P700 or the ec2–ec3 Chl pairs. The distribution of
charges (e.g., produced by chains of H-bonded ionized
residues) could also give rise to concerted changes in
the overall electric field experienced by the early co-
factors.

III. Strategies for Studying Directionality

The goal of studies of the directionality in PS I has been
to distinguish between the various models presented
above. A wide range of techniques has been used to
study ET in PS I and most of them can be used to ad-
dress this issue of directionality. However, this presents
a significant challenge because, unlike the situation in
pbRCs, none of the spectroscopic signatures of PS I
can be unambiguously assigned to one branch or the
other, although in some instances it is at least possible
in principle. The various techniques are described in
detail in other chapters in this volume and we will not
review them here. Rather we will discuss the different
strategies that have been adopted to garner informa-
tion about the directionality and will refer to the appro-
priate chapters for more details on the spectroscopic
techniques involved.
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A. Selective Alteration of the Two Branches

1. Point Mutagenesis

Site-specific mutagenesis of individual amino acids of-
fers an attractive way to overcome the lack of reliable
spectroscopic markers in the individual branches. The
premise of such experiments is that by changing amino
acids close to the ET cofactors, their properties can
be selectively altered. However, a number of condi-
tions must be met if this premise is to be valid. First,
the location of the individual amino acids relative to
the cofactors must be known. This problem has been
largely solved with the advent of the 2.5-Å resolu-
tion crystal structure (Jordan et al., 2001). Rigorously
speaking, information about the relative positions of
the cofactors and amino acids is only available for the
species for which X-ray structural data exist. However,
the high level of conservation of RC core polypeptides
across wide phylogenetic distances suggests that one
can safely assume that the known structure is an ade-
quate model for all species. The recent 4.4-Å structure
of pea PS I (Ben-Shem et al., 2003) confirms that this
is almost certainly true for the core cofactors, although
minor differences cannot be ruled out. Second, the mu-
tations must produce an observable effect, yet not per-
turb the system too strongly. For example, it is difficult
to infer the behavior of the native system based on the
effect of a mutation that completely alters the yield and
directionality of the electron transfer. In general, con-
servative mutations can be expected to cause relatively
minor effects and by basing conclusions on several mu-
tations of several neighboring residues, these problems
can be minimized. A more serious issue is the possi-
bility of remote effects. If ET were unidirectional, but
mutations in one branch could cause changes in the
other branch, one might wrongly conclude that both
branches were active. Use of a series of conservative
mutations should minimize the likelihood of such re-
mote effects distorting the conclusions. In addition, one
needs to carefully analyze the consequences of simi-
lar mutations in both branches: the “direct effect” of a
mutation in the active branch should not necessarily re-
semble the “remote effect” of a mutation in the inactive
branch.

2. Subunit Deletion

Subunit deletion mutants can provide an important
complement to point mutations. One advantage is that
detailed knowledge of the structure is not required and

hence they were used before the 2.5-Å resolution struc-
ture was determined. Although deletion of one or more
entire subunits is a fairly drastic change to the reac-
tion center, these changes can be made relatively far
from the electron transfer chain, so that the overall ef-
fect on ET might be fairly subtle. The tendency of cells
to degrade the partially assembled photosystem also
presents a problem in isolating PS I from such mutants,
particularly in eukaryotic systems (Takahashi et al.,
1991; Redding et al., 1998). Despite these challenges,
analyses of a series of a series of deletion mutants in
cyanobacteria has proved very informative (c.f. Yang
et al., 1998).

B. Slowing or Blockage of Electron Transfer
Past PhQ

An alternative to changing the protein to selectively
alter electron transfer in each branch is simply to slow
forward ET past PhQ. The idea behind such an approach
is to increase the lifetime of the radical pair in the part of
the RC with two branches. This then allows application
of techniques, such as pulsed EPR, ENDOR, and FTIR,
which can provide very detailed information about the
cofactors. Such studies are also important for testing
kinetic models of ET.

1. Quinone Replacement

One of the first such manipulations was to use solvent
extraction to remove the PhQs and then to incorporate
foreign quinones by incubating them with the extracted
PS I (Itoh et al., 1987; Biggins and Mathis, 1988). A
more subtle way of accomplishing the same end is to
use mutants in the phylloquinone biosynthetic path-
way (see Sakuragi and Bryant, this volume, Chapter
15). Deletion of the genes encoding the phytyl trans-
ferase (menA) or 1,4-dihydroxy-2-naphthoate synthase
(menB) in Synechocystis sp. PCC 6803 resulted in abro-
gation of phylloquinone synthesis and replacement of
PhQ in PS I with plastoquinone (PQ) (Johnson et al.,
2000). A number of quinones were found to displace
PQ when PS I from menA or menB was incubated with
an excess of the quinone (Pushkar et al., 2002). A mu-
tant in the 2-phytyl-1,4-naphthoquinone methyl trans-
ferase (menG) produced PS I containing 2-phytyl-1,4-
naphthoquinone (i.e., demethylPhQ) in place of PhQ
(Sakuragi et al., 2002). In almost all cases, incorpora-
tion of a foreign quinone slowed forward ET.
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2. Removal of the Iron–Sulfur Clusters

The goal of slowing or blocking electron transfer past
PhQ can be achieved by removing or altering the iron-
sulfur clusters. The PsaC subunit containing the FA and
FB clusters can be removed from the PS I core by wash-
ing particles or membranes with ∼7 M urea (Parrett et
al., 1989). The FX cluster can also be destroyed by sub-
sequent treatment with ferricyanide in the presence of
urea (Warren et al., 1990). The rubA mutant of Syne-
chococcus sp. PCC 7002 blocks assembly of all three
Fe/S clusters of PS I (Shen et al., 2002a,b), and allows
creation of PS I particles containing no Fe/S clusters
without resorting to such harsh treatments. One can
also pre-reduce the terminal Fe/S clusters by treatment
with dithionite at elevated pH (Hanley et al., 1992).

3. Temperature Dependence

One of the easiest ways to block electron transfer past
PhQ is simply to lower the temperature, and a great deal
of information has been gained in this way. However,
electron transfer is blocked in only a fraction of PS I
RCs. This so-called “cycling fraction” can be studied
by repetitive laser-flash measurements at low temper-
ature. In the other fraction, electron transfer proceeds
irreversibly to the terminal Fe/S clusters after the first
charge separation. The origin of the two fractions is
not well understood, but it is an important part of the
behavior of PS I and must be included in the various
directionality models.

4. Photoaccumulation

A well-established technique for determining the num-
ber and identity of the electron acceptors is to back
the electron transport chain up and trap the accumu-
lated radicals by freezing in the presence of a strong
reductant. The trapped radicals can then be measured
using EPR and ENDOR. In PS I, a variety of photo-
accumulation protocols have been established to selec-
tively trap electrons on each of the acceptors from A0

to FB. This technique can be useful for measuring the
throughput of electrons to FA and FB and studying the
effects of mutations on the spectroscopic properties of
the accumulated species. The fact that it relies on multi-
ple turnovers of the RC can be seen as both an advantage
and disadvantage for studying directionality. In contrast
to single-turnover flash experiments, it does not depend
on the lifetime of a particular species; thus, the exis-
tence of short-lived intermediates that may be hard to

detect kinetically can be demonstrated. Conversely, the
multiple turnovers mean that the accumulation of an
intermediate does not depend strongly on the quantum
yield of the reaction producing it. Hence, even if ET
in a particular branch has a very low quantum yield,
it might be possible to trap electrons on its cofactors.
Thus, lack of accumulation in a particular branch might
provide good evidence for a very low quantum yield.

IV. Summary of Recent Spectroscopic
Data Under Different Conditions

We now turn to a consideration of the experimental
evidence supporting the various models. This section
will be divided into separate discussion of different
types of preparations, starting with trapped radicals,
moving through cyclic fractions at low temperature,
and ending with PS I RCs performing forward ET at
ambient temperatures.

A. Steady-State Experiments

1. Character of P+
700

Directionality of ET cannot be deduced directly from
measurements on P+

700, since it is the point at which
the two branches diverge. However, the properties of
the primary electron donor are expected to play a de-
cisive role in determining the directionality. The X-
ray structure (Jordan et al., 2001) reveals considerable
asymmetry in P700 and its environment. Firstly, it is a
heterodimer composed of Chl a (PB) and Chl a′ (PA),
the 132-epimer of Chl a. Secondly, PA appears to be in-
volved in a H-bonding network, while PB is not. Strong
localization of spin density to one Chl of the P+

700 cation
radical has been revealed by ENDOR spectroscopy (re-
viewed by Webber and Lubitz, 2001). By EPR and EN-
DOR analysis of mutants in the axial ligands to PA

and PB, this Chl was assigned to PB (Webber et al.,
1996; Redding et al., 1998; Krabben et al., 2000). A
recent analysis of axial ligand mutants by high-field
EPR (Petrenko et al., 2004) gave the same conclu-
sion. In contrast, from interpretation of the P+

700 − P700

FTIR difference spectrum, Breton and colleagues con-
cluded that charge is shared almost equally between the
two Chls of P+

700 (reviewed by Breton, 2001, however
see Hastings et al., 2001 for an alternate view). Both
interpretations agree that the triplet is strongly local-
ized in 3P700, but they disagree on the placement. On
the basis of the effect of the PB axial ligand mutants
upon the 3P700 − P700 absorption-detected magnetic
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resonance spectrum, Krabben et al. (2000) assigned
it to PB. Breton et al. (1999), however, assigned it to
PA, based upon the fact that one of the major bleach-
ing bands, assumed to be from the 131-keto group,
was downshifted from a free ketone and therefore H-
bonded. Interestingly, mutation of the H-bond donor to
PA, while lowering the reduction potential of P+

700/P700,
does not much alter the spin density distribution in P+

700

as seen by ENDOR spectroscopy (Witt et al., 2002; Li
et al., 2004). Together these results point to strong
asymmetry in P700, but it is not clear whether a simi-
larly strong asymmetry exists within P∗

700 nor what ef-
fect, if any, this has on the directionality. The reader is
referred to Lubitz (this volume, Chapter 17) and Bre-
ton (this volume, Chapter 18), respectively, for more
detailed information on P700.

2. Photoaccumulation of PhQ− and Chl−
Radicals

Photo-accumulation of PhQ− is discussed in detail
elsewhere (Rigby et al., 2001; see also van der Est,
this volume, Chapter 24). Hence we will touch only
briefly on this subject here and summarize the main
conclusions from recent results. In cyanobacteria, there
is general consensus that the photoaccumulated phyl-
losemiquinone is exclusively PhQ−

A. This is based on
the fact that at most one PhQ− radical can be accumu-
lated per reaction center (MacMillan et al., 1997) and
the intensity and shape of its EPR spectrum are affected
only by alteration of the PsaA side of the complex (Yang
et al., 1998; Xu et al., 2003a). For eukaryotic PS I the
situation is less clear. The results of a point mutant
study of C. reinhardtii (Boudreaux et al., 2001) paral-
lel those in cyanobacteria quite closely. However, there
have also been reports that up to four spins/P700 can
be trapped in spinach PS I (Heathcote et al., 1993) and
signal contributions assigned to PhQ−

A (Rigby et al.,
2002) and PhQ−

B (Fairclough et al., 2003) have been
reported for C. reinhardtii. The latter result is contro-
versial and attempts to reproduce the finding that four
spins can be trapped in PS I have been unsuccessful
(Redding and MacMillan, unpublished results). More-
over, recent Q-band ENDOR data (Pushkar et al., 2004)
suggests that some of the signals assigned to PhQ− in
Rigby et al. (2002) are due to Chl− (see Stehlik, this
volume, Chapter 23).

The chlorophyll radical anion that arises during pho-
toaccumulation experiments has not been as well char-
acterized. It is assumed that this species corresponds
to A−

0 but it is not known which of the ec2 or ec3
Chls it represents. This question was recently addressed

using pulsed electron double resonance (PELDOR),
which allows the distances between radicals to be
estimated from the spin–spin coupling (see Jeschke
et al., 2000 for an overview). PELDOR data from PS I
particles from Synechocystis sp. PCC 6803 with spins
photo-accumulated on PhQ− and Chl− gave an esti-
mate of 22–23 Å between the PhQ− and Chl− radicals
(MacMillan and Redding, manuscript in preparation).
Since the phylloquinone radical is known to be PhQ−

A,
the PELDOR distance can be compared to the distance
between PhQA and the possible locations of the Chl−

radical in the X-ray structure. This comparison sug-
gests that the Chl− radical is ec3−

B and that the two
trapped radicals therefore reside in different branches.
In contrast, recent high-field EPR measurements of the
Chl− radical photo-accumulated in PS I after inten-
tional double reduction of PhQ are consistent with its
assignment as ec3−

A, since this spectrum was altered by
mutation of the Tyr donating a H-bond to ec3A (Luthra
et al., manuscript in preparation). In both experiments,
it is difficult to interpret the results in terms of direc-
tionality, because the pathway to trapping of the Chl
radical is not known.

3. Steady-State FTIR Results

New results from FTIR of PS I are also relevant to this
discussion. Hastings and Sivakumar (2001) collected
light - dark FTIR difference spectra (FTIR DS) of three
types of PS I preparations: intact (P700−FAB), after re-
moval of PsaC (P700−FX), and after removal of PsaC
and destruction of FX (P700-PhQ). The FTIR DS at-
tributed to P+

700 − P700 and P+
700 PhQ− − P700 PhQ were

subtracted to obtain a PhQ− − PhQ FTIR DS. The au-
thors interpreted the data as arising from two quinones
in different environments, each giving rise to a dis-
tinct set of bands. This result is consistent with the idea
that the biphasic PhQ− reoxidation kinetics is related
to two different quinone environments. However, it is
also known that the extensive manipulation of the RCs
required to generate these samples induces changes in
the PhQ region of the transient EPR spectra (van der
Est et al., 1994). Hence the authors warn that the two
sets of bands could due to preparation-induced struc-
tural heterogeneity (Hastings and Sivakumar, 2001; see
Hastings, this volume, Chapter 20).

B. Time-Resolved Experiments at Low
Temperature

At low temperature, optical and EPR data show that in
PS I samples at least two fractions exist; one in which
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stable charge separation to FA/FB occurs and one in
which electron transfer past PhQ is blocked (see Brettel,
1997 for an extensive review). The origin of these two
fractions is not known. However, the energy barrier for
ET past PhQ obviously plays a role.

1. Optical Measurements

Schlodder et al. (1998) found that the slow phase of
forward ET from PhQ to FX slows with decreasing
temperature, while Agalarov and Brettel found that
the fast phase is practically temperature-independent
(Agalarov and Brettel, 2003). This suggests that the
fraction manifesting fast ET from PhQ might correlate
with stable charge separation, while the fraction show-
ing slow ET would perform back-reaction from PhQ at
low temperature. If this is correct, the behavior of the
two fractions has important consequences for the direc-
tionality models. The fact that both fractions are stable
for extended periods shows that there is no interconver-
sion between them at low temperature, otherwise ev-
ery PS I RC would eventually be trapped as P+

700F−
A/B.

The temperature range in which bifurcation into two
fractions occurs correlates strongly with the amount
of glycerol and therefore the glass transition temper-
ature of the buffer (Schlodder et al., 1998). Hence, it
is likely that reorganization of the protein plays a role
in determining whether forward ET to FA/B can oc-
cur. The reversible fraction can be further subdivided
into two populations: a major one (∼45% of total) giv-
ing rise to a faster backreaction (∼170 μs) attributed
to P+

700PhQ− and a minor one (∼20% of total) giving
rise to a slower backreaction (∼5–100 ms) attributed to
P+

700F−
X.

2. Time-Resolved EPR and ENDOR
Measurements

Much of the transient or time-resolved EPR and EN-
DOR work on PS I has been performed at low tempera-
ture. This is primarily because the dielectric losses due
to microwave absorption by water are greatly reduced
and the rapid backreaction from the quinone allows a
high flash repetition rate with accompanying rapid data
acquisition. The stability of the frozen samples also
improves reproducibility during experiments requiring
long accumulations. However, since such experiments
are only sensitive to those RCs undergoing reversible
charge separation, it is very important to distinguish
between studies carried at low temperature, in which

this occurs in only a fraction of the PS I complexes,
and those carried out at higher temperatures, in which
the entire PS I population can be observed.

In the majority of time-resolved EPR and ENDOR
studies of PS I at low temperature, the goal has been
to determine the geometry and magnetic parameters
of the charge-separated state P+

700PhQ−. A review of
all of these is beyond the scope of this chapter and
we refer interested readers to (van der Est, 2001) for
an overview of transient EPR on PS I and (Bittl and
Zech, 2001) for a similar review of pulsed EPR ex-
periments (see also Stehlik, this volume, Chapter 23;
van der Est, this volume, Chapter 24). For the discus-
sion of directionality, the crucial result of this large
body of work is that all of the data for P+

700PhQ−

in native PS I can be interpreted as arising from a
single radical pair. Point mutation studies of C. rein-
hardtii (Boudreaux et al., 2001) and Synechocystis sp.
PCC 6803 (Xu et al., 2003a) both demonstrated that
PhQA is the acceptor at low temperature. In addition,
the finding that the spin density in P+

700 is localized
mainly on PB (Webber et al., 1996; Redding et al., 1998;
Krabben et al., 2000; Webber and Lubitz, 2001) leads to
the conclusion that the radical pair observed by time-
resolved EPR at low temperature should be assigned
to P+

B PhQ−
A. Thus, there is consensus that reversible

electron transfer to PhQ occurs exclusively in the A-
branch at low temperature. However, this result does
not resolve the question of the directionality, because
the pathway leading to stable charge separation is still
unknown.

This pathway can be investigated by time-resolved
EPR if electron transfer past PhQ is blocked by remov-
ing FX or by changing the quinone in the PhQ site.
As discussed extensively in van der Est (this volume,
Chapter 24) the results of all such studies are also con-
sistent with a single radical pair species, just as in na-
tive PS I. In particular, the data from the rubA mutant,
which lacks the iron–sulfur clusters FA, FB, and FX are
identical to those of wild type PS I, apart from an in-
crease in signal intensity (Shen et al., 2002a). Hence,
there is no evidence for any contribution from ET in the
B-branch at low temperature in this mutant. Likewise,
the distance between P+

700 and Q− estimated from out-
of-phase echo-modulation experiments does not de-
pend on the presence or absence of FX nor on which
quinone occupies the PhQ binding site, irrespective of
the method by which it has been introduced. Based on
the positions of the two quinones relative to PB in the X-
ray structure the two radical pairs are predicted to have
clearly distinguishable spin-polarization patterns and
echo-modulation curves. Hence, these data all suggest
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that ET in PS I is unidirectional in the A-branch at low
temperature.

An alternative to removal of FX or replacement
of PhQ is prereduction of the iron–sulfur clusters.
Normally the spin-polarized EPR signal (presum-
ably due to P+

700PhQ−) decays with a time con-
stant of ∼20 μs in C. reinhardtii PS I, but illu-
mination in the presence of dithionite induced the
appearance of a faster decay component (∼2.5 μs;
Muhiuddin et al., 2001; Fairclough et al., 2003).
This was attributed to decay of the P+

700PhQ−
B rad-

ical pair signal, and this assignment was supported
by studies with mutants near the ec3 Chls and PhQs
(Muhiuddin et al., 2001; Fairclough et al., 2003). How-
ever, this work leaves many unanswered questions, such
as whether the spectra associated with the signal decay
are also consistent with the assignment to P+

700PhQ−
B

and why its rate of spin-polarization decay should be
so much faster. Moreover, the fact that such behavior
is not observed in any of the other samples in which
electron transfer past PhQ is blocked suggests that the
observed effects may be induced by the reduction of
FX.

3. Time-Resolved FTIR

The first time-resolved FTIR study of PS I has been
carried out recently by Hastings and co-workers (see
Sivakumar et al., 2005; see Hastings, this volume,
Chapter 20). This was performed at 77 K on cyanobac-
terial PS I particles using a μs-resolution step-scan
apparatus with laser flashes to initiate charge separa-
tion. To facilitate assignment of the bands, they used
cyanobacterial PS I particles that were labeled with
2H, 15N, or 13C (Wang et al., 2004). The time con-
stant for decay of the laser-generated FTIR DS was
∼300 μs, consistent with back-reaction of P+

700PhQ− at
cryogenic temperature. The decay-associated FTIR DS
could be extracted from the kinetic data and assigned
to (P+

700PhQ−) − (P700PhQ). Using standard photoac-
cumulation techniques, they were also able to produce
P+

700− P700 FTIR DS, and thus by subtraction they could
generate the PhQ−− PhQ difference spectrum. One in-
teresting hypothesis resulting from this work is that the
PhQ−− PhQ FTIR DS contains significant contribu-
tions from the nearby ec3A Chl. In addition, modes con-
sistent with the H-bonded and non-H-bonded quinone
carbonyls were identified. Further work, including spe-
cific isotopic substitutions of the PhQ and site-directed
mutations in the vicinity of ec3A and PhQA will be
required to test the hypotheses generated by this first
effort.

4. Summary of Low-Temperature
Time-Resolved Data

In none of the cases mentioned above was it neces-
sary to include ET to a second quinone in order to
explain the data. In fact, the site-directed mutagenesis
data seem to say very clearly that the radical pair seen at
low temperature is P+

700PhQ−
A. Thus, ET to PhQB does

not appear to occur in the fraction observed by time-
resolved methods at low temperature. Moreover, most
of the data from altered samples in which this is the
only fraction do not show evidence for involvement of
the B-branch quinone.

C. Time-Resolved Experiments at Ambient
Temperature

We now turn to experiments in which forward ET past
PhQ occurs in all fractions of the sample and does not
lead to trapping of P+

700(FA/FB)−. We will refer to this
temperature regime as ambient temperature, although
it includes data taken down to ∼240 K.

1. Forward Electron Transfer from PhQ to
Fe/S Clusters

At these temperatures, ET from the PhQ(s) to and
through the Fe/S clusters occurs in the ns to μs time
region. Optical and EPR studies in this region have
provided the bulk of the evidence for and against the
various models of the directionality. However, there are
apparent contradictions in some of the data and open
questions of interpretation, so that no unique picture of
ET in PS I has emerged yet.

a. Laser-flash optical studies

The literature on optical changes attributed to reduc-
tion and reoxidation of PhQ in PS I RCs has been well
reviewed (Brettel, 1997; Brettel and Leibl, 2001). How-
ever, we will summarize some aspects that are impor-
tant for the discussion of the directionality models. One
of the principle observations supporting the bidirec-
tional model is the two kinetic components with decay
times of ∼15–25 and ∼150–250 ns. Both components
have positive amplitude in the 350–400 nm region (see
Fig. 3), corresponding to reoxidation of PhQ−. In ad-
dition, both components have a bleaching around 450
nm and an absorption increase around 480 nm, which
were attributed to electrochromic bandshifts of nearby
pigments. As discussed above, it was thought for many
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Fig. 3. The in vivo DAS of the fast (A) and slow (B) components in WT (circles, dashed line), PsaA-Y696F (squares, solid line),
and PsaB-Y676F (triangles, dotted line). The strains used here contained no PS II and low amounts of antenna complexes in order
to simplify analysis, but it was performed essentially as previously described (Guergova-Kuras et al., 2001). Spectra of the various
components were obtained by the global fit analysis with three exponentials and were normalized to the amplitude of the 4-μs
component at 430 nm (not shown).

years that the fast component was probably a detergent-
induced artifact, because it is largest when harsher de-
tergents are used to isolate PS I (Sétif and Brettel, 1993)
and/or stromal subunits are lost (van der Est et al.,
2004). However, it is now known to occur in vivo in
whole cells (Joliot and Joliot, 1999; Guergova-Kuras
et al., 2001; Xu et al., 2003b) and is therefore an inher-
ent property of PS I. Brettel and Sétif (Brettel, 1988)
showed that biphasic kinetics would be a natural conse-
quence of a small energy difference between P+

700PhQ−

and P+
700F−

X. This would allow a pseudo-equilibrium
to be formed (the fast component), which would be
drained by forward and irreversible ET from FX to
FA/FB (the slow component). Under such a scheme
the detergent effects can be easily rationalized, since
a shift in the equilibrium would lead to a change in
the relative amplitudes of the two phases. Joliot and
Joliot (1999) reasoned that such a shift would also be
expected in vivo under conditions that abolished the
transmembrane electric field. They tested this idea by
examining the kinetics of PhQ− reoxidation under such
conditions and found that the amplitudes and rates of
the two decay components were insensitive to the field
strength. Hence, they suggested that the biphasic ki-
netics were instead due to ET involving PhQ in two
different environments. They favored a model in which
the two rates correspond to the two quinones (bidirec-
tional model). However, the two environments could
also have corresponded to two different populations of
the same quinone.

The shapes of the decay-associated spectra (DAS)
also provide some clues about the origin of the two ki-
netic phases. In Chlorella sorokiniana, C. reinhardtii,
and Synechocystis sp. PCC 6803, the shape of the DAS

are all very similar (Joliot and Joliot, 1999; Guergova-
Kuras et al., 2001; Agalarov and Brettel, 2003; see Rap-
paport et al., this volume, Chapter 16). In all cases, there
are clear differences in the amplitude and shape of the
spectra of the two kinetic components, particularly in
the “electrochromic bandshift region” (∼450–500 nm).
This suggested that the two phases might correspond
to quinones in which the optical properties of the sur-
rounding pigments differ. The bandshift was generally
assumed to be due to carotenoids, in which case the
differences in the bandshift region might be due to dif-
ferences in the conformation of the carotenoids near
the two quinones. Recent work on Synechocystis sp.
PCC 6803 mutants lacking �-carotene has shown that
at least some of this feature is also due to Chls (Bautista
et al., 2005; see Rappaport et al., this volume, Chapter
16). Interestingly, the remaining electrochromic band-
shift in the two DAS become very similar in these
mutants, indicating that differences between them are
primarily due to carotenoids. This observation is most
easily explained by the bidirectional model, since the
arrangement and number of carotenes close to PhQA

or PhQB are quite different, while the nearby Chls are
more highly conserved (Jordan et al., 2001). To ex-
plain the distinct DAS of the two components by a uni-
directional model requires postulating that the struc-
tural inhomogeneity near PhQA/FX affecting the rate
of ET also extends to encompass the neighboring pig-
ments and that its effect on the spectral properties of
the carotenes is larger than on the Chls.

Agalarov and Brettel (2003) assessed the tempera-
ture dependence of the two phases in Synechocystis sp.
PCC 6803. In agreement with previous studies (Schlod-
der et al., 1998) they found that the slow component
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is strongly temperature dependent, with an estimated
activation energy in the range of 100–200 meV. In
contrast, the fast component was almost temperature-
independent, with an estimated activation energy of
∼15 meV (Agalarov and Brettel, 2003). These authors
explained these results in terms of a model where the
fast component corresponds to a downhill ET event,
while the slow component represents an uphill ET.
However, they also presented an interesting alterna-
tive model, in which ET was unidirectional along the
B-branch, leading to reduction of PhQB, and thence to
FX, after which a bifurcation was possible with down-
hill ET either to FA or PhQA. Electrons taking the latter
path would proceed to FX and then to FA, via a ther-
mally activated ET corresponding to the slow compo-
nent. However, this model is difficult to reconcile with
the observed electron spin polarization and the low-
temperature data discussed above.

b. Time-resolved EPR studies

The use of transient EPR to study forward ET from PhQ
has been reviewed recently (van der Est, 2001; see also
van der Est, this volume, Chapter 24). Above ∼240
K two sequential spin-polarized spectra attributed to
P+

700PhQ− and P+
700Fe/S− are seen. [The notation Fe/S−

is used to allow for the possibility that ET from FX to
FA/FB may be faster than from PhQ to FX (van der Est,
2001).] The lifetime of P+

700PhQ− obtained from such
data is consistent with that of the slow phase obtained
from transient optical absorption experiments. The sub-
sequent decay of the late spectrum in the microsecond
timescale is primarily due to loss of spin polarization
by spin–lattice relaxation. An important issue for tran-
sient EPR studies of directionality in PS I is whether
the fast component seen optically can be detected. As
discussed in van der Est (this volume, Chapter 24) the
temporal resolution of ∼50 ns precludes direct obser-
vation of the fast component. However, it has a clear
and well-understood influence on the spin-polarization
patterns. Kandrashkin et al. (2002) have recently pub-
lished a thorough theoretical analysis of the early and
late spectra and their magnetic-field dependence, in-
cluding simulations with the inclusion of a fast com-
ponent of forward ET. Based upon this, they estimated
that no more than 20% of the Synechocystis sp. PCC
6803 PS I RCs could be exhibiting such a fast phase.
In contrast, similar simulations of room-temperature
data from PS I particles of C. reinhardtii (Kandrashkin
and van der Est, 2002) and subunit deletion mutants of
Synechococcus sp. PCC 7002 (van der Est et al., 2004)
show much larger fractions of fast component.

c. Site-directed mutations near PhQA and
PhQB

Although the data from native PS I provide some clues
about the possible involvement of the two quinones in
forward ET, point mutation studies give much more
direct evidence both for and against such a scheme.
Guergova-Kuras et al. (2001) analyzed forward ET in
whole cells of C. reinhardtii in which the �-stacking
tryptophans near PhQA and PhQB had been converted
to phenylalanine. They found that the decay rate of
the slower component (∼200-ns) was decreased in the
PsaA-W697F mutant (to ∼700 ns) without effect upon
the faster component (∼19-ns). In the PsaB-W677F
mutant, however, the decay of the absorption in both
the PhQ− and electrochromic bandshift regions could
be fit, albeit poorly by a single exponential decay
with � ≈ ∼160 ns. The situation was clarified by ex-
amination of the double mutant (PsaA-W697F/PsaB-
W677F). In this mutant, there were clearly two decay
components with time constants of ∼100 and ∼700
ns. If the A-side mutation was assumed to specifi-
cally slow the slow component ∼3.5-fold and the B-
side mutation had a similar effect (approximately five-
fold slowing) upon the fast component, decay com-
ponents of ∼100 and ∼200 ns are expected for the
PsaB-W677F mutant. These lifetimes are not suffi-
ciently different to be distinguished reliably, but they
gave better agreement than the best fit to a single
component.

An important issue for such studies is what fraction
of RCs is associated with each phase and whether the
mutations alter this ratio. Because the DAS of the two
phases differ and the changes in rates are also accom-
panied by changes in the DAS, it is difficult to answer
this question quantitatively. However, the fast compo-
nent accounts for about 1/3 of the total amplitude be-
tween 475 and 415 nm in all three spectra reported in
Guergova-Kuras et al. (2001), hence the mutations did
not induce any drastic change in the ratio of the ki-
netic components. At the same time, the DAS of the
slow component in the PsaA-W697F mutant appeared
to be altered such that the absorbance increase at 400
nm was larger relative to that at 390 nm while the spec-
trum of the fast component was unchanged. In the dou-
ble mutant, the DAS of both phases were altered such
that the absorbance change at 400 nm was increased
relative to that at 390 nm. These results are most eas-
ily explained with a bidirectional model in which the
two mutations have specific and similar effects on the
respective quinones. Although the results can be ratio-
nalized with a unidirectional ET model that explains
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biphasic kinetics by structural heterogeneity in the
PhQA/FX region, a number of unlikely coincidences
must be assumed to explain the specific and similar
effects caused by each mutation.

Similar results were obtained for a larger set of mu-
tants in Synechocystis sp. PCC 6803 (Xu et al., 2003a)
using data from several spectroscopic techniques. Ab-
sorbance difference spectroscopy in vivo on whole cells
and in vitro on isolated PS I particles both showed that
the PsaA-W697F mutation causes a three- to four-fold
increase in the lifetime of the slow component with no
discernible effect upon the lifetime of the fast compo-
nent. In the PsaB-W677F mutant, the converse was ob-
served: the fast component was slowed approximately
threefold, while the slow component was unaffected. In
all cases, the amplitude ratio was not changed by either
mutation. The transient EPR data for the PsaA-W697F
mutant was consistent with the optical data showing
a slowing of forward ET by about a factor of 3. The
corresponding mutation near PhQB, however, had no
discernible effect by this technique.

Purton et al. (2001) also measured the kinetics of
forward ET in several mutants of PsaA-Trp697 and
PsaB-Trp677 using pulsed EPR at 260 K. At this
temperature, they found a time constant of ∼450 ns
in WT, which is shorter than the value of ∼1 μs
(Schlodder et al., 1998) obtained from optical ab-
sorbance changes and ∼800 ns (Xu et al., 2003b) from
transient EPR. In the PsaA-W697L and PsaA-W697H
mutants, the rate was slowed significantly ( � = ∼1,200
and ∼1,500 ns, respectively), consistent with the ob-
servations for the PsaA-W697F mutant (Guergova-
Kuras et al., 2001; Xu et al., 2003b). The pulsed EPR
measurements did not detect a faster component, de-
spite the lowered temperature, consistent with the weak
temperature dependence seen in optical measurements
(Agalarov and Brettel, 2003). However, in contrast to
the transient EPR data for PsaB-W677F, which were
indistinguishable from the wild type, Fairclough et al.
(2003) reported a single ∼800-ns component for PsaB-
W677L. The authors explained this either as an indi-
rect effect upon ET in the A-branch or by a slowing
of ET from PhQB to a � > 500 ns that could not be
resolved from the 450-ns component. Both of these
explanations would require a dramatic difference in
the behavior of the PsaB-W677L mutant compared
to PsaB-W677F, despite the fact that the behavior of
the corresponding A-branch mutations are essentially
identical.

Serines PsaA-Ser692 and PsaB-Ser672, which are
near the PhQs and appear to H-bond with the Trp (Jor-
dan et al., 2001), have also been altered by mutagen-

esis. Xu et al. (2003b) analyzed Cys mutants of these
resides and observed a dramatic slowing of the slow
component in the PsaA-S692C mutant, both in vivo
( � = ∼1,300 ns) and in vitro ( � = ∼1,000 ns), with no
effect upon the faster component. However, for the B-
branch mutant (PsaB-S672C), the decays in vivo were
not significantly different from WT (∼13 and ∼210 ns).
Again, the transient EPR data showed a slowing of
electron transfer to FX for the PsaA mutant, while the
PsaB mutant showed no effect. Alanine mutations of
the corresponding residues in C. reinhardtii were not
very different (Gu et al., 2005). The PsaA-S692A mu-
tation had a bigger effect upon the slow component
than the PsaA-W697F mutation and little effect upon
the fast component (∼970 and ∼13 ns). In this case,
the PsaB-S672A mutant did give a detectable slow-
ing of the fast component in vivo (∼26 ns), but the
effect was very modest. Moreover, the shapes of the
DAS and the amplitudes of the components were much
the same as in WT (see Rappaport et al., this volume,
Chapter 16).

Xu et al. (2003b) also investigated mutants of PsaA-
Arg694 and PsaB-Arg674, which are located in the
region between FX and PhQA or PhQB, respectively.
The transient EPR data showed that both mutants lead
to a slowing of forward ET, as might be expected for
mutants in the vicinity of FX. However, analysis of
the 380-nm decay of the PsaB-R674A mutant in vivo
demonstrated the slowing of the slow phase seen by
transient EPR was not accompanied by a change in the
fast phase.

The residues PsaA-Gly693 and PsaB-Trp673 point
toward each other in the region between the two PhQs
and are directly above FX (Fig. 1). This structural ar-
rangement explains why they are so well conserved be-
tween species, despite the fact that they represent the
same position when PsaA and PsaB are aligned, as it
would seem unlikely that two Trps could be accommo-
dated in the space. However, contrary to expectations,
mutation of PsaA-Gly693 to Trp allows PS I to accumu-
late. In vivo analysis of PhQ− reoxidation in this mutant
revealed a specific and large effect upon the slow com-
ponent but none upon the fast one (17 and 1,000 ns;
Gu et al., 2005). Unfortunately, the converse mutation
(PsaB-W673G) did not allow PS I to accumulate.

d. Loss of peripheral subunits

Much of the data presented above provides evidence
that the two phases of PhQ reoxidation might be asso-
ciated with electron transfer in the two branches. One
consequence of invoking such an assignment of the two
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kinetic phases is that it implies that the extent of ET in
the two branches is somehow preparation-dependent,
since it is well known that using harsh detergents to iso-
late PS I can increase the fraction of the fast phase (Sétif
and Brettel, 1993). However, it is difficult to understand
how such treatment could alter the initial charge sepa-
ration and increase the fraction of ET in the B-branch.
The observation that PsaF appears to be missing in
many of the preparations exhibiting a large fraction of
fast phase led to an investigation of the ratio of the
two phases in mutants of Synechococcus sp. PCC 7002
mutants lacking PsaF (and/or PsaE) (van der Est et al.,
2004). It was found that the fraction of fast compo-
nent was indeed larger in the mutants and the effect
was much stronger in particles that had been isolated
with Triton X-100. The fact that the vast majority of
contacts between the PsaF subunit and PsaA and PsaB
are very close to the PhQA binding site led the authors
to postulate that the detergent effect is probably due
to alteration of ET in A-branch rather than redirection
toward the B-branch. If this interpretation is correct,
care must be taken in interpreting the effect of muta-
tions on the ratio of the fast and slow components. It
is also possible that, to explain both the subunit dele-
tion results and in vivo optical data on mutants near
PhQ and ec3 cofactors, structural heterogeneity in the
PhQ/FX region may have to be included in every model
considered.

e. A possible phase for FX to FA/FB

In C. reinhardtii PhQA-site mutants in which the ∼200-
ns component is slowed greater than threefold, it is
possible to resolve a new component with � ≈ 100 ns
(Byrdin et al., 2005). The shape of the DAS is rather
featureless, with broad positive amplitude at ∼330–
400 nm and broad negative amplitude at ∼430–470
nm. After the results of Lüneberg et al. (1994), this is
rather what one would expect for an ET from FX to
FA/FB. Furthermore, it is in the time range expected
for this ET event. Under normal conditions, there-
fore, the ∼200-ns component would actually repre-
sent two different components that overlap temporally.
However, if one can observe an FX → FA/B ET event
with � ≈ 120 ns under conditions in which ET from
PhQA to FX has been slowed to � > 600 ns, then the
electrons must have been delivered to FX earlier than
100 ns, implicating the faster component. More work
needs to be done here, but confirmation of this hy-
pothesis would provide conclusive evidence that the
fast component does indeed represent ET from a PhQ
to FX.

f. Summary of data on ET from PhQ to Fe/S
clusters

All of the above studies of the ET kinetics at ambient
temperature consistently show that mutations expected
to affect PhQA influence the slow kinetic phase. Thus
the assignment of the slow phase to the A-branch seems
well founded. The correlation between mutations in the
B-branch and changes in the kinetics is less clear. Some
of the data favors an assignment of the fast phase to the
B-branch, but some of the mutations that would be ex-
pected to influence electron transfer in the B-branch
showed no effect or altered the slow phase. These re-
sults are puzzling when they are rationalized in terms
of any of the models. In the bidirectional model they
imply that equivalent mutations in the two branches
have different effects upon the respective PhQ sites,
while in the unidirectional model they would have dif-
ferent effects upon FX in the two conformations. This
clearly illustrates the limitation of using point mutants
to deduce the electron transfer pathway. For example,
based on the X-ray structure, mutation of PsaA-Ser692
might be expected to have a similar but smaller effect
upon reoxidation of PhQA compared to mutation of the
PsaA-Trp697. On the other hand, mutation of PsaB-
Arg674 would be expected to either affect both phases
in a similar manner or only affect ET in the B-branch.
The fact that the results do not correspond to these ex-
pectations shows that simple predictions of the effect
of a given mutation based on the structure and basic
chemical principles are not always adequate.

However, given the fact that some of the mutants
do not affect the fast component, it is worth consider-
ing the possibility that it might not correspond to elec-
tron transfer. While optical studies consistently show
this phase to be present, the photoelectric and TR-EPR
work on native PS I from cyanobacteria have found
no evidence of such a component. The lack of evi-
dence for a fast component in cyanobacteria from EPR
and photoelectric measurements is probably due to the
shorter lifetime and smaller amplitude in these organ-
isms. Moreover, the presence of the fast component
is clearly evident in the TR-EPR data from eukary-
otic PS I (see van der Est, this volume, Chapter 25).
It is nonetheless surprising that none of the mutations
that affect the lifetime of the fast component have yet
shown any effect in the transient EPR at room temper-
ature. Moreover, it is clear that a fast component can
be induced by harsh treatment of PS I particles, and it
would seem that eukaryotic PS I is more susceptible to
this phenomenon. Thus, one must interpret with cau-
tion the results on fast components, especially in vitro.
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For this reason, the in vivo optical data has great po-
tential value. The optical results with the Trp mutants
seem to say quite clearly that the two PhQs are reduced
and then reoxidized by FX, but it is true that of all the
mutations made near PhQB, the PsaB-W697F mutation
has the greatest effect so far. Had the Ser mutants been
measured first, in which the PsaA-S692C/A mutant(s)
had a large effect upon the slow component and the
PsaB-S672C/A mutant(s) had a much smaller effect
upon the fast component, the initial conclusion might
well have been the opposite. However, if one assumes
that ET from PhQB is downhill and ET from PhQA

is uphill, as has been proposed (Agalarov and Brettel,
2003), then PhQA might be more sensitive to changes
in redox potential than PhQB. Thus, even if symmet-
ric mutations had the same effect upon each PhQ, one
might expect a greater change in the rate of ET from
PhQA. In this case, the important question would not
be why the PsaB-S672C/A mutations had such a small
effect, but why the PsaB-W697F mutation had such a
large effect upon the fast phase.

2. Forward Electron Transfer from P700 to
PhQ

There is an extensive literature on energy transfer and
the charge separation from P700 via A0 to PhQ. The
majority of this work involves ultrafast optical pump–
probe spectroscopy in the fs–ps timescale (Gulotty et
al., 1985; Hastings et al., 1994, 1995; Pälsson et al.,
1995; White et al., 1996; Melkozernov et al., 1997; Mi
et al., 1999; see also Savikhin, this volume, Chapter
11; Shuvalov et al., this volume, Chapter 18). Photo-
electric techniques have also been used to follow the
reduction of PhQ on the ps timescale (Hecks et al.,
1994; see also Semenov et al., this volume, Chapter 21).
In quinone-exchanged PS I, forward ET is slowed and
transient absorption techniques in the ns regime can
be used (see Itoh et al., 2001 for a review). None of
these data on native or quinone-exchanged PS I gives
any clear indication, such as biphasic kinetics or two
distinct A0 or PhQ spectra, to suggest bidirectional
ET. However, the inherent differences between the two
branches might be too small to detect easily, and there-
fore site-directed mutagenesis has again been used to
selectively alter the individual branches.

a. Site-directed mutations near ec3A and
ec3B

The methionines PsaA-Met688 and PsaB-Met668,
which act as axial ligands to the ec3 Chls, are
the most obvious targets for mutation. Other candi-

dates are tyrosines PsaA-Tyr696 and PsaB-Tyr676,
which are H-bonded to the ec3 Chls, and asparagines
PsaA-Asn611 and PsaB-Asn591, which coordinate the
water molecules that act as axial ligand to the ec2 Chls
(see Fig. 2). Alteration of any of these residues is ex-
pected to change the rate of electron transfer through A0

and/or the yield of ET in the branch carrying the muta-
tion. Changes in the reduction and reoxidation kinetics
of A0 require ultra-fast techniques or indirect detec-
tion (e.g., in the spin polarization of subsequent radical
pairs). The yield of ET in the two branches can be mon-
itored using the spectroscopic signatures of either A0

or PhQ.

(i) Studies in the nanosecond to
microsecond range

The results obtained from mutants of PsaA-Met688 and
PsaB-Met668 reported to date do not give a consistent
picture of the activity of the two branches. In C. rein-
hardtii, the PsaA-M688H mutant gave no out-of-phase
spin echo decay at 265 K (Fairclough et al., 2003),
while the PsaB-M668H mutation was reported to slow
the echo decay approximately twofold. The first obser-
vation was explained as a result of blockage of forward
ET from ec3A to PhQA. However, a recent attempt to
confirm this (McConnell et al., 2005) showed the pres-
ence of a spin-polarized EPR spectrum from the PsaA-
M668H mutant at 150 K and no evidence for slowing
of the forward ET from PhQ to FX at room temperature
in the PsaB-M668H mutant. The latter data are more
in line with the results of a study of the PsaA-M688L
and PsaB-M668L mutants in Synechocystis sp. PCC
6803 (Cohen et al., 2004). The early and late spectra
observed in the PsaB-M668L mutant, as well as the
kinetics of their production and decay, were virtually
indistinguishable from the WT. In contrast, the PsaA-
M688L mutation had several obvious effects. Its early
spectrum (60–160 ns) was drastically altered, with no
midfield absorptive peak and an absorptive rather than
emissive feature in the high-field region, while its late
spectrum had a prominent high-field absorptive peak.
These aspects were explained in terms of a longer life-
time of the P+

700ec3−
A state, leading to greater singlet–

triplet mixing before forward ET from this state to pro-
duce P+

700PhQ−
A. However, both qualitative examination

of the transients and a quantitative analysis of the kinet-
ics showed that the rate of forward ET in PsaA-M688L
was the same as in WT, indicating no effect upon PhQA

or FX. Consistent with the observed slowing of forward
ET to PhQ, the spectrum of 3P700 formed by radical pair
recombination was clearly produced by a laser flash in
the PsaA-M688L mutant, while it was not seen in WT
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Fig. 4. TR-EPR data on the WT (A), PsaA-Y696F (B), and PsaB-Y676F (C) mutants. Experimental and calculated spectra (dashed
and solid curves, respectively) are shown at early (150 ns) and late (1 μs) times. The experimental data are boxcar spectra extracted
from the full time/field datasets of thylakoid membranes of C. reinhardtii devoid of PS II (as in Fig. 3). The calculated spectra are fits
to the complete datasets in which only the relative amounts of the fast and slow components of ET from PhQ to Fe/S clusters were
varied. The lifetimes of the two phases were fixed at 20 and 250 ns, the remaining parameters were held fixed at the values given in
van der Est et al. (2004) and it was assumed that no significant singlet–triplet mixing occurred during the lifetime of P+A−

0 .

or the PsaB-M668L mutant. The possibility that this
occurred due to partial loss of PhQA was ruled out
by checking the quinone content of the samples. In-
terestingly, the effect on the spin-polarization patterns
ascribed to singlet–triplet mixing in the P+

700ec3−
A state

became weaker upon lowering the temperature from
295 to 240 K. This effect was rationalized as result-
ing from heterogeneity in ET rate from ec3A to PhQA,
which was exacerbated by the introduction of the Leu
side chain near ec3A.

At the time of writing, optical studies of the elec-
tron transfer from PhQ to FX for mutants of residues
near ec3A and ec3B are in progress but have not yet
been published (see Rappaport et al., this volume,
Chapter 16). In C. reinhardtii, these data show that
such mutations cause little or no change in the rates
of both the fast and slow components but significant
changes in their relative amplitudes. All mutations of
residue PsaA-Met688 resulted in a large increase in
the fast component and a decrease in the slow one,
to the point where the fast component was the major
one (accounting for ∼60–75% of the 380-nm decay).
In contrast, the PsaB-M668H mutation resulted in the
opposite effect, with the amplitude of the fast com-
ponent dropping approximately twofold. Mutation of
the tyrosines that donate an H-bond to the ec3 Chls in
C. reinhardtii produced a similar effect, although not

as drastic. Both transient absorption data (Fig. 3) and
transient EPR data (Fig. 4) show that the PsaA-Y696F
mutation resulted in a greater proportion of fast decay,
while the PsaB-Y676F mutation resulted in a smaller
proportion of fast decay, compared to WT. Although
the relative amplitudes of the two fractions predicted
from EPR differ somewhat from those obtained from
the optical data, the same trend is observed in both
experiments.

As with the PhQ-site mutants, it is difficult to ex-
plain all of these results by any of the simple direc-
tionality models. The facts that the mutations are lo-
cated in the middle of the respective branches and that
they have complementary effects in some of the ex-
periments suggest a bidirectional model. On the other
hand, the data reported in (Cohen et al., 2004) sug-
gest a strong asymmetry in electron transfer. In the
bidirectional model, the changes in the amplitudes of
the two phases of PhQ− reoxidation observed optically
are explained as resulting from changes in the yield of
ET in the two branches. This implies that the muta-
tions affect the initial charge separation and therefore
that ec3 is involved. Thus, the initial charge separa-
tion would have to follow either the dual-trap model,
in which the first charge-separated state is ec2+ec3−,
or a model in which the ec2 and ec3 chlorophylls
are strongly coupled and act together as the primary
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acceptor. No matter which model of initial charge
separation is correct, the ec2 Chl(s) should play some
role. Therefore, one would expect that mutations of
PsaA-Asn611 and PsaB-Asn591, which coordinate the
water molecules ligated to the ec2 Chls, to influence
the quantum yield of the initial charge separation in
the two branches. However, conversion of either of
these residues to an Asp had no effect upon the relative
amplitudes of the two components of PhQ− reoxida-
tion (see Rappaport et al., this volume, Chapter 16).
The structure suggests that the carbonyl oxygen of the
Asn side chain interacts with the water molecule. Since
Asp side chain has an analogous carbonyl group, the
main effect of the mutation was expected to arise from
the difference in charge between neutral Asn and neg-
atively charged Asp. FTIR analysis of P+

700/P700 in the
PsaB-N591D mutant showed shifts consistent with re-
placement of an amide by a carboxylic acid as expected
for replacement of Asn by Asp, but no changes indica-
tive of introduction of a negative charge were found
(Hastings and Redding, unpublished data). This sug-
gests that the Asp might be protonated and would there-
fore not induce any significant effect. Clearly, a better
understanding of the nature of the initial charge separa-
tion and a more complete series of mutations is needed
to interpret the changes in the relative amplitudes of
the two kinetic phases.

(ii) Studies in the femtosecond to
picosecond range

Recently, two ultrafast pump–probe studies of mutants
in which the ec3 axial ligands have been converted from
Met to His in C. reinhardtii (Ramesh et al., 2004) or to
Leu and Asn in Synechocystis sp. PCC 6803 (Dashdorj
et al., 2005) have been published. Again, the results
give very different pictures of the directionality.

The absorbance difference spectra of the C. rein-
hardtii mutants were taken 200–300 ps after a fem-
tosecond laser flash (Ramesh et al., 2004). Only a strong
bleaching due to P+

700 is observed in this time window in
WT PS I, but both mutants showed an additional bleach-
ing with a maximum at ∼681 nm. The kinetic behav-
ior of the absorbance changes was not reported in this
study. Because bleaching in the region around ∼685
nm has been observed when electron transfer past A0

is blocked (Melkozernov et al., 1997), the additional
bleaching in the mutants suggests the presence of a
long-lived (several hundred ps) contribution from A−

0 .
Under the assumption that the P+

700 −P700 spectrum was
unaltered in the mutants, given that the mutations were

relatively far from P700, the spectrum of the additional
species was obtained by subtracting the WT spectrum.
The resulting DS was very similar to that expected for
A−

0 − A0 and by comparing the spectra obtained un-
der neutral and reducing conditions, it was estimated
that roughly one half of the A−

0 was long-lived in each
of the mutants. These results were interpreted to mean
that charge separation in PS I is inherently bidirectional
and that mutation of the axial ligand to one of the ec3
Chls did not alter the quantum yield of ET to that Chl,
but impaired forward ET from it to the neighboring
PhQ.

A very different picture emerged from the analogous
study of Met to Asn or Leu mutants in Synechocystis
sp. PCC 6803 (Dashdorj et al., 2005; see Savikhin, this
volume, Chapter 12). Pump–probe absorbance mea-
surements in the picosecond range were made at 390
nm and from 640 to 720 nm. The reduction of PhQ
contributes strongly to the absorbance changes at 390
nm, while A−

0 formation is observed most clearly in
the red region, which is dominated by the Chls. Qual-
itatively, the PsaB mutants were almost indistinguish-
able from the wild type, while the kinetics were clearly
altered in the PsaA mutants. A global analysis of the
time traces in which antenna processes were subtracted,
yielded an A−

0 lifetime of 12.5 ± 2.5 ps in the WT and
both PsaB mutants, while values of 112 ± 10 and 100
± 10 ps were obtained in the PsaA-M688N and Psa-
M688L mutants, respectively. The data clearly suggest
that electron transfer is strongly asymmetric and biased
toward the A-branch. After fitting the data with a bidi-
rectional model, the authors concluded that no more
than ∼20% of the electrons could proceed along the
B-branch.

Thus, the two studies come to very different con-
clusions about the directionality. It is possible that
this is due to species-specific differences, but further
work is needed to rule out other explanations. An im-
portant observation in Dashdorj et al. (2005) is that
the steady-state light-minus-dark spectrum usually at-
tributed to P+

700 − P700 is altered by the mutations. The
differences are larger for the PsaA mutant and occur
exclusively below 690 nm. Several possible explana-
tions were offered for this behavior, including a more
symmetric distribution of the charge over the two
chlorophylls in P+

700, a change in an electrochromic
bandshift of chlorophylls near P700, or a change in
the excitonic coupling between P700 and neighboring
chlorophylls. In Ramesh et al. (2004) it was assumed
that such changes were negligible and did not con-
tribute to the absorbance differences attributed to long-
lived A−

0 . More extensive studies of the C. reinhardtii
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mutants are in progress to clarify whether this assump-
tion is valid (Ramesh et al., 2005).

b. Mutations in the vicinity of the P700 Chls

In the case of bidirectional ET, mutations near the pri-
mary donor might be expected to affect the extent of
electron transfer to the two possible acceptors. Very
little work has been done to investigate this. However,
one study mutation of the H-bond donor to PA in C.
reinhardtii (PsaA-T743A) was found to produce no
changes in the relative amplitudes of the two com-
ponents of PhQ− reoxidation (Li et al., 2004). This
suggests that the mutation does not affect the direc-
tionality, but the reason for this is not clear. One pos-
sibility is that ET is unidirectional as in the pbRC and
the changes induced by the mutation are not sufficient
to force ET down the inactive branch. Alternatively,
the electron transfer might be bidirectional, but the in-
fluence of the mutation on P∗

700 might be too small
to cause a significant change in the ratio of electron
transfer in the two branches. Both of these possibilities
would be consistent with the fact that the mutation does
not greatly change the asymmetric character of P+

700 (Li
et al., 2004). Another alternative is the dual-trap model
in which P700 is not involved in the initial charge sep-
aration. In this case, mutations near P700 would not be
expected to have a large effect upon directionality.

3. Back-Reactions at Ambient Temperature

The backreaction kinetics and their associated spectra
also provide an avenue through which the directional-
ity may be studied. However, if the backreaction occurs
from the iron–sulfur clusters, the activity of the two
branches may be different from that in forward trans-
fer, because the bifurcation points for the forward and
backward reactions are different. Hence, to obtain in-
formation about the directionality of forward ET from
the backreactions, the iron–sulfur clusters must first be
removed or inactivated.

In the rubA mutant, which lacks all three Fe/S clus-
ters, the near-IR absorbance change due to P+

700 for-
mation was found to decay with two major compo-
nents of similar amplitude and time constants of 13
and 86 μs (Shen et al., 2002a). Analogous behavior
was observed in both PS I particles and membranes,
indicating that the two lifetimes were not induced by
detergent treatment. When transient optical changes
were measured in the near-UV region, a similar pic-
ture emerged: two major kinetic components of sim-
ilar amplitude and spectral shape with time constants

of 15 and 95 μs. The decay-associated spectra (DAS)
and decay times were similar to those observed pre-
viously in PS I RCs that had been stripped of Fe/S
clusters by chemical treatments (Brettel and Golbeck,
1995). The spectral features attributed to P+

700 (large
central trough centered at 430 nm) were identical in
the two DAS. However, those assigned to PhQ− (ab-
sorbance increase at 360–400 nm) and electrochromic
bandshift(s) of nearby pigments (absorbance increase
at 460–500 nm) were subtly different for the two kinetic
phases. The difference in decay rate and spectral shape
suggests that backreaction is occurring from PhQ(s) in
different environments. This is also supported by the
fact that the transient EPR spectrum at ambient temper-
ature shows some evidence for heterogeneity. However,
the origin of this heterogeneity is unclear. It could repre-
sent backreaction from a single species (PhQA) in two
different environments or from the two PhQs (PhQA

and PhQB).
Under strongly reducing conditions, ET past PhQ is

also prevented, but the back-reaction produces the ex-
cited triplet-state of P700 (Mathis and Sétif, 1988; Sétif
and Brettel, 1990) rather than the ground state. A de-
tailed investigation of the temperature dependence of
the recombination kinetics under such conditions re-
vealed several kinetic phases (Polm and Brettel, 1998).
The main phase, attributed to P+PhQ− recombination,
had a half-life of ∼200 ns at room temperature and
was found to be an activated process. The authors ex-
plained this behavior with a model in which recombi-
nation was proposed to occur via thermal repopulation
of P+

700A−
0 . The model assumed recombination from a

single P+PhQ− species. However, the possibility that
both quinones might be active is difficult to assess in
such experiments, because the pre-reduction protocol
inevitably leads to incomplete reduction of FX and par-
tial reduction of PhQ. Hence, it is not clear whether the
observed multiphasic kinetics arise because both PhQs
are active or because of heterogeneity introduced by
the reduction protocol.

V. Theoretical Work

With the publication of the 2.5-Å structural model of
PS I, the range of feasible theoretical calculations re-
lated to ET in PS I has expanded greatly. A thorough
review of this work and related issues is presented by
Moser and Dutton (this volume, Chapter 34). Here we
will review only cursorily some aspects, which are rel-
evant to the issue of directionality. Central to all of the
models concerning directionality is a rationalization
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of the biphasic electron transfer kinetics from PhQ to
FX. In the bidirectional model, the two phases are as-
signed to electron transfer in the two branches, while
the unidirectional model invokes structural heterogene-
ity. However, it is necessary to explain why the rates
should differ in the two branches or two conformations.
This question has been addressed in two recent publica-
tions (Ishikita and Knapp, 2003; Ivashin and Larsson,
2003) both of which assume a bidirectional model and
attempt to explain why the rates of forward ET from the
two PhQs would be so different. Ivashin and Larsson
(2003), calculated electronic couplings between cofac-
tors using mainly semiempirical methods. They calcu-
lated similar couplings (∼0.3 cm−1) for ET from ei-
ther PhQ to FX. They suggested, however, that the Trp
unique to the B-side (PsaB-Trp673) mediates the ET
reaction from PhQB to FX but not from PhQA. The fact
that conversion of the corresponding residue (PsaA-
Gly693) to Trp did not accelerate ET from PhQA, but
rather slowed it considerably, does not seem to support
this hypothesis (Gu et al., 2005). However, it is unclear
whether the position and orientation of the introduced
Trp are analogous to those of PsaB-Trp673.

A crucial feature of such calculations is the values
of the redox potentials of the cofactors involved. Be-
cause the measured or estimated redox potentials are
not known accurately, Ishikita and Knapp (2003) calcu-
lated them on purely electrostatic grounds using the X-
ray crystal structure coordinates (Jordan et al., 2001).
They arrived at semiquinone/quinone midpoint poten-
tials of -531 mV for PhQA and -686 mV for PhQB. The
large difference was attributed to two main factors: (i)
the protonation state of PsaB-Asp575 was proposed to
change upon reduction of either quinone but to be more
strongly coupled to PhQA than PhQB, (ii) the backbone
conformation of the protein was proposed to stabilize
PhQ−

A and PhQ−
B by different amounts. Recently, the

first proposal, which was suggested to be the larger ef-
fect, has been tested by re-examining mutants in which
PsaB-Asp575 was converted to Lys or Ala (Vassiliev et
al., 1999). The side chains in this series (Asp, Ala, Lys)
cover a pKa range of ∼4–10 and should provide a good
test of the role of this residue’s protonation state on the
rate of ET. Both mutations lead to a slight slowing of ET
similar to the effects observed for PhQ-site mutations
(van der Est et al., unpublished results), suggesting that
the side chain pKa of residue PsaB-575 does not play
a significant role in determining this rate. Based on the
calculated redox potentials for the quinones and ex-
perimental estimates of the redox potential of F−

X/FX

around −650 to −705 mV, Ishikita and Knapp (2003)
concluded that ET from PhQA is endothermic, as sug-

gested previously by Brettel (1997). ET from PhQB,
on the other hand, was predicted to be exothermic or
very slightly endothermic. While such an arrangement
is consistent with the difference in rates and the temper-
ature dependencies of the two kinetic components in a
bidirectional model (Agalarov and Brettel, 2003), it is
difficult to reconcile with the transient EPR data. This
is because electron transfer in the B-branch could lead
to reduction of PhQA via PhQB and FX. However, there
is no evidence for a contribution to the spin polarization
of the radical pair from such a pathway.

Finally, we note that the ec2–ec3 Chls are much more
intimately paired than are the corresponding B–H pair
in the pbRC (Fig. 1). The macrocyclic rings are practi-
cally parallel, and there is substantial overlap between
them, which may be important for determining how ini-
tial charge separation occurs. The semiempirical cal-
culations of Ivashin and Larsson (2003) found a large
coupling between these Chls, and recent ab initio cal-
culations have come to similar conclusions (Petrenko
and Redding, 2004). In the latter calculation, a four-
fold larger coupling was found for ec2A–ec3A than for
ec2B–ec3B, because of minor differences in how these
pairs are arranged in T. elongatus. It is not immediately
clear what influence this would have on the yield of
electron transfer in the two branches, but it suggests that
A-branch ET would probably be more efficient in this
organism. It also suggests that the relative efficiency of
ET in the two branches might be strongly species de-
pendent, because the coupling between the ec2 and ec3
Chls is very sensitive to their structural arrangement.

VI. Main Unresolved Issues, Final
Thoughts, and Speculations

From the preceding overview of recent results it is ap-
parent that no completely consistent picture of direc-
tionality in PS I has emerged from the data. However,
it is encouraging that some important aspects of ET
in PS I have been established. For example, all of the
data consistently show that the slow kinetic phase of
PhQ to FX electron transfer and cyclic electron transfer
at low temperature are associated with the A-branch.
Moreover, all of the data show that this is the dominant
ET pathway. Thus, ET is clearly biased to some ex-
tent toward the A-branch. However, there is still a great
deal of uncertainty and conflicting data regarding the
activity of the B-branch. Some of the data, particularly
from point mutations in the PhQ sites, argue strongly
for the involvement of the B-branch, while other data,
primarily from cyanobacterial mutants in the ec3 sites,
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argue against such a scheme. To arrive at a final answer
to this question, there are a number of important issues
regarding ET in PS I that must be resolved.

A. Nature of the Initial Charge Separation

We do not yet know which cofactors compose the pri-
mary radical pair after charge separation. Although it
has widely been assumed to be P+

700ec2−, other sce-
narios such as the dual-trap model are also consistent
with the data. Answering this question is crucial to un-
derstanding why ET would be unidirectional or bidi-
rectional and which factors would be likely to control
it.

It is also important to note that there are discrepan-
cies within various proposals that invoke bidirectional
ET to explain different experimental data. For example,
the ultra-fast results of Ramesh et al. (2004) seem to in-
dicate that the amount of charge separation making use
of the A-branch or B-branch is not affected by the muta-
tions to the ec3 axial ligands. However, results with the
mutations to the H-bond donor to the ec3 Chls appear
to argue that one can modulate the use of one branch
or another (Figs. 3 and 4; Li et al., 2006). Further-
more, the low-temperature results from the Heathcote
group on PS I with pre-reduced Fe/S clusters (Muhi-
uddin et al., 2001; Fairclough et al., 2003) was inter-
preted in terms of the hybrid model (see section II.D), in
which different conformational states are frozen in by
low temperature and ET is unidirectional within each
population, but in opposite branches. This model pre-
dicts that the relative use of each pathway would be
determined by the equilibrium between these confor-
mational states. However, this model provides no ap-
parent reason why or how any mutation should influ-
ence this equilibrium and therefore change the relative
amplitudes of the two kinetic phases of ET from PhQ
to FX.

B. Low-Temperature Effects

An adequate description of the temperature depen-
dence of ET in PS I is also an important missing piece
of the puzzle. At present it is not known what factors de-
termine the two low-temperature fractions (“cycling”
and “irreversible”) and how they relate, if at all, with the
activity of the two branches. The evidence that the two
kinetic phases of ET from PhQ to FX correspond to the
two branches, and the fact that they have different acti-
vation energies, suggests that the two low-temperature
fractions may be a result of bidirectional ET. On the
other hand, there is some evidence that only the A-

branch is active at low temperature. The observation
that the amplitude of the fast component decreases as
the temperature is lowered (Agalarov and Brettel, 2003)
suggests that ET to PhQB might be temperature depen-
dent, if this component is assigned to ET from PhQB.
In this case, the two fractions would both arise from ET
in the A-branch and would be caused by heterogeneity
on the stromal side of the complex, one conformation
blocking ET from PhQA and the other allowing irre-
versible ET to FA/FB.

C. Species Dependence

Another open question is whether there is any signifi-
cant difference in the directionality between prokary-
otic and eukaryotic PS I. On the basis of the high degree
of sequence homology between various species, such
an effect would be unexpected. However, it is well-
known that the fraction of fast ET from PhQ is gen-
erally larger and has a longer lifetime in eukaryotic
PS I compared to prokaryotic PS I. Moreover, there
is a marked difference in the sensitivity of the ratio
of the two components to preparation conditions, with
harsher treatments required to induce a significant fast
component in prokaryotic PS I (e.g., removal of PsaF
and treatment with Triton X-100; van der Est et al.,
2004).

D. Possible Advantages of Bidirectional
Electron Transfer for the Organism

Because the properties of the PS I reaction center have
evolved by natural selection, it is reasonable to assume
that the directionality of the ET is determined by se-
lective advantage to the organism. Although the evo-
lutionary trajectory of PS I is still unknown, it seems
likely that it evolved from a homodimeric ancestor, with
the psaA and psaB genes diverging after a gene dupli-
cation event occurring >1 billion years ago. In a ho-
modimeric RC, the ET can only be biased toward one
branch by some asymmetry in the tertiary structure.
Hence, it seems highly likely that both branches would
be used in such a system. Thus, the proposal that PS
I evolved from a homodimeric RC raises two intrigu-
ing questions: (i) Which factors led to the evolution of
a heterodimeric Type I RC? (ii) Is the asymmetry of
the heterodimeric PS I RC sufficient to bias electron
transfer to one branch? It is only possible to speculate
about the first question. However, it seems likely that
it is related to factors other than ET, such as binding
the electron donor and acceptors or antenna proteins,
since there is no obvious advantage or need for two
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distinct pathways in Type I RCs. Despite this lack of an
apparent functional advantage to a heterodimeric RC,
the high degree of sequence conservation between
PsaA (and PsaB) polypeptides of cyanobacteria, algae,
and plants suggests that the core of PS I has been highly
optimized. The second question is partially answered
by the data reviewed in this chapter, showing that the
ET is biased toward the A-branch, although the extent
of this bias and its functional significance have not been
established. Hence, we can only speculate about possi-
ble advantages of maintaining a significant level of ac-
tivity in the B-branch. If the changes in the amplitudes
of the two kinetic phases are interpreted as changes
in the efficiency in the two pathways, it implies that
the relative use of the two branches can be altered by
relatively minor perturbations of the RC. This in turn
implies that there was indeed some selective value in
retaining both pathways. One possible reason is that
having two pathways allows the RC to function even
if one pathway is damaged. Although this is thought
to be a relatively rare event, and there is no direct ex-
perimental evidence showing that having two branches
compensates for damage to one of them, there are some
observations that suggest that it might play a role. For
example, it is known that exogenous PhQ can exchange
with bound PhQ in vitro (Ostafin and Weber, 1997), and
it is likely that this occurs in vivo as well. During the
exchange process, which might be used to get rid of
rarely produced PhQH2, the PhQ site would be unoc-
cupied for some period of time, rendering its branch
inactive. In a unidirectional model, this would lead to
complete loss of activity during exchange of the active
quinone, while in a bidirectional model ET in the other
branch would still be possible.
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Summary

In oxygen-evolving organisms, Photosystem I (PS I) catalyzes the light-driven reduction of ferredoxin, a small
acidic soluble protein containing a low-potential [2Fe–2S] cluster. Under conditions of iron deprivation, flavodoxin,
which contains a FMN cofactor, can replace ferredoxin in some algae and cyanobacteria. The reduction kinetics
of ferredoxin and flavodoxin by (PS I) have been studied over the last 10 years with the unique technique of flash-
absorption spectroscopy. This chapter describes and discusses the kinetic aspects of these processes, using data
obtained in vitro with wild type systems as well as with mutants. A detailed summary of all the available kinetic
data concerning the effects of the mutations is provided. In the case of the three stromal subunits PsaC, PsaD, and
PsaE, this allows one to define structurally the region of the reaction center that is involved in ferredoxin docking,
using the 2.5 Å structure of PS I from the cyanobacterium Thermosynechococcus elongatus.

∗Author for correspondence, email: pierre.setif@cea.fr
Abbreviations: Chlamydomonas reinhardtii – C. reinhardtii;
ET – electron transfer; Fd – ferredoxin; Fld – flavodoxin;
FMN – flavin mononucleotide; FNR – ferredoxin-NADP+-
oxidoreductase; Kd – dissociation constant; kET – electron trans-
fer rate; kon – second-order rate constant; PsaC, PsaD, and PsaE: –
the three extrinsic subunits of photosystem I; PS I – photosys-
tem I; Thermosynechococcus elongatus – T. elongatus; WT –
wild type.

I. Introduction

Photosystem I (PS I) operates as a light-driven oxidore-
ductase in the photosynthetic membrane of oxygen-
evolving organisms, i.e., cyanobacteria, algae, and
plants. After charge separation and stabilization, it ox-
idizes plastocyanin (or cytochrome c6) on the lume-
nal side of the membrane and reduces ferredoxin (Fd)
on the stromal (cytoplasmic) side of the membrane.
Flavodoxin (Fld) can substitute Fd under conditions of

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 439–454.
C© 2006 Springer.
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iron deprivation in most cyanobacteria and some al-
gae (Rogers, 1987; Straus, 1994). The crystallographic
structure of PS I from the thermophilic cyanobac-
terium Thermosynechococcus elongatus is known at
present at a resolution of 2.5 Å (Jordan et al., 2001;
see Fromme and Grotjohann, this volume, Chapter 6).
More recently, the structure of a higher plant PS I has
been obtained with a resolution of 4.4 Å (Ben Shem
et al., 2003; see Nelson and Ben-Shem, this volume,
Chapter 7). Three-dimensional structures of several
plant-type Fds and Flds are known (Drennan et al.,
1999; Morales et al., 1999 and references therein).

The initial photoinduced charge separation in PS I is
stabilized by several steps of secondary electron trans-
fer (ET) processes involving different electron accep-
tors such as chlorophyll(s), quinone(s), and three dif-
ferent [4Fe–4S] clusters, named FX, FA, and FB. Clus-
ter FX makes a bridge between the two large mem-
brane subunits PsaA and PsaB, with each of these
two polypeptides providing two cysteine ligands to the
cluster. The center of FX is located on the C2 pseudo-
symmetry axis of the core of PS I, which is perpen-
dicular to the membrane and passes as well between
the two chlorophylls a that make up the primary elec-
tron donor P700. The terminal electron acceptors FA

or FB are bound to the extrinsic subunit PsaC, the fold
of which is similar to that of bacterial ferredoxins con-
taining 2[4Fe–4S] clusters. Subunit PsaC has local C2

pseudo-symmetry and this C2-axis makes an angle of
62˚ with the membrane normal, which makes cluster
FA closer to FX and cluster FB closer to the surface of
the PS I complex, in line with FB being the partner of
the [2Fe–2S] cluster of soluble ferredoxin during ET
(Sétif, 2001). Therefore, ET involving iron–sulfur clus-
ters occurs most probably according to the successive
steps: FX → FA → FB → [2Fe–2S] of Fd. In addi-
tion to PsaC, PS I contains two other stromal subunits
named PsaD and PsaE, which do not contain any co-
factors. The PsaC, PsaD, and PsaE subunits, which are
the only purely extrinsic subunits found in cyanobac-
terial and chloroplastic PS I structures (Jordan et al.,
2001; Ben Shem et al., 2003), form a ridge at the stro-
mal surface of PS I and are potentially involved in the
interaction of PS I with Fd and Fld (see Antonkine and
Golbeck, this volume, Chapter 8).

Fd and Fld can both sustain cyclic (see Joliot et al.,
this volume, Chapter 37) as well as linear electron flow.
During linear electron flow, reduced Fd (Fld) provides
the electrons necessary for NADP+ reduction in a reac-
tion catalyzed by ferredoxin-NADP+-oxidoreductase
(FNR) (see Hurley et al., this volume, Chapter 27). Fd
serves also as an electron donor to a number of sol-

uble enzymes involved in nitrogen metabolism, sulfur
metabolism, and the regulation of carbon metabolism
(Knaff, 1996; see Hase et al., this volume, Chapter 28).
Fld may be efficient in reducing most or all of these
soluble enzymes.

ET from PS I to Fd/Fld has been observed directly
for the last 10 years. The only technique used for char-
acterizing the kinetics of this process has been flash-
absorption spectroscopy. One difficulty in using this
technique is that the three different iron–sulfur clus-
ters of PS I have similar absorption properties, so that
the kinetic steps preceding immediately Fd/Fld reduc-
tion cannot be spectrally distinguished. Photoelectric
measurements, i.e., the measurement of electric fields
created by ET in membrane fragments or vesicles con-
taining PS I, does not suffer from the same limitation
and was extremely useful in the study of ET steps
within PS I (Brettel and Leibl, 2001). However, Fd
(Fld) reduction from F−

B appears to be electrically silent
(Semenov et al., 2003; see Semenov et al., this volume,
Chapter 21).

Ferredoxin and flavodoxin reduction by PS I (Sétif,
2001) as well as the Fd docking site of PS I (Sétif et al.,
2002) have been reviewed recently. In the present chap-
ter, I will focus on the kinetic and structural aspects of
these processes, summarizing the available data that
have been discussed in these recent reviews while in-
corporating the scarce new data that appeared more
recently.

II. Electron Transfer from PS I to
Ferredoxin in Wild Type Systems

As mentioned above, flash-absorption spectroscopy
seems, up to now, the only available method for moni-
toring directly the kinetics of Fd reduction by PS I. Ex-
periments were performed in the 460–600 nm region,
taking advantage of the fact that reduction of the [2Fe–
2S] cluster of Fd leads to a larger bleaching than single
reduction of the terminal [4Fe–4S] clusters FA and FB

of PS I (Sétif and Bottin, 1995). A relatively slow pro-
cess of Fd reduction (k < 280 sec−1 i.e., t1/2 > 2.5 msec)
has been observed for Fd reduction using spinach PS I
and Fd from either the green alga Monoraphidium
braunii (Hervas et al., 1992) or the cyanobacterium
Anabaena sp. PCC 7120 (Navarro et al., 1995). In
these reports, a single phase was observed with a rate
increasing nonlinearly with the Fd concentration. Pa-
rameters kET (electron transfer rate; half-time t1/2), kon

(second-order rate constant), and Kd (dissociation con-
stant) were estimated assuming a two-step mechanism
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(formation of a PS I/Fd complex followed by ET
within the complex) and following a numerical analy-
sis, which is valid under the steady-state approximation
(Tollin et al., 1986) (Table 1). Note, however, that this
last approximation is disputable, as previously noted
(Hope, 2000), in the case of flash-induced measure-
ments which inherently lead to an out-of-equilibrium
initial state and with rates of association, dissociation,
and ET in the same time range.

These observations of only relatively slow processes
constitute a complete discrepancy with the fast Fd re-
duction that has been measured in kinetic studies made
by myself and colleagues, with first-order half-times in
the submicrosecond and microsecond ranges and half-
times corresponding to second-order processes that can
be observed below a few hundreds of microseconds
(Table 1; see e.g., Sétif and Bottin, 1995; Fischer et al.,
1997). This discrepancy seems difficult to ascribe to the
use of biological materials from different organisms as
fast kinetics could be observed in any type of PS I/Fd
system yet studied. Our measurements of ET between
isolated PS I and Fd have been studied with proteins
purified from cyanobacteria, mostly Synechocystis sp.
PCC 6803 (Sétif and Bottin, 1994, 1995) but also T.
elongatus (Sétif and Bottin, 1994), from spinach (Sétif
and Bottin, 1995), and from the green alga Chlamy-
domonas reinhardtii (Fischer et al., 1998). Cyanobac-
terial systems were studied in the 460–600 nm region
but kinetics were reported only at 580 nm for chloro-
plastic PS I due to the larger absorption of the antenna
system, which makes studies at shorter wavelengths
more difficult. A detailed summary of the properties
of these systems (either homologous or heterologous)
can be found in (Sétif, 2001). The main conclusions
that can be drawn from these kinetic studies are the
following:

1) Several kinetic components are present in the
submicrosecond and microsecond time ranges.
The rates of the fastest components do not de-
pend upon the concentrations of the reaction
partners and these components are therefore
first-order (t1/2 in Table 1). Their amplitude in-
creases with the ferredoxin concentration and
saturates at high ferredoxin concentrations. The
slowest component is second-order. Its rate de-
pends linearly on Fd concentration when Fd is
in large excess compared to PS I, which allows
a second-order rate constant kon to be derived.

2) The first-order phases are thought to corre-
spond to ET occurring within PS I/Fd com-
plexes, which are preformed before flash excita-

tion, assuming that the association/dissociation
processes are much slower than the first-order
reduction of Fd.
a) A dissociation constant Kd (Table 1) for the

PS I/Fd complex, which deals with the ox-
idized partners, can be calculated from the
dependence of the first-order phase ampli-
tudes upon the Fd concentration, assuming
a simple binding equilibrium.

b) The fastest of the first-order phases is submi-
crosecond (t1/2 ≈ 0.5 μsec when measured,
i.e., in the case of Synechocystis sp. PCC
6803). It is present in all systems studied
thus far and contributes to about 30% of
the absorption changes ascribed to Fd re-
duction. This component is preceded with
a lag phase following flash excitation last-
ing for about 200 nsec (Sétif and Bottin,
1994). The existence of a lag is expected as
ET along the chain of acceptors must occur
before Fd is reduced by F−

B . Such a lag is con-
sistent with the known kinetics within the PS
I acceptors, with the rate-limiting step being
presumably ET from the phylloquinone in
the A-branch to cluster FX (t1/2 ≈ 200 nsec)
(Brettel and Leibl, 2001; see Rappaport et
al., this volume, Chapter 16; Stehlik, this
volume, Chapter 23). In accordance with
photoelectric measurements, the available
kinetic data of Fd reduction obtained with
WT and some PS I mutants support submi-
crosecond (FX → FA) and (FA → FB) ET
(Sétif, 2001; Semenov et al., 2003).

c) A microsecond phase (with t1/2 from 4 to
20 μsec) is always present. A third phase
(t1/2 ≈ 100 μsec) has been found up to now
only with PS I from cyanobacteria (Sétif
and Bottin, 1994). The heterogeneity of first-
order ET kinetics was ascribed to differ-
ent conformations of the PS I/Fd complex.
(Sétif and Bottin, 1995; Sétif, 2001). It can-
not be excluded from the available data that
Fd binding in some conformation(s) slows
down ET between FA and FB, which could
then occur in the microsecond time range
and be rate-limiting (discussed in Sétif,
2001). Alternatively, ET from F−

B to Fd itself
may occur in the microsecond time range
in some conformation(s), due, e.g., to larger
distances between FB and Fd. Another ex-
planation might be proposed from recent ob-
servations by X-ray diffraction, which shows
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evidence for a redox-linked conformational
change in a cyanobacterial ferredoxin from
Anabaena sp. PCC 7120 (Morales et al.,
1999). This change concerns mainly the ori-
entation of the peptide bond linking two
residues (Cys46 and Ser47) which are lo-
cated close to the reducible iron at the Fd
surface, and involves at least two other es-
sential residues, Phe65 and Glu94 (using the
numbering of Anabaena sp. PCC 7120 Fd;
Morales et al., 2002; Pizzitutti et al., 2003).
The relative stability of the two conforma-
tions and the activation barrier between them
appear to be modulated by the distance be-
tween Ser47 and Glu94 (Pizzitutti et al.,
2003). Heterogeneity of binding leading to
various distances and/or relaxation between
such conformations are other possible in-
terpretations for the existence of the com-
plex kinetics of Fd reduction. Further work
is needed to support or eliminate these pos-
sibilities.

3) The second-order phase (kon in Table 1) cor-
responds to a diffusion-limited ET process be-
tween PS I and Fd. The PS I reaction centers
involved in this reaction do not bind Fd at the
time of flash excitation. After charge separation,
they bear (FA,FB)− and the partners in this re-
action are therefore PS I with reduced terminal
acceptors and oxidized Fd.

The change in Gibbs energy associated with Fd re-
duction can be estimated from the midpoint poten-
tials of the ET partners. Several genes and isoforms
of plant-like Fds are present in oxygen-evolving or-
ganisms, the midpoint potentials of which span a large
midpoint potential region, in the range of −300 to
−450 mV. Among these, the major isoforms of ferre-
doxins present in leaves of higher plants, in algae, and
cyanobacteria, are partners of PS I and exhibit redox
potentials around −420 mV. For the two organisms,
which have been studied kinetically for Fd reduction
(Synechocystis sp. PCC 6803 and C. reinhardtii), the
redox potentials of free Fd are −412 and −445 mV, re-
spectively (Bottin and Lagoutte, 1992; Garcia-Sanchez
et al., 2000). The midpoint potentials of the termi-
nal acceptors of PS I have been measured by titrat-
ing the EPR signals of F−

A and F−
B at low temperature,

giving values of −590 to −540 mV (Brettel, 1997).
From these values, one may conclude that Fd reduc-
tion by (FA,FB)− is almost complete within a complex.
However, caution must be taken with this assessment:

(1) Higher values in the range of −480 to −440 mV
have been measured at room temperature for the redox
potential of the highest potential PS I acceptor (either
FA or FB; Jordan et al., 1998; see Brettel, 1997 for dis-
cussion). (2) The redox potentials of (FA, FB) and Fd
within the complex may be different from their values
in the free forms, as was found, e.g., for the cofactors
in the Fd/FNR complex (Pueyo et al., 1992).

Despite the above uncertainties, two conclusions
were previously drawn from a careful examination of
the available experimental data (Sétif, 2001):

– though FB reduction probably occurs in the sub-
microsecond time range in free PS I, this may
not hold in 100% of the PS I/Fd complexes,
where, in a fraction of these, it may occur in the
microsecond time range and could be a limiting
step for Fd reduction. Whether the microsec-
ond first-order kinetics of Fd reduction can be
ascribed to (FA → FB) or to (FB → Fd) ET is
therefore still an unresolved issue.

– from the available kinetic data in the 460–600
nm region, it was assumed that at least 80% of
Fd is reduced within the Synechocystis sp. PCC
6803 PS I/Fd complex (with submicrosecond
and microsecond kinetics). A similar conclu-
sion could not be drawn in the case of C. rein-
hardtii due to insufficient data (Sétif, 2001).

III. Electron Transfer from PS I to
Flavodoxin in Wild Type Systems

The FMN cofactor of flavodoxins can undergo two
successive single electron reductions. Oxidized Fld
is first reduced to a protonated semiquinone form
(FMNH·) and then reduced to a hydroquinone form
(FMNH−). For flavodoxins found in photoautotrophic
organisms, the corresponding midpoint potentials are
in the −180/−240 mV region for the FMN/FMNH·

couple (at pH 7) and in the −370/−470 mV region for
the FMNH·/FMNH− couple (Sykes and Rogers, 1984).
Reduction of the Fld semiquinone occurs therefore at
about the same redox potential as reduction of Fd. This
might imply that only the second wave of Fld reduction
is involved in shuttling electrons between PS I and sol-
uble acceptors, in line with the EPR detection of the Fld
semiquinone in cyanobacterial cells in darkness (Nor-
ris et al., 1972) and with the relatively high stability of
the semiquinone (Mühlenhoff and Sétif, 1996). How-
ever, in some species, the midpoint potentials of the two
waves might be rather close at pH 8 or above, values
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that can occur in vivo in the light, so that a physiological
role for the oxidized-semiquinone couple cannot be ex-
cluded (Rogers, 1987).

A. Reduction of Oxidized Flavodoxin

In vitro measurements of the kinetics of oxidized
Fld photoreduction were measured with different
cyanobacterial Flds and PS I from either cyanobac-
teria or chloroplasts (spinach and C. reinhardtii) (see
parameters kET, Kd, and kon in Table 2). In all cases,
formation of semireduced Fld occurs in the millisecond
time range with a single exponential component. The
rate of this component increases nonlinearly with the
Fld concentration and levels off at high Fld concen-
trations to an asymptotic value which is taken as the
ET rate kET. The absence of a domain of linear depen-
dence at low Fld concentrations impedes a direct esti-
mation of a second-order rate constant corresponding
to complex formation. However, this second-order rate
constant was estimated in some publications (Medina
et al., 1992; Navarro et al., 1995) assuming a two-step
mechanism (formation of a PS I/Fld complex followed
by ET within the complex; see paragraph above). It was
proposed in Mühlenhoff and Sétif (1996) that reduction
of oxidized Fld, which is relatively slow compared to
reduction of semireduced Fld (see below and Table 2),
might be rate-limited by protonation of FMN. Evi-
dence against this proposal has been provided recently,
as the rate of Fld semiquinone protonation following
its reduction by the 5-deazariboflavin radical is about
the same in several mutants of Fld (410–730 sec−1),
whereas large differences were found in kET rates for
reduction by PS I (Casaus et al., 2002; see below and
Table 5). An alternative explanation could be that the PS
I/Fld complexes have different conformations when Fld
is oxidized or semireduced (see below), with a larger
edge-to-edge distance between FB and FMN when Fld
is oxidized (Page et al., 1999). To my knowledge, the
only available evidence, which could support this hy-
pothesis is the small structural difference observed be-
tween Fld structures (of the non-photosynthetic type) in
the oxidized and semireduced states (flipping of a pep-
tide bond in the vicinity of FMN; Smith et al., 1977;
Watt et al., 1991; Romero et al., 1996).

B. Reduction of Semireduced Flavodoxin

The kinetics of the second wave of Fld reduction by PS
I (FMNH· to FMNH−) were observed in two homolo-
gous cyanobacterial systems as well as with PS I from
C. reinhardtii and a cyanobacterial Fld (see parameters

Kd, t1/2, and kon in Table 2) under conditions where
most of Fld was reduced to the semiquinone form be-
fore flash excitation. In the two homologous systems
(Mühlenhoff and Sétif, 1996; Meimberg et al., 1998),
a fast phase is present with t1/2 = 10–13 μsec. Its ki-
netics are independent on the Fld concentration and its
size increases with concentration. These characteristics
are consistent with a first-order process of ET within
a preformed PS I/(semireduced Fld) complex. The fast
phase is followed by a slower phase with a rate depend-
ing linearly on the Fld concentration, thus allowing a
second-order rate constant kon to be derived. This rate
reflects presumably the association (rate-limiting for
ET) between PS I and semireduced Fld. With PS I from
C. reinhardtii, only the slowest second-order phase was
detected with no observable microsecond ET (Meim-
berg et al., 1999). This can be ascribed to a relatively
low affinity of semireduced Fld for the algal PS I, in
line with the probable absence of Fld in C. reinhardtii
(Meimberg et al., 1999). The absence of a functional
complex was also observed when PS I and semireduced
Fld originate from two different cyanobacterial strains
(T. elongatus and Synechocystis sp. PCC 7002, respec-
tively), which suggests that the recognition process de-
pends strongly either on details of the PS I structure or
on a precise and organism-dependent complementarity
between the two partners (Meimberg et al., 1998). This
is opposite to Fd binding, which was not found to be
much dependent on homologous systems (Table 1; Sétif
and Bottin, 1994). In the two homologous cyanobacte-
rial systems, it has been found that the amplitude of the
first-order fast phase represents, at saturating concen-
trations of semireduced Fld, only about 65% of the total
amplitude of FMNH· reduction. Two possible explana-
tions were proposed for this effect, either an incomplete
reduction due to redox equilibrium within the com-
plex, or the presence of a fraction of PS I/(semireduced
Fld) not competent for fast ET (Mühlenhoff and Sétif,
1996).

IV. Ionic Strength Dependence of
Ferredoxin/Flavodoxin Reduction

The ionic strength dependence of Fd and Fld reduction
by PS I has been studied with several systems (Hervas
et al., 1992; Medina et al., 1992; Sétif and Bottin, 1994;
Navarro et al., 1995; Mühlenhoff and Sétif, 1996). In
all cases, a bell-shaped dependence was observed with
a rate increase at low ionic strength and a rate decrease
at high ionic strength. The rate decrease at high ionic
strength is consistent with opposite charges borne by
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Fd/Fld and the stromal ridge of PS I, with rate en-
hancement due to electrostatic attraction between the
two partners and steering of the soluble partner in the
electrostatic field of PS I. The rate increase at low ionic
strength has been explained by a rearrangement pro-
cess (Meyer et al., 1993): at low salt concentration,
the partners are locked, due to large electrostatic in-
teractions, in a relative position that is not optimal or
is even unfavorable for electron transfer. Rearrange-
ment to a more favorable conformation is enhanced at
higher salt concentration, which then allows faster ET.
The two regimes of salt dependence thus define a salt
concentration optimal for fast ET.

V. The Ferredoxin Docking Site

The approximate docking sites of Fd and Fld onto PS
I were first deduced from electron microscopy mea-
surements of PS I/Fd and PS I/Fld functional cova-
lent complexes (Mühlenhoff et al., 1996; Lelong et al.,
1996) and from modeling (Fromme et al., 1994), both
methods being applied with cyanobacterial PS I. These
first data supported the view that the docking site is
very similar for Fd and Fld, both partners binding to
the side of the ridge formed by the three extrinsic stro-
mal subunits PsaC, PsaD, and PsaE of PS I. In a more
recent electron microscopy study of a covalent PS I/Fd
complex with spinach PS I, Fd was found to bind to
the top of the stromal ridge (Ruffle et al., 2000). The
kinetics of Fd reduction were also studied by flash-
absorption spectroscopy in many mutants of the three
PS I extrinsic subunits. The results of these studies will
be summarized below using the available PS I struc-
ture at 2.5 Å resolution (Jordan et al., 2001). It may be
useful to recall here that the Kd determinations corre-
spond to functional PS I/Fd complexes which undergo
fast (submicrosecond and microsecond) Fd reduction.

PsaC mutants were obtained from the green alga C.
reinhardtii whereas PsaD and PsaE mutants were ob-
tained from the cyanobacterium Synechocystis sp. PCC
6803. Modified kinetics and affinities were found with
mutants from the three subunits and allowed the iden-
tification of residues important for Fd reduction. These
results are summarized in Table 3 and Fig. 1. Table 3
recapitulates all the available data (parameters Kd and
kon) concerning PS I mutations that lead to change of
at least a factor of 2 in the dissociation constant Kd of
the PS I/Fd complex. A detailed discussion of some
of the mutations together with a list of PS I mutations
with little change in Kd can be found elsewhere (Sétif
et al., 2002). The deletion of either PsaD or PsaE was

found to decrease considerably the affinity of Fd for
PS I, though a complex was still observable in both
cases, as found from the presence of fast Fd reduction
at large ferredoxin concentrations. A comparison of the
two types of deleted mutants led to the suggestion that
PsaD might be more involved in guiding Fd to its bind-
ing site whereas PsaE might be more involved in con-
trolling the lifetime of the PS I/Fd complex (Barth et al.,
1998). The other mutations are dealing with substitu-
tions of residues leading to a change in the charge or the
charge distribution in PS I. Their effects on Kd are plot-
ted in Fig. 1, in which it was assumed that the acidic or
basic residues are in their charged state at pH 8.0, where
all measurements were performed. This choice of mu-
tations was made on the basis of the assumption that
electrostatic interactions are essential for Fd/Fld bind-
ing, as indicated by the effects of salts (see section IV)
and as suggested by the acidic nature of Fd and Fld. It
was also later recognized from the PS I structure that
the solvent-accessible surface of the three PS I stromal
subunits is positively charged (Jordan et al., 2001), in
accordance with a charge complementarity between PS
I and Fd. Electrostatic attraction between PS I and Fd
is clearly confirmed from Fig. 1, where only two quad-
rants are filled with experimental points. The upper left
quadrant corresponds to PS I being less positive and Fd
affinity being smaller than in the wild type, whereas the
lower right quadrant corresponds to PS I being more
positive and Fd affinity being larger. The existence of
PsaC and PsaD mutants with a much larger affinity for
Fd than the wild type suggests that this affinity is tuned
to an optimal value (in the micromolar range), allowing
an efficient turnover of Fd reduction.

Figure 2 exhibits a stereo side view (parallel to the
membrane) of the stromal part of PS I from T. elonga-
tus. The mutations giving rise to the largest changes in
Kd are circled in Fig. 1 and the side chains of the cor-
responding residues are arrowed in Fig. 2. In addition
to these residues, residue K104 is also shown in Fig.
2 as it has been shown to be covalently bound to an
acidic residue of Fd in the functional covalent PS I/Fd
complex from Synechocystis sp. PCC 6803 (Lelong et
al., 1994) (K106 in the numbering of Synechocystis sp.
PCC 6803). The PS I residues shown in Fig. 2 belong
to the three stromal subunits of PS I and allow to define
the approximate docking site for Fd at the PS I surface.
This region fits nicely with previous data from electron
microscopy data of a covalent complex (Lelong et al.,
1996) as well from a study modeling the Fd docking
site from the PS I structure at 6 Å resolution (Fromme
et al., 1994). It corresponds to the region where the
outermost cluster FB lies closer to the PS I surface,
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Table 3. Kinetic parameters of ferredoxin reduction for strongly affected photosystem I mutants (Kd(mutant)/Kd(WT) <0.5 or > 2)a

Subunit Mutation Organism

Corresponding

residue in PS I

of T. elongatus
Kd(mutant)/

Kd(WT)

kon(mutant)/

kon(WT) References

PsaC K35E Chlamydomonas reinhardtii K34 >35 0.012 Fischer et al. (1998)
PsaC K35D Chlamydomonas reinhardtii K34 >35 0.027 Fischer et al. (1998)
PsaC K35T Chlamydomonas reinhardtii K34 >35 0.20 Fischer et al. (1998)
PsaC K35T/S37Kb Chlamydomonas reinhardtii K34/G36 21 0.35c Sétif et al. (2002)
PsaC V49I/K52T/R53Q Chlamydomonas reinhardtii V48/K51/R52 2.8 0.9 Fischer et al. (1999)
PsaC S37Kb Chlamydomonas reinhardtii G36 0.35 1.5c Sétif et al. (2002)
PsaC I12V/T15K/Q16R Chlamydomonas reinhardtii I11/T14/Q15 0.017 ndf Fischer et al. (1999)

PsaD Deletion Synechocystis sp. PCC 6803 – 26 0.08 Barth et al. (1998)
PsaD H97E Synechocystis sp. PCC 6803 H95 8 nd Hanley et al. (1996)
PsaD K106C Synechocystis sp. PCC 6803 K104 5.5 nd Hanley et al. (1996)
PsaD K106A Synechocystis sp. PCC 6803 K104 2 nd Hanley et al. (1996)
PsaD R111C Synechocystis sp. PCC 6803 R109d 4.5 nd Hanley et al. (1996)
PsaD E109Ke Synechocystis sp. PCC 6803 K107 0.3 nd Bottin et al. (2001)
PsaD D100S Synechocystis sp. PCC 6803 D98 0.3 nd Bottin et al. (2001)
PsaD D100K Synechocystis sp. PCC 6803 D98 0.12 nd Bottin et al. (2001)
PsaD E105Q Synechocystis sp. PCC 6803 E103 0.04 nd Bottin et al. (2001)

PsaE Deletion Synechocystis sp. PCC 6803 – 100 0.43 Barth et al. (1998)
PsaE R39E Synechocystis sp. PCC 6803 R39 >450 0.07 Barth et al. (2000)
PsaE R39D Synechocystis sp. PCC 6803 R39 >450 0.10 Barth et al. (2000)
PsaE R39Q Synechocystis sp. PCC 6803 R39 250 0.31 Barth et al. (2000)
PsaE R39H Synechocystis sp. PCC 6803 R39 140 0.32 Barth et al. (2000)
PsaE R39K Synechocystis sp. PCC 6803 R39 7 1.1 Barth et al. (2000)

a For each of the three subunits PsaC, PsaD, and PsaE, the mutants are generally ordered by increasing Fd affinity (when compared to
the respective WT).
b The corresponding residue is a lysine residue in most plants and in some red algae. In other species, it is replaced by alanine,
asparagine, glycine, glutamine, or serine.
c Fischer et al. (unpublished data).
d The side chain of R109 is only partially exposed to the solvent in the T. elongatus structure. It is located beneath D98 in the top view
of PS I (see Fig. 3).
e This residue is not conserved. It is glutamate in several cyanobacterial species, but alanine and proline are also found, these two
substitutions being found in most eukaryotic species. The presence of a lysine in T. elongatus represents an exception.
f nd: not determined.

which is favorable for fast ET. This can be seen in
Fig. 2 where two inorganic sulfur atoms (colored in
yellow) belonging to FB can be seen between the side
chains of residues I11 and Q15 of PsaC whereas the
� carbon of a cysteine residue liganding FB (C13 in
the T. elongatus numbering) lies between these two
side chains (shown by an asterisk). The approximate
contours of the PsaA, PsaF, and PsaJ subunits are also
shown in Fig. 2. Although the possible participation of
PsaA in Fd binding still awaits experimental support,
mutants of C. reinhardtii deleted in either PsaF or PsaJ
exhibit no significant modification in Fd binding (Sétif
et al., 2002).

Figure 3 exhibits a stereo top view (perpendicular
to the membrane) of the stromal part of PS I from T.
elongatus. The same side chains as those shown in Fig.
2 are also shown, when visible. Some additional side
chains are designated as well: The colored ones cor-
respond to positions for which functionally significant

mutations have been studied (see Table 3), whereas the
black ones correspond to positions where mutations do
not give rise to any significant effect on Kd, in line
with their location on the side of the stromal ridge op-
posite to the proposed Fd docking site. The residues
G36C, D98D, and K107D (numbering of T. elongatus),
which correspond to positions with significant effects
of mutations (see Table 1), are located on the top of the
stromal ridge and therefore outside the docking site as
defined above. It has been recently hypothesized that
the effects of these mutations are related to a role of
the upper side of the stromal ridge in steering electro-
statically Fd toward its final binding site (Sétif et al.,
2002), which would be consistent with the location of
Fd in a covalent complex from spinach (Ruffle et al.,
2000). Cyanobacterial PS I/Fd cocrystals have been ob-
tained recently with a 7–8 Å resolution (Fromme et al.,
2002). A deeper knowledge of the PS I/Fd structure
is expected from the determination of the structure of
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Fig. 1. Changes in the dissociation constant Kd of the photosystem I/ferredoxin complex in mutants of the PsaC, PsaD, and PsaE
subunits of photosystem I. The ratio of Kds between the mutated and the WT PS Is is plotted on a logarithmic vertical scale. Numbering
of the residues is made according to the PsaC sequence of C. reinhardtii and of the PsaD and PsaE sequences of Synechocystis sp.
PCC 6803. Numbering of the corresponding mutated residues of T. elongatus can be found from Table 1. Subscript characters refer to
the PS I subunit (PsaC, PsaD, or PsaE). The vertical arrows indicate that only a lower limit of the ratio Kd(mutant)/Kd(WT) was measured.
The mutations giving rise to the largest effects are surrounded by shaded ellipses and the corresponding residues are arrowed in
Fig. 2.

PS I/Fd cocrystals when better resolution will become
available.

Since the publication of the structure of pea PS I
at a 4.4 Å resolution (Ben-Shem et al., 2003; see also
Nelson and Ben-Shem, this volume, Chapter 7), com-
parison between cyanobacterial and higher plant PS I
can now be performed on a structural basis. With re-
gard to Fd/Fld reduction, one relevant issue is whether
the N-terminal extensions found in the PsaD and PsaE
subunits of higher plant PS I may be involved in binding
the soluble partners. It appears that the N-terminal ex-
tension of PsaD extends outside the proposed Fd bind-
ing site (Ben Shem et al., 2003) whereas the PsaE ex-
tension is not reported in the pea structure, though it
has been identified in isolated pea PS I (Dunn et al.,
1988).

Significant effects of PS I mutations on Fld reduc-
tion have been reported only in two cases, both with

Fld from Synechocystis sp. PCC 6803 (Table 5). The
first mutation was deletion of the PsaE subunit in
PS I from Synechocystis sp. PCC 6803. The behav-
ior of this mutant almost parallels that of Fd reduction
(Meimberg et al., 1998; see section V and Table 3).
The second mutation was K35E of the PsaC subunit in
C. reinhardtii. The mutant exhibited a large decrease
in the second-order rate constant of the reduction of
the semireduced Fld (Meimberg et al., 1999), as was
also the case for Fd reduction. No docking site for Fld
can be proposed from these scarce data and a similar-
ity in the docking sites for Fd and Fld can be inferred
only from studies of covalent complexes by electron mi-
croscopy (Lelong et al., 1996; Mühlenhoff et al., 1996).
In this context, it can be noted that the presence of all
three extrinsic subunits PsaC, PsaD, and PsaE has been
confirmed in PS I cyanobacterial trimers surrounded
by a ring of light-harvesting subunits, a supercomplex
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Fig. 2. Stereo views of photosystem I, ferredoxin and flavodoxin (crossed eyes). See Color Plate 10, Fig. 1.

structure which is present under conditions of iron defi-
ciency (Nield et al., 2003; see Barber et al., this volume,
Chapter 9).

VI. Ferredoxin and Flavodoxin Mutants

A. Ferredoxin Mutants

The Fd mutations giving the most significant effects
on the affinity for PS I are summarized in Table 4
(Kd(mutant)/Kd(WT) > 2). With one exception (Navarro

et al., 1995), they were all obtained with Fd from Syne-
chocystis sp. PCC 6803 (Poncelet et al., 1998; Guil-
louard et al., 2000). As mentioned above, Kd was mea-
sured from the amount of functional complex taken
from the size of the first-order ET components cor-
responding to intracomplex ET. In the single case of
the mutation E95K of Anabaena sp. PCC 7120 Fd,
fast first-order ET was not observed and the Kd was
obtained from an analysis of the dependence of Fd re-
duction upon Fd concentration (Navarro et al., 1995).
The side chains of the residues mentioned in Table 4
are indicated in Fig. 2 showing the X-ray Fd structure



450 Pierre Sétif

Table 4. Kinetic parameters of Fd reduction for strongly affected ferredoxin mutants (Kd(mutant)/Kd(WT) > 2)

Corresponding residue in

Mutation Organism Fd of Spirulina platensis Kd(mutant)/Kd(WT) References

D57K/D60K Synechocystis sp. PCC6803 D59/D62 18 Guillouard et al. (2000)
D57R/D60R Synechocystis sp. PCC6803 D59/D62 15 Guillouard et al. (2000)
D60K Synechocystis sp. PCC6803 D62 6 Guillouard et al. (2000)
D60R Synechocystis sp. PCC6803 D62 3.5 Guillouard et al. (2000)
D57K Synechocystis sp. PCC6803 D59 4.5 Guillouard et al. (2000)
D57R Synechocystis sp. PCC6803 D59 4.2 Guillouard et al. (2000)
D57A Synechocystis sp. PCC6803 D59 2.5 Guillouard et al. (2000)
D57A Synechocystis sp. PCC6803 D59 2.5 Guillouard et al. (2000)
E93A Synechocystis sp. PCC6803 E95 2.0 Poncelet et al. (1998)
E95K Anabaena sp. PCC 7120 E95 2.5 Navarro et al. (1995)a

a No fast first-order component of ferredoxin reduction was observed. The Kd was deduced from the dependence of the observed rate
on the ferredoxin concentration.

from Spirulina platensis (Fukuyama et al., 1995), the
sequence of which is very similar to that of Synechocys-
tis sp. PCC 6803. Residue E95 (numbering of S. platen-
sis) was found to be covalently bound to K104 of PsaD
(numbering of T. elongatus) in a covalent functional PS
I/Fd complex (Lelong et al., 1994). Some other Fd mu-
tants have been studied with no significant change in
the affinity (Navarro et al., 1995; Poncelet et al., 1998;
Guillouard et al., 2000).

The Fd structure shown in Fig. 2 was rotated in such
a way that, in the rear view, the side chain of E95 lies

close to the side chain of K104 of PsaD with the re-
ducible iron of Fd located approximately above the FB

cluster. The contour of Fd in this position is shown su-
perimposed on the PS I structure. The front view of Fd
is also shown after a rotation of 180˚ around the vertical
axis. The ferredoxin position shown here is only illus-
trative and should be taken with much caution: First,
much work is further needed to identify more precisely
the docking site(s); second there may be a multitude of
PS I/Fd complexes allowing efficient ET so that a static
picture may be misleading.

Fig. 3. Stereo top view of photosystem I. This stereo view (crossed eyes) shows PS I from the stromal side perpendicularly to the
membrane plane. See Color Plate 11, Fig. 1.
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B. Flavodoxin Mutants

Table 5 summarizes the kinetic parameters obtained for
reduction of mutated Flds, when significant modifica-
tions were observed. Flds were from Anabaena sp. PCC
7119 or 7120 (identical sequences) and only reduction
of oxidized Fld was reported in all cases (Navarro et
al., 1995; Casaus et al., 2002; Nogues et al., 2003).
These studies allowed to emphasize the importance
of two aromatic residues, W57 and Y94, which sand-
wich the flavin ring (Casaus et al., 2002), and of two
acidic residues, E61 and D100, located near the solvent-
exposed edge of the flavin (Navarro et al., 1995). Re-
placement of leucines by lysines at positions 59 and
92 also leads to modification in reduction of oxidized
Fld (Nogues et al., 2003). In the latter study, the most
striking modification was obtained with mutant I92K,
which exhibited a linear dependence of the observed
rate with the Fld concentration. This behavior is unique
as it has never been observed in any other study of re-
duction of oxidized Fld. This was interpreted as due
to a modification of the reduction mechanism with no
formation of a stable transient complex. It is also inter-
esting to note that the observed rates, and therefore the
kET rates (corresponding to the asymptotic value of the
rates at saturating Fld concentration) observed in sev-
eral mutants, are larger than in the wild type. This effect
seems not related to a change in the Fld redox potentials
which are not considerably modified by the mutations
(Table 5). In the case of the aromatic residues W57 and
Y94, it was interpreted as due to a modification in the
accessibility of the flavin ring. More generally, a con-
formational change in the PS I/Fld complex leading to a
smaller edge-to-edge distance between FB and oxidized
FMN could explain these effects. A structural align-
ment of Fd and Fld was performed on the basis of the
electrostatic potentials, from which two different align-
ments were proposed (Ullmann et al., 2000). Taking
Fd orientation as given in Fig. 2 as a reference (front
view), and the structure of Fld from Anabaena sp. PCC
7120 (Burkhart et al., 1995), these two alignments were
used to display in the bottom part of Fig. 2 the approxi-
mate positions of Fld while showing the side chains of
the substituted residues mentioned in Table 5.
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Summary

An overview is presented of structure/function relationships in the interactions between the small electron transfer
proteins ferredoxin (Fd) and flavodoxin (Fld) and the flavoprotein enzyme ferredoxin:NADP+ reductase (FNR),
primarily emphasizing the proteins from the cyanobacterium, Anabaena, and the higher plant, spinach. Results are
summarized from experiments utilizing rapid-reaction kinetic methods (stopped-flow spectrophotometry and laser
flash photolysis) involving wild-type and site-specific mutants of these proteins, redox potential determinations, and
X-ray crystallography, including the crystal structure of a Fd/FNR complex. These have provided detailed insights
into the protein–protein recognition and electron transfer mechanisms utilized by these systems. Fd and Fld bind
to FNR within a concave region of the FNR surface that contains the exposed dimethylbenzene ring of the FAD
cofactor. In the Fd case, electron transfer between the iron–sulfur and flavin centers proceeds with a maximum rate
constant of 5,500 sec−1 via a direct outer-sphere mechanism. Both electrostatic and hydrophobic interactions occur
between the proteins, resulting in a precise surface complementarity.

I. Introduction

The primary function of Photosystem I (PSI) in oxy-
genic photosynthetic organisms (plants, algae, and
cyanobacteria) is to reduce NADP+ to NADPH for
use in the reductive pentose phosphate cycle (Calvin
cycle). This occurs via reduction of the soluble [2Fe–
2S] protein Fd (Shin et al., 1963). Fdred interacts (in
two one-electron steps) with FNR, an FAD-containing
flavoprotein, which reduces NADP+ to NADPH ac-
cording to Eq. (1):

2Fdred + NADP+ + H+ → 2Fdox + NADPH (1)

It is the interaction between FNRox and Fdred (Eq. 2)
that is the primary subject of this chapter.

Fdred + FNRox
Kd↔ [Fdred — FNRox]

ket→ Fdox + FNRred

(2)

We will mainly consider structure–function studies of
the proteins from the cyanobacterium Anabaena vari-
abilis and from spinach, as these are the most thor-
oughly investigated systems. In Eq. (2), Kd corresponds
to the dissociation constant of the intermediate ET com-
plex and ket is the ET rate constant. Note that ket can
include protein structural rearrangements and changes

Abbreviations: AnFd – Anabaena 7120 ferredoxin; AnFld –
Anabaena 7119 flavodoxin; AnFNR – Anabaena 7119 ferre-
doxin: NADP+ reductase; ET – electron transfer; Fd – ferre-
doxin; Fdox – oxidized Fd; Fdred – reduced Fd; FNR – ferredoxin:
NADP+ reductase; FNRox – oxidized FNR; FNRred, FNRhq –
fully reduced, hydroquinone FNR; FNRsq – semiquinone FNR;
het – heterocyst; LFP/TRA – laser flash photolysis/time resolved
absorbance; μ – ionic strength; PSI – Photosystem I; RMSD –
root-mean-square deviation; spFd – spinach ferredoxin; spFNR
– spinach FNR; veg – vegetative; wt – wild-type.

in hydration of the proteins occurring upon redox state
changes and complex formation, as well as the actual
ET step. In most cyanobacteria and some algae Fld (an
FMN flavoprotein) can substitute for Fd under low iron
conditions (Smillie, 1965; Rogers, 1987). We will also
review the interaction of Anabaena Fld with Anabaena
FNR.

The X-ray crystal structure of a complex between
Fdox:FNRox from Anabaena PCC 7119 has been solved
at 2.4 Å resolution (Fig. 1; the interfacial region of
this complex is shown in Fig. 2; Morales et al., 2000)
and will be discussed. The structure of a complex of
the proteins from maize leaf has also been reported
(Kurisu et al., 2001) and will be compared with the
structure of the Anabaena complex. Some of this ma-
terial has been presented in previous reviews (Holden
et al., 1994; Knaff, 1996; Hurley et al., 2002; Carrillo
and Ceccarelli, 2003).

II. Ferredoxin Structure and Properties

Fds comprise a class of low molecular weight (6–14
kDa) highly acidic ET proteins found ubiquitously in
nature (Johnson, 1994; Knaff, 1996; Beinert et al.,
1997; Sticht and Rösch, 1998; Beinert and Kiley,
1999). Aside from photosynthetic ET, they also par-
ticipate in nitrate reduction and in carbon and sul-
fur metabolism (Lovenberg, 1973, 1974, 1977; Knaff,
1996). In heterocyst cells of N2-fixing cyanobacte-
ria, an isoform of veg Fd, known as het Fd, donates
electrons to nitrogenase (Böhme and Schrautemeier,
1987; Böhme and Haselkorn, 1988). Het AnFd has
51% sequence identity to the vegetative form and its
three-dimensional structure has also been determined
(Jacobson et al., 1993). The α-carbon backbone of the
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Fig. 1. Structure of the Anabaena Fd/FNR complex with the Fd molecule (uppermost protein) moved away from the FNR molecule
to which it binds. This figure was kindly provided by Dr. Renaud Morales.

het AnFd superimposes with that of the veg AnFd with a
root-mean-square deviation (RMSD) of 1.0 Å, al-
though there are some interesting substitutions of oth-
erwise highly conserved residues at positions Arg42
(His42), Glu95 (Pro95), and Tyr98 (Ala98). The only
significant differences in the polypeptide backbone are
in the loop delineated by Ile9 and Thr24 and the three
C-terminal amino acids. Excluding these regions the
backbones superimpose with a RMSD of 0.45 Å. Also,
three other residues (Ser43, Leu76, and Leu78) that are
conserved in nonhalophilic Fds (Matsubara and Hase,
1983) are not retained in het AnFd. Despite these dif-
ferences, het AnFd can transfer electrons to AnFNR
with essentially the same efficiency as wt veg AnFd
(Hurley et al., 1993a). Fd also functions in cyclic pho-
tophosphorylation, transferring electrons from PSI to
cytochrome b6f (and not to FNR), either directly or
indirectly, yielding ATP as the only product (Malkin,
1996).

The so-called “plant-type” Fds contain a single [2Fe–
2S] cluster (the redox site) in an 11 kDa peptide chain
having 93–99 amino acids and they are all homolo-
gous, particularly around the [2Fe–2S] cluster, indi-
cating that they have been highly conserved over 1.5
billion years (Matsubara and Saeki, 1992). The reduc-
tion potentials of these Fds range from −305 to −455
mV (Cammack et al., 1977). The value for spinach
Fd (spFd) was reported to be −420 mV (Tagawa and
Arnon, 1962, 1968), placing this protein amongst the
most highly reducing in nature. The reduction po-
tential of the veg AnFd has been determined to be
−384 mV (Hurley et al., 1997a). Each iron atom in
the cluster is approximately tetrahedrally coordinated
by four sulfur atoms, by two inorganic sulfides bridging
the two irons, and by two cysteinyl sulfurs contributed
by the protein. It has been shown by NMR that the
backbone amide of Arg42 hydrogen bonds to one of
the sulfides in both the oxidized and reduced forms of
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Fig. 2. Close-up view of the protein–protein interface of the Anabaena Fd/FNR complex in the region of the redox cofactors. Several
of the residues important for ET between the two proteins are labeled. Fd is depicted in the darker shade of gray and FNR in the
lighter shade. This figure was kindly provided by Dr. Renaud Morales.

veg AnFd (Cheng et al., 1995). The [2Fe–2S] cluster in
all known structures of plant-type Fds lies quite close
to the surface of the protein. In veg AnFd, the cluster is
bound in a structurally conserved loop that extends as
much as 9 Å from the main body of the protein (Holden
et al., 1994). This cluster-binding loop, which also con-
tains an evolutionarily conserved hydrogen-bonding
pattern, undoubtedly helps to maintain the overall
three-dimensional integrity of the protein by tethering
to the short C-terminal α-helix (Holden et al., 1994).

In Fdox, the [2Fe–2S] cluster consists of two
nonequivalent antiferromagnetically coupled, high-
spin (S = 5/2) ferric ions, producing a diamagnetic
spin state (S = 0). Upon one-electron reduction, the
cluster contains one high-spin ferrous ion (S = 2) an-
tiferromagnetically coupled to a high-spin ferric (S =
5/2) ion, giving the cluster a paramagnetic spin state
of S = 1/2 (Palmer, 1973; Sands and Dunham, 1975;
Fu et al., 1992; Johnson, 1994). In spFdred (Tsukihara
et al., 1990) and veg AnFdred (Rypniewski et al., 1991;
Skjeldal et al., 1991) it has been shown that it is the Fe
atom closer to the molecular surface that is reduced

(Dugard et al., 1990). The UV-vis spectrum of veg
AnFd has peaks at 276, 330, 422, and 463 nm and
the 422 nm extinction coefficient is 9.7 mM−1cm−1

(Böhme and Haselkorn, 1989).
Structures of a number of plant-type Fds have been

solved by X-ray crystallography or NMR. The main
chain foldings of all these ferredoxins are essentially
the same (Fukuyama et al., 1995). A ribbon diagram of
the veg An 7120 Fd (Rypniewski et al., 1991) is shown
in Fig. 3A. The major secondary structural elements
are three α-helices comprising residues 26–32, 68–73,
and 94–98, and five β-strands comprising residues 1–9,
14–20, 50–55, 75–78, and 87–91. The structure of
AnFdred (Morales et al., 1999) showed that the peptide
bond linking C46 and S47 points its carbonyl oxygen
away from the nearby cluster S2 atom in the reduced
Fd and toward it in the oxidized protein. It was sug-
gested that such a peptide “flip” occurring upon reduc-
tion could trigger the dissociation of the Fdox–FNRsq

complex.
Although the three-dimensional structure of wt spFd

has yet to be determined, its E92K mutant has a
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Fig. 3. Ribbon diagrams of (A) Anabaena 7120 vegetative Fd,
(B) Anabaena 7119 vegetative FNR in a cocrystallized complex
with NADP+, and (C) Anabaena 7119 Fld. α-Helices are rep-
resented as coils and β-sheets as arrows. The [2Fe–2S] center
in Fd, the FAD, and FMN groups in FNR and Fld, respectively,
and the residues sandwiching the flavin rings in FNR and Fld,
and the NADP+ coenzyme of FNR are in ball and stick repre-
sentation.

structure similar to the plant-type Fds (Binda et al.,
1998). This mutation most likely has negligible effects
on the main chain fold, inasmuch as the Cα backbone of
the corresponding mutant in veg AnFd (E94K) super-
imposes with that of the wt veg AnFd with an RMSD
of 0.40 Å (Hurley et al., 1997a). The E92K mutant in
spFd does, however, show a slight change in the ge-
ometry of the [2Fe–2S] cluster as determined by EPR
spectrometry (Aliverti et al., 1995a). This change also
affects the redox potential of the mutant.

III. Ferredoxin:NADP+ Reductase
Structure and Properties

FNR has noncovalently bound FAD as a redox cofactor.
Flavin cofactors commonly participate in ET reactions
mainly because they have a very low redox potential

(comparable to that of Fd) and also because they can
transfer either one or two electrons. The transfer of
one electron to the oxidized flavin group generates the
semiquinone species, a form that is not stable when the
cofactor is free in solution. However, it can be observed
in the protein-bound cofactor, which demonstrates the
influence of the polypeptide chain on the redox prop-
erties of the cofactor. The semiquinone can either be
anionic or neutral, depending upon whether or not a
proton transfer accompanies the ET. The addition of a
second electron (usually coupled with a proton trans-
fer) generates the fully reduced flavin. The versatility
of the flavin cofactor provides flavoproteins with the
ability to participate in many biological ET processes,
such as those in which electrons have to be transferred
between NADPH or NADH and iron–sulfur or heme
metalloproteins. Protein/flavin interactions have also
been shown to influence the redox potential of flavo-
proteins and to determine their reactivity. For example,
flavoproteins have potentials ranging from below
−400 mV, as in Flds (Pueyo et al., 1991), to posi-
tive values as for thiamine oxidase (Gómez-Moreno
et al., 1979). For AnFNR, the two one-electron poten-
tials are close to one another (approximately −300 mV;
see below). The UV-visible spectrum of veg AnFNR
has peaks at 274, 390, and 458 nm and the extinction
coefficient at 458 nm is 9.4 mM−1cm−1 (Pueyo and
Gómez-Moreno, 1991).

The first three-dimensional structure obtained for an
FNR was for the protein from spinach. This showed two
different domains, one of which binds FAD and the
other NADP+, each corresponding to approximately
half of the polypeptide chain in the protein (Fig. 3;
Karplus et al., 1991). The structure of AnFNR resem-
bles that of spFNR, the main differences being an addi-
tional short α-helix that is present in AnFNR and also
some residues involved in the interaction with NADP+

that are different in both enzymes (Serre et al., 1996).
The general fold found in FNR is also present in other
sequence-related enzymes and has led to the proposal
that this protein is the structural prototype of a family of
enzymes, including cytochrome P450 reductases, cy-
tochrome b5 reductase, nitrate reductase, and sulfite
reductase. However, other NAD(P)H-dependent en-
zymes very closely related functionally, such as adren-
odoxin and putidaredoxin reductases, do not belong to
this family.

The FAD-binding domain in AnFNR includes
residues 1–138 and is made up of a scaffold of six
antiparallel β-strands arranged in two perpendicular
β-sheets having a short α-helix at the bottom and
another helix and a long loop that is maintained by
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a small two-stranded antiparallel β-sheet at the top.
The NADP+-binding domain includes residues 139–
303 and consists of a core of five parallel β-strands
surrounded by seven α-helices that is a variant of the
Rossmann fold characteristic of dinucleotide-binding
enzymes (Serre et al., 1996). The interaction of the
AnFNR with its ET protein substrates takes place in
the area where the FAD is located as well as in a large
surface that belongs to the two domains of the protein
(Martı́nez-Júlvez et al., 1999).

IV. Flavodoxin Structure and Properties

Flds are small flavoproteins that contain a noncova-
lently bound FMN cofactor as the redox center. They
are mainly prokaryotic proteins with only a few excep-
tions, e.g., the green alga Chlorella fusca (Peleato et al.,
1994) and two red algae, Chondrus crispus (Rogers,
1987), and Porphyra umbilicalis (Price et al., 1992).
As in other flavoproteins, the FMN in AnFld can ex-
ist in three different oxidation states: oxidized, neu-
tral semiquinone, and hydroquinone; the semiquinone
form in Flds is exceptionally stable even in the pres-
ence of oxygen. The midpoint redox potentials of
Fld are quite negative, as expected for proteins that
can replace Fd. In the case of AnFld, the values are
−212 mV for the oxidized/semiquinone reaction and
−436 mV for the semiquinone/hydroquinone reaction
(Pueyo et al., 1991). Fld replaces Fd in most of the re-
actions in which this protein participates by exchang-
ing electrons between the semiquinone and the hydro-
quinone forms. It is now well established, and assumed
to be true in other flavoproteins, that the redox poten-
tial of the different forms of Fld is a direct consequence
of the different stability of the oxidized, semiquinone,
and reduced apoflavodoxin–FMN complexes, i.e., the
apoprotein binds the redox forms of FMN with dif-
ferent affinities and this modifies the redox potentials
of the bound FMN (Swenson and Krey, 1994; Lostao
et al., 1997). In most Flds the isoalloxazine ring of
FMN is sandwiched between two aromatic residues lo-
cated in loops at the C-terminus of the β-sheet (Fig. 3).
In AnFld one of the residues is Tyr94 that makes ex-
tensive contacts with the isoalloxazine ring, while the
other is Trp57 that interacts less tightly. It has been es-
tablished that the interaction of those residues with the
redox center of Fld determines the redox potential of
FMN (Swenson and Krey, 1994; Lostao et al., 1997).
The UV-visible spectrum of veg AnFld has peaks at
274, 390, and 464 nm and the extinction coefficient at

458 nm is 9.4 mM−1cm−1 (Pueyo and Gómez-Moreno,
1991).

The structures of several Flds in their oxidized
states have been obtained by X-ray crystallography
(Fukuyama et al., 1992; Rao et al., 1992; Ludwig et al.,
1997; Walsh et al., 1998; Drennan et al., 1999; Freigang
et al., 2002), while several others have been solved by
NMR (van Mierlo et al., 1990; Knauf et al., 1993). They
all show the same general folding pattern consisting of
a five-stranded parallel β-sheet sandwiched by five α-
helices. The FMN group is located at the edge of the
globular protein exposing its two isoalloxazine methyl
groups to the solvent (Fig. 3). Fld has a large excess of
acidic residues (20 Asp, 11 Glu, 4 Arg, and 10 Lys in
AnFld) distributed asymmetrically on the surface of the
protein. This produces a dipole that influences the in-
teraction with its protein partners. There are some areas
on the surface of AnFld where there is a concentration
of negative charges, e.g., amino acids 72–77, where 1
Glu and 3 Asp are present, and 144–146 where there
are 2 Asp and 1 Glu.

V. The Catalytic Cycle

Using difference spectroscopy it was shown (Foust
and Massey, 1967; Shin and San Pietro, 1968; Nelson
and Neuman, 1968; Foust et al., 1969) that spFNRox

forms a 1:1 complex with spFdox (see San Pietro, this
volume, Chapter 1). Complex formation was influ-
enced by ionic strength (μ) (Foust et al., 1969), con-
sistent with electrostatic interactions. Complex forma-
tion has also been observed between FNR and NADP+

(Shin and San Pietro, 1968). In addition, a ternary
Fd-FNR-NADP+ complex was reported (Batie and
Kamin, 1984a). Thus, NADP+ is able to occupy a
site on FNR without displacing Fd, as was also sug-
gested by cross-linking studies of the spinach proteins
(Zanetti et al., 1984). During catalysis the order of ad-
dition of substrate is not important (Batie and Kamin,
1984a), although Fd lowers the affinity for NADP+

and occupation of the NADP+-binding site weakens
the Fd:FNR complex. Thus, the two binding sites
are not completely independent. Furthermore, spectral
changes associated with the 1:1 Fd:FNR complex were
the same whether or not NADP+ was present, indicat-
ing that the Fd occupied the same site in the binary and
ternary complexes, although interactions were weaker
in the ternary complexes. Similar arguments made
it unlikely that NADP+ has more than one binding
site.
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Fig. 4. The catalytic cycle for the two-electron reduction of spFNR by spFd. (Adapted from Batie and Kamin, 1984.)

Extensive rapid-reaction studies aimed at determin-
ing the catalytic mechanism have been carried out
(Batie and Kamin, 1984b), and combined with the
steady-state work of Masaki et al. (1982a,b) on the
Spirulina platensis proteins, the mechanism shown in
Fig. 4 was proposed. Ternary complex formation with
NADP+ was found to increase the rate of ET by fa-
cilitating dissociation of the product (Fdox). The rate-
limiting step in the mechanism was not determined.
Recent structural studies also confirm the existence of
the ternary complex (Hermoso et al., 2002; Carrillo
and Ceccarelli, 2003).

VI. Structure–Function Studies of
Ferredoxin and Ferredoxin:NADP+

Reductase

These studies have mainly utilized site-specific mu-
tagenesis in order to elucidate the roles of specific
amino acid side chains in the ET process. As will
be shown in sections B and C below, redox poten-
tial shifts or large structural perturbations have been
ruled out as the cause of impaired reactivity of Fd and
FNR mutants. UV-vis and CD spectroscopy indicated
no large structural changes for all mutants, which was
confirmed in all those mutants whose X-ray structure
has been determined (Hurley et al., 1997a,b; Mayoral
et al., 2000; Martı́nez-Júlvez et al., 2001; Faro et al.,
2002b).

A. The Effect of Mutations and
Complexation on Redox Potentials

1. Reduction Potentials of WT Spinach Fd

The reduction potential for spFd was reported to be
−432 mV (Tagawa and Arnon, 1962) and later −420
mV (Tagawa and Arnon, 1968). In the latter study, the
redox potential of spFd was shown to be invariant over
the pH range studied (pH 6.67–7.41). In later work, po-
tential values −428 mV at pH 7.0 (Stombaugh et al.,
1976), −415 mV at pH 8.0 (Cammack et al., 1977),
−420 mV at pH 8.4 (Batie and Kamin, 1981),−401 mV
(Aliverti et al., 1995a), and −405 mV over the pH range
6.0–10.5 (Verhagen et al., 1995) were reported. Differ-
ences in the above values can be mostly attributed to
methodology differences and point to the difficulty of
measuring such low potentials. Batie and Kamin (1981)
showed that the reduction potential of Fd decreased by
90 mV upon complexation with FNR, while that of
FNR increased by 20 mV, whereas Smith et al. (1981)
reported that upon complex formation the potential of
Fd decreased by 22 mV while that of FNR increased
by 23 mV.

For spFNR the reduction potentials for the two indi-
vidual one-electron steps (Eox/sq and Esq/hq) were found
to be −320 and −400 mV (Em = −360 mV), respec-
tively, at pH 7 (Keirns and Wang, 1972). Smith et al.
(1981) reported an Em value of −372 mV at pH 7.3 and
Corrado et al. (1996) obtained an Em value of −342
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Table 1. Influence of complex formation on the reduction
potentials of wt AnFNR and AnFd mutantsa

[2Fe–2S]

of Fd (mV) FAD of FNR (mV)

Ferredoxin E◦′
m E◦′

1 E◦′
2 E◦′

m

None – −331 −314 −323
Fd alone −384 – – –
Complexed −372 −291 −300 −298
�E +12 +40 +14 +25
F65I alone −328 – – –
Complexed −338 −277 −273 −274
�E −10 +54 +41 +49
E94K alone −304 – – –
Complexed −298 −291 −286 −282
�E +15 +40 +28 +41
S47A alone −337 – – –
Complexed −336 −269 −282 −273
�E +1 +62 +32 +50
a Adapted from Hurley et al. (1997a); pH = 7.5, T = 4◦C.
For the complexed proteins, μ = 12 mM; for the uncomplexed
proteins, μ= 100 mM. Uncertainty in the measurements is ±1–3
mV; values relative to the standard hydrogen electrode.

mV at pH 7. The latter workers calculated the two
one-electron steps to have potentials of −350 and
−335 mV, respectively. An Em value of −442 mV at
pH 8.4 was measured by Batie and Kamin (1981). The
latter value seems to be inconsistent with the first three
values listed above; the reason for this is unclear. How-
ever, it is clear that the two one-electron potentials are
close together and that complexation makes ET ther-
modynamically more favorable.

2. Reduction Potentials of Mutant
Spinach Fds

The reduction potentials (Piubelli et al., 1996) of the
E92K, E92Q, and E92A (equivalent to E94 in AnFd)
mutants of spFd at pH 7.4 were 93, 73, and 78 mV more
positive than the wt spFd (Em = −401 mV). These val-
ues are comparable in magnitude to the changes seen
for the E94K and E94Q AnFd mutants (Table 1). They
were not, however, measured in the Fd:FNR complex.
These altered potentials were used to explain the re-
duced activity of these mutants (Piubelli et al., 1996).

3. Reduction Potentials of WT Anabaena Fd
and FNR

The reduction potential for the wt veg AnFd was re-
ported to be −440 mV (Hurley et al., 1993a) and
−408mV (Pueyo et al., 1992). Two values, −406
and −439 mV, were also reported by Vidakovic
et al. (1995), depending on the method used. For the

Anabaena variabilis vegFd, which differs from the An-
abaena 7120 protein by only one residue, a value of
−433 mV was measured (Böhme and Schrautemeier,
1987). The variabilis Fd potential was also measured to
be −355 mV by Cammack et al. (1977). The reason for
the discrepancy is not known at present. The veg AnFd
was again measured by Stankovich and coworkers
(Hurley et al., 1997a) and determined to be −384 mV
at pH 7.5 (Table 1). It was further shown that the poten-
tial of veg AnFd increased by 12 mV upon complexa-
tion with wt AnFNR.

The Em value for A. variabilis FNR was −344 mV
at pH 7 (Sancho et al., 1988) and that for AnFNR was
−320 mV at pH 7 (Pueyo et al., 1991). From this value
and using the estimated semiquinone formation con-
stant, AnFNR Eox/sq and Esq/hq were calculated to be
−370 and −270 mV, respectively. Recently, Eox/rd =
−325 mV has been reported for recombinant AnFNR,
with the calculated redox potentials for the two indi-
vidual ET processes Eox/sq = −338 mV and Esq/rd =
−312 mV at pH 8.0 and 10◦C (Martı́nez-Júlvez et al.,
2001; Faro et al., 2002a). Despite the differences in
buffer composition, temperature, or pH, the values are
in good agreement with each other and also with those
for enzymes from other species. Upon complexation,
the AnFd potential became 15 mV more negative and
that of AnFNR became 27–40 mV more positive (Hur-
ley et al., 1997a). Thus, as was seen with the spinach
protein, complexation makes ET between the wt
Anabaena proteins thermodynamically more favor-
able. For all the structure–function studies discussed
here, it is the E◦′

1 value that is of interest since in almost
every case, the FNR cycled between the oxidized and
semiquinone states.

4. Reduction Potentials of Mutant
Anabaena Fds and FNRs

The E◦′ values for wt and AnFd mutants and E◦′
m val-

ues for wt and AnFNR mutants from the studies of
Hurley et al. (1997a), Martı́nez-Júlvez et al. (2001),
and Faro et al. (2002a) are presented in Table 2 and
the results for those proteins that were measured in the
complex are given in Table 1. Comparing the E◦′

1 val-
ues for wt and mutant AnFNRs to the E◦′ value of wt
AnFd shows that there are no thermodynamic barriers
for ET from Fd to FNR for any of the AnFNR mutants
(Table 1). Thus, K75E, L76E, L78D, L78F, and V136S
had Eox/rd midpoint redox potentials about 20 mV more
positive than that of the wt protein (Martı́nez-Júlvez
et al., 2001; Faro et al., 2002a). Major changes were
observed in the case of the E301A and L76S mutants,
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Table 2. One-electron reduction potentials of wt and mutant AnFd and midpoint two-electron reduction
potentials of wt and mutant AnFNRa

Ferredoxin E◦′ (mv) Ferredoxin E◦′ (mv) FNR E◦′
m (mv)

wtFdb −384 F65Ib −328 wtFNRc −323
R42Hd −382 F65Yb −390 K75Ee −305
A43Sd −381 D68Kb −380 L76Dc −330
A45Sd,f −375 Q70Kb −382 L76Fc −333
C46Sg −381 T78Ad −345 L76Sc −305
S47Ab −337 T78Id −337 L76D/L78Dc −317
S47Tb −438 T78Sd −378 L78Dc −302
T48Ad −382 E94Db −367 L78Fc −307
T48Sd −401 E94Kb −304 L78Sc −286
C49Sg −329 E94Qb −319 V136Sc −305
D62Kb −373 E95Kb −372 E139Ke −326
F65Ab −291 E301Ae −284
a Uncertainty in the measurements is ±1–3 mV; values relative to the standard hydrogen electrode.
b Hurley et al. (1997a); pH = 7.5, T = 4◦C, μ = 100 mM.
c Martı́nez-Júlvez et al. (2001); 50 mM Tris/HCl buffer, pH = 8, T = 10◦C.
d Weber-Main et al. (1998); 50 mM potassium phosphate buffer, pH = 7.5, T = 4◦C.
e Faro et al. (2002a); 50 mM Tris/HCl buffer, pH = 8, T = 10◦C.
f In agreement with Vidakovic et al. (1995).
g Hurley et al. (1997b). Conditions as in footnote b.

since their Eox/rd midpoint potential were 40 mV more
positive than those of the WT. Moreover, in the case
of the E301A a complete lack of stabilization of the
semiquinone state was observed, apparently produced
by a shift in the redox potential value of the sq/rd cou-
ple, estimated as Esq/rd =−210 mV (Faro et al., 2002a).
Comparing the E◦′

1 values of wt AnFNR to the E◦′ value
of mutant AnFds (Table 1) reveals that small thermo-
dynamic barriers exist for ET from E94K and F65A
AnFd mutants to wt AnFNR. However, upon complex
formation, the ET reaction of E94K to wt AnFNR be-
comes thermodynamically favored by 67 mV. The re-
action of F65I is approximately isopotential with wt
AnFNR in the isolated proteins, but the driving force
for ET for this highly impaired AnFd mutant becomes
thermodynamically favored by 61 mV in the complex.
A similar effect is found for the AnFd mutant. Thus,
unfavorable redox potential changes are not the reason
for the extremely low ET reactivity of these mutants.
The reduction potentials of two other highly impaired
AnFd mutants, F65A, and E94Q, were not measured
in their complexes, nor was that of the moderately im-
paired C49S mutant. However, inspection of Table 1
shows that the potential of the Fd shifts to a relatively
small degree in either direction, whereas the E◦′

1 values
of the AnFNRs shift to much larger extents and always
in the thermodynamically favorable direction for ET.
As noted below, it thus appears that disruption of the
precise surface complementarity at the protein–protein
interface in the impaired mutants is the primary cause
of decreased reactivity.

B. Interaction of WT Fd with WT FNR

Batie and Kamin (1984a) postulated the existence of
a cluster of positive charge on FNR at the Fd-binding
site. Later chemical modification studies identified an
Arg residue (Sancho et al., 1990; Medina et al., 1992a)
and two Lys residues (Medina et al., 1992b) in AnFNR
that were involved in binding veg AnFd. In addition,
from the surface charge distribution of Fd from differ-
ent species, a molecular dipole moment can be calcu-
lated (De Pascalis et al., 1993). This allowed calculation
of the orientation of that dipole moment for spFNR
(Jelesarov et al., 1993), which was shown to cross
the FNR surface near Val151 (equivalent to Val136 in
AnFNR), with the negative end close to the [2Fe–2S]
cluster. Electrostatic surface potentials for A. variabilis
and Spirulina platensis Fds indicated that a similar
dipole vector would be expected.The positive end of the
dipole moment calculated for spFNR (Jelesarov et al.,
1993) was shown to cross the FNR surface near Val151
(equivalent to Val136 in AnFNR) and the negative end
near Phe231 (equivalent to Tyr220 in AnFNR). It was
proposed that the “large dipole moment of 58 Debye
will provide electrostatic guidance and facilitate orien-
tation of Fd.”

In agreement with the aforementioned studies, the
effects of ionic strength on the kinetics of ET from
spFd to spFNR using LFP/TRA measurements (Bhat-
tacharyya et al., 1986; Walker et al., 1991) indi-
cated a strong influence of complementary electrostatic
charges on complex formation and stabilization and on
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ET rate constants. Many subsequent results from the
laboratories of Tollin and Medina and Gómez-Moreno
(see below) are also consistent with a plus–minus elec-
trostatic interaction between the proteins from An-
abaena.

In LFP/TRA studies (Hurley et al., 1996a), the ionic
strength dependence of kobs for the ET interaction be-
tween native veg AnFd or its recombinant counterpart
and AnFNR was shown to be biphasic. The values in-
creased with increasingμ, with maximum kobs values of
similar magnitude obtained at μ = 40 and 110 mM for
the native and recombinant Fd, respectively, and then
decreased as expected for the interaction of oppositely-
charged proteins. It was suggested that the drop-off in
kobs at low values of μ was due to the formation of a
tight complex having a nonoptimal mutual orientation.
As the salt concentration was increased, electrostatic
interactions were weakened, which allowed the pro-
teins to attain a more effective orientation. It was also
suggested that the more pronounced effect at low μ

for recombinant Fd was due to the presence of six ex-
tra amino acids (TQAKAK) at the N-terminus, two of
which are positively charged, that were proteolytically
cleaved during isolation of the native Fd. The crystal
structure of the Fd/FNR complex (Morales et al., 2000)
shows that although the N-terminal region of FNR is
positioned outside of the protein–protein interface, it is
close enough to interact electrostatically with a nega-
tively charged region of Fd (D67, D68, D69). Biphasic
ionic-strength dependencies had also been observed
previously (Nakamura and Kimura, 1971a,b; Masaki
et al., 1982a) for the diaphorase and cytochrome c re-
ductase activities. The NADPH-cytochrome c reduc-
tase activity of a chimeric protein containing spFd
and spFNR in one polypeptide chain, as well as that
of the dissociable complex of the spinach proteins,
also showed a biphasic dependence on ionic strength
(Aliverti and Zanetti, 1997). The LFR/TRA studies de-
scribed below were performed at the optimalμvalues in
experiments with native and recombinant FNR, respec-
tively. Transient kinetic experiments on the ET reaction
from Fd to Anabaena FNR (Walker et al., 1991; Hur-
ley et al., 1993a) were consistent with the (minimal)
two-step mechanism shown in Eq. (2) above.

Thermodynamic studies have shown that hydropho-
bic effects, suggested to originate from dehydration of
the protein–protein interface, also make a large contri-
bution to complex stability in the spinach proteins (Je-
lesarov and Bosshard, 1994). Differences between ex-
perimental and theoretical complex stability constants
as a function ofμ also have been attributed to hydropho-
bic interactions in the Anabaena proteins (Hurley et al.,

1996a). Consistent with this, in the crystal structure of
the Anabaena Fd/FNR complex the molecular inter-
face includes a hydrophobic core involving F65 from
Fd and L76, L78, and V136 from FNR (Morales et al.,
2000).

C. Interaction of Mutant Fds with WT FNR

Both AnFd 7120 (Alam et al., 1986; Böhme and
Haselkorn, 1989) and AnFNR 7119 (Fillat et al., 1991,
1994; Gómez-Moreno et al., 1995) have been cloned
and overexpressed in Escherichia coli and the X-ray
crystal structures have been solved to high resolution
(Rypniewski et al., 1991; Serre et al., 1996). This has
allowed the use of site-directed mutagenesis to inves-
tigate the roles of specific amino acid residues in ET.
In addition, two covalent cross-linking studies have im-
plicated several acidic spFd residues within the regions
20–30, 65–70, and 92–94 (corresponding to regions
22–32, 67–72, and 94–96 in veg AnFd) in binding to
spFNR (Vieira et al., 1986; Zanetti et al., 1988). Com-
puter modeling also pointed to acidic residues in these
segments of the Fd molecule (Karplus, 1991). Differ-
ential chemical modification of spFd implicated acidic
residues D28, E31, E32, D36, and D67 (AnFd number-
ing) in complex formation with spFNR (De Pascalis
et al., 1993).

1. Critical Fd Residues

LFP/TRA studies showed that residues E94, F65, and
S47 in AnFd (Hurley et al., 1993a, 1997a) were critical
to the Fd/FNR ET interaction. Thus, the mutants E94K,
E94Q, F65A, F65I, and S47A had kobs values that were
approximately four orders of magnitude smaller than
wt AnFd in their ET reactions with wt AnFNR. Steady-
state kinetic measurements of AnFNR reduction by
these mutants also showed them to be highly impaired
(Schmitz et al., 1998), although to a lesser degree. In
contrast, the mutants F65W and F65Y (Hurley et al.,
1993b), E94D (Hurley et al., 1994), and S47T (Hurley
et al., 1997a) reacted very much like wt AnFd. This sug-
gested that an aromatic amino acid is required at posi-
tion 65, a negative charge is required at position 94 and
a hydroxyl-bearing amino acid is required at position 47
for rapid ET to AnFd. The S47T result also pointed to
the importance of the hydrogen bond between S47 and
E94, that is part of a larger hydrogen-bonding network
that tethers the [2Fe–2S] cluster to the C-terminal α-
helix, helping to stabilize an otherwise highly flexible
region of the protein (Holden et al., 1994). Disruption
of this could block the ET pathway out of Fd, as well as
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perturb the normal binding modes between the proteins
that allow formation of a productive ET complex.

E94 has been shown to hydrogen bond with K75 of
AnFNR in the crystalline complex of the Anabaena
proteins (Morales et al., 2000) and this hydrogen bond
is apparently crucial to ET-competent complex for-
mation. Interestingly, the adjacent E95K mutant was
shown to react like wt AnFd. Such a dramatic differ-
ence between mutations at adjacent sites suggests that
a very precise surface complementarity must be main-
tained for efficient ET.

The equivalent residue to E94 in spFd is E92. EPR
spectroscopy, electrochemistry, and steady-state ki-
netic studies have been carried out on the E92K, E92Q,
and E92A mutants (Aliverti et al., 1995a, 1997; Piubelli
et al., 1996). The E92K mutation did not impair ET in
a nonphysiological assay in which ET occurs in the op-
posite direction. In contrast, in photoreduction of FNR
by thylakoid membranes (Piubelli et al., 1996), E92Q,
and E92A were approximately 50% as effective as wt
spFd, whereas E92K was only 30% as effective. This
was attributed to a less negative reduction potential for
these spFd mutants. However, in such steady-state ex-
periments, it is not known what the rate-determining
step is, and thus it is possible that the observed rates
do not reflect the Fdred to FNR ET step. Furthermore,
it is not known to what extent redox potential shifts
occur upon complex formation in these proteins (see
section A above). Based on the X-ray structure of the
E92K mutant (Binda et al., 1998), modeling a Glu
residue at position 92 showed that the acidic side chain
could hydrogen bond with S45 (equivalent to S47 in
Anabaena). Loss of this hydrogen bond in the mutant
protein may have a deleterious effect on the function-
ality of the spinach protein, similar to that observed for
Anabaena Fd. EPR experiments on the E92 mutants of
spFd revealed small changes in the [2Fe–2S] geome-
try (Aliverti et al., 1995a). E92 in spFd may be one of
the residues modified in the aforementioned studies of
Vieira et al. (1986) and Zanetti et al. (1988).

In the maize protein complex, in contrast to An-
abaena, the side chain of Y63 in Fd, which is the equiv-
alent of F65 in AnFd, is neither in close contact with
the [2Fe–2S] cluster, nor does it lie between the two
prosthetic groups. Also, E92 (the equivalent of AnFd
E94) does not interact with FNR (Kurisu et al., 2001).

2. Moderately Important Fd Residues

AnFd residues whose mutation resulted in proteins that
were 20–67% as effective in ET with AnFNR were
considered moderately important (Hurley et al., 2002).

Among these were C41, C46, and C49 (each mutated
to Ser), three of the four cysteine residues that ligate the
[2Fe–2S] cluster, and E32, F39, S40, R42, T48, D62,
D67, D69, and Q70. Instability of the C79S mutant
precluded studies of its ET reactivity, and instability of
C41S prevented measurement of its reduction poten-
tial. The ET reactivity of the three Cys mutants (Hurley
et al., 1997a) did not correlate with the Kd value de-
termined for the transient ET complex (Fdred:FNRox).
1H NMR spectroscopy has also been carried out on
these mutants (including C79S; Cheng et al., 1994),
demonstrating that in vitro selfassembly of the iron-
sulfur cluster occurs upon addition of iron- and inor-
ganic sulfur to the apoprotein. Thus, Ser can substitute
for Cys as one of the ligands to the iron-sulfur cluster.
However, the stability of the cluster as well as the ET
reactivity is clearly diminished by such substitution.

The UV-vis (Cheng et al., 1994) and CD spectra
(Hurley et al., 1997b) of the Cys mutants are different
from each other and from wt AnFd. This is a conse-
quence of perturbations of the electronic character of
the [2Fe–2S] cluster, due to altered symmetry and to
different energies of the ligand → Fe charge-transfer
transitions, caused by substitution of oxygen for sulfur
as one of the ligands to the cluster. Such electronic al-
terations may also play a part in the moderately reduced
ET reactivity of these mutants with FNR, as well as in
the altered reduction potential measured for the C49S
mutant.

E32 was judged to be moderately important since
the E31K/E32K double mutant was only 54% as re-
active in ET as wt Fd, whereas E31K was unaltered
in its reactivity (Hurley et al., 2002). Similarly, in a
steady-state cytochrome c reductase assay, the double
mutant E31Q/E32Q was only 69% as active as wt AnFd
(Schmitz and Böhme, 1995). Altered redox potential or
binding properties may be a factor, inasmuch as E32
is not at the complex interface in the crystal structure
(Morales et al., 2000). Thus, it is possible that the dou-
ble charge-reversal mutation alters the molecular dipole
of the Fd such that the mutual orientation of the two
proteins is adversely affected.

F39A was observed to have an ET reactivity that was
65% of wt AnFd (Hurley et al., 2002). Consistent with
this, the crystal structure shows that the local secondary
structure of the [2Fe–2S] cluster-binding loop forces
F39 of AnFd into a solvent-exposed position, and it was
suggested that “one potential role of such a conserved,
solvent-exposed aromatic amino acid may be in redox
partner recognition” (Holden et al., 1994).

R42 hydrogen bonds through its amide nitrogen with
one of the inorganic sulfurs of the [2Fe–2S] cluster
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(Skjeldal et al., 1991), and is also involved in a salt
bridge with E31 as part of the [2Fe–2S] cluster-binding
loop (Holden et al., 1994). It has been suggested that
R42 might play an important role in physiological func-
tioning and in the proper folding of the Fd molecule
(Tsukihara et al., 1982). The R42A, R42H, and R42E
mutants were, respectively 154%, 54%, and 117% as
effective as wt AnFd in ET with AnFNR (Hurley et al.,
2002), implying that neither the presence of a positive
charge at this position nor the R42–E31 salt linkage
is required for rapid ET with FNR. This is in agree-
ment with the Anabaena Fd/FNR complex structure
(Morales et al., 2000) which shows that the R42 side
chain is not involved in the interaction. The lowered
reactivity observed for the R42E mutant may be due
to a long-range repulsive electrostatic interaction that
alters the mutual orientation between the proteins in
the intermediate complex. The crystallographic struc-
ture of the FNR/Fd complex from maize (Kurisu et al.,
2001) shows that Arg40 (equivalent to Arg42 in AnFd)
and Glu 29 (equivalent to Glu31 in AnFd) of the
Fd molecule form an intermolecular salt bridge with
Lys304 of FNR (Lys293 in Anabaena). It was proposed
that this structural feature may be related to the re-
dox potential shift observed in the free spFd relative to
that found in the FNR-bound state. An earlier chemical
modification study of Arg40 in spFd showed that the
modified Arg did not impair ET to spFNR (Vieira and
Davis, 1986). The reason for the decrease in reactivity
of the R42H mutant is not clear.

The T48A mutant was only 58% as effective as wt
AnFd in its ET reactivity with AnFNR (Weber-Main
et al., 1998). T48 is part of the cluster-binding loop of
Fd and this may be the cause of its lowered reactivity.
Altered complex stability or protein–protein orienta-
tion in the transient ET complex could also be respon-
sible.

D62K was only 35% as effective as wt AnFd in ET
to AnFNR (Hurley et al., 1997a). The Kd value deter-
mined for the intermediate ET complex was somewhat
smaller than that for wt AnFd, showing that decreased
binding affinity is not the cause of the reduced reactiv-
ity. D62 is part of the complex interface (Morales et al.,
2000) and the reduced ET reactivity can be attributed to
the charge reversal at this position causing alterations
in protein–protein orientation. Stereochemical factors
may also play a role.

The D67K and D69K mutants were respectively
43% and 57% as effective as wt AnFd in their ET
interactions with AnFNR (Hurley et al., 2002). This
is in contrast to D68K, which was 20% more reac-
tive than wt AnFd. Again, such distinctly opposite ef-

fects for the same mutation at contiguous sites along
the peptide chain suggests that a very precise surface
complementarity at the interprotein interface must be
maintained for efficient ET interaction. Interestingly,
at low � values, the impairment due to the D69K mu-
tation was partially overcome by the D68K substitu-
tion in the D68K/D69K double mutant (Hurley et al.,
1996b). However, including the D68K mutation in a
triple mutant, D67K/D68K/D69K, did not overcome
the impairment caused by the D67K and D69K mu-
tations. The Kd values for complexes with AnFNRox

measured for each of these oxidized mutant proteins
(except D67K/D68K/D69K, for which no binding was
observed) showed that binding was at least as tight as
it was for wt AnFd (Hurley et al., 1996b). Schmitz
and Böhme (1995) found D67N/D68N and D67N to
be 62% and 66%, respectively, as active as wt AnFd
in a Fd-dependent steady-state assay. D67 and D69 are
at the edge of the interface in the crystalline complex
(Morales et al., 2000; Hurley et al., 2002), and it had
been observed earlier by chemical modification and
cross-linking (Vieira et al., 1986) that acidic residues
in the region 63–68 (AnFd numbering) were involved
in the Fd:FNR interaction. Thus, it is not surprising
that D67K and D69K have an effect on ET reactivity.
It is likely that electrostatic effects are operative, al-
though again stereochemical factors may be involved.
The increase observed with D68K is most likely due to
electrostatic effects that lead to a more efficient inter-
protein orientation.

The S40A mutant reacted about 60% as well as wt
AnFd (Hurley et al., 2002). The reason for this is not
clear, although this residue is part of the [2Fe–2S] bind-
ing loop. The reactivity of Q70K was reduced to 59%
that of wt AnFd and the Kd value for the intermediate
complex was approximately 50% smaller than the value
for wt AnFd (Hurley et al., 1997a). Thus, Q70 moder-
ately influences the Fd/FNR interaction, although again
the reason for its effect is not known. Mutations at a
number of other residues of AnFd (D28, E31, D36,
A43, A45, D68, T78, H92, E95, and Y98) showed these
not to be important in the ET interaction (Hurley et al.,
2002).

D. Interaction of Mutant FNRs with WT Fd

1. Critical FNR Residues

Hurley et al. (2002; see also Medina and Gómez-
Moreno, 2004) have also studied AnFNR mutants in
their ET interactions with wt AnFd using LFP/TRA.
Thus, the reactivity toward wt AnFdred of mutants
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having nonconservative mutations at R16, K72, K75,
L76, L78, and E301 was only 10%, 13%, 0.7%, 4%,
13%, and 1%, respectively, that of wt AnFNR. The ET
reactivity of the R16 and K75 mutants correlated well
with Kd values measured for complex formation be-
tween the oxidized proteins at μ = 12 mM, suggesting
that impaired binding was involved (Martı́nez-Júlvez
et al., 1998a, 1999; Hurley et al., 1999). Steady-state
NADP+ photoreduction assays also showed the reac-
tivities of R16E, K72E, and K75E to be significantly
lowered (Gómez-Moreno et al., 1995; Schmitz et al.,
1998). The equivalent of K72 in spFNR (K88) was mu-
tated to a Gln and was 60% as active as wt spFNR in
a steady-state cytochrome c reductase assay (Aliverti
et al., 1994).

The electrostatic interactions beween the R16E,
K72E, and K75E mutants and AnFd were altered
such that the biphasic μ dependencies were elimi-
nated. Thus, R16E and K75E were more reactive at
μ = 12 mM than wt AnFNR, although again reactiv-
ity dropped-off rapidly at increasing μ values. Elec-
trostatic surface potential calculations (Hurley et al.,
1999) showed that R16, K72, and K75 lie in a region
of the protein surface where positive charge predomi-
nates, and charge reversal would therefore have a large
effect on the local surface electrostatic potential. The
large effects on ET reactivity of mutations in these
residues are consistent with the major role of the N-
terminal domain (residues 1–138) of FNR in the inter-
action with Fd within the crystalline complex (Morales
et al., 2000). The conservative mutant K75R reacted
much like wt AnFNR, whereas K75Q and K75S were
only moderately hindered. Steady-state kinetic stud-
ies, utilizing the diaphorase activity with DCPIP, also
showed the requirement of a positive charge at position
75, i.e., the reaction was not measurable for the K75E
mutant (Martı́nez-Júlvez et al., 1998a). K75 forms a
salt bridge with Fd E94 at the periphery of the inter-
face in the crystalline complex (Morales et al., 2000),
and this charge-pair plays a structural role in the as-
sociation. Thus, these results, along with the greatly
diminished ET reactivity of the E94K mutant, clearly
indicate that the charge complementarity of FNR K75
and Fd E94 is critical for binding Fd and FNR during
ET. It is noteworthy, however, that ET reactivity was not
restored when E94K Fd was reacted with K75E FNR
(Hurley et al., unpublished observations). This may be
because charges surrounding the mutation sites in the
two proteins disrupted the attractive electrostatic inter-
action between the mutated residues.

Among a large series of mutations made at L76, the
strongly diminished reactivity of L76D in ET measured

by LFP/TRA is most striking (Martı́nez-Júlvez et al.,
2001). Stopped-flow kinetic experiments, as well as
the diaphorase and NADPH-dependent cytochrome c
reductase steady-state assays also showed a high de-
gree of impairment of the reactions between L76D and
Fd. The Kd values measured for complexation of the
oxidized Ser, Ala, Val, and Phe mutants at position
76 with AnFdox varied by less than a factor of three
from the value obtained for wt AnFNR. In contrast, the
binding of L76D to Fd could not be detected. Simi-
larly, an Asp substitution at position L78 was shown
by LFP/TRA to cause a high degree of impairment
in the ET interaction with AnFd. Other more conser-
vative mutations at this position caused only small to
moderate reductions in ET reactivity. L78D was also
shown to be highly impaired by stopped-flow kinetic
experiments as well as by steady-state diaphorase and
NADPH-dependent cytochrome c reductase activities.
As for L76D, no binding to Fd could be detected by
difference spectroscopy for L78D. These mutations in-
troduce a negatively charged side chain in an area near
the FAD cofactor that is involved in hydrophobic con-
tacts at the Fd/FNR interface in the crystalline complex
(Morales et al., 2000). This would be expected to be dis-
ruptive, consistent with the importance of hydrophobic
forces in the protein–protein interaction.

Double mutations at positions L76 and L78 were
produced by the simultaneous introduction of two Asp
or two Phe residues. The introduction of two negatively
charged residues at these positions inhibited complex
formation and ET with AnFd completely. This is con-
sistent with a major alteration in the electrostatic sur-
face potential calculated for the enzyme near the flavin
ring using the three-dimensional structure of the mutant
(Martı́nez-Júlvez et al., 2001). The L76F/L78F mutant
was, however, still able to interact with AnFd, although
its complex with AnFd is less effective for ET, pre-
sumably due to an altered mutual orientation of the co-
factors caused by steric interferences (Martı́nez-Júlvez
et al., 2001).

The E301A mutant was only 1% as active as wt
AnFNR in its ET interaction with AnFd (Medina et al.,
1998). However, the steady-state photoreduction of
NADP+ was not impaired to this same extent, presum-
ably because the rate-limiting step in the more complex
steady-state system is something other than ET. Com-
plex formation with AnFd was diminished by a factor
of two, but this is too small to account for the decrease
in ET reactivity measured by LFP/TRA. Steady-state
experiments demonstrated that the semiquinone state
of the FAD was significantly destabilized in the E301A
mutant relative to wt AnFNR (Medina et al., 1998).



468 John K. Hurley, Gordon Tollin, Milagros Medina and Carlos Gómez-Moreno

This had also been observed in three of the four mu-
tants made at E312 in spFNR (Aliverti et al., 1998) but
not to the same extent as determined for the Anabaena
protein. Thus, lack of stabilization of the semiquinone
state of the E301A mutant of AnFNR is probably the
principal reason for the highly decreased ET reactivity.

It was suggested by the X-ray crystal structure of
spFNR (Bruns and Karplus, 1995) that E312 might be
involved in proton transfer via S96 to the N-5 position
of the isoalloxazine ring of FAD during semiquinone
formation. In AnFNR, E301 appeared to be a good
candidate to transfer protons to FAD via S80 (Serre
et al., 1996). However, subsequent kinetic character-
ization and X-ray crystal structure determinations of
E312 mutant proteins (Zanetti et al., 1997; Aliverti
et al., 1998) led to the conclusion that this residue does
not act as a proton donor during catalysis in spFNR,
but is involved in binding NADP(H). It was further
determined that the charge of E312 contributes to es-
tablishing the redox potential of the FAD semiquinone,
and that the side chain of E312 has little effect on the
affinity of spFNR for spFd, but does influence ET be-
tween the two proteins. In AnFNR, although it is clear
that E301 is a critical residue in the AnFd/AnFNR in-
teraction (Medina et al., 1998), whether or not it is in-
volved in transferring protons to the FAD could not be
determined. In the AnFd/AnFNR crystalline complex
(Morales et al., 2000), although the carboxylic group of
Glu301 is no longer exposed to solvent, it is hydrogen
bonded to the hydroxyl oxygen of Ser64 of Fd, which
is exposed to solvent. This suggests a possible pathway
for proton transfer between the external medium and
the AnFNR isoalloxazine N5 via Ser64 of AnFd and
the Glu301 and Ser80 side chains of AnFNR. Further
work is needed to test this possibility.

In the crystal structure of the AnFNR E301A mu-
tant, although no significant folding differences were
observed relative to wt FNR (Mayoral et al., 2000),
conformational differences were observed for the side
chain of a nearby residue, E139. In the mutant, this side
chain points toward the FAD, is stabilized by a network
of five hydrogen bonds to several H2O molecules, and is
connected to the S80 side chain through a series of three
H2O molecules. It was suggested that in the mutant the
E139 side chain may perform some of the functions of
the E301 side chain in wt AnFNR. As described below,
mutation of E139 has unusual effects on ET kinetics.

2. Moderately Important FNR Residues

Nonconservative mutations of K138, E139, R264,
K290, and K294 in AnFNR caused the ET reactivity
with AnFdred to be reduced to 18–40% of that observed

with wt protein (Hurley et al., 2002). K138E was also
shown to have diminished reactivity by steady-state and
stopped-flow methods (Schmitz et al., 1998; Martı́nez-
Júlvez et al., 1999). The decreased ET reactivity of
K138E correlated with increased Kd values for AnFd
complex formation with the oxidized protein at μ =
12 mM. LFP/TRA showed E139K to be significantly
impaired in its ET interaction with AnFdred (Hurley
et al., 2002). This residue is located at the periphery of
the interaction site in the crystalline complex (Morales
et al., 2000). Although no direct contact occurs with Fd,
the distance from FNR E139 Oε to the Fd S61 main
chain carbonyl oxygen is 4.6 Å. This allows it to be
mutated to a Lys or a Gln without sterically impairing
the AnFd/AnFNR association. However, the change in
charge in the E139K and E139Q mutations would ad-
versely affect the electrostatic interactions of the pro-
teins. At μ = 12 mM, the ET interaction with Fd was
highly impaired, and the kobs vs. FNR concentration
dependence showed strong upward curvature at FNR
concentrations >10 μM (Hurley et al., 2000). At val-
ues of μ > 200 mM, the ET reaction rates approached
those observed with wt AnFNR and the expected satu-
ration kinetics were obtained. The E139Q mutant was
also less reactive at low values of μ and low protein
concentrations but showed a smaller degree of upward
curvature in its kobs dependency on FNR concentration.
Like E139K, this mutant showed the expected satura-
tion kinetics at higher values of μ. The E139D mutant,
as well as the wt AnFNR (which was reevaluated after
the E139K results were obtained), also showed a small
extent of upward curvature at AnFNR concentrations >
30 μM at μ = 12 mM, and showed saturation at higher
values of μ.

The explanation given for the unusual kinetic behav-
ior of the E139K mutant was as follows (Hurley et al.,
2000). At low μ values, the proteins form a complex
in which the mutual orientation of the redox cofactors
is so far from optimal that they are almost ET unre-
active. As the E139K concentration was increased, the
added FNR was able to oxidize the bound AnFdred in
the slowly reacting complex because the iron–sulfur
center was oriented away from the FNR surface. This
ternary reaction was the source of the upward curvature
in the FNR concentration dependence. The degree of
diminished reactivity observed at low values of μ de-
pended on the particular amino acid substitution, with
E139K being by far the most unreactive. Only a small
amount of non-linearity was observed at the highest
FNR concentrations for wt AnFNR. As the value of μ

was increased, electrostatic forces involved in stabiliz-
ing the complex were weakened, allowing the proteins
to rearrange to a more reactive ET complex in which
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the iron–sulfur center was pointed toward the FNR sur-
face. Thus,electrostatic interactions were responsible
for controlling the specific geometry at the interface be-
tween the proteins, which in turn determined the rates
of ET occurring within the complex. Ternary reactions
involving ET proteins are not unique to this protein pair
and have been previously described for the cytochrome
c: cytochrome c peroxidase system (Kang et al., 1977;
Nuevo et al., 1993; Mauk et al., 1994; Zhou et al., 1995).
There was no evidence for a stable ternary complex
formed between AnFd and two molecules of E139K
and the reaction was assumed, therefore, to proceed via
a collisional interaction. These results demonstrate the
importance of E139 for competent complex formation
between AnFd and AnFNR, as well as the strong influ-
ence of electrostatic interactions on the ET behavior of
this protein pair.

It was previously suggested that R264 played a role
in AnFd recognition (Serre et al., 1996). In support of
this, LFP/TRA, stopped-flow, and steady-state kinetic
measurements (Martı́nez-Júlvez et al., 1998b) showed
R264E to have appreciably diminished ET reactivity.
The Kd values for complex formation to AnFdox be-
tween both the oxidized and reduced forms of R264E
were similar to those for wt FNR. The dependence of
kobs on μ, however, indicated that electrostatic interac-
tions were weakened in the complex leading to more
productive ET complexes at lower salt concentrations
compared to wt AnFNR. Electrostatic surface potential
calculations revealed a significant change in the FAD
environment, which was proposed to have a destabi-
lizing effect on the complex (Martı́nez-Júlvez et al.,
1998b). R264 is one of the most important interface
residues in the Fd/FNR crystalline complex (Morales
et al., 2000), having 12 van der Waals contacts and two
direct H-bonds. However, since this residue is located
at the periphery of the interaction site, mutation to Glu
would not sterically impair the formation of the com-
plex, although it would greatly decrease the number
of van der Waals contacts and eliminate the hydrogen
bonds. These factors apparently result in a nonoptimal
interprotein orientation in the complex.

The ET interactions of K290E and K294E with
AnFdox were evaluated by LFP/TRA, stopped-flow and
steady-state techniques (Schmitz et al., 1998; Hurley
et al., 1999; Martı́nez-Júlvez et al., 1999), demonstrat-
ing that these mutants were moderately impaired. The
Kd values for the oxidized proteins at μ = 12 mM cor-
related well with the ET reactivity.

Charge-reversal mutations at K138, R264, K290,
and K294 altered the electrostatic forces stabilizing
the ET complexes such that the biphasic μ dependency
observed for wt AnFNR was eliminated or minimized

(Hurley et al., 1999). As a result, the ET complexes
that were formed at low values of μ were more reactive.
Electrostatic calculations revealed these four residues
to lie in regions of the protein that have a large neg-
ative surface potential (Hurley et al., 1999). Thus, in-
troduction of additional negative charge in these areas
would be expected to have relatively small effects, as
observed.

There are five cysteine residues in spFNR (C42,
C114, C132, C127, and C272, corresponding to V25,
C98, C117, T22, and C261 in AnFNR) and each of
these have been individually mutated to Ser (Aliverti
et al., 1993). Of these, C42S could not be expressed
in E. coli, and C132S and C272S were moderately im-
paired in the Fd-dependent cytochrome c reductase ac-
tivity. C272 is part of the NADP(H)-binding site while
the other cysteine residues in spFNR are part of the
FAD-binding domain. The Kd values for the oxidized
forms of these two mutants with wt spFdox were iden-
tical to that of wt FNR. AnFNR contains only three
Cys residues and none of these have been mutated.
R100 and V136 in AnFNR (Hurley et al., 2002) and
S96 (equivalent to S80 in AnFNR) in spFNR (Aliv-
erti et al., 1995b) were shown to be unimportant in the
Fd:FNR interaction.

E. Insights from Fd: FNR Crystalline
Complexes

In the crystal structure of the AnFd/AnFNR complex
(Fig. 1) Fd is seen to bind to the concave surface of
the FNR molecule from which the exposed dimethyl-
benzene portion of the isoalloxazine ring projects. The
closest distance from the [2Fe–2S] cluster to the flavin
is 7.4 Å (from the S2 atom of the cluster to the C8-
methyl of the FAD), consistent with evidence indicat-
ing that the C8-methyl group of the isoalloxazine ring
is involved in flavoprotein ET (Fritz et al., 1973). There
is little steric hindrance to electron flow between the co-
factors, suggesting a relatively rapid direct outer-sphere
electron transfer between them, which is consistent
with the observed maximal ket of 5,500 sec−1 (Hurley
et al., 1996a). The redox-linked conformational change
that occurs in AnFd upon ET (Morales et al., 1999,
2000) is centered at the core of the Fd/FNR interfacial
region in the Anabaena complex and thus may be in-
volved in the separation of the two proteins subsequent
to ET. Similarly, in the maize complex, the C8-methyl
group of the FAD is 6.0 Å from the Fe1 atom of the
[2Fe–2S] cluster, sufficiently close for direct and rapid
ET between the cofactors.

Only a relatively small number of mutations resulted
in large kinetic effects on the ET reaction between the
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Anabaena proteins. In AnFd (see Fig. 1A in Hurley
et al., 2002), several of the critical residues lie close to
the partially exposed [2Fe–2S] cluster, with the region
immediately below the cluster being the most important
(S47, F65, E94). In AnFNR (see Fig. 1C in Hurley et al.,
2002), the most important residues lie within and at
the right-hand periphery of the concave cavity of the
AnFNR surface that contains the exposed edge of the
flavin isoalloxazine ring (R16, K72, K75, L76, L78,
E301). It is important to note that all of these residues
are found at the FNR-Fd interface in the crystalline
complex (Morales et al., 2000; see Fig. 1 in Hurley
et al., 2002).

The interprotein interface in the crystalline An-
abaena complex contains a core of hydrophobic side
chains (including F65 of Fd and L76, L78, and V136
of FNR), as well as acidic residues of Fd (D62, D67,
E94) and acidic (E267, E301) and basic (R16, K75,
R264, K294) residues of FNR. These groups interact
with each other either directly or through bridging wa-
ter molecules. Thus, D67 interacts with R16; D62 hy-
drogen bonds with R264; E94 of AnFd forms a salt
linkage with K75. The interface between the Anabaena
proteins is also stabilized by hydrophobic interactions
involving long side chains such as R264 of FNR (which
makes 11 van der Waals contacts with Fd), and the loss
of about 10 water molecules upon complex formation
(Morales et al., 2000). This latter point is in agreement
with calorimetric experiments on the spinach protein
complex (Jelesarov et al., 1993).

Of the 11 van der Waals contacts with AnFNR made
by F65 of Fd, seven are with L78 and two are with V136.
The decreases observed for ET reactivity for mutants in
which an Asp substitution at L78 and a Ser substitution
at V136 are made are consistent with a disruption of
these hydrophobic interactions, as are the Ala and Ile
substitutions of F65. An Asp substitution at L76 also
severely impairs ET to Fd; although L76 does not di-
rectly contact F65, it does lie within the complex inter-
face. In addition, the critical S47 residue of Fd, as well
as the moderately important C46, is positioned in front
of AnFNR in the complex, although there is a “cav-
ity” separating these residues from direct contact with
the FNR surface. The K72 residue in FNR, which was
shown to be crucial for ET, is not located at the complex
interface and the impaired reactivity of the K72E mu-
tant can be attributed to a disruptive long-range electro-
static interaction with the negatively charged Fd surface
(Hurley et al., 2002). Similar long-range electrostatic
effects may explain why some additional residues lo-
cated close to but not within the complex interface in
AnFNR (K290 and K294) and in AnFd (Q70) showed

moderate impairment in ET reactivity upon nonconser-
vative mutation. Other amino acids in this category are
F39, S40, and T48 of AnFd, all of which show moderate
impairment in ET upon nonconservative mutation, but
are not directly located at the complex interface. These
latter three residues, however, are part of the [2Fe–2S]
cluster-binding loop, and are located 4.5–5.0 Å from
the cluster. A direct effect on the properties of the clus-
ter may thus be involved in their influence on reactivity.
Based on these correlations, Hurley et al. (2002) con-
cluded that the crystalline Anabaena Fd/FNR complex
is a viable model for a productive intermediate formed
during ET.

The X-ray crystal structure of the maize Fd/FNR
complex (Kurisu et al., 2001) also shows an interface
consisting of both electrostatic and hydrophobic inter-
actions near the prosthetic groups, the latter involving
mainly V92, L94, and V151. However, superposition
of the FNR molecules of each of the two complexes
reveals that the Fd molecules are rotated by an angle
of 96◦, indicating that many of the specific interactions
within the complexes are not the same. In particular,
Y63, which corresponds to the critical F65 residue
of AnFd, is no longer located between the prosthetic
groups of the two proteins and is involved to a lesser
extent in hydrophobic interactions with FNR. Also,
E92, the maize equivalent of the critical E94 residue
of AnFd, is not involved at all in the FNR interaction.
We point out that kinetic studies have shown signif-
icant differences between the Anabaena and spinach
protein systems in the relative contributions of electro-
static and hydrophobic interactions during ET (Walker
et al., 1991), indicating that species-specific differences
in the protein–protein interactions do occur. However,
the comparison demonstrates that the major features
shared by the Anabaena and maize Fd/FNR crystalline
complexes are several complementary electrostatic in-
teractions, a hydrophobic patch centered on FNR that
provides a non-polar environment during ET, and close
proximity of the two redox centers, which allows fast
ET. Thus, despite their structural differences, both com-
plexes may represent functional ET intermediates.

VII. Structure–Function Studies of
Flavodoxin and Ferredoxin:NADP+

Reductase

A. Interaction of Mutant Flds with WT FNR

Since in some photosynthetic systems (e.g., various al-
gae and cyanobacteria) Fld can efficiently replace Fd
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in the ET process, a careful analysis of the FNR:Fld in-
teraction has been carried out (Martı́nez-Júlvez et al.,
1998a, 1999; Nogués et al., 2003). However, no critical
residue on AnFld has thus far been identified. Chemi-
cal modification studies suggested the involvement of
some negatively charged regions on the AnFld surface
(D123, D126, D129, D144, E145, and D146) in the in-
teraction with AnFNR (Medina et al., 1992c). Although
Fd and Fld are of different size and structure and have
a different redox cofactor, they still are expected to
interact at the same site on the reductase, suggesting
that comparison of the interface area in both proteins
could provide important information about the deter-
minants for molecular recognition. Analysis of site-
directed mutants at positions (E61, E67, D100, D126,
D144, and E145) suggested by such chemical modifica-
tion studies, and by analysis of the three-dimensional
AnFld structure, indicated that none of these appear
to be critical for the complex formation and ET pro-
cesses between Fld and its substrates (Navarro et al.,
1995; Jenkins et al., 1997). In an attempt to look for the
AnFNR hydrophobic counterpart region on the AnFld
surface, replacement of the only two non-polar residues
on the AnFld surface near the FMN (I59 and I92) by
a Lys suggests that these two hydrophobic residues are
also not critical in the interaction and ET processes
(Nogués et al., 2003).

The influence of the amino acid residues sandwich-
ing the FMN ring in AnFld (W57 and Y94) in complex
formation and ET with FNR has also been examined
in several mutants (Casaus et al., 2002). The ability to
form complexes with FNR is similar to that of wt Fld
and the slightly altered ET kinetics can be explained
in terms of altered flavin accessibility and/or thermo-
dynamic parameters (Casaus et al., 2002). Thus, W57
and Y94 do not play an active role in Fld interaction
and ET with FNR.

B. Interaction of Mutant FNRs with WT Fld

1. Critical FNR Residues

Analysis of several charge-reversal mutants on the
AnFNR surface indicated that the positively charged
residues that have been shown to be critical for achiev-
ing maximal ET rates with AnFd (R16, K72, and par-
ticularly K75) are also determinants for an efficient
interaction with AnFld (Martı́nez-Júlvez et al., 1999;
1998a). In addition, E139 in AnFNR has been shown
to play an active role in the AnFld interaction (Faro
et al., 2002b), although this residue behaves differently
with the two ET proteins. Thus, although removal of

the negative charge produces a deleterious effect on
ET reactions with AnFd, it appears to enhance the ET
process with AnFld. With regard to the hydrophobic in-
teractions, ET with Fld is almost completely lost upon
introduction of negatively charged side chains at the
hydrophobic patch formed by L76, L78, and V136 in
AnFNR, whereas, as in the reaction with Fd, more con-
servative changes modulate the ET rates by altering the
binding constants and the midpoint redox potentials of
the flavin group (Nogués et al., 2003). Therefore, it is
concluded that these non-polar residues participate in
the establishment of interactions with both AnFld and
AnFd.

2. Moderately Important FNR Residues

Mutations of the positively charged AnFNR residues in
the NADP+-binding domain have shown that the K138
and R264 side chains are more important in establish-
ing interactions with AnFld than with AnFd (Martı́nez-
Júlvez et al., 1999; 1998b). As was the case with Fd,
E301 in AnFNR is not involved in complex forma-
tion with Fld, but rather plays a role in the catalytic
process via semiquinone stabilization (Medina et al.,
1998; Mayoral et al., 2000; Faro et al., 2002a).

In summary, since most of the mutations in AnFNR
produced somewhat different behaviors with both ET
proteins, it can be concluded that although AnFld oc-
cupies the same region as AnFd during its interaction
with the reductase, individual residues on the AnFNR
surface do not participate to the same extent in the pro-
cesses with the two proteins (Martı́nez-Júlvez et al.,
1999, 2001; Nogués et al., 2003). Moreover, analysis
of Fd and Fld surface electrostatic potentials also shows
overlap, suggesting a similar mechanism of interaction
(Ullmann et al., 2000).

C. Insights from Fld:FNR Crystallographic
Complexes

Despite much effort, the three-dimensional struc-
ture of the AnFNR:AnFld complex remains un-
solved, suggesting that the interactions formed be-
tween FNR and Fld are short-lived and of low sta-
bility, perhaps to favor a fast ET process. However,
the three-dimensional structure reported for microso-
mal NADPH-cytochrome P450 reductase (CPR) can
be used as a model for the FNR:Fld interaction (Wang
et al., 1997). This enzyme contains both FAD and
FMN and is composed of four structural domains, in
which the FMN-binding domain is similar to Fld, and
the FAD- and NADPH-binding domains are similar to
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FNR. The connecting domain is responsible for ensur-
ing the proper orientation of the two flavins for efficient
ET. In this structure the two flavin isoalloxazine rings
are juxtaposed, with the closest distance between them
being 4 Å. Therefore, simple superposition of FNR and
Fld onto the CPR structure would place the flavin re-
dox centers much closer than observed in the FNR:Fd
structures (about 7.6 Å) (Morales et al., 2000; Kurisu
et al., 2001). Such a putative closer proximity of the
flavin rings in the FNR:Fld interaction might favor ET
over the FNR:Fd interaction. Additionally, the partial
exposure of the flavin rings in FNR and Fld would al-
low multiple orientations of the Fld to occur on the
same FNR surface without affecting the relative dis-
tance between the cofactors. Such observations are in
agreement with the fact that whereas multiple chemi-
cal modifications produced Fld forms less suitable for
ET than the unmodified protein (Medina et al., 1992c),
site-directed mutagenesis has not revealed any critical
residue on the Fld surface for the interaction with FNR.
Therefore, a less specific interaction between FNR and
Fld relative to the FNR/Fd interaction might be ex-
pected. However, further work must be done in order
to clarify this point.
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Moreno C, Schmeits JL and Tollin G (1997a) Structure-
function relationships in Anabaena ferredoxin: correlations
between x-ray crystal structures, reduction potentials, and rate



474 John K. Hurley, Gordon Tollin, Milagros Medina and Carlos Gómez-Moreno
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(1992c) Identification of specific carboxyl groups on An-
abaena PCC 7119 flavodoxin which are involved in the in-
teraction with ferredoxin-NADP+ reductase. Eur J Biochem
203: 373–379
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Summary

Ferredoxin, reduced by Photosystem I (PS I) in the light, serves as the electron donor for the reduction of NADP+ to
NADPH, of sulfite to sulfide, of nitrite to ammonia and for the reductant-requiring of glutamate and 2-oxoglutarate
to glutamate in all oxygenic photosynthetic organisms. Reduced ferredoxin also serves as the electron donor for
the reduction of nitrate to nitrite in cyanobacteria. In addition to its role in supplying a source of electrons for
the net reduction of oxidized species in reductant-requiring assimilatory pathways, reduced ferredoxin plays an
important role, via the ferredoxin/thioredoxin system, in the regulation of carbon assimilation and other pathways.
This chapter focuses on the interactions between ferredoxin and six enzymes that utilize reduced ferredoxin as an
electron donor (NADP+ reductase, nitrate reductase, nitrite reductase, glutamate synthase, sulfite reductase, and
thioredoxin reductase). The mechanisms of several of these enzymes will also be discussed.
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I. Introduction

Ferredoxin serves as the ultimate electron acceptor for
all of the electrons that enter the photosynthetic elec-
tron transfer chain, as a result of the oxidation of water
to oxygen, in oxygenic photosynthetic organisms (for
the sake of simplicity, this chapter will not treat situa-
tions in which flavodoxin replaces ferredoxin in some
organisms under iron-limiting conditions). Most of the
reduced ferredoxin generated by the light-reaction of
Photosystem I is used to reduce NADP+, in a reaction
catalyzed by ferredoxin:NADP+ oxidoreductase, here-
after abbreviated FNR. The NADPH produced by this
FNR-catalyzed reaction serves as the electron donor
for the single reductant-requiring step in the path-
way of CO2 assimilation in C3 plants, the reduction
of 1,3-bisphosphoglyceric acid to glyceraldehyde-3-
phosphate (Hoober, 1984). Reduced ferredoxin also
serves as the electron donor for the reduction of nitrite
to ammonia, the reductive conversion of 2-oxoglutarate
plus glutamine to glutamate, the reduction of sulfite to
sulfide, and the reduction of two proteins that regu-
late carbon assimilation, thioredoxins m and f (Knaff,
1996; Jacquot et al., 1997a). In oxygenic photosyn-
thetic eukaryotes, all of these reactions are catalyzed
by enzymes located in the chloroplast stromal space.
Although the first step in nitrate assimilation in pho-
tosynthetic eukaryotes, the two-electron reduction of
nitrate to nitrite, utilizes reduced pyridine nucleotide
as the electron donor, in cyanobacteria the reduction of
nitrate to nitrite is also ferredoxin-dependent (Flores
and Herrero, 1994; Knaff, 1996). In addition to serv-
ing as the electron donor for the noncyclic electron
acceptors listed above, reduced ferredoxin serves as an
electron carrier for cyclic electron flow, which provides
a portion of the ATP utilized for CO2 assimilation.

Ferredoxins found in cyanobacteria and in the
chloroplasts of algae and higher plants are acidic,
monomeric proteins with molecular masses of ∼11
kDa (Holden et al., 1994; Knaff, 1996). All ferredox-
ins contain a single [2Fe–2S]+1,+2 cluster that serves
as a one-electron carrier, operating at low redox poten-
tials (Em values range from −300 to −460 mV, Holden
et al., 1994; Knaff, 1996). Amino acid sequences are
known for a large number of these “plant-type” ferre-
doxins and several regions of the protein are highly

Abbreviations: 2-IG – 2-iminoglutarate; 2-OG – 2-oxoglutarate;
DON – 6-diazo-5-oxo-L-norleucine; Em – midpoint oxidation–
reduction potential; Fd – ferredoxin; FNR – ferredoxin:NADP+;
FTR – ferredoxin:thioredoxin reductase; L-Gln – L-glutamine; L-
Glu – L-glutamate; ONL – 5-oxo-L-norleucine; Trx – thioredoxin.

conserved (Matsubara and Hase, 1983; Holden et al.,
1994). Three-dimensional structures are available for at
least ten of these ferredoxins (including proteins from
cyanobacteria, algae, and higher plants). Most of these
structures, all of which are quite similar, were obtained
by X-ray crystallography but solution structures ob-
tained by NMR spectroscopy are also available (Holden
et al., 1994; Fukuyama, 2004). The major secondary
structural features of ferredoxins have been presented
by Sétif (this volume, Chapter 26), and so they will not
be discussed again in detail in this chapter. Readers are
referred also to the recent review by Fukuyama (2004)
for more information about these structures.

A large body of data, obtained from chemical modifi-
cation studies, cross-linking experiments, site-directed
mutagenesis, and computer modeling, supported the
hypothesis that electrostatically stabilized complexes
between ferredoxin (hereafter abbreviated as Fd) and
Fd-dependent enzymes play an important role in the
electron transfer from reduced Fd to these enzymes
(Knaff, 1996). As might be expected from the fact
that ferredoxins are highly acidic proteins, these data
suggest that, for the most part, Fd supplies the nega-
tively charged groups and the enzymes supply the pos-
itively charged groups involved in complex formation
(Knaff, 1996). This chapter will focus on the details
of the interactions between Fd and six enzymes that
use reduced Fd as an electron donor. In the case of one
of these enzymes, ferredoxin:NADP+ oxidoreductase,
the prosthetic group content, redox properties, and re-
action mechanism are extensively discussed by Hurley
et al. (this volume, Chapter 27). In the cases of the other
five enzymes to be discussed in this chapter (i.e., nitrate
reductase, nitrite reductase, glutamate synthase, sulfite
reductase, and thioredoxin reductase), brief descrip-
tions of the prosthetic group contents and mechanisms
will be presented in addition to descriptions of what is
known about the protein–protein interactions that oc-
cur in the complexes of these enzymes with Fd. As
the kinetics of Fd reduction by the PS I reaction center
have been presented in extensive detail by Sétif (this
volume, Chapter 26), the discussions of enzymes that
use reduced Fd as an electron donor presented below
will start from the point where reduced Fd is already
available.

II. Ferredoxin:NADP+ Oxidoreductase

The kinetics of FNR reduction by reduced Fd and the
identity of several amino acids that appear to play im-
portant roles in optimizing the interactions between the
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Fig. 1. NMR chemical shift perturbation of Fd upon complex formation with FNR or SiR were determined by measuring 2D 1H–15N
HSQC spectra of 15N labeled Fd. See Color Plate 11, Fig. 2.

two proteins for productive electron transfer have been
discussed by Sétif (this volume, Chapter 26) and by
Hurley et al. (this volume, Chapter 27). Thus, the dis-
cussion of the interactions between Fd and FNR in this
chapter will focus on structural aspects of the complex
between the proteins. Recently, the three-dimensional
structure of maize leaf Fd-FNR complex at 2.59 Å res-
olution was determined (Kurisu et al., 2001) and the
detailed geometry of the complex is now available
(Fig. 1A). The surface electrostatic potential distribu-
tion of Fd is shown in Fig. 1B. As ferredoxins typically
have isoelectric points of 3.5 or less, Fd has a substantial
net negative charge at pH values near neutrality and re-
gions of negative potential dominate most of its surface.
Thus, as might be expected, the intermolecular electro-
static interactions between Fd and FNR involve mainly
negative charges on Fd and positive charges on FNR,
i.e., salt bridge pairs between Glu29-Lys304, Asp60-
Lys33, Asp65-Lys91, and Asp66-Lys88 (the Fd amino
acid is listed first in each case). There is one excep-
tion, i.e., a salt bridge between the positively charged
side chain of Arg40 on Fd and the negatively charged
side chain of Glu154 on FNR. The crystal structure of
the Fd/FNR complex formed by the proteins from the
cyanobacterium Anabaena sp. PCC 7119 also reveals
the presence of a number of electrostatic interactions
between the two proteins. However, there are some sig-
nificant differences between the structures of the two
complexes (see Hurley et al., this volume, Chapter 27
for a detailed discussion). One significant difference

between the complexes is that a highly conserved glu-
tamate residue near the C-terminus of Fd (it is Glu94
in the Anabaena protein) that had been implicated by
site-directed mutagenesis studies as playing an impor-
tant role in forming a Fd/FNR complex that is pro-
ductive for electron transfer, does indeed interact with
FNR in the complex between the Anabaena proteins
(Morales et al., 2000) but the equivalent residue in
maize leaf Fd (Glu92) is not at the protein–protein inter-
face in the complex with maize leaf FNR (Kurisu et al.,
2001).

The [2Fe–2S] cluster of Fd and the FAD of FNR are
in close proximity in the complex of the maize pro-
teins, with the C8 methyl group of FAD separated by
6.0 Å from the Fe1 of the [2Fe–2S] cluster. The two
prosthetic groups are almost as close in the complex
between Anabaena FNR and Fd, with 7.4 Å separat-
ing the C8 methyl group of FNR from the S2 sulfur
of the [2Fe–2S] cluster (Morales et al., 2000). These
distances are consistent with direct, rapid outersphere
electron transfer between the two prosthetic groups.
The fact that it is the C8 methyl group of FNRs FAD
group that is closest to the [2Fe–2S] cluster of Fd in
both complexes is consistent with the suggestion that
it is this portion of the FAD isoalloxazine ring that is
involved in the electron transfer reaction. It should be
pointed out that in the complex of the Anabaena pro-
teins, Phe65 of Fd (a residue that mutagenic studies
have implicated as playing an important role in elec-
tron transfer from Fd to FNR) is close to the [2Fe–2S]
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cluster of Fd and is involved in the hydrophobic interac-
tions with FNR at the protein/protein interface. In con-
trast, the corresponding aromatic residue in maize leaf
Fd, Tyr63, is neither in close contact with the [2Fe–2S]
cluster of Fd nor is it located between the two prosthetic
groups at the protein/protein interface (see Morales et
al., 2000; Kurisu et al., 2001; Hurley et al., this volume,
Chapter 27).

The protein–protein interface near the prosthetic
groups is rather hydrophobic and is occupied largely
by uncharged amino acid residues in both the complex
between the maize leaf proteins (Kurisu et al., 2001)
and the Anabaena proteins (Morales et al., 2000). In
fact, earlier studies of the effects of ionic strength on
the kinetics of electron transfer from Anabaena sp. PCC
7120 ferredoxin to Anabaena sp. PCC 7119 FNR had
indicated that hydrophobic, as well as electrostatic, ef-
fects were likely to play an important role in this system
(Hurley et al., 1996). In this context, it should be men-
tioned that a microcalorimetry study of the complex
formed between spinach Fd and spinach FNR indicated
that �H, the change in enthalpy associated with com-
plex formation, is essentially zero. The large, favorable
negative �G (the free energy change) for complex for-
mation results entirely from the favorable positive �S
(the entropy change) associated with complex forma-
tion (Jelesarov and Bosshard, 1994). These results sug-
gest that the salt bridges present in the complex do not
make significant net energetic contributions to stabiliz-
ing the Fd/FNR complex. Experiments carried out in
mixed solvent systems suggest that the favorable pos-
itive �S appears to arise instead from the transfer of
oriented water molecules, bound to the surfaces of the
individual protein, from the protein–protein interface
region into the bulk solvent during complex forma-
tion (Jelesarov and Bosshard, 1994). In fact, structural
studies on the Anabaena proteins indicate that approx-
imately 10 ordered water molecules are lost as a result
of complex formation.

The maize leaf Fd domains that interact with maize
leaf FNR were also analyzed in solution using an NMR
chemical perturbation technique in which specific fea-
tures of the NMR spectrum of [15N] Fd that are altered
as a result of complex formation with FNR were as-
signed to regions on Fd that are involved in interactions
with FNR (Kurisu et al., 2001). The areas on Fd that
interact with FNR that are detected in the NMR experi-
ment are very similar to those Fd regions implicated in
interacting with FNR by the crystallographic data (see
Fig. 1A).

Several structural changes occur in both Fd and FNR
as a result of complex formation between the leaf pro-

teins. It has also been shown that binding of Fd to FNR
results in a negative shift in the Em value of the [2Fe–
2S] cluster of Fd (Smith et al., 1981; Batie and Kamin,
1984). It has been shown that spinach Fd1 (the domi-
nant Fd isoform present in mature leaves) contains an
internal salt bridge between the side chains of Glu29
and Arg40 (Binda et al., 1998). Although the struc-
ture of uncomplexed maize leaf Fd is not yet available,
it is highly likely that this internal salt bridge exists
in the highly homologous maize protein. Formation of
the complex with FNR breaks this bond and, as de-
scribed above, two new intermolecular salt bridges are
formed, one between Glu29 of Fd and Lys394 of FNR
and one between Arg40 of Fd and Glu154 of FNR.
This internal salt bridge between Glu29 and Arg40
probably stabilizes the [2Fe–2S] cluster (Teshima et
al., 2003), and it therefore is likely that this salt bridge
exchange causes the shift in Em. Such a negative shift
in redox potential would make electron transfer from
Fd to FNR a thermodynamically more favorable step
during the FNR-catalyzed reduction of NADP+. A pos-
itive change in the Em value of the FAD group of FNR
has been reported to accompany complex formation
between spinach Fd and FNR (Smith et al., 1981), a
change that would also make electron transfer from Fd
to FNR thermodynamically more favorable. Binding
of Fd induces slight movements of both the NADPH-
binding and FAD-binding domains of FNR. The most
significant movement is that of FNR Glu312. On forma-
tion of the complex, the carboxyl group of FNR Glu312
moves 2 Å toward the hydroxyl group of FNR Ser96
(to within hydrogen-bonding distance). Site-directed
mutagenesis studies of Glu312 in spinach leaf FNR
(Aliverti et al., 1998) documented an important role
for this residue in binding of the nicotinamide ring of
NADP+ to the enzyme. As this residue is highly con-
served, it seems likely that Glu312 plays a similar role
in the maize leaf enzyme. Such changes in molecu-
lar interactions could alter the microenvironment at the
binding site to optimize orientation of NADP+ for pro-
ductive interaction with the FAD (Deng et al., 1999;
Kurisu et al., 2001; Carrillo and Ceccarelli, 2003).
Replacement of Glu301 (the corresponding residue
in Anabaena sp. PC 7119 FNR) by alanine effects
electron transfer between this cyanobacterial FNR and
Anabaena Fd, but the precise role of this glutamate
residue in the cyanobacterial system remains to be elu-
cidated (see Medina et al., 1998; Mayoral et al., 2000;
see also Hurley et al., this volume, Chapter 27).

In several higher plants, distinct isoforms of Fd
(Hase et al., 1991) and FNR (Morigasaki et al., 1990;
Ritchie et al., 1994) are present in leaf and root, most
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probably playing their unique roles in photosynthetic
and nonphotosynthetic metabolism respectively (Green
et al., 1991; Neuhaus and Emes, 2000; Yonekura-
Sakakibara et al., 2000). Among different combina-
tions of these FNR and Fd isoforms the highest ac-
tivity occurs with the combination of leaf FNR and
leaf Fd when electron transfer is in the photosynthetic
direction, i.e., with reduced Fd donating electrons to
NADP+, and with the combination of root FNR and
root Fd when electron transfer is from NADPH to Fd
(Onda et al., 2000; Hanke et al., 2004a). Differences
in activity may be explained in part by differences be-
tween the Em values of the different isoforms of Fd, with
the root-type Fd having a much more positive value
(around −340 mV) than the leaf-type Fd (around -420
mV). This difference makes electron flow from root
FNR to root Fd considerably more favorable than is the
case for the leaf proteins (Akashi et al., 1999; Aliverti
et al., 2001; Hanke et al., 2004a). Protein–protein in-
teraction is another important determinant of electron
transfer between Fd and FNR, and dissociation con-
stants measured for different combinations of Fd and
FNR point to a high level of isoform-specific recog-
nition (Onda et al., 2000; Aliverti et al., 2001, 2004).
Very recently, an X-ray crystal structure of the complex
formed between maize root Fd and maize root FNR has
been solved (Kurisu et al., submitted). This structure,
together with that of the leaf counterpart, will provide
us with a valuable opportunity to consider molecular
arrangements selected for their efficiency in either pho-
tosynthetic or heterotrophic electron cascades [see the
recent review by Hanke et al. (2004b) for a discussion
of some aspects of this topic].

III. Nitrogen Assimilation

The pathway for nitrogen assimilation in oxygenic pho-
tosynthetic organisms (excluding the case of nitrogen-
fixing cyanobacteria and plants that have established
symbiotic relationships with nitrogen-fixing bacteria)
begins with the uptake of nitrate and its two-electron
reduction to nitrite, catalyzed by nitrate reductase (see
Foyer et al., 2001, for a description of the nitrogen
assimilation pathway). This is followed by the six-
electron reduction of nitrate to ammonia, catalyzed by
nitrite reductase, and the subsequent ATP-dependent
incorporation of ammonia into glutamate to form glu-
tamine (a reaction, catalyzed by glutamine synthetase,
that does not involve any redox chemistry). The last
step in this first stage of nitrogen assimilation involves
the conversion of glutamine plus 2-oxoglutarate to two

molecules of glutamate, a two-electron reductive re-
action catalyzed by glutamate synthase (Suzuki and
Knaff, 2005). In oxygenic photosynthetic eukaryotes,
two of these redox reactions (those catalyzed by nitrite
reductase and glutamate synthase) utilize reduced Fd
as the electron donor, while in cyanobacteria all three
reactions are ferredoxin-dependent.

A. Ferredoxin-Dependent Nitrite and Nitrate
Reductases

1. Nitrate Reductase

The Fd-dependent nitrate reductases of cyanobacteria
catalyze the two-electron reduction of nitrate to ni-
trite. Cyanobacteria are unique among oxygenic pho-
tosynthetic organisms in using reduced ferredoxin as
the electron donor for the two-electron reduction of
nitrate to nitrite (all other oxygenic photosynthetic or-
ganisms use NAD(P)H as the electron donor). The sol-
uble Fd-dependent nitrate reductase of the cyanobac-
terium Synechococcus sp. PCC 7942, the product of the
narB gene, is among the best characterized of the Fd-
dependent nitrate reductases (Rubio et al., 1996, 2002).
The complete amino acid sequence, deduced from the
nucleotide sequence of the narB gene, is known for
the 76 kDa protein, which has been shown to con-
tain one molybdopterin cofactor (likely to be a bis-
molybdopterin guanine dinucleotide) and one [4Fe–
4S]2+,1+ cluster as prosthetic groups (Rubio et al.,
2002; Jepson et al., 2004). The native protein and a His-
tagged variant, both of which are fully active, can be
expressed in Escherichia coli and site-directed mutage-
nesis experiments have identified the four cysteines that
are the likely ligands to the iron–sulfur cluster (Rubio
et al., 2002). The Em value of the iron–sulfur cluster
is −190 mV and the Em value of Mo6+/5+ couple of
the molybdopterin cofactor is −150 mV (Jepson et al.,
2004). Although details of the mechanism of the Syne-
chococcus sp. PCC 7942 enzyme have not yet been
fully elucidated, protein film voltammetry experiments
suggest that the catalytic cycle involves nitrate binding
to the molybdopterin cofactor of enzyme that has been
reduced by two electrons (compared to the air-oxidized,
as-isolated enzyme), i.e., in which the enzyme cofac-
tors are in the Mo5+ and [4Fe–4S]1+ states. As the en-
zyme appears to contain only a single Fd-binding site
(see below), two-electron reduction of the enzyme must
involve two sequential and separate electron transfers
from reduced Fd, given the fact that reduced Fd is a
one-electron donor.



482 Toshiharu Hase, Peter Schürmann and David B. Knaff

Titrations of nitrate reductase with Fd, using pertur-
bations of both visible-region and CD spectra to moni-
tor interaction between the proteins, are consistent with
the formation of a 1:1 complex of very high affinity be-
tween the two proteins (Hirasawa et al., 2004a). The ob-
servation that these spectral perturbations are observed
at low ionic strength, but not at high ionic strength, sug-
gests that electrostatic forces play an important role in
the formation of this protein–protein complex. Enzyme
activity with Fd as the electron donor (but not with the
nonphysiological electron donor, reduced methyl vio-
logen) decreased greatly with increasing ionic strength,
suggesting that electrostatic protein–protein interac-
tions are important in catalysis (Schmitz and Böhme,
1995; Hirasawa et al., 2004a). Treatment of nitrate
reductase with either the lysine-modifying reagent
N -acetylsuccinimide or with the arginine-modifying
reagent phenylglyoxal produced substantial inhibition
of the Fd-dependent activity of the enzyme but had lit-
tle effect on the reduction of nitrate catalyzed by the
enzyme if reduced methyl viologen replaced reduced
Fd as the electron donor. Chemical modification also
significantly decreased the affinity of Fd binding by
the enzyme. These observations, and the fact that for-
mation of a complex between Fd and nitrate reductase
completely protected the enzyme against inhibition by
N -acetylsuccinimide and phenylglyoxal, suggest that
one or more lysine and arginine residues are present at
the Fd-binding site of this cyanobacterial nitrate reduc-
tase. Site-directed mutational replacement of either of
two highly conserved glutamate residues near the C-
terminus of Fd from the cyanobacterium Anabaena sp.
PCC 7119, Glu94 or Glu95, by lysine residues dra-
matically decreased the rate of nitrate reduction cat-
alyzed by the Synechococcus sp. PCC 7942 nitrate
reductase, implicating the negative charges on these
two residues in the interaction between Fd and the en-
zyme (Hirasawa et al., 2004a). Earlier mutational stud-
ies had implicated Glu94 in the interaction of Fd with
the nitrate reductase isolated from Anabaena sp. PCC
7120 (Schmitz and Böhme, 1995). Mutagenesis exper-
iments also suggest that a conserved aromatic amino
acid residue on Fd (it is Phe65 in Anabaena sp. PCC
7120 Fd) may play some role in electron transfer from
Fd to nitrate reductase (Schmitz and Böhme, 1995).
Despite the availability of these important data, it is
clear that a great deal of additional work remains to be
done, particularly in terms of obtaining structural infor-
mation, before a detailed picture of the protein/protein
interaction domains involved in complex formation be-
tween Fd and cyanobacterial nitrate reductases will be
available.

2. Nitrite Reductase

Plant, algal, and cyanobacterial nitrite reductases cat-
alyze the six-electron reduction of nitrite to ammonia
using reduced ferredoxin as the electron donor. Fd-
dependent nitrite reductases have been isolated from
several higher plants, algae, and cyanobacteria and
characterized. Spinach leaf nitrite reductase is the best
characterized of these enzymes, but all of the Fd-
dependent nitrite reductases characterized to date are
quite similar in molecular mass and catalytic proper-
ties. Although it is beyond the scope of this chapter,
it should be pointed out that Fd-dependent nitrite re-
ductases, along with other ferredoxin-dependent en-
zymes like FNR (see above), glutamate synthase, and
sulfite reductase (see below), are found in nonphoto-
synthetic tissues in higher plants. In nonphotosynthetic
tissues, such as roots, these enzymes use Fd reduced by
NADPH (in a FNR-catalyzed reaction) as a source of
reducing power for assimilatory reactions (Morigasaki
et al., 1990; Green et al., 1991; Hase et al., 1991; Ritchie
et al., 1994; Aoki et al., 1995; Neuhaus and Emes, 2000;
Yonekura-Sakakibara et al., 2000).

Fd-dependent nitrite reductases are soluble enzymes
that are located in the chloroplast stroma in photosyn-
thetic eukaryotes. They are monomeric proteins with
molecular masses ranging from 60 to 63 kDa. In photo-
synthetic eukaryotes, the genes encoding the enzymes
are located in the nucleus and the proteins are synthe-
sized in the cytoplasm as precursor proteins, with an
N-terminal signal sequence that targets them for de-
livery to the chloroplast stroma, which is subsequently
cleaved to form the mature-length protein (Back et al.,
1988). Amino acid sequences, usually deduced from
the corresponding cDNA sequences (including one for
the 62,883 Da spinach enzyme), are available and the
proteins, regardless of whether they are from cyanobac-
teria, algae, or higher plants, show significant regions
of homology (Back et al., 1988; Luque et al., 1993;
Bellissimo and Privalle, 1995; Knaff, 1996; Dose et al.,
1997; Hirasawa et al., 1998). The enzymes contain one
noncovalently bound siroheme and one low-potential
[4Fe–4S]+1,+2 cluster as the only prosthetic groups,
with nitrite binding occurring at the siroheme iron
through the N atom of the substrate (Knaff, 1996;
Kuznetsova et al., 2004a,b). The four cysteine residues
that bind the four iron atoms of the [4Fe–4S] cluster
have been identified by sequence homology arguments
(they are Cys473, Cys 479, Cys514, and Cys518 in the
spinach enzyme) and the importance of Cys514 and
Cys518 has been confirmed by site-directed mutage-
nesis analysis of the spinach enzyme (Bellissimo and
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Fig. 2. The active site of spinach nitrite reductase. Shown is
part of the current model of the three-dimensional structure of
NiR, namely the iron–sulfur cluster, siroheme, and the cysteine,
Cys518, that coordinates both cofactors through the iron atoms
of each cofactor.

Privalle, 1995). Spectroscopic evidence had suggested
that the enzyme’s two prosthetic groups are electroni-
cally coupled, probably through the sharing of a sulfur
ligand between the heme iron and the [4Fe–4S] clus-
ter (Wilkerson et al., 1983), an arrangement known to
be present in the spectroscopically similar, [4Fe–4S]
and siroheme-containing subunit of E. coli sulfite re-
ductase (Crane et al., 1995, 1997). Very recently, the
three-dimensional structure of spinach Fd-dependent
NiR has been solved by X-ray crystallography (Swamy
et al., 2005), confirming the prediction that the two
prosthetic groups of Fd-dependent nitrite reductase are
indeed arranged in a linked fashion (Fig. 2). Despite
the fact that the sulfur from a cysteine residue (it is
Cys518 in the spinach enzyme) serves as a bridg-
ing ligand to both the siroheme iron and one of the
iron atoms of the [4Fe–4S] cluster (Fig. 2), the two
prosthetic groups titrate as independent one-electron
components in equilibrium oxidation–reduction mea-
surements with Emvalues of −365 and −290 mV for
the [4Fe–4S] cluster and siroheme, respectively (Hira-
sawa et al., 1994a). As might be expected from these
Emvalues, flash photolysis experiments have demon-
strated an initial reduction of the [4Fe–4S] cluster, fol-
lowed by electron transfer from the [4Fe–4S] cluster to
the siroheme (Hirasawa et al., 1994a).

As ferredoxin, the physiological electron donor to ni-
trite reductase, is a one-electron donor and the spinach
chloroplast enzyme has only a single binding site for
ferredoxin (Mikami and Ida, 1989), the enzyme can ac-
cept electrons only one at a time during the six-electron
reduction the reduction of nitrite to ammonia catalyzed
by the enzyme. A major unsolved aspect of the mecha-

Fig. 3. Nitrite binding at the active site of oxidized spinach
nitrite reductase.

nism of this key enzyme in plant nitrogen assimilation
has been the identification of all the partially reduced,
enzyme-bound intermediates that are formed during
the reduction of nitrite. The as-isolated, resting enzyme
contains both prosthetic groups in the oxidized form,
with the ferric siroheme in a high-spin hexacoordinate
state that contains one weak axial ligand (Kuznetsova
et al., 2004a,b). This oxidized form of the enzyme can
bind nitrite, to form a six-coordinate low-spin ferric
siroheme complex that does not display an EPR signal
(Kuznetsova et al., 2004a,b). Figure 3 shows a model
for nitrite binding to the oxidized enzyme, based on the
resonance Raman spectra of the complex (Kuznetsova
et al., 2004b), which indicates that nitrite binding to the
siroheme iron is very heterogeneous, i.e., that nitrite
does not occupy a single fixed position at the binding
site when the enzyme is fully oxidized. This hetero-
geneity of binding provides an explanation for the fact
that no EPR signal is observed for the nitrite complex
of the oxidized enzyme (Kuznetsova et al., 2004a,b).

Recent kinetic measurements indicate that nitrite
binding by the fully oxidized enzyme is very slow
compared to the turnover rate of the enzyme and it
is thus likely that nitrite binding follows reduction of
the enzyme by ferredoxin during the catalytic cycle
(Kuznetsova et al., 2004a,b). Nitrite binding by the
oxidized enzyme is also slow compared to the oxida-
tion of photoreduced Fd by oxidized nitrite reductase
(Kuznetsova et al., 2004b), an observation that is also
consistent with the hypothesis that rapid nitrite bind-
ing requires prior reduction of the enzyme as was first
suggested by Cammack et al. (1978). A species that
has been proposed as an early, reduced intermediate
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Fig. 4. The catalytic cycle of ferredoxin-dependent nitrite reductase. (This figure is adapted from Kuznetsova et al., 2004a.)

that is a ferrous siroheme/NO complex of the enzyme.
This species, in which the [4Fe–4S] cluster is in the
oxidized state, was first detected almost 30 years ago
(Aparico et al., 1976; Cammack et al., 1978; Lancaster
et al., 1979) and evidence has recently been obtained
(Kuznetsova et al., 2004a) supporting the earlier pro-
posal (Fry et al., 1980) that the NO complex is a true
intermediate. Consistent with the fact that a ferrous
siroheme/NO complex is two electrons more reduced
than the oxidized enzyme plus nitrite, formation of this
species has been shown to require electron donation by
two reduced ferredoxins (Kuznetsova et al., 2004a).

Another possible species that has been proposed to
play a role as an intermediate in the nitrite reductase-
catalyzed conversion of nitrite to ammonia is hydrox-
ylamine, a species that is only two electrons more
oxidized than ammonia. The earliest proposal that
enzyme-bound hydroxylamine might be a reaction in-
termediate was based on absorbance difference spectra
that were interpreted in terms of the ability of hydrox-
ylamine to form a complex with the siroheme group
of the enzyme (Vega and Kmain, 1977). However, re-
cent EPR and resonance Raman studies of the enzyme
indicate that incubation of the enzyme with hydrox-
ylamine results in quantitative formation of the fer-
rous siroheme/NO form of the enzyme (see Fig. 4), in
an apparent reversal of a possible step in the forward
reaction pathway (Kuznetsova et al., 2004a,b). Thus,
the earlier difference spectra that were attributed to the
presence of an enzyme complex with hydroxylamine
no doubt arose from the ferrous siroheme/NO com-
plex. Nevertheless, the observation that, in a coupled
assay system, spinach nitrite reductase can catalyze the
Fd-dependent reduction of hydroxylamine (M. Hira-
sawa and T. Hase, unpublished observations) is con-
sistent with the proposal that hydroxylamine is in

fact a reaction intermediate. Figure 4 shows a pos-
sible scheme for the catalytic cycle carried out by
spinach nitrite reductase and includes the recent ob-
servation (Kuznetsova et al., 2004a) that the ferrous
siroheme/NO form of the enzyme can be produced
by a nonphysiological reduction of nitrite at the ac-
tive site of the enzyme with ascorbate serving as the
reductant.

The 1:1 complex formed between Fd-dependent ni-
trite reductase and Fd can only be detected at low ionic
strengths, consistent with a significant contribution
from electrostatic forces in stabilizing the complex
(Privalle et al., 1985; Hirasawa et al., 1986; Mikami
and Ida, 1989). The observation that the Fd-dependent
activity of the enzyme also decreases markedly as
the ionic strength of the medium used in steady-state
assays is increased (Schmitz and Böhme, 1995; M.
Hirasawa, unpublished observations) suggests that
electrostatic effects are important in at least one step
of the catalytic mechanism. Compared to the detailed
picture available about the protein/protein interaction
domains involved in the Fd/FNR complex (see above),
relatively little is known about the identity of specific
amino acids involved in the interaction between Fd and
nitrite reductase. However, some information about
the groups that may be located at or near the pro-
tein/protein interaction domain is available. Chemical
modification experiments suggested the possibility that
a conserved tryptophan residue, Trp92, is located at
or near the Fd-binding site of spinach nitrite reductase
and plays a role in at least one-electron transfer step
during the reduction of nitrite (Hirasawa et al., 1994b,
1998). Site-specific mutagenesis of the ferredoxin-
dependent nitrite reductase from the cyanobacterium
Anabaena sp. PCC 7120 also points to a role for a
tryptophan residue (Trp53, which is the residue in the



Chapter 28 Ferredoxin-Dependent Enzymes 485

cyanobacterial enzyme that corresponds to Trp92 in
the spinach enzyme) in catalysis by the enzyme (Curdt
et al., 2000). The possibility that aromatic amino acid
residues play an important role in electron transfer in
the Fd/nitrate reductase reaction is supported by the
observations that replacement of a conserved aromatic
residue in cyanobacterial Fd (Phe65 in Anabaena Fd)
by a non-aromatic amino acid dramatically decreases
the steady-state rate of the Fd-dependent reactions
catalyzed by nitrite reductases from both Anabaena
(Schmitz and Böhme, 1995) and spinach (M. Hirasawa
and J. Tripathy, unpublished observations).

Chemical modification (Hirasawa et al., 1986) and
site-directed mutagenesis studies (Schmitz and Böhme,
1995; Garcı́a-Sánchez et al., 1997, 2000; Kim et al.,
unpublished observations) have implicated negatively
charged residues on Fd as participants in complex for-
mation with nitrite reductase. In all cases tested, site-
directed replacement of a conserved glutamate residue
near the C-terminus of Fd by an uncharged or posi-
tively charged amino acid produces a significant de-
crease in the steady-state rate of the Fd-dependent re-
actions catalyzed by nitrite reductases isolated from
either a cyanobacteria, a green alga, or a higher plant.
Mutagenesis studies have also implicated a second
acidic region on Fd (consisting of Asp25, Glu28, and
Glu29 in Chlamydomonas reinhardtii Fd) in binding
to nitrite reductase. Chemical modification (Hirasawa
et al., 1993) and site-directed mutagenesis (Curdt et al.,
2000) studies have also implicated positively charged
residues on the enzyme in Fd binding. Peptide map-
ping experiments had identified two specific arginine
residues (Arg357 and Arg556) and one lysine residue
(Lys436) that are likely to be involved in supplying pos-
itive charges on spinach nitrite reductase that partici-
pate in Fd binding (Dose et al., 1997) and site-directed
mutagenesis experiments suggest that the correspond-
ing residues in Anabaena nitrate reductase, along with
other basic residues, are also likely to play a role in
binding Fd (Curdt et al., 2000). However, the recently
published structure of spinach nitrite reductase (Swamy
et al., 2005) suggests that Trp92, Lys436, Arg357, and
Arg556 are not likely to be part of the Fd-binding
domain and that the chemical modifications of these
residues mentioned above arise from secondary effects.
Progress in solving the complete three-dimensional
structure of spinach nitrite reductase (J. P. Allen, per-
sonal communication) and the possibility of using the
NMR interaction technique described above in the sec-
tion on Fd-FNR interaction, to examine the binding
domain on Fd for nitrite reductase will hopefully lead
to a more exact mapping of the protein–protein interac-
tion domains involved in complex formation between

Fd and nitrite reductase in the near future. In fact, a
computer docking model of the 1:1 complex between
spinach nitrite reductase and spinach Fd1 suggests that
Fd fits into a pocket in nitrite reductase that brings the
electron-donating [2Fe–2S] cluster of Fd to within 11
Å of the electron-accepting [4Fe–4S] cluster of nitrite
reductase. The putative complex is stabilized by inter-
actions between Lys80, Lys83, and Lys100 of nitrite
reductase with Glu93 and Ser43 of Fd, a salt bridge
between Arg504 of nitrite reductase and Asp60 of Fd
and a H-bond from Lys100 of nitrite reductase to Ser43
of Fd (Swamy et al., 2005).

B. Ferredoxin-Dependent Glutamate
Synthase

Fd-dependent glutamate synthases catalyze the two-
electron reductive conversion of glutamine plus 2-
oxoglutarate to two molecules of glutamate. The key
role of this enzyme in nitrogen assimilation by oxygenic
higher plants has been extensively documented (Suzuki
and Knaff, 2005) and so will not be reviewed here, but it
is worth mentioning that the enzyme also plays a major
role in nitrogen assimilation in cyanobacteria (Okuhara
et al., 1999). Glutamate synthases in bacteria most com-
monly use NADPH as the electron donor and contain
two types of subunits, one of which displays signif-
icant similarities to the single type of peptide found
in Fd-dependent enzymes in terms of prosthetic group
content and catalytic mechanism. A comparison of the
NADPH-dependent and Fd-dependent glutamate syn-
thases is beyond the scope of this article but excellent
recent reviews on the bacterial enzymes are available
(Vanoni and Curti, 1999; van den Heuvel et al., 2004;
Vanoni et al., 2005). The Fd-dependent glutamate syn-
thases are soluble, monomeric proteins with molecu-
lar masses near 170 kDa and are found in the chloro-
plast stromal space in photosynthetic eukaryotes. In
most oxygenic photosynthetic eukaryotes the enzymes
are encoded by nuclear genes and synthesized as pre-
proteins with N-terminal signal sequences that targets
them for delivery to the chloroplast stroma (Suzuki and
Knaff, 2005). However, in at least one red alga the en-
zyme is plastid encoded (Valentin et al., 1993).

The enzymes all contain only two prosthetic groups,
a [3Fe–4S] cluster (which is coordinated by three con-
served cysteine residues) and a noncovalently bound
FMN (Knaff, 1996). Oxidation–reduction titrations of
the [3Fe–4S]0,+1 cluster in the spinach enzyme gave an
excellent fit to the Nernst equation for a one-electron
redox couple with an Em value of −170 ± 10 mV and
titrations of the FMN gave an excellent fit to the Nernst
equation for a two-electron redox couple with an Em
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Fig. 5. The steps of the glutamate synthase-catalyzed reaction. Only the parts of L-glutamine (L-Gln), 2-oxoglutarate (2-OG), 2-
iminoglutarate (2-IG), and L-glutamate (L-Glu) that participate in the reaction are shown. (This figure is reproduced, with permission,
from Vanoni et al., 2005. C© Springer.)

value of −180 ± 10 mV (Hirasawa et al., 1992). Thus,
within the experimental uncertainties of the measure-
ments, the two prosthetic groups of the enzyme are
isopotential. Neither visible-region absorbance spec-
tra nor EPR spectra, measured during the titrations,
showed any evidence for detectable amounts of the
one-electron reduced FMN semiquinone (Hirasawa
et al., 1992). A cyclic voltammetry investigation of the
redox properties of spinach glutamate synthase also
demonstrated that the two prosthetic groups of the en-
zyme are isopotential, although this technique gave a
somewhat more negative Em value of −225 mV for
both groups (Hirasawa et al., 1996). Thus, unlike the
case for nitrite reductase where the Em values of the
two prosthetic groups differ by 75 mV, it is not possi-
ble to predict the likely sequence of electron transfer
events between the two prosthetic groups of glutamate
synthase on thermodynamic grounds alone. Titrations
of the FMN in the Fd-dependent glutamate synthase
from Synechocystis sp. PCC 6803 gave a good fit to the
two-electron Nernst equation with Em = −200 ± 25
mV at pH 7.5 (Navarro et al., 2000). As was the case
for the spinach Fd-dependent glutamate synthase, no
evidence for the presence of a flavin semiquinone was
observed in the course of titrations of the FMN group

of the Synechocystis sp. PCC 6803 enzyme, suggest-
ing that the two one-electron Em values for the oxidized
semiquinone and semiquinone fully reduced FMN cou-
ples differ by at least 100 mV (Ravasio et al., 2002). An
estimation of the Em value of the [3Fe–4S]0,+1 cluster
in the Synechocystis sp. PCC 6803 enzyme from ab-
sorbance changes observed during an anaerobic titra-
tion of the enzyme with sodium dithionite suggested
that the Em value of the cluster was 40–50 mV more
positive than that of the enzyme’s FMN group, putting
the Em of the [3Fe–4S]0,+1 cluster at the rather posi-
tive value of −150 to −160 mV (Ravasio et al., 2002).
Given the experimental uncertainties in these measure-
ments and the fact that Em values are quite sensitive to
experimental conditions (such as pH, temperature, and
ionic strength), it is perhaps more important to stress on
the similarities in these Em values, rather than the rel-
atively small differences. It also should be pointed out
that Em values may be affected by complex formation
(Knaff, 1996) and thus the thermodynamics of electron
transfer between the two prosthetic groups may be dif-
ferent within a glutamate synthase/Fd complex than is
the case for the isolated enzyme.

The reaction catalyzed by glutamate synthases con-
sists of two separate partial reactions, as shown in Fig.5.
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Fig. 6. The structure of the Fd-dependent glutamate synthase from the cyanobacterium Synechocystis sp. PCC 6820. See Color
Plate 12, Fig. 1.

In the first partial reaction (often referred to as the
glutaminase reaction), which occurs at the amido-
transferase domain, the active-site Cys1 makes a
nucleophilic attack on L-glutamine, releasing ammo-
nia and forming a thioester intermediate which, af-
ter reaction with water, produces the first L-glutamate
molecule and returns the thiol group of Cys1 to its
original state. In the second partial reaction (often re-
ferred to as the synthase reaction), which takes place
at the FMN-binding domain, the ammonia molecule
released in the first step attacks the second substrate,
2-oxoglutarate, with 2-iminoglutarate most likely be-
ing formed as an intermediate. The 2-iminoglutarate is
then reduced, in a two-electron reaction, by the hydro-
quinone form cofactor of the enzyme.

Recently, the first three-dimensional structure for a
Fd-dependent glutamate synthase has become available
(van den Heuvel et al., 2002, 2003). Figure 6 shows
the structure of the Fd-dependent glutamate synthase
from the cyanobacterium Synechocystis sp. PCC 6803,
a structure that shows some important similarities to
the � subunit of the NADPH-dependent glutamate
synthase isolated from Azospirillum brasilense (Binda
et al., 2000). The structure shown in Fig. 6 indicates the
binding site for one of the substrates, 2-oxoglutarate

(2-OG), based on the structure of the enzyme/substrate
complex (structures of the unliganded enzyme and of a
covalently modified form have also been solved and the
resolutions of the structures range from 2.0 to 2.7 Å).
Figure 6 also shows the structure of the covalent ox-
onorleucine (ONL) adduct formed when the com-
plex of the enzyme with its substrate 2-oxoglutarate
is treated with the covalent inhibitor 5-diazo-5-oxo-L-
norleucine (DON) to specifically modify the active-site
Cys1. The FMN and [3Fe–4S] clusters are well-defined
in the structure and are separated by a distance of 8 Å, in
an orientation that is essentially identical to that found
in the � subunit of the A. brasilense enzyme (van den
Heuvel et al., 2002). As is the case in the � subunit of
the A. brasilense enzyme, a methionine residue (which
is strictly conserved in all glutamate synthases) bridges
the two prosthetic groups and is likely to be involved
in electron transfer between them.

One particularly striking feature of the structure of
the Synechocystis sp. PCC 6803 Fd-dependent gluta-
mate synthase, a feature also found in the structure
of the � subunit of the NADPH-dependent glutamate
synthase from A. brasilense is the large distance (ca.
33 Å in the cyanobacterial Fd-dependent enzyme) be-
tween the site at which ammonia is released as a result



488 Toshiharu Hase, Peter Schürmann and David B. Knaff

of the glutaminase reaction and the site where it must
react with 2-oxoglutarate, in the synthase reaction, in
the FMN domain. In fact, both structures are character-
ized by the presence of an “ammonia tunnel,” formed as
a consequence of the arrangement of the four major do-
mains of the enzyme (the N-terminal amidotransferase
domain, the FMN-binding domain, a central domain,
and a C-terminal domain), that allows the released am-
monia to be transferred to the site where it serves as a
reactant without being lost to the solvent. The ammo-
nia tunnel in the Synechocystis sp. PCC 6803 enzyme
contains 10 ordered water molecules, which form an
extensive hydrogen-bonded network with amino acids
in the tunnel (van den Heuvel et al., 2003, 2004). The
amino acid groups that line the tunnel also may func-
tion to prevent protonation of ammonia, which is much
more reactive in the second partial reaction than is the
NH+

4 ion.
Quite a bit is known about the details of the mech-

anism of the reaction catalyzed by Fd-dependent glu-
tamate synthase, but as this material has been exhaus-
tively covered in the review articles cited above, it will
not be presented here and emphasis will instead be
placed on the interaction of the enzyme with Fd. Com-
plex formation between Fd and Fd-dependent gluta-
mate synthase has been shown to occur at low, but not
a high, ionic strength, pointing to a contribution from
electrostatic forces in Fd binding to the enzyme (Knaff,
1996). It has also been shown, as is the case for the
reactions catalyzed by the Fd-dependent nitrate and ni-
trite reductases, that steady-state activity decreases as
the ionic strength of the reaction medium is increased,
consistent with the participation of electrostatic forces
at some stage in the reaction pathway. As was described
above for spinach nitrite reductase, chemical modifica-
tion studies suggested that negatively charged groups
on ferredoxin (Hirasawa et al., 1986) and positively
charged groups on spinach glutamate synthase (Hira-
sawa and Knaff, 1993) are involved in complex for-
mation. Site-directed mutagenesis studies support the
hypothesis that conserved acidic residues near the C-
terminus of Fd are involved in complex formation with
Fd-dependent glutamate synthase (Garcı́a-Sánchez
et al., 1997; Hirasawa et al., 1998; Garcı́a-Sánchez
et al., 2000). The mutational studies involving C. rein-
hardtii Fd have provided evidence that a second acidic
region on Fd, containing Asp25, Glu28, and Glu29,
also plays a role in binding glutamate synthase (Garcı́a-
Sánchez et al., 2000).

All of the other Fd-enzyme complexes involving
proteins from oxygenic photosynthetic organisms that
have been characterized to date (i.e., the complexes

with FNR, FTR, nitrate reductase, nitrite reductase, and
sulfite reductase) exhibit a 1:1 Fd/enzyme stoichiome-
try. Convincing evidence, obtained by a variety of tech-
niques including X-ray small angle scattering (van den
Heuvel et al., 2003) and nanoflow electron spray ioniza-
tion mass spectrometry (van den Heuvel et al., 2004)
has been presented to support a 1:1 Fd/enzyme sto-
ichiometry in the case of the Synechocystis sp. PCC
6803 glutamate synthase. However, in the case of the
spinach enzyme (Hirasawa et al., 1989, 1991) and Fd-
dependent glutamate synthases isolated from the green
algae C. reinhardtii (63) and Monoraphidium brau-
nii (62) cross-linking, spectral perturbation, and mem-
brane ultrafiltration experiments support the presence
of two Fd-binding sites on the enzyme. An examina-
tion of the structure of the Synechocystis sp. PCC 6803
Fd-dependent glutamate synthase (Fig. 6) reveals the
presence of a rather long insert (compared to the � sub-
unit of the A. brasilense enzyme), running from amino
acid 907 to 933 which forms a loop that is not present
in the structure of the � subunit of the A. brasilense en-
zyme (van den Heuvel et al., 2004). The fact that this
loop is located near the [3Fe–4S] cluster (the distance
is ca. 14 Å) and the fact that this insert is conserved
in Fd-dependent glutamate synthases suggests that this
loop is likely to be involved in binding Fd and thus the
feature is labeled the Fd Loop in Fig. 6. Fd binding at
this position would imply that reduction of glutamate
synthase by reduced Fd would involve an initial reduc-
tion of the [3Fe–4S] cluster of the enzyme, followed
by electron transfer from the reduced cluster to the en-
zyme’s FMN. It also should be pointed out that there
is only one putative Fd-binding loop seen in the struc-
ture of the Synechocystis sp. PCC 6803 enzyme, an
observation that supports the existence of only a single
physiologically important binding site for the enzyme’s
electron donor. It will be of great interest to see if the Fd
Loop is also present in spinach glutamate synthase, as
would be expected from the similarities of amino acid
sequences of the two enzymes in this region, if cur-
rent attempts to crystallize the spinach enzyme prove
successful.

Early circular dichroism studies on the formation
of the complex between oxidized spinach Fd and
the oxidized spinach Fd-dependent glutamate syn-
thase indicated that complex formation resulted in
significant conformational changes in one or both of
the proteins (Hirasawa et al., 1989). Recently it has
been demonstrated that binding of reduced Fd to the
Fd-dependent glutamate synthase from Synechocys-
tis sp. PCC 6803 plays an important role in acti-
vating the enzyme, presumably as a consequence of
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conformational changes in the enzyme that are trig-
gered by Fd binding (Ravasio et al., 2002; van den
Heuvel et al., 2002, 2003, 2004). The conformation
assumed by the enzyme in the absence of Fd and 2-
oxoglutarate is apparently not appropriate for efficient
catalysis of the glutaminase reaction, thus preventing
any wasteful consumption of L-glutamine when Fd
and/or 2-oxoglutarate are not available at the synthase
site for productive utilization of ammonia released by
the glutaminase reaction. A detailed scheme outlining
how the conformational changes, induced by substrate
binding, that are involved in synchronizing the activi-
ties of the two sites of the Fd-dependent Synechocystis
sp. PCC 6803 glutamate synthase has been proposed
(Ravasio et al., 2002; van den Heuvel et al., 2002, 2003,
2004).

IV. Sulfite Reductase

The assimilatory pathway for sulfur in photosyn-
thetic organisms starts with the ATP-dependent con-
version of sulfate to 5′-adenylylsulfate (APS), fol-
lowed by the two-electron reduction of APS to sul-
fite plus AMP (Setya et al., 1996). Sulfite is then
subsequently reduced to sulfide in a six-electron re-
action catalyzed by sulfite reductase (hereafter abbre-
viated as SiR), and sulfide is subsequently incorpo-
rated into a variety of organo-sulfur compounds. The
reductant for the APS reductase-catalyzed formation
of sulfite is probably reduced glutathione (Setya et
al., 1996), while reduced Fd serves as the physiologi-
cal electron donor for plant and cyanobacterial SiR’s.
Fd-dependent SiR’s are soluble, monomeric enzymes
with molecular masses near 65 kDa, that contain one
[4Fe–4S]2+,1+ cluster and one non-covalently bound
siroheme as the only prosthetic groups (Krueger and
Siegel, 1982a). The Em values for the [4Fe–4S]2+,1+

cluster and siroheme in maize SiR have been deter-
mined to be −400 and −285 mV, respectively (Hira-
sawa et al., 2004b), in the range where electron flow
to the enzyme from reduced Fd’s, which have Em

values ranging from −420 to −340 mV (Nakayama
et al., 2000; Yonekura-Sakakibara et al., 2000), is
thermodynamically favorable. It has also been shown
(Hirasawa et al., 2004b) that either replacement of
a conserved arginine at the substrate-binding site of
maize Fd-SiR or the binding of different ligands to the
enzyme’s siroheme affect the Em values of the pros-
thetic groups.

In contrast to the Fd-dependent SiR’s from oxygenic
photosynthetic organisms, SiR’s found in E. coli and

other bacteria utilize NADPH as the electron donor
for the reduction of sulfite. Bacterial SiR’s are hetero-
octameric enzymes, with a �4�4 composition. The �4

subunit is a flavoprotein that functions to accept elec-
trons from NADPH and transfer them to the � subunit.
The � subunit is the “catalytic subunit” that contains
the active site for sulfite reduction to sulfide (Siegel
et al., 1982). The catalytic subunit of NADPH-SiR
(usually referred to as the hemoprotein subunit) is ap-
proximately 30% homologous to Fd-SiR at the amino
acid level and contains the same two prosthetic groups
as plant SiR (Siegel et al., 1982). X-ray crystallography
studies of the hemoprotein subunit have revealed that
four cysteines function as ligands to the [4Fe–4S] clus-
ter and that one of the cysteines also serves as an axial
ligand to the siroheme (Crane et al., 1995, 1997). This
unique structure (see Fig. 2, which shows the very sim-
ilar structure of the prosthetic groups at the active site
of spinach nitrite reductase) provides an explanation
for the results of spectroscopic studies that had indi-
cated that the two prosthetic groups of the hemopro-
tein subunit are magnetically coupled (Christner et al.,
1981; Janick and Siegel, 1982). Another notable fea-
ture of the structure is the presence, on the distal side of
siroheme, of an extensive hydrogen-bonding network
among positively charged amino acid side chains, or-
dered water molecules, siroheme carboxylates, and the
substrate sulfite. This structure is considered to be cru-
cial for facilitating the six-electron reduction of sulfite
without releasing intermediates during the catalytic re-
action (Crane et al., 1995). A proposed mechanism for
the reduction of the sulfite anion involves transfer of
two electrons from the coupled prosthetic groups to
the siroheme-bound anions and the concomitant cleav-
age of the S–O bonds, leaving the oxygen atom as a
water molecule (Crane et al., 1997). Although no three-
dimensional structure is currently available for any Fd-
SiR, spectroscopic data indicates that the arrangement
of the siroheme and [4Fe–4S] cluster prosthetic groups
in Fd-SiR is likely to be very similar to that found in
the hemoprotein subunit of E. coli SiR (Krueger and
Siegel, 1982b).

It should be reemphasized that Fd-dependent
nitrite reductases have essentially the same prosthetic
group arrangement found in Fd-dependent SiR and the
hemoprotein subunit of NADPH-dependent SiR (see
above). The facts that both Fd-dependent and NADPH-
dependent SiR’s can catalyze the reduction of nitrite
to ammonia and that NiR can catalyze the reduction
of sulfite to sulfide (Krueger and Siegel, 1982a), sug-
gests that there are also similarities in the catalytic
mechanisms of the two enzymes. Despite these likely
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mechanistic similarities, the fact that each enzyme has
a Km for its preferred substrate approximately two or-
ders of magnitude less than the Km for the alternate
substrate indicates the presence of high specificity in
substrate recognition. NiR and SiR bind their favored
substrates to the siroheme iron through their nitrogen
and sulfur atoms, respectively (see the discussion of
Fd-NiR above and also Crane et al., 1997). One im-
portant consequence of this mode of binding is that the
oxygen atoms of the two anionic substrates protrude
into the substrate-binding cavities of the enzymes. It
might thus be expected that the substrate-binding sites
contain positively charged groups that are involved in
binding the anionic substrate oxygens in the proper ori-
entation for reduction and, in fact, the crystal structures
of the sulfite and nitrite complexes of the hemoprotein
subunit of E. coli SiR reveals just these sorts of interac-
tions. The fact that the nitrite anion has only two oxygen
atoms, while the sulfite anion has three, has important
consequences for binding of the two anionic substrates.
In fact, the crystal structure of the nitrite complex of the
hemoprotein subunit of E. coli SiR shows that, while
the two oxygens of nitrite occupy positions similar to
those occupied by two of the three oxygens in sulfite,
an interaction between Arg153 and the third oxygen of
sulfite is absent in the nitrite complex. Sequence ho-
mology arguments suggest that an equivalent arginine
residue is likely be present at the substrate-binding site
of Fd-SiR but absent from the substrate-binding site
of Fd-NiR (Nakayama et al., 2000). Support for this
hypothesis comes from the observation that replace-
ment of a conserved arginine residue at the putative
substrate-binding site of maize Fd-SiR (Arg193) with
either a neutral or a negatively charged amino acid re-
sulted in almost complete loss of the enzyme’s ability to
reduce sulfite but produced a large decrease in the Km

for nitrite [the R193A variant of maize Fd-SiR has a Km

value ca. 3.3-fold lower than the Km value of the wild-
type enzyme and the R193E variant has a Km value
ca. 33 time lower than that of the wild-type enzyme
(Nakayama et al., 2000)].

In comparison with the detailed knowledge of pro-
tein/protein interactions in the Fd/FNR complex (see
above and Hurley et al., this volume, Chapter 27), rel-
atively little is known about complex between SiR and
Fd. However, it is known that SiR forms an electrostat-
ically stabilized, 1:1 complex with Fd, and that com-
plex formation is likely to be crucial for efficient elec-
tron transfer between the two proteins (Hirasawa et al.,
1987; Akashi et al., 1999; Nakayama et al., 2000). Crys-
tallographic structures for a Fd-dependent SiR or for
a complex between Fd and SiR are not yet available.

However, NMR spectroscopy, which is a particularly
useful technique for topological analyses of transient
protein/protein complexes, has been successfully ap-
plied to study the interaction of Fd and SiR at the
atomic level (Saito et al., 2005). As shown in Panel C
of Fig. 1, chemical shift mapping of Fd in its complex
with SiR gives a clear picture of molecular recogni-
tion domain on Fd for SiR. Alterations in the NMR
spectrum of [15N] Fd that result from complex forma-
tion with SiR can be assigned to two regions of Fd,
one including Glu29, Glu30, and Asp34, and the other
including Glu92, Glu93, and Glu94. The changes in
the NMR features can be interpreted as arising either
from direct protein–protein interactions or from an al-
teration in electronic shielding upon complex forma-
tion. It is important to note that the mapping patterns of
Fd regions affected by complex formation with a Fd-
dependent enzyme are significantly different when SiR
is the interaction partner than is the case when FNR
is the interaction partner (compare Panels A and C of
Fig. 1).

V. Ferredoxin:Thioredoxin Reductase

In oxygenic photosynthetic organisms assimilatory
photosynthetic pathways coexist with dissimilatory
pathways in the same cell compartment, using some
of the same enzymes. For an efficient use of pho-
tosynthetic energy the simultaneous functioning of
these opposing pathways has to be avoided. Therefore,
these organisms have developed light-dependent con-
trol mechanisms, which allow switching between light
and dark metabolism. Light actually activates a num-
ber of biosynthetic enzymes and inhibits a key enzyme
of carbohydrate degradation, the glucose 6-phosphate
dehydrogenase. The regulatory system, which trans-
mits the light signal to specific target enzymes is the
Fd/thioredoxin system, composed of the proteins Fd,
ferredoxin:thioredoxin reductase (FTR), and thiore-
doxins (trx). The light signal, in the form of electrons
originating in PS I, is transferred by Fd to FTR, which
transforms it into a sulfhydryl signal. The thiol sig-
nal is then transmitted, through disulfide–dithiol in-
terchange reactions involving thioredoxins, to target
proteins, which have one or more regulatory disulfide
reduced through the Fd/FTR/thioredoxin system. The
catalytic properties of the target enzymes are modified
in a manner that depends on their function in the organ-
ism’s metabolism. Different aspects of this regulatory
system have been treated in a number of recent reviews
(Jacquot et al., 1997a; Meyer et al., 1999; Ruelland and
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Fig. 7. The structure of the FTR heterodimer. (A) Face view of the molecule with the �-helical catalytic subunit on the top and the
�-sheet structure of the variable subunit on the bottom. The [4Fe–4S] cluster and the active-site disulfide are modeled in ball and
stick. (B) Side view showing that the FTR is a very thin, concave disk-like molecule with only 10 Å across the center where the
iron–sulfur cluster and the disulfide are located. (Adapted from Dai et al., 2000a. C© Cambridge University Press.)

Miginiac-Maslow, 1999; Dai et al., 2000a; Follmann,
2000; Schürmann and Jacquot, 2000; Meyer et al.,
2001; Schürmann and Buchanan, 2001; Schürmann,
2003a,b; Dai et al., 2004, 2005; Walters and Johnson,
2004). Here we will concentrate on FTR and its inter-
actions with Fd and thioredoxin.

FTR is a unique enzyme, present only in oxygenic
photosynthetic cells, that catalyzes the reduction of
the disulfide bridge of thioredoxins using electrons do-
nated by reduced Fd. FTR is a relatively small, colored,
heterodimeric protein composed of a variable subunit,
with only a structural role, and of a catalytic subunit.
The primary sequence and the size of variable sub-
units from different organisms vary considerably (8–
13 kDa), whereas the catalytic subunits, which contain
a [4Fe–4S] cluster and a redox-active disulfide bridge,
are highly conserved and of constant size (∼13 kDa,
Schürmann and Buchanan, 2001). The disulfide in FTR
has an Emvalue of −320 mV at pH 7. This is a more
negative value than the midpoint potentials of the two
thioredoxins that are known to be reduced by FTR, i.e.,
thioredoxins f and m, which have Emvalues (at pH

7.0) of −290 and −300 mV, respectively (Hirasawa
et al., 1999; Knaff, 2000). This potential difference
makes the reduction of both thioredoxins thermody-
namically favorable. The Em values of the mixed disul-
fide bonds between FTR and the two thioredoxins in
the FTR-thioredoxin covalent complexes are 40–50 mV
more positive than the potential of the active-site disul-
fide of FTR. These significantly more positive Em val-
ues for the one-electron reduced intermediate favor the
liberation of reduced thioredoxin, the second step of
thioredoxin reduction (Glauser et al., 2004).

The enzymes from spinach and from the cyanobac-
terium Synechocystis sp. PCC 6803 have been cloned
and overexpressed (Schwendtmayer et al., 1998; Gay-
mard et al., 2000). The two enzymes show no functional
differences but the Synechocystis sp. PCC 6803 FTR is
significantly more stable (Manieri et al., 2003) and this
enabled its structural analysis by X-ray crystallography
(Dai et al., 2000b). The FTR heterodimer is an unusu-
ally thin molecule. It is shaped like a concave disk and
is only 10 Å across the center of the molecule, where the
iron–sulfur center and the disulfide are located (Fig. 7).
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The variable subunit, at the bottom of the molecule, is
a heart-shaped, open �-barrel structure containing five
antiparallel strands (Dai et al., 2000a). On top of it sits
the catalytic subunit, which has an α-helical structure
containing five helices. The N-terminal half of the sub-
unit, together with the C-terminal helix, forms an α-
helical structure covering the iron–sulfur center, while
the intervening 40 residues contain all the iron ligands
and redox-active cysteines. The four cysteine residues
that serve as ligands to the [4Fe–4S] cluster do not fol-
low a typical consensus motif, but show an entirely new
arrangement (Chow et al., 1995) with the following fin-
gerprint: CPCX16CPCX8CHC (cluster ligands are in
bold). Two iron atoms are ligated by the cysteines in the
central Cys74ProCys76 motif (Synechocystis sp. PCC
6803 FTR numbering) and the other two iron atoms are
coordinated by Cys55 in the Cys55ProCys57 motif and
by Cys85 of the Cys85HisCys87 motif. The remaining
two cysteines, Cys57 and Cys87, form the active-site
disulfide bridge positioning it right next to the [4Fe–
4S] center. The sulfur atom of Cys87 of the disulfide
bridge is in van der Waals contact with the iron atom
bound by Cys55, with the sulfur atom of Cys55, and
with a sulfide ion of the cluster (Dai et al., 2000a). These
contacts appear to be very important for the stability
of the iron–sulfur cluster. Mutational studies, in which
Cys87 was replaced by another amino acid, yielded a
significantly less stable cluster in the Cys87Ala variant
and a totally unstable protein in the Cys87Ser variant
(Manieri et al., 2003; Glauser et al., 2004).

The iron–sulfur cluster is located on one side of the
flat molecule, close to the surface of the Fd docking
site. The disulfide bridge is accessible from the oppo-
site side, the thioredoxin docking site. This arrange-
ment allows simultaneous docking of Fd, the electron
donor, and thioredoxin, the electron acceptor protein,
on opposite sides of the FTR and the transfer of an
electron across the center of the molecule. This is a pre-
requisite for the proposed reaction mechanism, which
includes the formation of a transient, mixed disul-
fide between FTR and thioredoxin (Holmgren, 1995;
Staples et al., 1998; Dai et al., 2000a; Walters and John-
son, 2004). The docking sites on both sides of the FTR
molecule are well adapted for their function and their
surface residues are highly conserved. Using monocys-
teic mutants of thioredoxins it has been possible to sta-
bilize the proposed transient mixed disulfide between
FTR and thioredoxin. The fact that this stable disulfide-
linked adduct formed a high-affinity complex with Fd
(Glauser et al., 2004) presents compelling evidence for
the idea that FTR can form a ternary complex with Fd
and thioredoxin and that FTR must contain separate
binding sites for its two protein substrates.

FTR forms a high-affinity, 1:1 complex with Fd that
is stabilized by electrostatic forces (Hirasawa et al.,
1988; Glauser et al., 2004). The structural analysis of
FTR showed that the Fd interaction area contains three
positively charged residues. Together with hydropho-
bic residues around the iron–sulfur cluster they form a
docking area for negatively charged ferredoxins. Fur-
thermore, this Fd docking site has shape that is comple-
mentary to the Fd molecule (Dai et al., 2000a). It had
been demonstrated earlier that there are two clusters of
negative charges, located respectively in helix 1 and the
C-terminal helix 3 of Fd, that are essential for the FTR-
Fd recognition in spinach (De Pascalis et al., 1994).
The essential role of one of the C-terminal glutamate
residues (Glu 92 in spinach or the corresponding gluta-
mate residue in C. reinhardtii Fd) has been confirmed
by chemical derivatization (De Pascalis et al., 1994) or
site-directed mutagenesis (Jacquot et al., 1997b) and
more recently by structure determination of the Syne-
chocystis sp. PCC 6803 Fd-FTR complex (S. Dai, per-
sonal communication). The structural studies also re-
vealed that only the catalytic subunit of FTR is involved
in the interaction with Fd, which is stabilized by a num-
ber of hydrogen bonds and salt bridges between the two
proteins as well as by hydrophobic interactions. These
various intermolecular contacts and the structural fit
combine to contribute the high affinity of the complex
between FTR and Fd. These factors are probably also
the basis for a certain level of specificity in this inter-
action as can be seen in the significantly lower affinity
in the interaction between spinach Fd and Synechocys-
tis sp. PCC 6803 FTR than between the homologous
spinach proteins (Schwendtmayer et al., 1998). In con-
trast Synechocystis sp. PCC 6803 Fd displays a high
affinity for both spinach and Synechocystis sp. PCC
6803 FTR (unpublished observation).

Studies with FTR in which the Fd interaction site
has been mutated have not yet been undertaken. How-
ever, when the interaction between Fd and the FTR
C87A active-site mutant was studied, a degradation of
FTR was observed when Fd above an equimolar ratio
was added to the FTR. This was interpreted as being
the consequence of the rather strong interaction forces
between the two proteins. As the contacts between a
cluster iron and the sulfur of Cys87 are missing in this
FTR variant, the cluster is probably more labile and not
able to withstand the slight deformation caused by the
electrostatic forces stabilizing the complex (Glauser
et al., 2004).

The thioredoxin interaction area on FTR is less
charged than the Fd-binding domain and contains
mainly hydrophobic residues, which makes the area
less selective. This seems to be important in vivo,
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Fig. 8. Proposed catalytic cycle for thioredoxin reduction by FTR. Residues are numbered according to Synechocystis sp. PCC
6820 FTR. Fd – ferredoxin; Trx – thioredoxin. (Reproduced with permission from Walters and Johnson, 2004. C© Kluwer Academic
Publishers.)

where FTR might function in the reduction of several
different thioredoxins. This is the case in spinach
chloroplasts, where two types of thioredoxins, m and f
are both reduced in FTR-catalyzed reactions. The three-
dimensional structures of the FTR-Trx f and FTR-Trx
m complexes demonstrate that there are very few inter-
actions between FTR and either thioredoxin and that
the interactions involve only the catalytic subunit of
the FTR (Dai et al., 2006). These properties make the
FTR a versatile thioredoxin reductase, capable of ac-
cepting electrons from diverse ferredoxins, although
with different efficiencies, and reducing the disulfides
of various thioredoxins.

Full reduction of the disulfide bridge of thioredoxin
requires two electrons. However, Fd can provide only
one electron at a time. As there is only a single binding
site for Fd on FTR, FTR must catalyze the disulfide
reduction in two consecutive steps and must stabilize

a transiently formed one-electron reduced intermedi-
ate. FTR uses its iron–sulfur cluster to cleave and re-
duce the active-site disulfide, which is possible because
of their close proximity. Cys87, the solvent-protected
Cys of the active site, already interacts with the clos-
est Fe of the cluster in the resting state of the enzyme,
an interaction that plays a crucial role in stabilizing
the one-electron reduced intermediate (Jameson et al.,
2003).

In the first reduction step (Fig. 8), initiated by an
electron delivered by Fd, the active-site disulfide is
cleaved forming a thiol, located on the surface ex-
posed Cys57, and a thiyl radical (Cys87). The latter
is stabilized by ligation to the cluster, oxidizing it from
the [4Fe–4S]2+ to the [4Fe–4S]3+ state and forming
a unique iron–sulfur cluster with five cysteine ligands
(Jameson et al., 2003). The exposed Cys57 can now act
as an attacking nucleophile and cleave the disulfide of
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thioredoxin. This nucleophilic attack results in the for-
mation of a mixed disulfide between FTR and thiore-
doxin, linked through an intermolecular disulfide bond.
Recently, the structure of the FTR-thioredoxin f com-
plex has been solved by X-ray crystallography, pro-
viding structural evidence for this mixed disulfide in-
termediate, and clearly showing the presence of a
disulfide bond between Cys57 of FTR and Cys46 of
thioredoxin f . This structure also documents that an
iron–sulfur cluster with five cysteine ligands can be
formed by FTR as an intermediate during the cat-
alytic cycle (Dai et al., 2006). In a second reduction
step, driven by an electron delivered by a second Fd
molecule, the bond between a cluster Fe and Cys87 is
cleaved and the cluster reduced to its original 2+ oxida-
tion state. Cys87, which has been converted to the thiol
state (or perhaps the thiolate anion state – the protona-
tion state of the sulfur is not known), serves as a nucle-
ophile and attacks the intermolecular disulfide releas-
ing the fully reduced thioredoxin and returning the FTR
active site to its disulfide state. This proposed reaction
scheme is based on spectroscopic analyses of native and
active-site modified FTR (Staples et al., 1996, 1998;
Walters and Johnson, 2004) and is entirely compatible
with structural models derived from crystallographic
data (Dai et al., 2006; Dai, personal communication).
The particular, disk-like structure of FTR enables si-
multaneous docking of Fd and thioredoxin on opposite
sides of the molecule, as described in the sequence of
interactions, and a rapid transfer of electrons across the
center of the FTR.

VI. Conclusion

It has now been close to 40 years since the first demon-
stration of complex formation between Fd and a Fd-
dependent enzyme. The independent discovery, in three
separate laboratories, that Fd and FNR formed an elec-
trostatically stabilized complex marked the opening of
an important area of investigation in photosynthesis re-
search (Shin and San Pietro, 1968; Foust et al., 1969;
Nelson and Neumann, 1969). It soon became clear that
FNR was not the only Fd-dependent enzyme to form
such complexes and, as can be seen from the descrip-
tion provided above, that formation of such complexes
is the rule rather than the exception. Early investiga-
tions into the interactions between Fd and its target
enzymes, undertaken at a time when little structural or
mechanistic information was available, focused on the
roles of negatively charged Fd residues and positively
charged residues on the enzymes and emphasized the

likelihood that the binding site on Fd would not vary
appreciably from one Fd-dependent enzyme to another.
As can be seen from the material presented in this chap-
ter (and in other chapters as well), a rich vein of mech-
anistic and structural information about these enzymes
is now available, thanks to the successful application
of modern structural, kinetic, and spectroscopic ap-
proaches (it is also likely that additional structures for
Fd-dependent enzymes and for their complexes with Fd
will be available soon). It has also become clear that hy-
drophobic effects and entropy considerations play im-
portant roles in the interactions between Fd and these
enzymes and that the binding domains on Fd for dif-
ferent Fd-dependent enzymes are in fact not exactly
the same for all of these enzymes. Finally, it should be
mentioned that the study of Fd-dependent enzymes has
provided considerable new insight into the mechanisms
by which enzymes that catalyze multi-electron transfer
reactions process and store electrons that arrive one at
a time. Much remains to be done in this field, not only
in understanding the detailed mechanisms by which
these Fd-dependent enzymes catalyze these key steps
in biosynthetic pathways, but also in trying to elucidate
the in vivo control mechanisms involved in distributing
electrons from reduced Fd between these many differ-
ent target enzymes. However, considering how much
progress has been made in studying these fascinating
enzymes in recent years, we can predict with some con-
fidence that the prospects for a continued deepening of
our understanding of these key biosynthetic enzymes
is excellent indeed.
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Dai S, Halberg K, Schürmann P and Eklund H (2006) Light/dark
regulation of chloroplast metabolism. In: Wise RR and Hoober
JK (eds) Structure and Function of Plastids, pp 221–236.
Springer, Dordrecht, The Netherlands

Deng Z, Aliverti A, Zanetti G, Arakaki AK, Ottado J, Orellano
EG, Calcaterra NB, Ceccarelli EA, Carrillo N and Karplus
PA (1999) A productive NADP+ binding mode of ferredoxin-
NADP+ reductase revealed by protein engineering and crys-
tallographic studies. Nat Struct Biol 6: 847–853
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Summary

Electron transfer between photosystem I (PS I) and its soluble lumenal electron donors plastocyanin (pc) or cy-
tochrome c6 (cyt c6) is an essential reaction in photosynthetic electron transport that is required to reduce the
photooxidized primary donor P700+. PS I is an integral light driven plastocyanin (cytochrome c6):ferredoxin ox-
idoreductase that is embedded in the thylakoid membrane, which uses light energy to transport electrons from a
lumenal, soluble electron carrier across the membrane to the stromal, soluble electron acceptor ferredoxin. Two
types of interactions between PS I and soluble electron transfer donors can be distinguished, namely interactions
that are based on electrostatic attraction and hydrophobic contact. Although the hydrophobic binding site within PS
I, formed by the lumenal loops i/j of PsaA and PsaB, appears to be similar in prokaryotic and eukaryotic organisms,
the structural elements required for the electrostatic interactions were forced to incur either large changes or were
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even invented during evolution. An insertion of a positively charged domain in eukaryotic PsaF, which is absent in
cyanobacterial PsaF, led to an efficient electrostatic interaction between the oxidizing side of PS I and the negatively
charged donor molecules. The resulting differences in binding between the donor side of PS I and the electron
transfer donors are reflected in differences in the dissociation constants found for the electron transfer reaction
between pc or cyt c6 and PS I in prokaryotic and eukaryotic organisms. In several prokaryotic organisms the binding
constant is rather high and is found in the mM range whereas in eukaryotic organisms this value can be lower
than 10 μM, demonstrating that the affinity between the donors and the oxidizing site of PS I is much larger in
chloroplast-based than in most prokaryotic oxygenic photosynthetic organisms. Other kinetic parameters defined
for the electron transfer reaction between the soluble donors and PS I and differences in kinetic behavior between
cyanobacteria and green plants are also discussed.

I. Donor Side of PS I

From the crystal structures of the cyanobacterial and
plant PS I it appears that the flat lumenal surface of the
donor side of PS I is mainly formed by the loop regions
that connect the transmembrane domains of subunits
PsaA and PsaB (Jordan et al., 2001; Ben-Shem et al.,
2003; see Fromme and Grotjohann, this volume, Chap-
ter 6; Nelson and Ben-Shem, this volume, Chapter 7).
The lumenal loops of PsaA/B as well as the subunit
PsaF contribute significant structural elements to this
side. Light-induced charge separation in PS I leads to
the formation of P700+. The oxidized primary donor
is then reduced by electron transfer from the lumenal
electron donors pc or cyt c6. Pc can be replaced by
cyt c6 in some cyanobacteria and green algae when
the availability of copper is limiting (Wood, 1978; Ho
and Krogmann, 1984; Merchant and Bogorad, 1986).
The lumenal loops i/j of PsaA and PsaB play an impor-
tant role in binding and electron transfer between PS
I and the lumenal electron donors pc or cyt c6 in both
prokaryotic and eukaryotic organisms. In contrast, a
structural element formed by the PsaF subunit provides
an essential recognition site for efficient binding and
electron transfer between PS I and the electron donors
in eukaryotic organisms (see below).

Recently a modified cyt c6 was discovered in sev-
eral vascular plants that possesses an extra loop of 12
residues that is a unique feature of the plant heme pro-
tein. However, physicochemical, structural, and func-
tional analysis of the vascular plant cyt c6 revealed that
it cannot replace pc in electron transport to PS I (Gupta
et al., 2002; Molina-Heredia et al., 2003; Weigel et al.,
2003). Therefore, the function of this cytochrome is not
discussed further in this review.

Abbreviations: WT – wild-type; KD – dissociation constant;
pc – plastocyanin; cyt c6 – cytochrome c6; E – Einstein;
PS – photosystem.

A. Electrostatic Interactions Guiding the
Formation of Productive Electron Transfer
Complexes

1. Electrostatic Interaction Between the
Soluble Donors and the Core of PS I

In cyanobacteria electrostatic interactions between the
electron donors and the oxidizing side of PS I appear
to be independent of PsaF (see below) or any other pe-
ripheral PS I subunit. However, site-directed mutagen-
esis of pc or cyt c6 from Synechocystis sp. PCC 6803
and Anabaena sp. PCC 7119 and analysis of binding
and electron transfer between the altered donors and
cyanobacterial PS I revealed that a positively charged
amino acid located at the “northern face” of either pc
or cyt c6 is crucial for the interaction with the reaction
center (De la Cerda et al., 1999; Molina-Heredia et al.,
1999, 2001; see also below). Interestingly, an equiva-
lent positively charged exposed amino acid is present
in cyt c6 from Chlamydomonas reinhardtii (Kerfeld
et al., 1995) but absent from pc of C. reinhardtii and
other eukaryotic pc structures (see Fig. 1). It is tempt-
ing to speculate that this positively charged amino acid
that is expressed by pc or cyt c6 in cyanobacteria is
important for an electrostatic recognition of a nega-
tively charged amino acid present in the core subunits
PsaA or PsaB and thereby helps the formation of an
electron transfer complex. From an evolutionary point
of view it is remarkable that eukaryotic pc structures
are lacking this positively charged residue. However,
as discussed below, in eukaryotic organisms a posi-
tively charged domain within the PsaF subunit is cru-
cial for the electrostatic interaction between the neg-
atively charged donors and PS I, which indicates that
this interaction has overcome the prokaryotic binding
mechanism. The recent crystal structure of plant PS I
(Ben-Shem et al., 2003) conforms this view and shows
that the N-terminal extension of PsaF exceeds into the
lumenal space to allow binding and guidance of pc and
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Fig. 1. Crystal structures of Chlamydomonas reinhardtii cyt c6 at a resolution of 1.6 Å (Kerfeld et al., 1995) and pc at 1.5 Å (Redinbo
et al., 1994). See Color Plate 12, Fig. 2.

cyt c6 into the final electron transfer position, enabling
fast and efficient electron transfer to P700+.

2. The Positively Charged N-Terminal
Domain of PsaF that is Present in
Eukaryotic but Absent in Prokaryotic
Organisms Forms a Specific Recognition
Site for Binding of pc and cyt c6 to PS I

More than 25 years ago, the pioneering work of Bengis
and Nelson (1977) provided evidence that a peripheral
subunit of PS I, namely subunit III, is required for bind-
ing and efficient electron transfer between pc and PS I.
Later it was shown that subunit III can be cross-linked
to pc (Wynn and Malkin, 1988; Hippler et al., 1989) in
a manner that μsec electron transfer from pc to the pho-
tooxidized P700+ is preserved within the cross-linked
complex (Hippler et al., 1989). It was further shown
that subunit III is identical to the psaF gene product
(Hippler et al., 1989), indicating that PsaF is the pc
binding subunit of green plants. Another major step in
understanding of the function of PsaF was through the
deletion of the psaF gene in C. reinhardtii. The anal-
ysis of the resulting PsaF-deficient strains helped to
define the role of the PsaF subunit in electron transfer
to PS I in eukaryotic organisms (Farah et al., 1995).
The mutant still assembles a functional PS I complex
and grows photoautotrophically, although it is sensitive
to high light [>400 μE/m2/sec; (Hippler et al., 2000)].
However the rate of electron transfer from pc to PS
I as revealed by in vivo flash-induced spectrometric
measurements is reduced 20-fold as compared to wild-
type, indicating that the PsaF subunit is important for

docking pc to the PS I complex. In vitro studies have
supported these results and have shown that PsaF is,
in addition, important for binding and electron transfer
between cyt c6 and PS I, since electron transfer rates
for pc and cyt c6 were 80 and 40 times slower, respec-
tively, as compared to the wild-type (Hippler et al.,
1997). Its function in vascular plants was also ana-
lyzed in a reverse genetic experiment that used an anti-
sense strategy to lower the levels of PsaF in Arabidopsis
(Haldrup et al., 2000).This approach resulted in PS I
complexes that were largely depleted in PsaF (Haldrup
et al., 2000). Functional analysis of these plants showed
that the depletion of PsaF strongly impairs the binding
and electron transfer between PS I and pc. In contrast
to eukaryotic organisms, efficient binding and electron
transfer between PS I and pc or cyt c6 does not depend
on the PsaF subunit in cyanobacteria, since the specific
deletion of the psaF gene in Synechocystis sp. PCC
6803 did not affect photoautotrophic growth (Chitnis
et al., 1991) and the in vivo measured electron transfer
rate between cyt c553 and PS I was the same as in the
wild-type (Xu et al., 1994). In vitro measurements re-
vealed that even at high concentrations of pc or cyt c6,

no difference in electron transfer rates could be mea-
sured between the donor proteins and PS I isolated from
wild-type or the PsaF-deficient Synechocystis sp. PCC
6803 mutant (Hippler et al., 1998).

The PsaF subunit of eukaryotic photosynthetic or-
ganisms contains a positively charged N-terminal do-
main with a putative amphipathic �-helical structure
which is missing in cyanobacteria (Hippler et al.,
1996). Experiments using the reagents EDC and NHS
showed that for the formation of a cross-linked product,
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negatively charged amino acids residues provided by
pc and positively charged amino acid residues of PsaF
were required (Hippler et al., 1996). To determine the
amino acid residues that were cross-linked between pc
and PsaF, the cross-linked PsaF–pc product was excised
after SDS–PAGE fractionation, digested with trypsin
and the resulting peptides were separated and analyzed
by liquid chromatography coupled to mass spectrom-
etry. As a result, cross-linked peptides were identified
with a covalent link between the positively charged N-
terminal domain of PsaF and conserved acidic amino
acids of pc (Hippler et al., 1996), implicating that the
evolution of this N-terminal charged domain allowed a
stable complex formation between pc and PS I, thereby
enabling fast inter-molecular electron transfer. In a re-
verse genetic experiment the role of the Lys residues
within the N-terminal domain of PsaF was further ana-
lyzed by taking advantage of the PsaF-deficient mutant
3bF of C. reinhardtii. Evaluation of possible secondary
structures of the N-terminal domain of PsaF indicated
that it may form a amphipathic �-helical structure with
five lysine residues that point in one direction. All five
lysine residues were altered by site-directed mutagen-
esis of the psaF gene. To obtain nuclear transformants,
the PsaF-deficient strain 3bF was cotransformed with
the respective psaF genes carrying a specific point mu-
tation together with a plasmid containing the CRY1
[which confers resistance to cryptopleurine and eme-
tine (Nelson et al., 1994)] or the ble gene [which con-
fers resistance to phleomycin and zeomycin (Stevens
et al., 1996; Hippler et al., 1998)]. The subsequent
screening of the transformants resulted in four strains
that stably expressed the altered PsaF. These strains
had the following changes in the N-terminal domain of
PsaF Lys12Pro, Lys16Gln, Lys23Gln, and Lys30Gln,
respectively. The Lys23Gln change drastically affected
binding of pc and cyt c6 to PS I and the cross-linking
of pc to PS I. Smaller effects were found for the muta-
tions Lys16Gln and Lys30Gln, whereas in Lys12Pro no
difference in the rate of electron transfer was detected
relative to wild-type PS I. Interestingly, the fast 3 μsec
electron transfer phase was not changed in these mu-
tants, indicating that the overall conformation of PsaF
is not altered [the rate of electron transfer is very sen-
sitive to changes in distance between electron trans-
fer partners (Marcus and Suttin, 1985)]. Because these
single amino acid changes within the N-terminal do-
main of PsaF did show differential effects on binding
of both electron donors, this strongly points to the ex-
istence of a rather precise recognition site for pc and
cyt c6 formed by the N-terminal domain of PsaF. We
can conclude that this binding motif leads to the stabi-
lization of the final electron transfer complex through

electrostatic interactions. It is of note that although pc
and cyt c6 have different primary structures and carry
distinct redox cofactors, both donors bind to a simi-
lar recognition site within the N-terminal part of PsaF.
Concerning the binding and electron transfer, the ef-
fect of the mutations always impaired the interaction
between pc and PS I more strongly than the interac-
tion between cyt c6 and PS I, which indicates that the
electrostatic guidance provided by the N-terminal do-
main of PsaF is more important for pc than for cyt
c6. How can this discrepancy in binding of pc and cyt
c6 to PS I been explained? As pointed out above, C.
reinhardtii cyt c6 still possesses the positively charged
residue in the northern face of the molecule that facil-
itates binding of the cyanobacterial donor to PS I and
it is tempting to speculate that this motif helps cyt c6

to bind to the core of PS I to form a productive elec-
tron transfer complex. On the contrary, C. reinhardtii
pc more strongly depends on the recognition by the
positively charged domain of PsaF. Nevertheless, we
can conclude from the site-directed mutagenesis and
cotransformation experiments that Lys23 and Lys16 of
the N-terminal domain of PsaF are the most important
determinants of this recognition site and are likely to
stabilize the electron transfer complex through electro-
static interactions. Importantly the �-helical structure
of the N-terminal domain of PsaF is supported by the
first plant PS I crystal structure and appears to be ori-
ented in a way that Lys23 and Lys16 can interact with
the conserved negatively charged residues present in
pc or cyt c6 (Ben-Shem et al., 2003).

To test the impact of the eukaryotic basic N-terminal
domain of PsaF from C. reinhardtii for efficient elec-
tron transfer between pc or cyt c6 and PS I in cyanobac-
teria a chimeric protein consisting of the first 83 amino
acids of PsaF of C. reinhardtii fused to the C-terminal
part of PsaF from the cyanobacterium Synechococ-
cus elongatus (since renamed Thermosynechococcus
elongatus) was constructed (Hippler et al., 1999).
The chimeric construct was transformed into a PsaF-
deficient strain of S. elongatus. Analysis of transfor-
mants that expressed this chimeric protein showed that
it was inserted into the PS I complex of the PsaF-
deficient mutant, thus allowing functional analysis. In
vitro flash-induced absorbance measurements showed
that the rate of electron transfer between the chimeric
PS I complex and pc or cyt c6 from C. reinhardtii in-
creased by two or three orders of magnitude in 30%
of the complexes. These results clearly demonstrate
that the insertion of the positively charged N-terminal
domain of PsaF from C. reinhardtii into cyanobac-
terial PS I changes the prokaryotic binding mecha-
nism to an eukaryotic type of binding, leading to an
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Fig. 2. Part of the crystal structure of Synechococcus elongatus PS I at 2.5 Å (Jordan et al., 2001) in a view along the membrane
plane. The numbering for all residues corresponds to the positions in Chlamydomonas reinhardtii. The PsaF subunit in eukaryotic
PS I contains an N-terminal extension on the lumenal side of PS I presenting patches of positively charged residues which have been
shown to interact with the negatively charged patches on the both donors and is orientated through close electrostatic interactions
with PsaB-Glu613 (Sommer et al., 2002).

enhanced interaction between the algal donors and this
chimeric PS I complex (Hippler et al., 1999). Inter-
estingly, binding of both algal donors to the chimeric
PS I is greatly enhanced, but only cyt c6 is capable of
forming an inter-molecular electron transfer complex
with the chimeric PS I (Hippler et al., 1999) that leads to
μsec electron transfer kinetics within the complex. This
demonstrates that cyt c6 from C. reinhardtii recognizes
chimeric cyanobacterial PS I as well as C. reinhardtii
PS I, whereas pc does not, which implies that (i) along
with the evolution of PS I, structural elements of pc
changed to improve binding to the positively charged
element within PsaF present in eukaryotic organisms
and (ii) that cyt c6 is regarding its binding mechanism
to PS I an evolutionary intermediate between cyt c6

from S. elongatus and pc from C. reinhardtii (Hippler
et al., 1999) as discussed above.

B. Binding of the Soluble Donors to the
Core of PS I

From site-directed mutagenesis of pc and analysis of
the binding and electron transfer between the altered
pc and PS I (Haehnel, 1984; Nordling et al., 1991; Lee

et al., 1995; Hippler et al., 1996) it has been suggested
for eukaryotic organisms that in addition to the long-
range electrostatic interaction between the positively
charged PsaF and the negative patches of pc, a second
recognition site is required, which brings the flat hy-
drophobic surface of pc in close contact with the core
of PS I to allow efficient electron transfer from cop-
per via the “northern face” of the molecule to P700+

(see Fig. 2). According to the three-dimensional struc-
ture of PS I, the primary photosynthetic electron donor
P700 is localized near the lumenal surface. The lu-
menal surface of PS I is mainly build up by loop re-
gions that connect transmembrane �-helices of sub-
units PsaA and PsaB. Part of the loops i/j of PsaA/B
form two �-helices that are parallel to the membrane
and in which two conserved Trp residues PsaA655 and
PsaB631 are located (Fig. 2). It is assumed that these
loops are involved in docking of the soluble donors
pc and cyt c6 (Schubert et al., 1997; Sun et al., 1999;
Jordan et al., 2001; Sommer et al., 2002, 2004). Sun
et al. (1999) generated site-directed mutants in the
lumenal loop j of the PsaB protein in Synechocys-
tis sp. PCC 6803 and, consistent with the previous
hypothesis, the double mutant Trp622Cys/Ala632Arg
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strongly affected the interaction between the altered PS
I and the electron donors. The high resolution struc-
tural data on PS I (Jordan et al., 2001) show that
Trp631 (corresponding to Trp627 in C. reinhardtii)
from helix l of PsaB together with Trp655 (corre-
sponding to Trp651 in C. reinhardtii) from PsaA,
form a sandwich, with their indole groups stacked at
van der Waals distance (Jordan et al., 2001), and di-
rectly situated above P700. This view is confirmed
by the structural data on PS I from pea (Ben-Shem
et al., 2003). The function of these two Trp residues in
electron transfer between the two donors and PS I was
questioned in a reverse genetic experiment in C. rein-
hardtii. The Trp residues were altered by site-directed
mutagenesis and, by transformation of PsaA- and PsaB-
deficient strains, the mutant strains PsaATrp651Phe,
PsaATrp651Ser, and PsaBTrp627Phe (corresponding
to PsaATrp655 PsaBTrp631 in Synechococcus elonga-
tus) were generated (Sommer et al., 2002, 2004). The
change of either of the two PsaA or PsaB Trp residues to
Phe abolished the formation of an inter-molecular elec-
tron transfer complex between PS I and pc, indicating
that PsaATrp651, as well as PsaBTrp627 of loops i/j
are part of the suggested hydrophobic recognition site
required for binding of pc to the core of PS I. Thus,
binding of pc to this structural element possibly allows
electron transfer from His87 of pc via the �-electron
of the aromatic Trp residues directly to P700+. The
mutation of Trp to Phe decreases the hydrophobic sur-
face that is exposed into the putative binding site from
a value of about 255–210 Å2 (Chothia, 1975). This
change is apparently too large to allow a hydrophobic
contact sufficient for the stable formation of an electron
transfer complex between the northern face of pc and
the altered PS I.

Interestingly, for cyt c6, mutations at PsaATrp651
had a much larger impact on binding and electron trans-
fer with PS I than did the mutation of PsaBTrp627,
whereas for pc it was contrariwise (Sommer et al., 2002,
2004). The binding constant for the electron transfer be-
tween cyt c6 and the altered PsaATrp651Ser is greater
than 2 mM compared to less than 200 μM for PsaB-
Trp627Phe and to about 80 μM found for wild-type
PS I. In contrast the binding constant for the electron
transfer between pc and the altered PsaBTrp627Phe ap-
pears to be in the mM range compared to about 500 μM
for PsaATrp651Ser and to 83 μM for wild-type PS I.
The same tendency is seen for the second-order electron
transfer constants as measured for the electron transfer
between the two donors and the altered PS I (Sommer
et al., 2004). It is of note that the rate of electron transfer
within the inter-molecular complex between cyt c6 or pc

and the mutated PsaATrp651Ser or PsaBTrp627Phe PS
I is about 10 times slower as compared to the wild-type.
Given that the rate of electron transfer is very sensitive
to changes in distance between electron transfer part-
ners (Marcus and Suttin, 1985), this implies that the
orientation and/or conformation of the pc- or cyt c6–
PS I complex is altered in comparison to the wild-type,
Thus Trp residues PsaA651 and PsaB627 are required
for the formation of the inter-molecular electron trans-
fer complex competent in the 3 μsec kinetic component
of the electron transfer.

In summary, we propose that Trp651 from PsaA
and Trp627 from PsaB form the specific hydrophobic
recognition site of the core of PS I. This site is required
for effective binding and electron transfer, as well as
stable complex formation, between pc or cyt c6 and PS
I, and is important for proper electron transfer within
the inter-molecular complex of donor molecules and
PS I (see Fig. 2). In addition, we suggest that the PsaA-
Trp651 side is more important for the binding of cyt
c6, whereas the PsaBTrp627 side is more crucial for
the binding of pc to PS I, indicating that the binding of
pc or cyt c6 to the core of PS I is slightly different. This
suggests that the hydrophobic recognition site formed
by residues PsaA-W651 and PsaB-W627 confers a dis-
tinct selectivity for the binding of pc and cyt c6.

How can this be rationalized? From a structural point
of view (Fig. 2), other highly conserved residues on
PsaA and PsaB, namely PsaA-D648 and PsaA-R647
as well as PsaB-D624 and PsaB-R623 are exposed into
the lumenal space. These charge-compensated pairs are
close to PsaA-W651 and PsaB-W627 and enframe the
Trp dimer. An equivalent charge-compensated pair is
located at the northern face of cyt c6 in C. reinhardtii
[Asp65 and Arg66 (Kerfeld et al., 1995), see above]
and of pc and cyt c6 in cyanobacteria. As already men-
tioned above, the positively charged residue on the
northern face of the cyanobacterial donor molecule
in either pc or cyt c6 is crucial for the interaction
with the PS I complex (De la Cerda et al., 1999;
Molina-Heredia et al., 1999, 2001). An equivalent
positively charged, exposed amino acid is absent in
pc of C. reinhardtii (Fig. 1) and in other pc struc-
tures from eukaryotes. By comparing the geometry and
the distances obtained from the structural data, elec-
trostatic interaction between Arg66/Asp65 of cyt c6

and Asp624/Arg623 on PsaB appears to be feasible.
On the other hand, an interaction of Asp8 on pc and
Arg647 on PsaA might be possible. Interestingly, the
geometry and distances are very similar for the con-
served triplets PsaA-Trp651/B-Asp624/PsaB-Arg623
or PsaB-Trp627/PsaA-Asp648/A-Arg647. In the case
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of prokaryotic PS I and prokaryotic donors, where the
orientation for binding of the donors to the PS I is
not restricted by correct interaction with the PsaF sub-
unit, two symmetric orientations for the donor binding
would be possible, favoring either of the two triplets.
In such a way, the shape of the binding pocket would
have changed from a symmetric to an asymmetric in-
terface. The loss of the positively charged residue at
the “northern face” of eukaryotic pc is in line with this
assessment. Cyt c6 from C. reinhardtii would there-
fore represent the ancient donor, whereas pc from C.
reinhardtii would represent the donor that is optimized
to interact with the eukaryotic oxidizing side of PS I,
which is characterized by the presence of the positively
charged N-terminal domain of PsaF.

C. Stabilization and Orientation the
N-Terminal Domain of PsaF in Eukaryotic
Organisms

PsaF can be cross-linked to PsaJ, a small hydropho-
bic subunit with a single transmembrane domain, sug-
gesting an interaction between these two PS I subunits
(Jansson et al., 1996). To analyze the function of PsaJ,
the chloroplast encoded psaJ gene of C. reinhardtii
was inactivated (Fischer et al., 1999). PsaJ-deficient
cells grow photoautotrophically and accumulate nor-
mal levels of PS I. Electron transfer measurements by
flash absorption spectroscopy were performed to deter-
mine whether PsaJ has an impact on electron transfer
between pc or cyt c6 and PS I. These measurements
revealed that only 30% of the PsaJ-deficient PS I com-
plexes oxidize pc or cyt c6 with kinetics identical to the
wild-type. The remaining 70% displayed only a slow ki-
netic phase similar to that observed with PsaF-deficient
PS I complexes, even though PsaF accumulates in nor-
mal amounts in the mutant PS I. Cross-linking between
PsaF and pc or cyt c6 occurred to the same extent as
with wild-type PS I, indicating that the binding of the
two donors to PsaF is not disturbed. It was therefore
suggested that PsaJ may help to maintain PsaF in an
orientation that its N-terminal domain can serve as a
docking site for the soluble donor proteins, thus medi-
ating fast electron transfer to P700+.

Site-directed mutagenesis of residues within the
inter-helical-region of the lumenal loop j, that con-
nects transmembrane helices k and m of the PsaB
protein in C. reinhardtii resulted in the mutant strain
PsaBGlu613Lys. This strain is strongly impaired in
electron transfer between PS I and the two donor pro-
teins as investigated by in vitro flash-induced absorp-
tion spectroscopy (Sommer et al., 2002). The electron

transfer rates for the mutant Glu613Lys PS I and the
donors pc or cyt c6 were about two orders of magni-
tude lower as compared to wild-type. These values are
comparable to values obtained for electron transfer be-
tween PS I from the PsaF-deficient mutant and the two
donors. Another mutation of PsaBGlu613 to Asn had
an opposite effect. It resulted in a clear acceleration of
electron transfer rates, as well as improved binding of
both donors to the altered PS I as compared to wild-
type. From the structural data it seems to be clear that
the negative charge provided by residue PsaBGlu613
is exposed on the surface of PS I (see Fig. 2). Thus, a
change of Glu to Asn could lead to a tighter binding of
the donors to PS I in mutant PsaBGlu613Asn because
this mutation decreases the electrostatic repulsion be-
tween the negatively charged donors and PS I. On the
other hand PsaBGlu613 of C. reinhardtii is in close
proximity to the N-terminus of the PsaF subunit of
cyanobacterial PS I. The N-terminal domain of PsaF
in C. reinhardtii is largely positively charged so that
that mutation PsaBGlu613Lys may cause a distortion
of that domain by charge repulsion. This in turn would
lead to a disorientation of the N-terminal domain of
PsaF and thereby to a loss of affinity for binding of the
two donors to PS I. The salt dependence of electron
transfer between the donors and the PsaBGlu613Lys
PS I was comparable to that measured for the PsaF-
deficient mutant, which indicates that although PsaF
was present, the electrostatic attraction for binding the
donors was lost, suggesting that the N-terminal domain
of PsaF is indeed disoriented in that mutant. We pro-
pose that residue PsaBGlu613 supports unbinding of
the two donors from PS I by electrostatic repulsion and
orientates the positively charged N-terminal domain of
PsaF in a way that it allows efficient binding of the
donors to PS I.

D. Does PsaN Contribute to the Binding
of pc?

The PsaN subunit of PS I is localized on the lumenal
side of the thylakoids and is only present in eukary-
otic organisms. To analyze the function of PsaN, an
antisense strategy was pursued in Arabidopsis (Hal-
drup et al., 1999). Antisense plants without detectable
amounts of PsaN assemble functional PS I complexes
and grow photoautotrophically. The rate of electron
transfer between the PsaN-deficient PS I and pc as well
as the steady-state NADP+ reduction rate are twofold
lower as compared to the wild-type. These data indi-
cate that PsaN may contribute to the binding of pc to
the donor side of PS I. However, these data do not
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allow one to distinguish whether PsaN is directly in-
volved in the binding of pc or whether the lack of PsaN
causes a conformational change of PsaF, which in turn
would have an impact on the binding of pc to PS I.

E. The Oxidizing Side of PS I Modulates the
Electron Transfer Within the Inter-Molecular
Complex of pc and PS I

The reaction between soluble pc and the PS I com-
plex can be stabilized in a functional conformational
state by chemical cross-linking (Hippler et al., 1989,
1997; Drepper et al., 1996). The cross-linked complex
is therefore an attractive system for studying the mech-
anism of electron transfer within interprotein com-
plexes. The cross-linked complex can be isolated and
separated from free non-cross-linked pc so that elec-
tron transfer between the bound pc and PS I can be
analyzed in detail. The amplitude of the μsec electron
transfer kinetic phase within the cross-linked complex
was measured as a function of the ambient redox poten-
tial. Interestingly it was found that the redox midpoint
potential of bound pc is about 50–60 mV higher as
compared to free pc (Drepper et al., 1996; see also be-
low). The shift in the midpoint potential of pc upon
binding to PS I is confirmed in the better binding of
soluble, reduced pc to PS I as compared to oxidized
pc, indicating that the oxidizing side of PS I stabilizes
and promotes the binding of the reduced over oxidized
donor (see also below). To further evaluate the ques-
tion of how the donor side of PS I modulates the redox
properties of bound pc, the cross-linked complex be-
tween pc and PS I was used to investigate the effect of
pH and temperature on electron transfer of bound and
unbound pc.

1. pH-Dependence of Electron Transfer

The three-dimensional structures of reduced pc by X-
ray crystallography at several pH values (Guss et al.,
1986) reveals that there are two distinct pH-dependent
conformations of the copper center. The pH 7.0 form
is similar to that of oxidized pc (Guss and Freeman,
1983), whereas in the pH 3.8 form His87 is proto-
nated, which results in the break of the Cu-His87 bond.
The liganding geometry of the copper ion at low pH
is trigonal-planar, which stabilizes the reduced copper
form (Guss et al., 1986), resulting in a pH-dependent
redox midpoint potential. Guss et al. (1986) suggested
that the protonation of pc results in a redox-inactive
form of pc. Measurements of free pc at various pH val-
ues showed that the midpoint potential increases with

lower pH values, with a slope of about 55 mV/pH unit
and a pK value of about 5.6 (Katoh et al., 1962; Arm-
strong et al., 1985). According to NMR studies, the pK
value of His87 appears to be 4.9 in spinach (Markley
et al., 1975; Sinclair-Day et al., 1985).

It is of physiological interest whether pc is redox-
inactive at low pH values. The pH of the lumenal space
of the thylakoid membrane in which pc is located may
drop to a value of about pH 6 and may even decrease fur-
ther to values around pH 5 (Juensch and Gräber, 1987;
Renganathan et al., 1993). The electron transfer rate of
P700+ reduction by pc shows a clear pH dependence,
having a maximal rate constant at about pH 5.0 (Hope,
2000), thus indicating that pc is redox-active at these
pH values. According to the structural data (Guss et al.,
1986), a shift of the pK value of His87 to a lower value
upon binding of pc to PS I may explain the fact that pc
is still redox-active at pH 5.0. Indeed, redox titrations
of the amplitude of the μsec kinetic phase of electron
transfer within the cross-linked complex between pc
and PS I as a function of pH show (see Fig. 3A) that
the Em value of bound pc remains constant to a pH
value as low as pH 4.75 and only slightly increases to
438 mV at pH 4.5 (Hippler et al., 1995). The redox
midpoint potential of PS I is not affected by the change
in pH. The pK value of reduced pc bound to PS I can
be calculated (Dutton and Wilson, 1974). This equation
predicts that at a pH equal to that of the pK value of the
redox-active group, the redox midpoint potential of the
electron transfer component will increase by about 17
mV. Thus, from the pH dependence of the Em values
of pc bound to PS I, a pK value as low as 4.5 can be
estimated. For comparison, the redox midpoint poten-
tial of free pc increases from 360 mV at pH 7 to 430
mV at pH 4.5 (see Fig. 3A), consistent with previous
data (see above), indicating a pK value of soluble pc of
about 5.5 with a rising midpoint potential of about 58
mV/pH. It is obvious that the pK values of bound and
free pc vary at least by one pH unit. From the struc-
tural data as well as from the data obtained by analysis
of site-directed mutants it appears that the hydropho-
bic northern face involving His87 of pc binds to the
hydrophobic Trp dimer that is formed by the lumenal
loops i/j of subunits PsaA/B. It is tempting to speculate
that such a hydrophobic protein–protein interaction ex-
cludes solvent molecules, which in turn would lower the
pK value of His87 when reduced pc binds to PS I. This
would lead to a deprotonation that thereby shifts the
geometry of the copper ligands from a trigonal-planar
conformation to a tetragonal one, which in turn allows
oxidation of the reduced pc and electron transfer to
P700+.
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Fig. 3. The dependence of the redox midpoint potentials of P700 (triangles, up), pc cross-linked to PS I (diamonds), and pc (open
squares) on the pH (A) and temperature (B). (Reproduced from Hippler et al., 1995.)

2. Temperature Dependence of Electron
Transfer

The effect of temperature on the electron transfer ki-
netics within the inter-molecular complex of pc and PS
I was studied to determine the thermodynamic param-
eters for this reaction. The kinetics of P700+ reduction
was measured within the range 300–200 K (Hippler
et al., 1995). Pc cross-linked to PS I donates electrons
to P700+ with a halftime of 14 μsec at 304 K and
92 μsec at 202 K. The resulting slope of an Arrhenius
plot of the P700+ reduction rate yields an activation
energy of about 9.0 kJ/mol (see Fig. 3B), which is sim-
ilar to the activation energy of about 10 kJ/mol which
is similar to the activation energy of about 10 kJ/mol
that can be calculated from the data for the temperature
dependence of the reaction rate between soluble pc and
PS I.

The properties of bound and soluble pc were fur-
ther investigated by measuring the effect of tempera-
ture on midpoint potential (Hippler et al., 1995). Over
the temperature range investigated, the change in the
midpoint potential of pc bound to PS I was very small
(see Fig. 3C). In contrast, the slope for soluble pc is
about two times higher. From the temperature depen-
dence of the midpoint potentials, the standard entropy
of reduction �S◦ and the standard enthalpy �H◦ can be
evaluated, which resulted in values for �S◦ and �H◦

of 0.64 and −612 meV for bound pc and values of 1.81
and −900 meV for soluble pc, respectively (Hippler
et al., 1995). A possible explanation for the differences
observed between bound and soluble pc could be the

protection of bound pc from solvent molecules in the
binding pocket of PS I. Such an exclusion of solvent
molecules would result in a decrease in standard en-
tropy of reduction �S◦ of bound compared to soluble
pc mainly from changes in freedom of the rotation and
liberation of the solvent molecules which surround the
reaction partners (Marcus and Sutin, 1985).

The thermodynamic parameters obtained for the
electron transfer between bound pc and PS I with
�G = −55 meV, �H◦ = −86 meV, and �H∗ =
69 meV were used to calculate a reorganization energy
� of about 418 meV for the intermolecular electron
transfer between pc and PS I (Hippler et al., 1995).
The rather small value for the reorganization energy
is consistent with a rather hydrophobic environment at
the contact side of both proteins. This indicates that
electron transfer between pc and PS I is coupled to a
small reorganization of solvent molecules that thereby
supports fast interprotein electron transfer in spite of
the relatively low driving force.

These thermodynamic parameters can be used to es-
timate the edge-to-edge distance of the redox centers
of pc and PS I. Using an empirical approximation for
intra-protein electron transfer that was developed by
Moser and Dutton (1992), an edge-to-edge distance of
14.5 Å can be calculated.

A similar estimate for this distance has been made in
an independent study using a reverse genetic approach
(Ramesh et al., 2002). In a series of site-directed mu-
tants of C. reinhardtii in which the histidyl axial ligand
to the Mg2+ of the P700 chlorophyll a has been al-
tered to different amino acids, the dependence of the



508 Michael Hippler and Friedel Drepper

P700+/P700 midpoint potential on kinetics of P700+

reduction has been examined in vivo. The rate of reduc-
tion of P700+ by pc changed in response to changes in
the P700+/P700 midpoint potential in the various mu-
tant strains. Using approximations of Marcus electron
transfer theory, it was possible to calculate a reorgani-
zation energy, �, of about 545 mV, which results in a
distance between the copper of pc and P700 of about
15 Å.

Does this distance fit with the distance between the
redox centers of PS I and pc deduced from the struc-
tural data? The structures of the redox centers of pc
and PS I must first be considered. The Cu liganding
N�1 of His87, which is suggested to be involved in
the electron transfer route from the copper to P700
(Nordling et al., 1991; Haehnel et al., 1994), is the
atom of the �-system that is expected to be nearest
to P700 in the inter-molecular electron transfer com-
plex. The distance of N�1 of His87 to the copper center
derived from the X-ray structure of pc (Guss and Free-
mann, 1983) is measured to be about 4.4 Å. Based on
the structure of PS I (Jordan et al., 2001; Ben-Shem
et al., 2003) and on site-directed mutagenesis data,
which show that PsaATrp651 and PsaBTrp627 in PS I
from C. reinhardtii are essential for efficient electron
transfer and probably directly engaged in binding of
both electron donors (Sommer et al., 2002, 2004), the
edge-to-edge distance between the chlorophyll-dimer
of P700 and the copper center of pc should be a dis-
tance of about 14.1 Å. This estimate fits well to the dis-
tance calculated from the empirical approximation for
inter-molecular protein electron transfer. This strongly
supports our view that electron transfer from the copper
center of pc to P700+ occurs in a rather hydrophobic
environment, most likely through binding of the north-
ern face of the pc molecule to the Trp dimer formed by
the PsaA/PsaB loops i/j. This leads to an exclusion of
solvent molecules to support fast and efficient electron
transfer.

II. Kinetic Analysis of Electron Transfer
Between Soluble Donors and PS I

A. Electron Transfer Needs a Transient
Complex Between the Donor and PS I

In plants and green algae, electron donation from pc or
cyt c6 to P700 after its photooxidation by a short flash
of light generally displays two distinct kinetic phases
(Haehnel et al., 1980; Bottin and Mathis, 1985, 1987;
Haehnel et al., 1989; Nordling et al., 1991; Drepper
et al., 1996). A simple explanation for this biphasic

kinetic scheme was that those PS I complexes that had
already formed a stable complex with the donor give
rise to the fast, microsecond kinetic phase of intra-
complex electron transfer. The remaining PS I com-
plexes are rereduced by the soluble donor in a bimolec-
ular reaction with second-order kinetics. Evidence for
such a stable pre-formed complex was only found in the
presence of the eukaryotic positively charged domain
of subunit PsaF (see above).

In early studies on cyanobacteria with acidic donors
to PS I, monophasic kinetics were reported with a rate
∼2 orders of magnitude slower than in green algae and
higher plants. Moreover, the rate was independent of
the presence of the PsaF subunit (Hatanaka et al., 1993;
Xu et al., 1994; Hippler et al., 1996). The absence of a
first-order electron transfer was interpreted in terms of
a collisional mechanism for the bimolecular reaction
(Hervas et al., 1995, 1996; Navarro et al., 1997). How-
ever, a microsecond first-order electron transfer can be
observed at higher (millimolar) concentrations of the
donor from S. elongatus with PS I in vitro (F. Drepper
and W. Haehnel, unpublished) and has been observed
in vivo (Baymann et al., 2001). This suggests that al-
though the on-rate is slower in these cyanobacteria, they
have already evolved the formation of a transient com-
plex that has a lifetime being about 10- to 20-fold longer
than the half-life of intra-complex electron transfer (F.
Drepper and W. Haehnel, unpublished).

In Anabaena species, both cyt c6 and pc carry a net
positive charge. Early studies on Anabaena sp. PCC
7119 (Hervas et al., 1995) showed biphasic kinetics
in vitro, indicating complex formation between cyt c6

and PS I. By analogy to the binding mechanism for
eukaryotic PS I, it was tempting to propose that the
negatively charged PsaF subunit of Anabaena sp. PCC
7119 PS I (Nyhus et al., 1992; Ziegler et al., 1995; see
also Golbeck, 1994) may help to attract the positively
charged donor (Navarro et al., 1997). However, stud-
ies on Anabaena variabilis mutants that lack subunits
PsaF and PsaJ have shown that both cyt c6 and pc do-
nate electrons with microsecond first-order kinetics to
PS I in a manner similar to wild-type PS I (Drepper
et al., manuscript in preparation). Thus, these net pos-
itively charged donors are attracted most probably by
the negatively charged surface of the PS I core and not
by subunit PsaF.

B. Evidence for the Formation of One
Specific Electron Transfer Complex

For eukaryotic donors, the binding to PS I has been
shown to involve a precise recognition site: electro-
static interaction with subunit PsaF and a hydrophobic
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surface patch around the exposed part of the redox
center of the donors (see above). Hydrophobic surface
patches are a common motif in many soluble electron
carriers. For pseudoazurin and cytochrome c550, com-
plementary hydrophobic surface regions have been pro-
posed to provide a “pseudo specific” docking to a wide
range of structurally different donors and acceptors in
the bacterial periplasm (Williams et al., 1995). The role
of PsaF in the kinetics of binding of electron donors to
PS I suggests that algae and higher plants have adapted
the motif of a hydrophobic surface patch to guide the
donor into one specific docking position optimized for
fast electron transfer to P700+.

Several observations suggest that cyanobacteria may
have evolved a binding motif that leads to a preferential
docking of the donor into one position at PS I that is op-
timal for fast electron transfer. First, for both acidic and
basic cyanobacterial donors a similar first-order phase
of microsecond electron transfer kinetics to P700+ is
discernible. Second, the structures of cyanobacterial pc
[e.g., from Synechococcus sp. PCC 7942, Inoue et al.
(1999)] and cyt c6 [e.g., from S. elongatus, Beissinger et
al. (1998)] are similar to their eukaryotic homologs and
exhibit a hydrophobic surface region (that is oriented
toward the bottom in Fig. 1). One important difference
is the presence of one basic residue, an arginine, at posi-
tion 87 of Pc and 66 of cyt c6 (numbering for equivalent
residues from C. reinhardtii). These residues protrude
at the edge of this surface. In both proteins, the respec-
tive position of these residues relative to the proposed
electron transfer site via the copper liganding histidine
of Pc and the exposed heme edge of cyt c6 is very simi-
lar. A structural alignment of the two analogous donors
that superimpose the hydrophobic surfaces as well as
the position of the positive arginine residue supports
their functional equivalence. A short-range interaction
of these positive residues with a hydrophilic group at
the binding site of PS I can be expected to cause a spe-
cific molecular recognition (see also above). Third, it
is of note that an alignment proposed previously for pc
and cyt c6 from C. reinhardtii (Frazao et al., 1995) that
was based on the location of the acidic patches and the
resulting dipole moment yielded similar relative ori-
entations between the two eukaryotic donors as that
mentioned above for the cyanobacterial donors. This
suggests that although the main electrostatic features
that are involved in the recognition at PS I have been
changed from the prokaryotic to the eukaryotic donors,
the relative orientation of pc and cyt c6 in specific
complexes with their reaction partners has been con-
served. This may suggest that the specificity of the com-
plex formation was already achieved by cyanobacte-
ria before endosymbiosis occurred and the subsequent

introduction of a new binding domain in eukaryotic
PsaF.

C. Does the Docking Need a
Rearrangement of an Initial Encounter
Complex?

The effect of donor concentration has been extensively
studied in vitro to elucidate the mechanisms of bind-
ing and electron donation under various conditions
with proteins from various organisms. For the analy-
sis of flash-induced optical absorbance changes, a ki-
netic model must be applied that best describes the data
and additionally allows the rate constants for individ-
ual kinetic steps to be deduced. To decide which ki-
netic model best describes the data, many investigators
have used the limiting half-life of the slower kinetic
component as well as the saturation behavior of the
amplitude of the fast kinetic component at high donor
concentrations. The latter approaches a limit, the value
of which depends in many cases on the methods used
for the isolation of PS I. For spinach PS I particles and
pc, values were in the range from 60–70% (Bottin and
Mathis, 1987; Nordling et al., 1991; Sigfridsson et al.,
1995, 1996) to 80–90% (Drepper et al., 1996). It has
been found that PS I particles with a Chl a/b ratio of
∼10 generally exhibited slightly higher saturation val-
ues than PS I with lower Chl a/b ratios (Drepper et al.,
1996). In intact spinach chloroplasts, 90–95% of P700
becomes reduced with first-order microsecond kinetics
(Haehnel et al., 1989). For binding of pc or cyt c6 to
wild-type PS I from C. reinhardtii, values of 60–70%
have been observed (Hippler et al., 1998). Similar val-
ues were found in recent studies of the binding of acidic
and basic donors from cyanobacteria, ∼70% in vivo
in the cyanobacterium Synechococcus sp. PCC 7002
(Baymann et al., 2001) and ∼85% for cyt c6 from A.
variabilis (Drepper et al., manuscript in preparation).
In many cases, a decrease in the maximum fraction
of the functional complex was found after mutations
(Sigfridsson et al., 1995, 1996) or for heterologous re-
action partners (Hervas et al., 1995).

A simple two-step kinetic model as suggested by
Nordling et al. (1991) is depicted in the left part of
scheme (1a). It consists of an equilibrium complex for-
mation (rate constants kon and koff) between the reduced
donor (Dred) and PS I (P , or P+when P700 is photoox-
idized) and subsequent intra-complex electron transfer
from the donor to P700 (rate constant ket). However,
this simple model is not sufficient to describe biphasic
kinetics at high concentrations of the donor. There-
fore, alternative models have been applied. An addi-
tional rate-limiting step has been introduced by Bottin
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and Mathis (1985, 1987, see scheme 1b) which may
reflect a necessary structural rearrangement after for-
mation of the initial encounter complex (Dred. . . P+)
in order to form the productive electron transfer com-
plex (Dred.P+). The equilibrium of the rearrangement
is given by two additional rate constants kd and kc. A
detailed description for the determination of rate con-
stants from kinetic data has been given by Sigfridsson
et al. (1995, 1996). It has been argued that the appear-
ance of such a conformational change may be related to
an evolution from a simple (collision) reaction mech-
anism as proposed for some cyanobacteria to a more
elaborate process in plants involving PsaF as a donor-
binding subunit (Hervas et al., 1995, 2003; Navarro
et al., 1997). At variance with this view, there are no
clear differences in the limiting amplitude of the first-
order component between many cyanobacterial sys-
tems and the behavior in higher plants and green algae.

Dred + P+
[

kon−→←−
koff

]
Dred.P+

ket−→←−
kbet

Dox.P
kox
off−→←−

kox
on

Dox + P (1a)

[
k ′
on−→←−

k ′
off

Dred . . . P+
kd−→←−
kc

]
(1b)

⎡

⎢⎢⎣

kon−→
↑↓←−

koff

Dred
...P+

⎤

⎥⎥⎦ (1c)

So far, in the two-step model (left part of 1a) and
the three-step model (1b), the equilibrium of electron
transfer between P700 and its donor and the release
of the oxidized donor (see right part of 1a) have been
neglected in the kinetic analysis. Using flash-induced
absorption measurements in the presence of both re-
duced and oxidized pc, it has been shown (Drepper
et al., 1996) that the electron transfer equilibrium can
be expected to contribute to the kinetics and can be
measured in independent experiments, e.g., in redox
titrations. The equilibrium constant for electron trans-
fer within the complex of spinach pc and PS I was found
to be only ∼10, i.e., the rate of backward electron trans-
fer (kbet) is not negligible. The equilibrium constant is
lower than expected from redox midpoint potentials of
the isolated reaction partners due to a positive shift
of the midpoint potential of pc CuII/CuI upon binding
to PS I. As a consequence, oxidized pc is less tightly
bound to PS I than reduced pc. This shift decreases the
driving force of the electron transfer but was shown to
lead to a rapid dissociation of the oxidized product and
therefore may optimize the turnover of PS I. Evidence
for such a stabilization of the CuI form of Pc upon
binding to PS I came from independent measurements

(Danielsen et al., 1999). These authors used Ag- and
Cd-substituted Pc to model the CuI and CuII form of
Pc and the technique of perturbed angular correlation
spectroscopy to probe the binding to PS I.

The hypothesis that unbinding of oxidized pc from
PS I is important to optimize turnover of PS I was
challenged in vivo (Finazzi et al., 2005). Hereby differ-
ent Chlamydomonas strains with a modified oxidizing
side of PS I were analyzed by fast absorbance spec-
troscopy. By comparing the kinetic properties of mu-
tants in which either the kon or the koff for pc binding
to PS I was affected, it was concluded that unbinding
of oxidized pc from PS I represents the limiting step
of electron transfer between cyt b6/f complex and PS
I in vivo and is therefore crucial for efficient electron
transfer between both complexes.

Which model best describes the kinetics of the bind-
ing of donors to PS I may depend on the details of
the system under investigation. The closer the experi-
mental conditions are chosen to native conditions, the
less appears the electron donation to be governed by
a rate-limiting step during binding. This suggests that
most physiological systems are rather optimized to en-
sure that the donor gets correctly oriented by electro-
static forces during its approach to the binding site,
and to prevent it from binding in less productive or
even inhibitory conformations (for a discussion, com-
pare, e.g., Northrup et al., 1987). Obviously, with mu-
tated or heterologous reaction partners, and possibly
in some native situations, electron donation becomes
limited by the binding process at high donor concentra-
tions. However, the proposed three-step model, which
includes a rate-limiting step that reflects a rearrange-
ment during the binding (scheme 1b), is not the only,
and certainly not the simplest, extension to the mini-
mal two-step model. Alternatives, such as a mutual hin-
drance of donors or formation of substrate inhibition
complexes at the binding site at high donor concentra-
tions have not been tested thoroughly. The formation of
inhibitory complexes by binding of the donor in a non-
productive complex (Dred|P+) is depicted in scheme
(1c). A careful comparison of different models and a
model selection based on their ability to explain exper-
imental data, especially with mutated or heterologous
reaction partners, is still missing.
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Summary

The photosystem I (PS I) complex of plants and algae is a large multisubunit protein complex consisting of nucleus-
and chloroplast-encoded subunits. Besides its redox cofactors P700, A0, A1, FX, FA, and FB, the PS I complex
also contains a core antenna consisting of 90 chlorophyll and 22 carotenoid molecules. An extensive forward and
reverse genetics approach in Chlamydomonas and Arabidopsis has provided important insights into the mechanisms
of synthesis of the subunits and their assembly into a functional complex. The picture which emerges from these
studies is that a surprisingly large number of nucleus-encoded factors are involved in several post-transcriptional
steps of expression of the two large chloroplast-encoded reaction center subunits PsaA and PsaB. Thus 14 factors are
required for the maturation of the psaA mRNA through two trans-splicing reactions, two factors are required for the
translation of the psaB mRNA, and one is required for psaB mRNA stability in Chlamydomonas. Several additional
factors, including Ycf3 and Ycf4, are specifically required for the assembly of the PS I complex. With its three
[4Fe–4S] clusters, PS I constitutes an important sink for iron. Its specific and early loss following iron deprivation
is a phylogenetically conserved process and is preceded by a remodeling of the PS I antenna. Coupled genetic and
biochemical approaches have revealed a new link between PS I assembly and the chlorophyll biosynthetic pathway
through the identification of Crd1, a di-iron enzyme possibly involved in the aerobic oxidative cyclase reaction of
chlorophyll synthesis that is essential for PS I and LHCI accumulation under copper deprivation.

∗Author for correspondence, email: jean-david.rochaix@molbio.unige.ch

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 515–527.
C© 2006 Springer.



516 Jean-David Rochaix

I. Introduction

The determination of the atomic structure of the
cyanobacterial Photosystem I (PS I) core complex at
a resolution of 2.5 Å (Jordan et al., 2001; see Fromme,
this volume, Chapter 6) and the recent crystal struc-
ture of plant PS I with its four light-harvesting proteins
at 4.4 Å resolution (Ben-Shem et al., 2003; see Nel-
son and Ben-Shem, this volume, Chapter 7) have pro-
vided important new insights into the organization of
the multiple subunits, cofactors, and pigments of this
large membrane complex. The core complex is simi-
lar between cyanobacteria, plants, and algae. The re-
action center consists of the two large PsaA and PsaB
subunits which contain eleven transmembrane domains
each and which provide the ligands of the chlorophyll
dimer P700, of the primary acceptor chlorophyll A0,
the secondary acceptor phylloquinone A1, the [4Fe–4S]
center FX, and of the numerous chlorophylls of the
core antenna. The other two [4Fe–4S] centers FA and
FB are bound to the smaller peripheral PsaC subunit
(see Antonkine and Golbeck, this volume, Chapter 8).
These three subunits together with the smaller PsaI and
PsaJ subunits are encoded by the chloroplast genome
of plants and green algae (for review see Scheller et
al., 2001; see Haldrup et al., this volume, Chapter 11).
Moreover the PsaM subunit first identified in cyanobac-
teria is also chloroplast-encoded in several algae and
gymnosperms, but absent in angiosperms. In eukary-
otic photosynthetic organisms the remaining nine sub-
units PsaD, PsaE, PsaF, PsaG, PsaH, PsaK, PsaL, PsaN,
and PsaO are nucleus-encoded, translated in the cytosol
and imported into the chloroplast and targeted to the
thylakoid membrane. PS I of land plants is connected
to the LHCI antenna consisting of the four chlorophyll
binding proteins Lhca1-4 (Scheller et al., 2001). In C.
reinhardtii at least seven distinct LHCI polypeptides
have been identified (Bassi et al., 1992). Although a
great deal is known about the organization of these
polypeptides within the PS I complex and on their re-
spective functions, the molecular mechanisms under-
lying PS I synthesis and assembly within the thylakoid
membrane of photosynthetic eukaryotic organisms are
still largely unknown.

This chapter presents an overview of the assembly
process of PS I from the level of gene expression
to the integration and assembly of the PS I subunits

Abbreviations: DCMU – 3-(3,4-dichlorophenyl)-1,1-dimethy-
lurea; LHCI – light-harvesting system of photosystem I; PS I –
photosystem I; TPR – tetratricopeptide repeat.

into the thylakoid membrane in green algae and land
plants. Biosynthesis of the PS I complex depends on
the coordinated expression of nuclear and chloroplast
genes, the targeting of subunits to their proper location
within the chloroplast, the association of the different
redox cofactors and the assembly of the subunits into
a functional complex (Fig. 1; Table 1). Moreover the
light-harvesting complex I (LHCI) has to be properly
connected to PS I to allow for efficient transfer of
light excitation energy to the PS I reaction center.
The unicellular alga Chlamydomonas reinhardtii has
proven to be a powerful model system for studying
the assembly and function of the photosystem I (PS
I) complex. An important feature of this alga is that
its photosynthetic function is dispensable when the
cells are grown in the presence of acetate. It is thus
relatively easy to isolate and to maintain mutants
deficient in photosynthetic activity and to analyze
them by genetic means (see Harris, 1989). Moreover,
efficient transformation methods are available for both
the nuclear and chloroplast genome. In particular,
mutants can be complemented by transformation with
ordered cosmid libraries. Finally, the sequences of the
chloroplast and most of the nuclear genome have been
determined recently and a large EST collection is avail-
able (http://www.biology.duke.edu/chlamy genome/
est.html). Besides C. reinhardtii, Arabidopsis thaliana
has emerged as another powerful model organism for
studying PS I function and assembly through reverse
genetics with the availability of a large collection
of T-DNA insertion lines and antisense and RNA
interference technology (Scheller et al., 2001).

Mutants of C. reinhardtii deficient in PS I accumula-
tion have been invaluable for understanding the biosyn-
thesis of PS I. A remarkable feature of this alga is its
ability to synthesize chlorophyll in a light-independent
manner. This property is particularly important for the
functional study of PS I because PS I mutants are usu-
ally highly sensitive to light and are able to grow only
under dim light or in the dark. The ability of synthe-
sizing chlorophyll in the dark is therefore crucial for
assembly of the PS I complex in these mutants.

II. Synthesis and Assembly of PS I

A. Expression of the psaA and psaB Genes

Control of chloroplast gene expression occurs mainly
at the posttranscriptional level. However transcrip-
tional control has also been documented for psaA and
psaB especially during acclimation to changes in light
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Fig. 1. Scheme of biosynthesis of PS I. The PS I complex is shown schematically at the bottom with the chloroplast-encoded subunits
PsaA, PsaB, PsaC, PsaI, PsaJ, and PsaM shaded and the nucleus-encoded subunits PsaD, PsaE, PsaF, PsaG, PsaH, PsaK, PsaL, PsaN,
and PsaO unshaded. The light-harvesting system of PS I (LHCI) is also shown. The redox cofactors of PS I are indicated: P700,
a chlorophyll dimer that acts as primary electron donor of PS I; the primary acceptor A0 (chlorophyll), the secondary acceptor A1

(phylloquinone); the three [4Fe–4S] centers FX, liganded by PsaA and PsaB and FA, FB liganded by PsaC. Fd indicates ferredoxin.
Both chloroplast-encoded factors (tscA RNA, assembly factors Ycf3, Ycf4) and nucleus-encoded factors are involved in the different
chloroplast post-transcriptional steps that include RNA processing, trans-splicing, translation, and assembly as indicated: Raa1,
Raa2, and Raa3 are factors required for psaA RNA trans-splicing, Tab1 and Tab2 are involved in psaB mRNA translation. Hcf101
is likely to play a role in [4Fe–4S] assembly; Crd1/Cth1 are di-iron enzymes required for the accumulation of both PS I and LHCI
in the absence and presence of copper, respectively.

conditions. In mustard seedlings the levels of PS II and
PS I respond in a complementary way to light pref-
erentially absorbed by each of the two photosystems
(Pfannschmidt and Allen, 1999). The initial response
to this altered excitation energy distribution between
the photosystems involves changes in the transcription
rates of the genes encoding the reaction center subunits
of PS II and PS I. These changes appear to be governed
by the redox state of the plastoquinone pool such that
reduced plastoquinone resulting from the preferential
light-stimulation of PS II induces PS I and represses
PS II (Pfannschmidt and Allen, 1999). Oxidized plas-

toquinone resulting from preferential light-stimulation
of PS I induces the reverse response. Thus reduced ac-
tivity of PS I relative to that of PS II leads to an increase
in transcription of the psaA and psaB genes. However,
a similar transcriptional response of the psaA and psaB
genes to changes in the redox state of the plastoquinone
pool resulting from mutations affecting PS I could
not be detected in Chlamydomonas cells (Stampacchia
et al., 1997).

A large number of mutants deficient in PS I have
been identified in Chlamydomonas. These mutants are
easy to recognize because of their high chlorophyll
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Table 1. Role of the PS I subunits in PS I assembly and function

Assembly of Photoautotrophic
PS I growth

Subunit Gene location Cyanobacteria State transition Function Cr At Cr At

PsaA C + − Reaction center − − − −
PsaB C + − Reaction center − − − −
PsaC C + − Reaction center − + − −
PsaD N + (+) Docking of Fd − −
PsaE N + +a +
PsaF N + + −b + +
PsaG N − (+) LHCI binding + + +
PsaH N − −
PsaI C +
PsaJ C +
PsaK N − (+) LHCI binding
PsaL N +
PsaMc C +
PsaN N + + Lumenal extrinsic
PsaO N +
PsaXd – +
Cr, C. reinhardtii; At, A. thaliana.
a A. thaliana contains two PsaE genes. Only one copy, PsaE1 was inactivated.
b The inactivation of PsaF in C. reinhardtii leads to a weaker phenotype than in A. thaliana.
c Present in gymnosperms and in several algae taxa, but not in angiosperms.
d Not present in eukaryotes.

fluorescence. Because the subunits of the photosyn-
thetic complexes are amongst the most abundant
thylakoid polypeptides, their rate of synthesis can be
readily determined by protein pulse-labeling in the
presence of cycloheximide to block cytosolic protein
synthesis (Girard-Bascou et al., 1987; Girard-Bascou
et al., 1992). In this way many mutants unable to syn-
thesize PsaA or PsaB have been identified (Table 2).
They constitute the majority of the PS I mutants of C.
reinhardtii. In the absence of either of these proteins,
the other subunits are rapidly degraded and they do not
accumulate. Mutants deficient in psaA expression ap-
pear at a particularly high frequency in C. reinhardtii.
This is due to the unusual structure of psaA on the
chloroplast genome of this alga. The gene consists of
three exons that are widely separated on the chloro-
plast genome and that are transcribed independently
giving rise to three psaA precursor transcripts (Fig. 2)
(Kück et al., 1987; Choquet et al., 1988). Each exon is
flanked by group II intron sequences. Thus produc-
tion of the mature psaA mRNA requires two trans-
splicing reactions. Many mutants deficient in psaA
trans-splicing have been characterized (Goldschmidt-
Clermont et al., 1990). They fall into three phenotypic
classes: Class A mutants are specifically deficient in
trans-splicing of exons 2 and 3 whereas class C mu-
tants are deficient in the trans-splicing of exons 1 and 2.
Class B mutants are deficient in both trans-splicing re-

actions. An extensive genetic analysis of mutants defi-
cient in psaA trans-splicing has revealed that the mu-
tations fall into at least 14 nuclear complementation
groups (Goldschmidt-Clermont et al., 1990). Moreover
a chloroplast locus, tscA, is also involved in the first
trans-splicing reaction. It encodes a small RNA that
represents the middle part of intron 1 (Goldschmidt-
Clermont et al., 1991). This intron is therefore at least
tri-partite. At this time three nuclear genes involved
in trans-splicing have been isolated through either ge-
nomic complementation of the mutants with a genomic
cosmid library or through gene tagging by transfor-
mation. Raa1 and Raa2 are trans-acting factors that
are involved in the second psaA trans-splicing reac-
tion (Perron et al., 1999; M. Goldschmidt-Clermont,
unpublished). Raa2 is related to pseudouridine syn-
thase, an enzyme that is usually involved in tRNA base
modification. Mutations of residues known to be crit-
ical for pseudouridylation do not interfere with trans-
splicing indicating that the former process is not re-
quired for the latter (Perron et al., 1999). Raa1 is a
205 kDa protein that is unrelated to any known pro-
tein in the database (M. Goldschmidt-Clermont, un-
published). However, it contains five short repeats that
are related to repeats previously found in some chloro-
plast translation factors. Raa1 and Raa2 form a high
molecular weight 400–500 kDa complex that is ab-
sent or altered in some of the other trans-splicing
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Table 2. Trans-acting factors involved in post-transcriptional steps of PS I synthesis

Mutant Org Protein Pt step Specific target Features References

314B Cr Raa1 Trans-splicing Pre-psaA RNA M. Goldschmidt-Clermont
(unpublished)

A18 Cr Raa2 Trans-splicing Pre-psaA RNA � -uridine synthase Perron et al. (1999)
M18 Cr Raa3 Trans-splicing Pre-psaA RNA Pyridoxamine 5′P

oxidase
Rivier et al. (2001)

F15-tab1 Cr Tab1 Translation psaB mRNA Lipase domain Stampacchia et al. (1997),
F. Laroche and J. D.
Rochaix (unpublished)

F14-tab2 Cr Tab2 Translation psaB mRNA RNA binding Dauvillee et al. (2003)
Apo1 At Apo1 Translation psaA-psaB-rps14 RNA J. Meurer (unpublished)
Hcf101 At Hcf101 Assembly [4Fe–4S] center? P-loop ATPase Lezhneva et al. (2003)
Crd1 Cr Crd1 Assembly Di-iron binding

motif
Moseley et al. (2000), Tottey

et al. (2003)
�Ycf3 Cr, Nt Ycf3 Assembly TPR domains Boudreau et al. (1997), Ruf

et al. (1997)
�Ycf4 Cr, Sy Ycf4 Assembly Wilde et al. (1995),

Boudreau et al. (1997)
�Btpa Sy BtpA Accumulation Bartsevich and Pakrasi

(1997)

CR, C. reinhardtii; At, A. thaliana; Nt, Nicotiana tabacum; Sy, Synechocystis sp. PCC 6803; org, organism; pt, post-transcriptional.

Fig. 2. Maturation of the psaA mRNA of C. reinhardtii. The three exons of psaA with their flanking group II intron sequences
are transcribed independently on the chloroplast genome and the three resulting transcripts are spliced in trans in two independent
reactions. A fourth locus on the chloroplast genome, tscA, encodes a RNA that completes the structure of intron 1. Mutants deficient
in psaA trans-splicing fall into three phenotypic classes: class A mutants are deficient in exon 2–exon 3 splicing, class C mutants are
deficient in exon 1–exon 2 splicing and class B mutants are deficient in both trans-splicing reactions. These mutations fall into 14
nuclear complementation groups (from Goldschmidt-Clermont, 1998, with permission).
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mutants (K. Perron, M. Goldschmidt-Clermont, and
J. D. Rochaix, unpublished). These mutations affect
genes that could encode factors that are either part of
the same complex or that are required for its synthesis.
Moreover, Raa1 is also part of a larger complex that
contains RNA.

Raa3 is required for the first trans-splicing reaction.
Together with tscA RNA and the psaA exon 1 tran-
script, it forms a large protein–RNA complex of 1,700
kDa (Rivier et al., 2001). Thus at least three distinct
high molecular weight complexes involved in psaA
trans-splicing have been identified. They could rep-
resent spliceosomal subparticles in the chloroplast. It
is interesting that insertion of a continuous psaA gene
into the chloroplast of C. reinhardtii abrogates the de-
pendence of photoautotrophic growth on the nucleus-
encoded factors involved in trans-splicing indicating
that they do not have any essential role besides trans-
splicing (C. Rivier, M. Goldschmidt-Clermont, and J.
D. Rochaix, unpublished).

In contrast to psaA, the psaB gene of C. reinhardtii is
continuous. One mutant, F24, is specifically deficient
in psaB mRNA accumulation (Girard et al., 1980). Sev-
eral mutants deficient in translation of the psaB mRNA
have been identified. The F15-tab1 and F14-tab2 PS
I-deficient mutants have been characterized in some
detail. In both mutants, protein pulse-labeling reveals
that PsaA and PsaB are no longer detectable while the
psaB mRNA accumulates at close to wild-type lev-
els suggesting a translational defect. This was further
confirmed by inserting a chimeric gene consisting of
the psaB 5′ UTR fused to the aadA coding sequence.
This chimeric gene is expressed and confers spectino-
mycin resistance in a wild-type background. However,
it is no longer expressed in the presence of the mutant
tab1-F15 or tab2-F14 alleles indicating that at least
one target site of the factors affected by the mutations
is within the psaB 5′UTR and that these factors act
at the level of initiation of translation (Stampacchia et
al., 1997; Dauvillée et al., 2003). The tab1-F15 muta-
tion can be suppressed by a chloroplast mutation within
the psaB 5′UTR further confirming that translation ini-
tiation is affected in the mutant. Comparison of mu-
tants deficient in psaA and psaB expression shows that
there is a one-sided dependence on their expression.
Mutants unable to produce PsaB are also deficient in
PsaA synthesis based on pulse-labeling experiments.
In contrast mutants deficient in PsaA expression are
still able to synthesize PsaB although the protein is
rather unstable and does not accumulate to detectable
levels (Girard-Bascou et al., 1987; Stampacchia et al.,
1997). The dependence of PsaA expression on that of

PsaB has been explained within the frame of the CES
model (control by epistasy of synthesis) based on stud-
ies of the biosynthesis of the cytochrome b6 f complex
(Choquet et al., 1998). It was shown that in this case
translation but not stability of cytochrome f depends
on the assembly state of the complex. In the absence of
either cytochrome b6 or subunit IV (PetD), synthesis
of cytochrome f is markedly reduced. It was further-
more shown that the unassembled C-terminal end of
free cytochrome f acts negatively on the petA 5′UTR
most likely through a trans-acting factor. Recent exper-
iments based on the use of chimeric genes containing
the psaA 5′UTR fused to a reporter gene indicate that
expression of the chimeric gene is reduced in mutants
deficient in PsaB synthesis (Choquet et al., 2001). How-
ever, other explanations are possible. PsaB could be the
anchor protein that needs to be inserted first into the
thylakoid membrane before PsaA can be properly in-
tegrated and stably assembled. In the absence of PsaB,
PsaA would be rapidly degraded and undetectable by
pulse-labeling.

The tab1 gene has been cloned and shown to encode
a large polypeptide with five putative transmembrane
domains in the N-terminal half and a lipase domain
in its C-terminal part (F. Laroche and J. D. Rochaix,
unpublished). Analysis of truncated versions of this
protein indicate that the transmembrane domains are
not essential for psaB mRNA translation. However,
the C-terminal part including the lipase domain is es-
sential. The lipase activity is not essential for psaB
mRNA translation because mutations known to block
lipase activity do not inhibit translation. It is notewor-
thy that amongst the translation factors identified so
far in Chlamydomonas and land plants, Tab1 is the first
integral membrane protein.

The tab2 gene encodes a chloroplast soluble protein
that interacts directly and specifically with the psaB
5′UTR. The protein is associated with a high molecu-
lar mass protein complex containing the psaB mRNA
(Dauvillée et al., 2003). It represents a new type of
RNA binding protein that is conserved in all oxygenic
photosynthetic organisms, in particular land plants and
cyanobacteria. It is clearly involved in the translation of
psaB mRNA, but it could also be required for the first
assembly steps of PS I. Interestingly, mutants of Ara-
bidopsis deficient in the orthologous gene have a strong
albino phenotype suggesting that this factor may have
other roles besides its requirement for PS I assembly (F.
Barnèche and J. D. Rochaix, unpublished results). Tab2
could act early in the PS I assembly pathway by bind-
ing to psaB mRNA. It could then target this RNA to
the thylakoid membrane perhaps in close cooperation
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Fig. 3. Model for the role of Tab1 and Tab2 in the initiation of
translation of psaB mRNA. Tab2 is part of a large complex and
binds specifically to the psaB 5′ UTR (indicated by an open
box). It may bind to the nascent psaB RNA chain and guide the
RNA to the thylakoid membrane perhaps by interacting with
Tab1 which acts as a translational activator.

with Tab1 and promote initiation of translation (Fig. 3).
Tab2 must be released from the psaB mRNA shortly
after initiation of translation because it is not associated
with polysomes.

Nuclear mutants deficient in PS I accumulation have
also been characterized in Arabidopsis. It is interest-
ing that some of the mutations act specifically on sin-
gle plastid transcripts as observed in Chlamydomonas.
Thus, the hcf145 mutant is specifically deficient in the
stability of the tricistronic psaA-psaB-rps14 transcript
that encodes the two PS I reaction center subunits
and the S14 peptide of the small ribosomal subunit
(Lezhneva and Meurer, 2004). All of the PS I subunits
are drastically reduced whereas the composition and
activity of the other photosynthetic complexes are not
affected in this mutant. The LHCI levels are only mildly
reduced indicating that the PS I core complex is not
required for stabilizing the antenna complex as also
observed in the barley mutant viridis-zb63 (Nielsen et
al., 1996) and in the Chlamydomonas mutants deficient
in PS I (Girard-Bascou et al., 1987). It cannot be ex-
cluded that Hcf145 has additional roles in translation
of the psaA-psaB-rps14 transcripts and in the assem-
bly of its products. Another PS I-deficient mutant of
A. thaliana, apoI, is specifically deficient in the trans-

lational elongation of the psaA-psaB-rps14 transcript
(Amann et al., 2004). Moreover, this mutant fails to
accumulate LHCI and to form grana stacks suggest-
ing additional roles of Apo1 in thylakoid biogenesis.
The Apo1 gene belongs to a new gene family present
exclusively in vascular plants.

Light regulation of PS I gene expression at the level
of translation occurs in spinach seedlings. The mRNAs
of the PS I subunits PsaD, PsaF, and PsaL are associated
with polyribosomes in the light, but not in the dark
(Sherameti et al., 2002). This association is blocked
by inhibitors of photosynthetic electron flow such as
DCMU. Moreover, in the case of the PsaD mRNA,
this response is mediated through its 5′ UTR as shown
by the similar response in the expression of a reporter
fused to this sequence, thus strongly suggesting that the
control occurs at the level of translation initiation.

Chloroplast reverse genetics has been used exten-
sively in Chlamydomonas and to some extent in to-
bacco to assess the roles of the chloroplast-encoded PS
I subunits in assembly and stability of the complex. Mu-
tants lacking either PsaA or PsaB do not accumulate the
other subunits of PS I presumably because unassembled
subunits are rapidly degraded (Redding et al., 1998).
Inactivation of psaC in C. reinhardtii leads to destabi-
lization of the PS I complex; in particular the levels of
PsaA and PsaB are strongly reduced (Takahashi et al.,
1991a). In contrast, in cyanobacteria psaC inactivation
is less severe and both PsaA and PsaB accumulate to
detectable levels although PS I is inactive (Yu et al.,
1995). Inactivation of psaI in C. reinhardtii does not
affect PS I accumulation and has only a mild effect on
the electron transfer from the soluble donor proteins
plastocyanin and cytochrome c6 to P700+ (Fischer
et al., 1999).

B. Reverse Genetics of PS I in Arabidopsis

Reverse nuclear genetics of PS I has been rather suc-
cessfully used in Arabidopsis using either antisense,
cosuppression, RNA interference or gene disruption
(Scheller et al., 2001). Arabidopsis plants lacking the
peripheral PsaD subunit involved in the docking of
ferredoxin to PS I are considerably affected in the
accumulation of PS I and the light-harvesting sys-
tem. They suffer severe photoinhibition and undergo
a change in the thiol redox state which greatly affects
the light-dependent modulation of several key enzymes
of the Calvin cycle (Haldrup et al., 2003). The anti-
sense plants examined accumulate 5–60% of PS I with
a corresponding reduction of all PS I subunits including
the light-harvesting complex. No plant was recovered
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lacking PsaD entirely suggesting that this subunit is
essential for PS I assembly and/or stability. In striking
contrast, inactivation of PsaD in cyanobacteria does not
prevent the accumulation of PsaA and PsaB (Chitnis et
al., 1989). However, the minor PS I subunits are un-
detectable. Interestingly, cyanobacterial PS I lacking
PsaD is unable to transfer electrons to ferredoxin, but
can reduce flavodoxin with a low efficiency.

Arabidopsis plants contain two copies of the psaE
gene. Disruption of the psaE1 gene leads to a signifi-
cant reduction of PsaE as well as PsaC and PsaD which
together form the stromal ridge substructure of PS I
(Varotto et al., 2000). The mutant plants display in-
creased sensitivity to light and photoinhibition and a
decrease in growth rate. Moreover, the formation of an
abnormal stable LHCII–PS I in the mutant correlates
with its inability to perform state transition, with an in-
crease in the level of phosphorylated LHCII and with
a permanent reduction in PS II antenna size (Pesaresi
et al., 2002). State transition involves a redistribution of
light excitation energy between the two photosystems
in response to changes in the spectral composition of
light which leads to an optimal quantum yield. This
process is governed by the redox state of the plasto-
quinone pool and the occupancy of the Q0 site of the
cytochrome b6 f complex by plastoquinol. As a result
of these interactions a kinase is activated that phospho-
rylates LHCII. The latter process is correlated with a
displacement of the LHCII antenna to PS I and corre-
sponds to a transition from state I to state II.

The PsaH subunit forms a subdomain of PS I together
with PsaI, PsaL, and PsaD. Mutants lacking PsaH are
blocked in state I although they are still able to phos-
phorylate LHCII (Lunde et al., 2000). Thus the cross-
section of the PS I antenna size remains constant irre-
spective of the light conditions suggesting that PsaH
could play a role in the binding of the mobile part of
LHCII to PS I. Interestingly, the crystal structure of
PS I reveals that LHCI is located on the opposite side
of PS I (Ben-Shem et al., 2003; see also Nelson and
Ben-Shen, this volume, Chapter 7).

The sequences of PsaG and PsaK are similar and the
two subunits are localized on opposite sides of PS I.
In contrast cyanobacterial PS I contains a single sub-
unit that is related to PsaG and PsaK. Loss of either
PsaG or PsaK leads to an impairment in state transi-
tion in plants. These two subunits have distinct roles
as shown by the fact that reduction of PsaK leads to a
decrease of Lhca2 and Lhca3, but Lhca1 and Lhca4 are
not reduced (Jensen et al., 2000). A similar decrease of
LHCI is not observed in the absence of PsaG (Jensen
et al., 2002). However the crystal structure of plant PS
I shows that the binding of LHCI to the reaction center

is asymmetric and that it is much stronger on the side
of PsaG (Ben-Shem et al., 2003). Plants lacking PsaK
compensate by producing 20% more PS I (Jensen et al.,
2000). An interesting feature is that the 40% decrease
of PS I in the PsaG-deficient strain is compensated by
a higher in vitro PS I activity suggesting that PsaG may
regulate electron transport. Although PsaK and PsaG
are equally similar to the cyanobacterial PsaK subunit
and have evolved from the same ancestral protein, they
have different functions.

In the case of loss of PsaN, PsaH, or PsaL, PS I activ-
ity is diminished and a compensation occurs through
an increase in PS I levels. It thus appears that sens-
ing mechanisms occur to fine-tune PS I activity either
by changing the levels or the activity of PS I with the
end result that a normal phenotype is preserved under
optimal growth conditions (Lunde et al., 2000; Jensen
et al., 2002).

Inactivation of specific PS I subunits can have rather
different effects on the accumulation and function of
PS I in cyanobacteria, green algae, and land plants as
shown for mutants deficient in PsaF. In cyanobacteria,
loss of PsaF still allows for photoautotrophic growth
with no apparent deficiency in photosynthetic activity
(Chitnis et al., 1991). C. reinhardtii cells lacking PsaF
accumulate PS I to the same level as in the wild type
and grow photoautotrophically. However, loss of PsaF
leads to a drastic reduction in the rate of electron trans-
fer from plastocyanin to P700+ (Farah et al., 1995).
Moreover, the PsaF-deficient C. reinhardtii mutant is
sensitive to high light (>400 μEm−2sec−1) under aer-
obic conditions (Hippler et al., 2000; see also Hippler
and Drepper, this volume, Chapter 29).

In contrast to algae and cyanobacteria, the down-
regulation of PsaF in land plants has a considerably
stronger phenotype. Arabidopsis antisense lines with
reduced amounts of PsaF grow much more slowly than
the wild type and are severely dwarfed (Haldrup et al.,
2000). The strongly reduced levels of the stromal sub-
units PsaD, PsaC, and PsaD in the PsaF-deficient plants
may explain why they have a severe phenotype. Also,
energy transfer from LHCI is considerably reduced.

III. PS I Assembly Factors

A. The Ycf3 and Ycf4 Factors

Considering the complexity of PS I it is not surprising
that its assembly requires specific factors. Three thy-
lakoid proteins, BtpA (Bartsevich and Pakrasi, 1997),
Ycf3 (Boudreau et al., 1997; Ruf et al., 1997), and Ycf4
(Wilde et al., 1995; Boudreau et al., 1997) required for
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the accumulation of PS I in cyanobacteria, algae, and
land plants have been identified. The BtpA factor is an
extrinsic membrane protein located on the cytoplasmic
side of the cyanobacterial thylakoid membrane, and it
appears to act at the level of PS I stabilization (Zak et al.,
1999; Zak and Pakrasi, 2000). Inactivation of the ycf3 or
ycf4 gene leads to the loss of PS I (Boudreau et al., 1997;
Ruf et al., 1997). Both factors act at a posttranslational
level based on the fact that translation of the two PS I
reaction center polypeptides PsaA and PsaB is not af-
fected in mutant strains lacking ycf3 or ycf4 (Boudreau
et al., 1997; Ruf et al., 1997). However Ycf3 and Ycf4
do not cofractionate with PS I upon solubilization of the
thylakoid membrane. Ycf3 is loosely associated with
the thylakoid membrane and can be released from the
membrane by carbonate treatment. This protein con-
sists of three tetratricopeptide repeat (TPR) domains.
Several mutations were produced in the first and sec-
ond TPR domains (Naver et al., 2001). They lead to
a small decrease in PS I, but they prevent photoau-
totrophic growth and cause enhanced light sensitivity
although the accumulated PS I complex appears to be
fully functional. The phenotype appears to be due to
photooxidative damage because it can be reversed un-
der anaerobic conditions. Temperature-sensitive ycf3
mutants have been used to show that the mutant PS
I assembled under permissive conditions is as stable
as the wild-type complex upon transfer to restrictive
temperature conditions. In contrast, accumulation of
newly synthesized PS I is decreased significantly in the
mutant after the shift to the restrictive temperature in-
dicating that Ycf3 is required for the assembly of PS
I rather than for its stability. Moreover Ycf3 interacts
specifically with the PsaA and PsaD subunits, but not
with subunits of other complexes. It may act as a PS
I-specific chaperone and assist the assembly of PsaA
and PsaB that carry most of the PS I redox cofactors. Its
TPR domains could be the site of interaction between
Ycf3 and additional assembly factors, perhaps those
involved in the assembly of the redox cofactors. In con-
trast to Ycf3, Ycf4, which contains one transmembrane
domain, is firmly bound to the thylakoid membrane.
It is associated with a large molecular weight com-
plex upon solubilization of the thylakoid membrane
(Boudreau et al., 1997). Pulse chase experiments indi-
cate that newly synthesized PS I subunits are associated
transiently with the Ycf4 complex before they are in-
corporated into PS I (Y. Takahashi and J. D. Rochaix,
unpublished). This suggests that Ycf4 may be involved
in the early steps of PS I assembly.

Careful membrane fractionations in cyanobacteria
have revealed that the initial steps of PS I biogene-
sis occur on the plasma membrane rather than on the

thylakoid membrane (Zak et al., 2001). In particular
the PS I assembly factors Ycf3 and Ycf4 are associated
with the plasma membrane. Moreover PS I components
are assembled into protein–pigment complexes on the
plasma membrane. Partially assembled PS I core com-
plex undergoes light-induced charge separation in the
plasma membrane (Zak et al., 2001). These data sug-
gest that in cyanobacteria, the plasma membrane is the
site for several of the early steps of assembly of the PS
I reaction center complex. In contrast in algae, Ycf3
and Ycf4 are associated exclusively with the thylakoid
membrane (Boudreau et al., 1997). However, some of
the trans-acting factors required for chloroplast post-
transcriptional steps required for PS I biogenesis have
been localized on a low density membrane system in
C. reinhardtii (Zerges and Rochaix, 1998; Perron et
al., 1999). It is not yet clear whether this membrane
system represents a subfraction of the inner envelope
membrane, a pre-compartment of the thylakoids or a
vesicle system (Westphal et al., 2001).

B. Genetic Analysis of LHCI Assembly

The high light sensitivity of the C. reinhardtii PsaF-
deficient mutant strain has been used for isolating high
light-resistant suppressor strains which have a high
chlorophyll a/b ratio and which are deficient in the
assembly of LHC (Hippler et al., 2000). Although the
light-harvesting capacity of photosynthetic cells can
be adapted to avoid overexcitation of the antennae, in
the case of the PsaF-deficient strain such an adapta-
tion mechanism is not sufficient to protect the strain
from photo-oxidative damage under high light. In one
of the suppressor strains, the light-harvesting polypep-
tides are not correctly integrated within the thylakoid
membrane: LHCP trimers are absent from thylakoids,
the LHC polypeptides are highly sensitive to mild pro-
tease digestion, and the PS I reaction center is not stably
associated with LHCI. This suggests that the nuclear
mutation that suppresses the phenotype of the PsaF
deletion very probably affects a factor that is important
for the integration of the LHCI and LHCII polypeptides
into the thylakoid membrane (Hippler et al., 2000).

C. Assembly of [4Fe–4S] Centers of PS I

With its three [4Fe–4S] centers PS I constitutes an im-
portant iron sink in the chloroplast. How iron is re-
cruited and assembled into [4Fe–4S] clusters is still
largely unknown. It has been possible to reconstitute
the FA and FB [4Fe–4S] centers in the cyanobacte-
rial PsaC protein in vitro using FeCl3, Na2S, and β-
mercaptoethanol (Mehari et al., 1991). In the presence
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of the reconstituted PsaC holoprotein, the PsaD and
PsaE protein rebind to the PS I core. However, the as-
sembly of these [4Fe–4S] clusters is likely to require
several factors in vivo. Two of these factors have been
identified in nitrogen-fixing bacteria, NifS, a cysteine
desulfurase and NifU that binds to nascent Fe/S clus-
ters before they are transferred to the nitrogenase. In
yeast mitochondria the NfuI protein shares significant
sequence identity with the C-terminal domain of NifU.
NfuI is also related to the cyanobacterial nifU product
which contains the same conserved 50 amino acid
NFU domain (see also Shen and Golbeck, this volume,
Chapter 31).

Takahashi et al. (1991b) first showed that chloro-
plast extracts are capable to convert apo- into holo-
ferredoxin using cysteine as sulfur donor. In Arabidop-
sis, five NFU-like genes have been identified, three
of which are localized in the chloroplast and two in
the mitochondria (Leon et al., 2003). Moreover, NifS
and IscA-like proteins have been identified chloroplasts
(Leon et al., 2002). IscA has been proposed to act as an
alternative scaffold protein to IscU in E. coli. Taken to-
gether these data suggest that mitochondria and chloro-
plasts each contain their own Fe/S assembly system. It
remains to be explored how iron is partitioned between
the different chloroplast Fe/S complexes and whether
specific factors exist that are required for the assem-
bly and integration of FX, FA, and FB into PS I. In
this respect a highly interesting Arabidopsis mutant,
hcf101, was recently characterized (Lezhneva et al.,
2004). This seedling lethal nuclear mutant is specif-
ically deficient in PS I activity. The other photosyn-
thetic complexes are unaffected. The psaA and psaB
mRNAs accumulate normally and they are translated
at wild-type rates, but are unstable. Besides their in-
ability to accumulate PS I, mutant plants also fail to
accumulate ferredoxin–thioredoxin reductase, a stro-
mal protein with [4Fe–4S] clusters, to normal levels.
The mutation affects specifically assembly of [4Fe–4S]
clusters because proteins with [2Fe-2S] clusters accu-
mulate normally. The Hcf101 protein is localized in the
chloroplast and is part of an ancient and widespread
family of P-loop ATPases.

IV. Adaptation of the PS I–LHCI Complex
to Fe-Deficiency

Copper is known to be essential for the stable accumu-
lation and function of plastocyanin, the electron car-
rier between the cytochrome b6 f complex and PS I.
In green algae and cyanobacteria, copper deprivation

leads to the degradation of plastocyanin and to the syn-
thesis of cytochrome c6, the alternate electron carrier
(Merchant and Bogorad, 1986). Although copper is not
a cofactor of PS I, mutant strains of C. reinhardtii have
been isolated that fail to accumulate PS I and LHCI
under copper deprivation, but that are able to form
these complexes in the presence of copper (Moseley
et al., 2000). All of the 12 independently isolated crd
(copper response defect) mutations fall into the same
complementation group defining the Crd1 locus. This
locus encodes a hydrophilic protein with a consensus
carboxylate-bridged di-iron binding site. Recently it
was shown that Chl27, the Arabidopsis homologue to
Chlamydomonas Crd1, is a candidate subunit of the
aerobic oxidative cyclase involved in the cyclization
of the propionate side chain for formation of the fifth
ring typical of all chlorophyll molecules. Chl27 has
been localized both in the envelope and thylakoid frac-
tions (Tottey et al., 2003). In C. reinhardtii Cth1 is an
isoform of Crd1 and is only expressed under copper
replete conditions. The two forms have overlapping,
but not identical functions because of the inability of
Cth1 to completely compensate for the loss of Crd1 in
copper-replete Crd1 cells (Moseley et al., 2002a,b).

Fe-deficiency in algae and vascular plants induces a
stress response, which leads to the proteolytic degrada-
tion of components of the photosynthetic apparatus and
finally to chlorosis. Changes in the association of the
LHCI antenna to PS I are apparent before the chlorosis
becomes detectable in Chlamydomonas cells (Moseley
et al., 2002a,b). The level of the peripheral chlorophyll
binding subunit PsaK is reduced under these condi-
tions. Because this subunit is involved in the binding
of Lhca3 homodimer to PS I, the association of Lhca3
to PS I is diminished resulting in an uncoupling of
LHCI from PS I. In addition new LHCI proteins are
induced by the Fe-deficiency indicating that the adap-
tation to Fe-deficiency involves a remodeling of the
PS I–LHCI complex (Moseley et al., 2002a,b). Inter-
estingly, the accumulation of PsaK is modulated post-
transcriptionally by the activity of Crd1 that has been
proposed to be a key target of Fe-deficiency (Moseley
et al., 2002a,b). One possibility is that the chlorophyll
binding sites of PsaK are sensitive to flux through the
chlorophyll biosynthetic pathway which depends on the
activity of the Fe-requiring aerobic oxidative cyclase,
one of the subunits of which has been proposed to be
Crd1 (Moseley et al., 2002a,b). Thus, this model pro-
poses that the adaptation to Fe-deficiency of the pho-
tosynthetic apparatus is determined by the activity of
the aerobic oxidation cyclase in chlorophyll synthesis
and thereby explains the connection between the loss of
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photosynthetic function induced by Fe-deficiency and
the loss of chlorophyll biosynthetic activity which has
been known for a long time.

V. Degradation of PS I

Regulated protein degradation appears to be involved in
the adaptation to Fe-deficiency. Degradation of Lhca3
from thylakoid membranes isolated from Fe-replete
cells occurs upon addition of thylakoids from Fe-
deficient cells (Moseley et al., 2002a,b). It will be inter-
esting to identify the protease which is either activated
or newly expressed during Fe-deficiency.

PS I disassembly and degradation has also been ex-
amined in vitro with purified thylakoid membranes of
C. reinhardtii (Henderson et al., 2003). First a rapid de-
crease in PS I photochemical activity occurs followed
by a slower disassembly of the PS I chlorophyll–protein
complex and by proteolysis of the reaction center sub-
units. Degradation does not require soluble proteins,
ATP or GTP. Proteolysis is inhibited by chelation with
divalent cations and can be partially restored by ad-
dition of metal ions implicating a membrane-bound
metallo-protease in this process.

VI. Conclusions

The synthesis and assembly of the PS I complex in
the thylakoid membrane involves a large number of
steps. In eukaryotic photosynthetic organisms the pro-
cess starts with the transcription of the nuclear and
chloroplast genes of the PS I subunits. Some of these
early steps in the chloroplast appear to be modulated
by the redox state of the plastoquinone pool and are
followed by complex RNA maturation processes in-
volving specific endo- and exo-nucleolytic RNA pro-
cessing and, in C. reinhardtii, trans-splicing events. A
striking example is provided by the maturation of the
psaA mRNA in C. reinhardtii which depends on two
plastid trans-splicing reactions with the participation
of a least 14 nucleus-encoded factors. Amongst the
post-transcriptional steps, translation appears to be an
important control site as shown for the light regulation
of the cytoplasmic psbD mRNA and of the plastid psaA
and psaB mRNAs. Moreover, additional control steps
appear to exist in which translation of psaA mRNA de-
pends on the assembly stage of PS I and which ensures
a coordinate expression of the principal PS I reaction
center subunits. Finally, the stoichiometric accumula-
tion of the PS I subunits depends on post-translational
proteolytic steps which are still poorly understood.

While the molecular mechanisms underlying the
synthesis of the PS I subunits are at least partially un-
derstood, we know very little on how these subunits are
assembled into a functional complex. Although several
specific PS I assembly factors such as BtpA, Ycf3, and
Ycf4 have been identified and characterized to some
extent, their precise mode of action is still unknown. It
is also not clear how the three [4Fe–4S] clusters of PS I
are assembled although some potential factors involved
in this process have been recently identified.

Reverse genetics approaches have provided impor-
tant new insights not only into the functional role of
the various PS I subunits, but also on their importance
for maintaining PS I stability. While either of the two
reaction center subunits are essential for stable accu-
mulation of the other subunits in both prokaryotic and
eukaryotic organisms capable of photosynthesis, the
loss of some of the other subunits can have very differ-
ent effects as shown for PsaF whose absence has only
mild effects in cyanobacteria and green algae, but se-
vere effects in land plants. The reason for these different
phenotypes are not clear. It could be that loss of PsaF
in land plants alters the conformation of the other sub-
units in such a way that they are prone to a proteolytic
clearing system which is unique to land plants.

A particularly fascinating area of research is to
understand how the PS I–LHCI complex adapts to
changes in light and nutrient conditions. Genetic anal-
ysis of the response to copper deprivation in Chlamy-
domonas has provided new important insights into the
role of copper in the assembly of PS I and LHCI and its
link to the chlorophyll biosynthetic pathway through
Crd1, a strong candidate for the Fe-dependent aero-
bic cyclase. Although the study of PS I acclimation to
changing environmental conditions is still at an early
stage, it has already led to unexpected findings and it
is likely that more surprises lie ahead.
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Summary

The first attempts to elucidate the molecular mechanisms that function in the bioassembly of the bound Fe/S clusters
in Photosystem I (PS I) are discussed. Fe/S proteins participate in a wide variety of processes, the most important
of which in photosynthetic organisms are light-mediated electron transport and stress-induced regulation of genes.
One of the last steps in the biogenesis of PS I involves the assembly of the three bound [4Fe–4S] clusters FX, FA,
and FB. It has been shown that the proteins encoded by the suf regulon are involved in the assembly and repair of the
bound Fe/S clusters in cyanobacteria. The SUF system of Fe/S cluster assembly is localized in the chloroplasts of
plants; however, no homologs of the suf genes have been identified in nonphotosynthetic eukaryotes. The expression
of the suf genes in cyanobacteria is subject to control by the transcription factor SufR, which is regulated, in turn,
by oxidative stress and iron stress. On the basis of the commonality of the major components, the SUF system in
cyanobacteria and chloroplasts may employ a mechanism similar to that described in nonphotosynthetic bacteria to
assemble Fe/S clusters. SufS, a cysteine desulfurase, functions in close cooperation with SufE to mobilize sulfur.
SufC functions as a versatile orphan ATPase, and may work together with SufB and SufD in iron assimilation.
Although SufA has been proposed to function as a scaffold protein for Fe/S cluster assembly in nonphotosynthetic
bacteria, it is not essential in cyanobacteria. The scaffold function may, instead, be carried out by NFU. Oxygenic
photosynthetic organisms may require additional factors for the insertion and maturation of the Fe/S clusters into
photosynthetic complexes. One example is RubA, a membrane-associated rubredoxin, which plays a role in the
assembly of FX in PS I.

I. Introduction

Proteins that contain iron–sulfur (Fe/S) clusters are
ubiquitous in living organisms. A major role of Fe/S
clusters is in mediating one-electron transfers such as
those carried out in the respiratory and photosynthetic
electron transport chains. The chemical versatility of
iron and sulfur allows for the biosynthesis of a va-
riety of Fe/S cluster types that span a wide range of
oxidation–reduction potentials. Fe/S clusters also func-
tion in binding and activation of substrates at the unique
iron site in certain catalytic reactions such as in aconi-

Abbreviations: ATP – adenosine triphosphate; EPR – electron
paramagnetic resonance; Fe/S – iron–sulfur; FTR – ferredoxin–
thioredoxin reductase; HCF – high chlorophyll fluorescence;
PLP – pyridoxal 5′-phosphate; PS I – photosystem I.

tase (Beinert et al., 1996) and in coupling electron trans-
fer to proton transport (Duff et al., 1996). Fe/S clusters
have structural roles within proteins, such as in endonu-
clease III, as well as serving as a bridge between two
proteins, such as in the Fe-protein of nitrogenase and
FX of Photosystem I (PS I). Fe/S clusters are involved
in gene regulation and serve as sensors of oxidative
stress and iron deficiency (for recent reviews, see John-
son, 1998; Beinert and Kiley, 1999). Examples include
the regulatory proteins SoxR (Gaudu and Weiss, 1996;
Pomposiello and Demple, 2001), IscR (Schwartz et al.,
2001), and SufR (Wang et al., 2004). The oxidative state
of Fe/S clusters can also serve as a switch in response
to the changes of the levels of iron, O2, CO2, and NO
(Drapier, 1997; Khoroshilova et al., 1997; Beinert and
Kiley, 1999).

In cyanobacteria and higher plants, Fe/S clusters
serve as electron transfer cofactors in photosynthesis,
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not only in soluble ferredoxin, but also in the cy-
tochrome b6 f -Rieske complex and in PS I as the ter-
minal acceptors FX, FB, and FA. PS I in cyanobacteria
and higher plants catalyze the light-induced transfer
of an electron from plastocyanin or cytochrome c6 to
ferredoxin or flavodoxin. The kinetics and energetics
of electron transfer in PS I have been investigated by a
wide variety of spectroscopic techniques over the last
several decades (see Golbeck, 1999; Brettel and Leibl,
2001 for reviews). The recent high-resolution struc-
ture of PS I has further improved our understanding of
the ligands that bind the cofactors in PS I (Schubert
et al., 1997; Jordan et al., 2001; see Grotjohann and
Fromme, this volume, Chapter 6). PS I is multisub-
unit protein–pigment complex that consists of 12 sub-
units in cyanobacteria and 13 subunits in higher plants,
however only the PsaA, PsaB, and PsaC subunits har-
bor the electron transfer cofactors that are involved in
light-induced charge separation and charge stabiliza-
tion (Golbeck, 1994). The central core of PS I is formed
by six chlorophylls and two phylloquinones arranged
as two nearly symmetrical branches of cofactors. These
branches join at FX, which is a [4Fe–4S] cluster coor-
dinated by four cysteines, two of which are contributed
by PsaA and two of which are contributed by PsaB.
Therefore, in addition to its role in electron transfer, FX

may also play a structural role in the PsaA and PsaB
heterodimer.

The membrane-associated PsaC subunit harbors
the two terminal [4Fe–4S] clusters FA and FB.
PsaC displays structural similarities to soluble bacte-
rial dicluster ferredoxins, including a similar molec-
ular mass, a common Fe/S cluster-binding motif
(CxxCxxCxxxCP), and a pseudo-twofold symme-
try axis (see Antonkine and Golbeck, this volume,
Chapter 8). The identity of the cysteine ligands to FA

and FB were first identified by site-directed mutagene-
sis (summarized in Golbeck, 1999), and later confirmed
by NMR solution studies of unbound PsaC (Antonk-
ine et al., 2000, 2002). In this review, we describe the
mechanism of assembly of the Fe/S clusters in biolog-
ical organisms, focusing especially on the FX, FA, and
FB clusters in PS I of cyanobacteria and higher plants.

II. PS I Biogenesis and the Bound Fe/S
Clusters

A. Biogenesis of the PS I Reaction Center

The biogenesis of fully functional PS I requires the
assembly of FX, FA, and FB, which are [4Fe–4S] clus-

ters, and the [2Fe–2S] cluster in soluble ferredoxin.
The insertion of the metal or metal cluster is usually
the key step in the posttranslational maturation of met-
alloproteins. As found in a study of the rubA null mu-
tant, trimeric PS I can be assembled in thylakoid mem-
branes even in the absence of FX (Shen et al., 2002a,b).
However, the PsaA/PsaB heterodimer cannot bind PsaC
(and two other stromal subunits, PsaD and PsaE) un-
less FX is present. Similarly, the PsaC cannot bind to the
PsaA/PsaB heterodimer unless FA and FB are present.
Indeed, when the second Cys in the CxxCxxCxxxCP
motif of PsaC is altered to alanine, an amino acid with-
out a suitable ligand for iron, the mutant PsaC lacks
the [4Fe–4S] cluster(s) and is unable to bind to the
PsaA/PsaB heterodimer (reviewed by Golbeck, 1999).
These results show that in the biogenesis of the PS I
core, the process of protein translation and protein fold-
ing are independent of the final maturation step, which
involves the insertion of the FX cluster and the attach-
ment of the PsaC, PsaD, and PsaE subunits (see also
Fish et al., this volume, Chapter 32). The bound Fe/S
clusters are therefore the key to the final steps in the
biogenesis of PS I.

B. Fe/S Clusters in Biological Systems

Although cysteine is one of the least abundant amino
acids, it plays an important role in proteins because
of its unique metal binding properties. In proteins that
contain [2Fe–2S] and [4Fe–4S] clusters, the iron atoms
are bridged by inorganic sulfur atoms (via μ-sulfido
bridges) and are ligated to the protein by the thiolate
side chains of cysteine residues. Each cysteine sulfur
is attached to one atom of Fe, with the four iron atoms
forming an irregular tetrahedron at an Fe–Fe distance
of 2.67–2.81 Å. The four inorganic sulfur atoms (S2−)
form an interpenetrating tetrahedron 3.49–3.61 Å on
a side with each of sulfur atoms bonded to three iron
atoms (see Vassiliev et al., 2001). The identity of the
amino acids in the surrounding environment and the
spacing of cysteine residues in the binding pocket are
among the factors that define the wide range of elec-
tronic and chemical properties available to Fe/S clusters
in proteins.

It has been shown that [2Fe–2S] and [4Fe–4S] clus-
ters can be reconstituted chemically into Fe-free apo-
ferredoxins by the addition of inorganic sulfide and
ferric ion in the presence of an organic thiolate such
as 2-mercaptoethanol (Malkin and Rabinowitz, 1966).
This procedure also reconstitutes the [4Fe–4S] clus-
ters into the empty FX, FB, and FA sites of PS I (re-
viewed by Golbeck, 1995, 1999). It is thought that



532 Gaozhong Shen and John H. Golbeck

water-soluble [2Fe–2S] and [4Fe–4S] clusters are
formed with 2-mercaptoethanol as ligands, and that
a facile 2-mercaptoethanol–cysteine exchange mech-
anism allows insertion of the Fe/S core into the target
apoprotein. The insertion process can be quantitative
in the presence of excess reagent and is most likely en-
tropically driven by the substitution of four independent
2-mercaptoethanol ligands for the four cysteine ligands
on a single apoprotein (Mehari et al., 1991). However,
biological Fe/S clusters are not formed spontaneously
nor in this manner. Free iron is damaging to cells due to
its ability to create hydoxy radicals from H2O2 via the
Fenton reaction, and free sulfide is highly toxic. As a
result, the assembly, insertion, and maturation of Fe/S
clusters occur within the highly protected environment
of proteins. Indeed, Fe/S cluster assembly has been
found to be a complex process that involves several
distinct systems and many highly conserved proteins.

The first biological system found to carry out Fe/S
cluster assembly was described in the biogenesis of ni-
trogenase in Azotobacter vinelandii. The NItrogen Fix-
ation (NIF) system plays a specific role in the assembly
of Fe/S clusters destined for the nitrogenase enzyme.
A series of elegant genetic and biochemical studies
showed that NifS and NifU are essential factors in the
assembly of the Fe/S clusters (Jacobson et al., 1989;
Dean et al., 1993; Zheng et al., 1993). Considering the
diversity in the structure and function of Fe/S proteins
in the three major life processes of photosynthesis, res-
piration, and nitrogen fixation, it might be predicted
that different factors would be required for the biogen-
esis of different Fe/S proteins. Indeed, recent progress
in genomic sequencing and genetic studies have pro-
vided detailed information on the fundamental mech-
anisms of metalloprotein assembly in all living cells,
and shows that there exist two independent systems for
assembling Fe/S clusters.

III. Two Fe/S Biogenesis Systems in
Oxygenic Photosynthetic Organisms

A. Aerobic and Anaerobic Environments for
Photosynthesis and Respiration

In oxygenic photosynthetic organisms, Fe/S proteins
are involved in two of the most important energy-
generating processes in the cell: photosynthesis and
respiration. In higher plants, these processes take place
in different organelles, the plastid and the mitochon-
drion, which are highly divergent with respect to oxy-
gen metabolism. In cyanobacteria (which is considered

the ancestor of the plastid) and in plastids of higher
plants, oxygen evolution is the consequence of the
H2O-splitting activity of Photosystem II. In the mi-
tochondria of higher plants, oxygen consumption is
the consequence of respiration. Accordingly, plastids
and mitochondria operate near the extremes of two
unlike environments: aerobic and anaerobic. Among
other proteins, Fe/S clusters are present in ferredoxin
and PS I in chloroplasts, and in NADH dehydrogenase
and fumarase in mitochondria. The Fe/S proteins that
function in photosynthesis and respiration appear to
utilize different bioassembly systems for Fe/S cluster
assembly, insertion, and maturation. These two genetic
systems have been identified in Fe/S cluster assembly
and repair in bacteria: the Isc proteins encoded by the
isc gene cluster and the Suf proteins encoded suf gene
cluster. Apparently, because of their specificity in func-
tioning in anaerobic and aerobic environments, the ISC
and SUF systems were adopted for Fe/S cluster assem-
bly in mitochondria and chloroplasts of higher plants,
respectively.

B. The ISC System: Mitochondrial-Type
Machinery

1. Composition and Mechanism in
Prokaryotes

A gene cluster composed of iscR–iscS–iscU–iscA–
hscB–hscA–fdx–ORF3 was shown to function in gener-
alized Iron–Sulfur Cluster assembly (ISC) in Azotobac-
ter vinelandii (Zheng et al., 1998). A similar isc operon
has since been identified in Escherichia coli (Nakamura
et al., 1991; Takahashi and Nakamura, 1999; Toku-
moto et al., 2002) and other bacteria. The ISC sys-
tem has been widely studied using genetic, biochemi-
cal, and biophysical approaches (reviewed by Frazzon
et al., 2002; Mihara and Esaki, 2002; Frazzon and Dean,
2002, 2003; Lill and Mühlenhoff, 2005; Johnson et al.,
2005). The ISC system shares a high degree of simi-
larity with the NIF system in terms of genes and pro-
teins. The best-studied component, IscS, is a NifS ho-
molog, which functions as cysteine desulfurase (Flint,
1996; Zheng et al., 1998). IscU corresponds to the
N-terminal domain of NifU (Fig. 1). Three conserved
Cys residues in IscU have been suggested to serve
as ligands for a proposed scaffold in the assembly of
nascent Fe/S clusters (Agar et al., 2000) and for medi-
ated delivery to the target apoprotein as first proposed
for NifU (Smith et al., 2000; Yuvaniyama et al., 2000).
In E. coli, IscU and IscS interact and form a complex
(Kato et al., 2002). On the basis of both its ability to bind
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Fig. 1. Structural comparison of the NFU, IscU, and NifU proteins. The NSU proteins from cynaobacteria and higher plants are
related to the C-terminal domain of NifU (from A. vinelandii and other nitrogen-fixation organisms). The Arabidopsis AtNFU1,2,3
proteins contain a plastid-targeting transit sequence and an extra C-terminal extension that exhibit high sequence similarity to NFU,
but without presence of the CXXC motif. IscU is homologous to the N-terminal domain of NifU, which has three conserved Cys
residues and binds a labile [2Fe–2S] cluster. The central domain of NifU binds a permanent [2Fe–2S] cluster that is essential for its
function.

a [2Fe–2S] cluster, and on its homology to NifIscA in
the nif operon, IscA was proposed to function as a alter-
native Fe/S cluster scaffold protein (Krebs et al., 2001).
However, IscA may also be involved in a regulatory pro-
cess as suggested from studies on a Xenorhabdus ne-
matophila mutant with a colonization defect caused by
a Tn10 insertion in the iscA–hscBA–fdx locus (Martens
et al., 2003). Its insertion between the iscA and hscBA–
fdx loci did not attenuate the expression of the hscBA
genes, rather it disrupted the coordination of expression
of the iscA gene and the hscBA genes. Using biochemi-
cal copurification methods and a genetic approach with
the yeast two-hybrid system, it was reported that IscA
interacts with HscA. Also, interactions were observed
for the combinations of IscS–IscU, HscA–HscB, and
IscU–HscB (Tokumoto et al., 2002). However, there is
also evidence of a specific relationship of IscA with
ferredoxin (Fdx) and a possible role for IscA in trans-
ferring iron and sulfur to Fdx (Ollagnier-de-Choudens
et al., 2001). The Fdx encoded by the fdx gene in the
isc operon binds a [2Fe–2S] cluster. By examining the
co-expression of the fdx gene using the isc gene cluster
as a reporter, it was shown that iscS, hscA, hscB, and
ORF3 were required for the assembly of the [2Fe–2S]
cluster in Fdx. Fdx was therefore proposed to be an
intermediate site for Fe/S cluster assembly (Takahashi
and Nakamura, 1999). However, this conclusion may
be premature given that a tightly bound [2Fe–2S] clus-
ter is unlikely to be a good candidate for an Fe/S cluster
intermediate. HscA and HscB are homologs of the bac-
terial DnaK and DnaJ molecular chaperones (Vickery
et al., 1997). HscB functions as a specific cochaper-
one that regulates the ATP-dependent activity of HscA
(Takahashi and Nakamura, 1999; Tokumoto and Taka-

hashi, 2001). HscAB may serve as molecular chaper-
one by assisting the folding Fe/S protein or the transfer
of [2Fe–2S] clusters. Indeed, IscU was found to inter-
act with HscA and HscB (Hoff et al., 2000; Silberg
et al., 2001).The iscR gene (which has no counterpart
in the nif operon) was found to be a negative regula-
tor of the isc operon in E. coli (Schwartz et al., 2000).
When iscR repression is relieved by exposure to H2O2,
the iscSU genes are induced, while the hscBA–fdx genes
are not (Zheng et al., 2001). Thus, IscR does not ap-
pear to coregulate the hscBA–fdx genes with the up-
stream isc genes. X-ray crystal structures are available
for IscS (Cupp-Vickery et al., 2003), HscA with the
IscU recognition peptide ELPPVKIHL (Cupp-Vickery
et al., 2004a,b), and IscA (Bilder et al., 2004; Cupp-
Vickery et al., 2004a,b), and an NMR solution structure
is available for IscU (Ramelot et al., 2004).

2. Localization and Activity in Mitochondria
of Eukaryotes

The genes that comprise the ISC machinery are con-
served from bacteria through eukaryotes (Schilke et al.,
1999; Lill and Mühlenhoff, 2005). In eukaryotes, yeast
mitochondria have been shown to host the ISC ma-
chinery for Fe/S cluster assembly (reviewed by Lill
and Kispal, 2000; Mühlenhoff and Lill, 2000; Lill and
Mühlenhoff, 2005). The mitochondrion contains all of
the major components of the ISC system, including
IscS-like Nfs1p, IscU-like IscU1p and IscU2p, IscA-
like Isa1p and Isa2p, Fdx-like Yah1p, HscA-like Ssq1,
and HscB-like Jac1 in the matrix. In addition, several
new proteins have been identified in the Fe/S clus-
ter assembly and export machineries and found to be
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Table 1. Assignment of Fe/S cluster biogenesis genes in
Synechocystis sp. PCC 6803 and homologs in Synechococcus
sp. PCC 7002

Name ORFa Proposed function Mutant

Isc system
IscR slr0846 Regulatory repressor Not essential
IscS1 slr0387 Cysteine desulfurase Not essentialb

IscS2 sll0704 Cysteine desulfurase Not essentialb

IscA slr1565 Iron or Fe/S scaffold Not essentialc

HscA sll0170 Molecular chaperone (Not studied)
HscB sll0169? Molecular chaperone (Not studied)
Fdx slr0148 Electron transfer Not essential

Suf system
SufR sll0088 Regulatory repressor Not essential
SufA slr1417 Assembly scaffold Not essentialc

SufB slr0074 ABC transporter? Essential
SufC slr0075 ATPase? Essential
SufD slr0076 Iron mobilization? Essential
SufS slr0077 Cysteine desulfurase Essential
SufE slr1419 Enhances SufS activity Essential

Unclassified
NFU ssl2667 Assembly scaffold Essential
C-DES slr2143 Cyst(e)ine desulfurase (Not studied)
RubA slr2033 Electron transfer Essential for

FX

a In Synechocystis sp. PCC 6803.
b iscS1/iscS2 double mutant also not essential.
c sufA/iscA double mutant is also not essential.

mitochondrial-specific, including Arh1, Atm1, Erv1p,
Yfh1/frataxin, Grx5, and Mge1 (Lill and Kispal, 2000;
Gerber and Lill, 2002; Lill and Mühlenhoff, 2005).
Yeast mitochondria use the ISC machinery to synthe-
size their own Fe/S proteins, and quite likely, to export
Fe/S clusters for cytosolic proteins.

3. The ISC System in Cyanobacteria and
Higher Plants

A database search shows that homologs of iscR, iscA,
iscU, iscS, hscB, hscA, and fdx can are present in the
genome of the higher plant Arabidopsis thaliana. IscS
(the product of slr0387 in Synechocystis sp. PCC 6803)
is annotated as AtNFS1 and has been located in the mi-
tochondrion of A. thaliana (Kushnir et al., 2001). Two
iscU homologs identified in the genome of A. thaliana
(NFU4 and NFU5) have been located in the mitochon-
drial matrix (Léon et al., 2003). Plant mitochondria also
possess an Atm1p-like ABC transporter system simi-
lar to that found in yeast mitochondria (Kushnir et al.,
2001). It is therefore likely that higher plants utilize the
ISC machinery for Fe/S cluster assembly in their mi-
tochondria as do other eukaryotes. All components of
the ISC system except for IscU can be identified in the
sequenced genomes of cyanobacteria (Table 1). How-
ever, in cyanobacteria, the isc genes are dispensable.

For example, no phenotype can be observed in fully
segregated mutants of slr0387 (iscS) or sll0704 (an iscS
homolog) in Synechocystis sp. PCC 6803 or in a fully
segregated mutant of iscS in Synechococcus sp. PCC
7002 (Shen et al., 2004). A slr0387/sll0704 double mu-
tant in Synechocystis sp. PCC 6803 also grows photoau-
totrophically under normal growth conditions. These
results show that the ISC machinery cannot be the ma-
jor Fe/S cluster biogenesis system in cyanobacteria.

C. The SUF System: Chloroplast-Type
Machinery

The presence of Fe/S cluster assembly machinery in
chloroplasts has been verified in a series of studies on
the [2Fe–2S] cluster plant ferredoxin (Takahashi et al.,
1986, 1991a,b; Li et al., 1990). Cysteine was found to
be the source of sulfur for Fe/S cluster assembly and
for the Fe/S cluster insertion into ferredoxin in lysed
chloroplasts (Takahashi et al., 1991a) and isolated in-
tact chloroplasts (Takahashi et al., 1991b). It was shown
that this process requires the presence of light or adeno-
sine triphosphate (ATP) and reduced nicotanamide ade-
nine dinucleotide phosphate (NADPH). Although no
candidate enzymes were identified, the unique substrate
requirements were the first indication that the machin-
ery of Fe/S cluster assembly in plastids may be different
from that in mitochondria.

1. Assembly and Stabilization
of Fe/S Clusters in PS I and the suf
Operon

A gene cluster composed of sufA–sufB–sufC–sufD–
sufS–sufE that had been previously identified as the Sul-
fur Utilization Factor (SUF) was found to code for pro-
teins involved in a second Fe/S cluster assembly system
in E. coli (Takahashi and Tokumoto, 2002). Evidence
for a connection between the SUF system and the bio-
genesis of PS I came about from the identification of the
sll0088 gene in Synechocystis sp. PCC 6803, which was
discovered by screening pseudorevertants of psaC site-
directed mutants (Yu et al., 2003). The PsaC mutants
C51D (an altered ligand to FA) and C14S (an altered
ligand to FB) failed to grow photoautotrophically and
were sensitive to higher light intensities, even though
electron transfer in isolated PS I complexes occurred
at near wild-type rates (Yu et al., 1997). Screening of
PsaC mutants under increased light intensities resulted
in the appearance of pseudorevertant colonies that
were able to grow photoautotrophically. Two intragenic
suppressor strains, C14S-R62 and C14S-R18, were
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Fig. 2. Comparison of the gene organization of sufR and the sufBCDS operon in the genomes of sequenced cyanobacteria. The
direction of the block arrow indicates the transcription orientation.

isolated that retained the primary mutation, which was
verified through amplification of the psaC gene frag-
ment by PCR and sequencing. Suppressor mutations
were located to a specific ORF, sll0088, by phenotypic
complementation and identified by DNA sequencing
(Yu et al., 2003). The mutations involved the substitu-
tion of a Pro for Arg161 due to a G482C mutation and
the insertion of a GlyTyrPhe following Cys321 due to a
TGGTTAATTT duplication at T698, both of which are
likely to break the function of the Sll0088 protein. The
involvement of Sll0088 in repair and stabilization of
the Fe/S clusters in PsaC was verified through charac-
terization of an sll0088 null mutant in Synechococcus
sp. PCC 7002 (Wang et al., 2004). As discussed later in
greater detail, a gene expression assay has shown that
the sll0088 gene serves as a negative transcriptional
regulator in the suf regulon. The gene has therefore
been labeled “sufR,” for “repressor” of the suf regulon.
Identical to a sufR null mutant, the expression of the
nonfunctional SufR mutant proteins in the PsaC pseu-
dorevertants resulted in the overexpression of the suf
genes, which function in the assembly and transfer of
Fe/S clusters to PsaC. As shown in Fig. 2, comparative
genomics analysis shows that a sufR-like gene can be
identified directly upstream of the conserved sufBCDS
operon in several sequenced cyanobacterial genomes.
Interestingly, the ftrC gene, encoding the beta chain
of the ferredoxin-thioreductase, is sometimes inserted
between the sufR gene and the sufBCDS operon. In
all cases, the sufR gene is transcribed in the direction
opposite to the suf genes.

2. Suf Proteins: Location in the Plastids of
Higher Plants

a. Gene localization and plastids

In the genomes of cyanobacteria, the arrangement
of the sufB, sufC, sufD, and sufS genes suggest that
they comprise an operon. Indeed, the cotranscription
of the sufB/sufC/sufD/sufS genes has been verified in
Synechococcus sp. PCC 7002 (Wang et al., 2004).
Cyanobacteria are considered the evolutionary ances-
tors of plastids. Therefore, the occurrence of suf genes
in cyanobacteria implies that they should be located in
the plastids of higher plants. A search of the database
shows that homologs of sufB and sufC, named ycf24
and ycf16, have been located in the plastidic chro-
mosome of the red alga Porphyra purpurea (Reith
and Munholland, 1995), Cyanidium caldarium (Glock-
ner et al., 2003), and Cyanidioschyzon merolae (Ohta
et al., 2003), the Chl a + c-containing centric di-
atom Odontella sinensis (Kowallik et al., 1995), the
cyanelle of Cyanophora paradoxa (Stirewalt et al.,
1995), and the cryptomonad Guillardia theta (Douglas
and Penny, 1999). Also, the sufA gene has been identi-
fied as the ycf83 gene in Porphyra purpurea (Reith and
Munholland, 1995), Cyanidioschyzon merolae (Ohta
et al., 2003), and Galdieria sulphuraria (Whitney and
Andrews, 2001). In A. thaliana, the sufB, sufC, sufD,
and sufS genes are nuclear-encoded. However, the ex-
istence of a transit peptide in the predicted sequences
of SufC, SufD, and SufS of A. thaliana indicate that
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they are plastid-targeted (Emanuelsson and von Hei-
jine, 2001) Our attempts to inactivate the sufD and sufS
genes in Synechococcus sp. PCC 7002 have been un-
successful; hence, the suf genes appear to be essential
in cyanobacteria (Shen et al., 2004). This result hints
suggest the suf genes should be essential in the plas-
tids of higher plants, but this has yet to be established
experimentally.

b. Protein localization and
activity in plastids

Studies on SufS provided the first biochemical evidence
for the presence of the SUF system in plastids. Cys-
teine was identified as the sulfur source for Fe/S clus-
ter formation in the plastid (Takahashi, 1986, 1991a,b).
Seleno-cysteine desulfurase activity was later de-
tected in plastids of Arabidopsis (Pilon-Smits et al.,
2002). From the sequenced genome of Arabidopsis, the
At1g08490 gene (accession number AAF22900) can
be identified as the sufS gene. It has been shown that the
SufS protein (also named AtNFS2) can be addressed to
chloroplasts as an AtNFS2-GFP chimeric fusion pro-
tein (Léon et al., 2002a). Targeting of Arabidopsis SufS
into chloroplasts has also been studied using in vitro
plastid uptake experiments. A radiolabeled 47 kD SufS
precursor was incubated with purified intact chloro-
plasts in the light and in the presence of ATP. Import and
intraorganellar routing was monitored by reisolation
of the plastids, protease treatment, and fractionation
into a soluble-stroma fraction and membranes. SufS
accumulated in chloroplasts, specifically in the chloro-
plast stroma, with a mature size of 43 kDa (Pilon-Smits
et al., 2002). Characterization of the Arabidopsis mu-
tant laf6 led to the identification a plastidic ABC protein
(AtABC1), which was later shown to be a homolog
of SufB (Møller et al., 2001). The plastidic localiza-
tion of the Arabidopsis AtNAP7 (SufC) protein was
suggested by its N-terminal extension. Using a con-
struct of AtNAP7 cDNA fused to YFP to transiently
express the protein in tobacco leaves, it has also been
shown that AtNAP7 (SufC) is localized to the chloro-
plast (Xu and Møller, 2004). The plastidic localization
of SufD has been verified by transient expression of
the Arabidopsis AtNAP6(SufD)/GFP fusion protein in
leaf cell protoplasts from A. thaliana (Hjorth et al.,
2005). In immunogold-labeling experiments, binding
of the SufD antibody was found preferentially in the
tips of plastids of cryptophyte Guillardia theta. By
fusing the predicted chloroplast transit sequence of
SufA homolog CpIscA to GFP (green fluorescence pro-
tein), green fluorescence from the SufA transit peptide
and GFP could be localized to the chloroplast stroma

(Abdel-Ghany et al., 2005). These results firmly estab-
lish that the SUF system has an important role in Fe/S
cluster assembly in plastids.

3. Why Does the SUF System Exist in
Non-Photosynthetic Organisms?

As discussed above, the ISC system is responsible for
the biogenesis of Fe/S proteins necessary for respira-
tory and other metabolism processes in the mitochon-
dria. The ISC system has also proven to be the major
housekeeping system for Fe/S cluster assembly in non-
photosynthetic bacteria. In E. coli, genetic studies indi-
cate that the genes in the isc operon play a central role in
Fe/S cluster formation (Schwart et al., 2000; Tokumoto
and Takahashi, 2001; Mihara et al., 2002). Neverthe-
less, a modest amount of Fe/S cluster assembly persists
in an iscS null mutant, which suggests that SufS or
perhaps other proteins with desulfurase activity may
account for residual Fe/S cluster assembly (Schwart
et al., 2000). It was not possible to delete the iscS gene
in A. vinelandii, indicating that it plays an essential role
(Zheng et al., 1998). However, it should be noted that
this organism does not contain the SUF system. In con-
trast, the suf genes are dispensable in E. coli (Patzer and
Hantke, 1999; Takahashi and Tokumoto, 2002) and the
plant pathogen Erwinia chrysanthemi (Nachin et al.,
2001, 2003). It has been reported that expression of the
suf genes is under control by oxidative stress and iron
limitation in E. coli. It has also been reported that over-
expression of the suf operon can restore the activity
of Fe/S proteins in an iscSUA mutant (Takahashi and
Tokumoto, 2002). Therefore, in non-photosynthetic or-
ganisms, the SUF system may be invoked under con-
ditions such as oxidative stress and iron stress, which
would involve biogenesis of Fe/S proteins and repair of
oxidatively damaged Fe/S clusters. We should mention
that no homologs of SufB and SufC could be identi-
fied in non-photosynthetic eukaryotes; thus only the
ISC system appears to assemble Fe/S clusters in these
organisms.

IV. Function of Suf proteins and
Assembly of Fe/S Clusters

A. Function of SufS and SufE in Mobilizing
Sulfur

1. SufS: Structure and Mechanism

The X-ray crystal structure of SufS from E. coli (Fujii
et al., 2000; Lima, 2002) and Synechocystis sp. PCC
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Fig. 3. Difference between SufS and IscS proteins from cyanobacteria in their N-terminal region, pyridoxal phosphate binding region,
and the active site.

6803 (Tirupati et al., 2004) has been solved to atomic
resolution. SufS is structurally similar to IscS (Cupp-
Vickery et al., 2003) and NifS (Kaiser et al., 2000);
it is a homodimeric, pyridoxal 5′-phosphate (PLP)-
dependent cysteine desulfurase that catalyzes the con-
version of cysteine to alanine and sulfane sulfur, as
illustrated first in studies of NifS (Zheng et al., 1993)
and IscS (Flint, 1996). The desulfuration of cysteine is
initiated by the formation of a Schiff base with PLP.
The specific cysteine residue is highly conserved in all
cysteine desulfurase homologs (SufS, IscS, and NifS),
acting as nucleophile to attack the sulfhydryl group of
substrate cysteine persulfide intermediate.

In spite of their structural and functional similar-
ities, significant differences exist between SufS and
IscS. As indicated in Fig. 3, one difference concerns
the region around the active cysteine: in SufS, a dif-
ferent amino acid sequence exists in the pocket and a
much shorter extended lobe harbors the catalytic cys-
teine. This difference may account for the different cat-
alytic efficiencies in the desulfuration of cysteine and
seleno-cysteine (Mihara et al., 1999; Tachezy et al.,
1999; Behshad et al., 2004). In addition, SufS has an ex-
tended N-terminus, which may assume a specific func-
tion in protein–protein interactions.

Unlike SufS and IscS, C-DES (a cystine desul-
furase) is missing the largely conserved active-site

cysteine (Clausen et al., 2000). C-DES produces am-
monium pyruvate and sulfide from cysteine, and has
a strong substrate preference for cystine over cys-
teine. This distinct L-cysteine/L-cystine C-S lyase has
been shown to participate in Fe/S cluster assembly
in cyanobacterial apoferredoxin (Lang and Kesseler,
1999). Sequence analysis suggests that C-DES proteins
are more closely related to SufS proteins than to IscS
proteins.

2. SufE and its Cooperation with SufS

SufE is a cytosolic protein with a highly conserved Cys
residue (Outten et al., 2003). A homolog of sufE can be
identified in the genome of the higher plant Arabidop-
sis where the predicted SufE protein possesses a typical
N-terminal extension for plastid-targeting. The recent
determined X-ray crystal structure of SufE from E. coli
(Goldsmith-Fischman et al., 2004) shows that the pro-
tein is a homodimer containing a novel fold consisting
of both α-helices and β-sheets. Two distinct Cys51 ac-
tive sites are positioned on opposing sides of the SufE
dimer, but packed inward into the hydrophobic core.
This might indicate that SufE is in an inactive confor-
mation as a homodimer. SufS and SufE interact each
other to form a complex (Loiseau et al., 2003; Outten
et al., 2003). SufE stimulates the cysteine desulfurase
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activity of SufS and accepts the sulfane sulfur from
SufS (Loiseau et al., 2003; Outten et al., 2003). The
highly conserved Cys residue in SufE was shown to
be essential for sulfur transfer (Outten et al., 2003).
Cyanobacterial SufE can also interact with SufS to fa-
cilitate transfer of sulfide (Tirupati et al., unpublished
results). Therefore, SufE functions as a universal sulfur
acceptor protein. However, SufE is selective in mobi-
lizing sulfur from SufS; it was shown that SufE can-
not accept mobilized sulfur from IscS or NifS (Outten
et al., 2003).

B. SufBCD: A Function in Mobilizing Iron?

1. SufB and SufD

SufB is annotated as the membrane component of an
ABC-type transporter. Although the primary amino
acid sequence shows no indication that it is an intrin-
sic membrane protein, SufB was found to be associated
with the chloroplast membranes of Arabidopsis (Møller
et al., 2001). Thus, the opportunity exists to interact
with the membrane-bound PS I complex during Fe/S
cluster assembly. It appears that SufB is comprised of
several domains; in particular, the highly conserved
UPF0051 domain in the C-terminus shares homology
with that of SufD. This may account for known inter-
action of SufB and SufD (Loiseau et al., 2003). The
C-terminal domain of SufB is predicted to form an ex-
tensive set of short β-strands followed by three small
terminal α-helices, which may provide transporter-like
properties.

2. SufC

SufC contains a conserved ABC motif for ATP-binding
that is readily folded in silico to the archetypal structure
of the membrane-associated, ATP-binding subunit of
the ABC transporter as HisP (Watanabe et al., 2005).
The three motifs typical of the ATP-hydrolyzing
domains of ABC ATPases can be identified in SufC:
Walker sites A and B as well as motif C. The hydrolytic
activity of SufC as an ATPase has been established
using expressed recombinant SufC from Thermotoga
maritima (Rangachari et al., 2002) and E. chrysan-
themi (Nachin et al., 2003). Therefore, SufC functions
as a versatile orphan ATPase in the Fe/S cluster
assembly machinery. As shown in isolated intact
chloroplasts and lysed chloroplasts, ATP is required
for the insertion of the Fe/S cluster into ferredoxin
(Takahashi et al., 1991b). The ATP hydrolysis activity
of SufC appears to be central to iron mobilization and
formation of the Fe/S cluster.

3. The Interaction of SufC with SufB
and/or SufD

The sufB and sufC genes are the best conserved suf
genes in cyanobacteria and plants. In fact, sufB and sufC
invariably occur together in cyanobacteria, and are also
found in the chloroplast DNA of Porphyra purpurea
and Guillardia theta as ycf24-ycf16 or in the nucleus,
the products being directed to the organelle in the later
case. SufB and SufC were shown to interact with each
other in immunolocalization assays (Rangachari et al.,
2002) as well as in a yeast two-hybrid assay (Nachin
et al., 2003; Xu et al., 2005). SufB and SufC can be
expressed and isolated as a complex (Wilson et al.,
2002; Loiseau et al., 2003). The ability of ATP to bind
to SufC was enhanced in a SufB/SufC complex, as
shown using stopped-flow fluorescence anisotropy ex-
periments (Wilson et al., 2002). SufC has also been
shown to interact with SufB and SufD by affinity chro-
matography (Nachin et al., 2003). SufB/SufC/SufD
can be copurified as a complex when expressed to-
gether using a sufABCDSE construct (Outten et al.,
2003). These results indicate that SufB, SufC, and
SufD work closely together in Fe/S cluster assembly.
The SufB/SufC/SufD complex enhances the activity
of SufS/SufE in sulfur mobilization, most likely due to
their coordinated activity in Fe/S cluster assembly. The
enhancement of SufS activity by the SufB/SufC/SufD
complex does not require ATP hydrolysis (Outten et
al., 2003). In contrast, the release of strongly bound
Fe3+ from storage proteins and their subsequent trans-
port requires energy. The hydrolysis of ATP may there-
fore be required for iron acquisition rather than Fe/S
cluster assembly. Reverse genetics has shown that the
sufB and sufC genes are important in iron metabolism
and oxidative stress in E. chrysanthemi (Nachin et al.,
2001). Therefore, the SufBCD complex plays an im-
portant role as an ATP-dependent energizer in iron
metabolism and Fe/S cluster formation. A mutation
in sufD resulted in an increased sensitivity to oxida-
tive stress and a mutation in sufC resulted in increased
intra-cellular accumulation of free iron. It has been
reported that Arabidopsis plants deficient in the SufC
homolog AtNAP7 exhibit lethality in embryogenesis
(Xu and Møller, 2004), suggesting an essential role
for SufC in plastidic Fe/S cluster assembly and re-
pair during Arabidopsis seed viability and normal em-
bryo development. SufB, SufC, and SufD were found
to be essential in the utilization of ferric chrysobactin
in E. chrysanthemi (Masclaux and Expert, 1995). The
role of SufB and SufC in the maintenance of iron
homeostasis was also inferred from a sufB homolog
mutant of Arabidopsis (named as atABC1), which
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accumulated the heme/chlorophyll precursor PPIX.
This can be explained as a result of a deficiency in
Fe-assimilation.

C. SufA May Assume a Regulatory Function

1. Is SufA a Scaffold Protein for Fe/S
Cluster Assembly?

Following a similar proposal for IscA, SufA in E.
chrysanthemi (Choudens et al., 2003) and cyanobac-
teria (Wollenberrg et al., 2003) has been proposed to
function as a scaffold protein similar to that of NifU
or IscU in the assembly of a transient [2Fe–2S] clus-
ter. If SufA is indeed a scaffold protein, it should also
play this role in the chloroplast-type SUF system. To
probe the function of SufA in Synechococcus sp. PCC
7002, we constructed interruption mutants of sufA us-
ing a variety of antibiotic resistance cartridge genes
(Balasubramanian et al., 2006). Compared to the wild-
type strain, the sufA mutant showed no phenotype
under photoautotrophic growth conditions, which sug-
gests that the sufA gene is not essential. Neverthe-
less, it is possible that IscA might complement the
role of the missing SufA. To test this possibility,
double mutants were generated in Synechococcus sp.
PCC 7002 in which both the sufA and iscA genes
were inactivated. In the absence of SufA and IscA,
the double mutant strains still showed no phenotype
under normal photoauototrophic growth conditions.
Thus, we question whether SufA functions as a scaf-
fold protein for generalized Fe/S cluster assembly in
cyanobacteria.

2. Specificity of the SufA Protein

SufA shares a high degree of homology with IscA,
a component of the mitochondrial ISC system (Kaut
et al., 2000), indicating that the two proteins may be
similar in structure and function. SufA, which is en-
coded by the slr1417 gene in Synechocystis sp. PCC
6803, harbors an unstable [2Fe–2S] cluster (Morimoto
et al., 2002; Wollengerg et al., 2003). An unstable
[2Fe–2S] cluster has also been identified in IscA of
Synechocystis sp. PCC 6803 (Morimoto et al., 2002)
as well as in NifIscA of Azotobacter vinelandii (Krebs
et al., 2001) and IscA of E. coli (Ollagnierde-Chaudens
et al., 2001). Cyanobacterial SufA (slr1417 in Syne-
chocystis sp. PCC 6803) was found to bind iron ions as
well as an unstable [2Fe–2S] cluster (Morimoto et al.,
2002).

SufA in cyanobacteria and higher plants shows two
significant differences compared to IscA: the presence

of two additional conserved cysteine residues in the
N-terminal domain as well as an N-terminal exten-
sion (Balasubramanian et al., 2006). It is reported
that only two cysteine residues in the C-terminal
domain are involved in binding the [2Fe–2S] clus-
ter between the two protomers of SufA (Wollengerg
et al., 2003). It is possible that the two extra cysteine
residues are involved either in the coordination of iron
or that they function as redox sensors through disul-
fide bond formation (as in the regulator OxyR). In the
suf operon of bacteria, the sufA gene is organized to-
gether with sufBC, a possible ABC transporter system
in iron mobilization for Fe/S cluster assembly. Like-
wise, in the isc operon of bacteria, iscA is conserva-
tively organized with hscBA genes as a iscA–hscBA–
fdx gene cluster. The hscBA genes encode Hsc66 and
Hsc20, respectively, which are typical chaperonine pro-
teins. The expression of the sufA gene is under the
control of Fe stress in cyanobacteria (Balasubramanian
et al., 2006), similar to other bacteria (Zheng et al.,
2001). Although much remains to be done in eluci-
dating its function, we are exploring the possibility
that SufA serves a role in regulating Fe metabolism in
cyanobacteria.

D. RubA and the Assembly of the FX

Cluster in PS I

1. RubA: A Chloroplast-Specific Factor

Based on the conservation of the major components, the
SUF system may adapt a similar molecular mechanism
to assemble Fe/S clusters in photosynthetic and non-
photosynthetic organisms. However, oxygenic photo-
synthetic organisms require additional factors that may
work together with the SUF system in the maturation
of particular Fe/S proteins. One such additional factor
is the membrane-associated rubredoxin (RubA) found
in cyanobacteria (Shen et al., 2002a). This protein is
found in oxygen-evolving photosynthetic organisms,
such as in the nucleomorph of the cryptomonad G. theta
(Wastl et al., 2000) and in Arabidopsis (At1g54500).
RubA is a small non-heme iron protein (Fig. 3) that
contains a domain of about 50 amino acids with a
very high similarity to the rubredoxins of anaerobic
bacteria and archaea. RubA also contains a region
of about 50 amino acids that is predicted to form
a flexible hinge and a transmembrane α-helix at the
C-terminus as a thylakoid membrane anchor. The local-
ization of RubA in chloroplasts can be predicted by its
presence of plastid-targeting leader sequence, and has
been confirmed by immunoelectron microscopy (Wastl
et al., 2000). Our studies demonstrate that RubA is
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associated with thylakoid membranes and is transiently
associated with monomeric PS I complexes (Shen et al.,
2002a).

2. RubA and the Assembly of the [4Fe–4S]
Cluster in FX

At least one function of the rubA gene, the biogenesis
of the FX cluster in PS I, has been elucidated through
reverse genetics (Shen et al., 2002a). Inactivation of the
rubA gene of Synechococcus sp. PCC 7002 produced
a mutant unable to grow photoautotrophically and led
to a complete loss of PS I electron transport activity.
Although trimeric PS I could be assembled at reduced
levels, PS I complexes of the rubA mutant were lacking
the stromal subunits PsaC, PsaD, and PsaE. Low tem-
perature electron paramagnetic resonance (EPR) spec-
troscopy shows that not only are FA and FB missing,
as would be expected from the loss of PsaC, but FX

is also missing (Shen et al., 2002b). This was true in
whole cells, thylakoids, and PS I complexes of the rubA
mutant, indicating that the loss of FX was not the result
of damage incurred during isolation. The absence of
FX was confirmed in PS I complexes by time-resolved
optical spectroscopy and spin-polarized EPR measure-
ments. Consequently, flash-induced charge separation
and recombination occurs between P700 and A1. Be-
cause FX is required for PsaC to bind, it is uncertain
whether the lack of FA and FB is a direct consequence
of the lack of RubA or whether it is indirect result of
the absence of FX. Nevertheless, RubA appears to be
specifically required for the assembly of FX.

It is interesting that we found no other growth pheno-
type in the RubA null mutant. Hence, the Fe/S proteins
involved in sulfur and nitrogen metabolism, in respira-
tion, and other vital functions of the cell appear to be
unaffected. The question, then, becomes one of asking
what is unique about FX that requires the participation
of a protein whose only known function is in electron
transfer? The answer may lie in the knowledge that FX,
FB, and FA are the last components to be assembled
during the biogenesis of PS I. We can safely assume
that the bioassembly of PS I occurs in the light dur-
ing all stages in the growth and reproductive stages
of the cell. Hence, in this nascent PS I complex, all of
the chlorophylls, carotenoids, and quinones are present
prior to the insertion of the Fe/S clusters. Charge sepa-
ration would therefore take place between P700 and A1

during the time that the Fe/S cluster is assembled and
inserted into the FX site. The assembly process is likely
to require delicate biochemistry, requiring the proper
redox states of the iron atoms, i.e., fully assembled FX

has two ferrous and two ferric ions in the oxidized state.

The redox potential of A−
1 /A1 is −710 to −730 mV vs

the normal hydrogen electrode, making it one of the
most reducing potentials in all of biology. Our hypoth-
esis is that the membrane-bound rubredoxin functions
as an electron shunt during the process of FX assembly,
vectoring electrons out of A−

1 to a harmless oxidant so
that the correct redox environment exists for the assem-
bly and insertion of the [4Fe–4S]2+ cluster into the FX

site (Fig. 4). Once FX is present, PsaC, PsaD, and PsaE
can bind, and PS I can be considered fully assembled.
According to this scenario, if rubredoxin is not present,
the FX cluster will not assemble, and the development
of PS I will be arrested. Because ferredoxin and flavo-
doxin cannot be reduced by A−

1 , the organism cannot
grow photoautotrophically. It is significant that at this
stage, i.e., with A1 as the terminal electron acceptor,
the attenuated PS I core is not recognized as damaged,
and it accumulates in the cell. Indeed, the availabil-
ity of a biologically prepared P700-A1 core has been
used to great advantage in the study of the primary and
secondary electron acceptors in PS I (Sakuragi et al.,
2005).

E. HCF101: A New Factor Involved in Fe/S
Cluster Assembly in PS I?

HCF101 was initially identified through characteriza-
tion of an Arabidopsis high-chlorophyll-fluorescence
(HCF) mutant (Lezhneva et al., 2004; Stöckel and
Oelmüller, 2004). High chlorophyll fluorescence orig-
inates from an inefficiency in excitation energy trans-
fer from light-harvesting chlorophylls, which may be
due to impairment of electron transport from PS II to
PS I as occurs, for instance, in mutants deficient in
PS I (Shen et al., 1993; Shen and Bryant, 1995). There-
fore, high chlorophyll fluorescence can serve as a use-
ful phenotypic marker for screening mutant strains.
Indeed, an impairment in PS I assembly and func-
tion was found in the Arabidopsis HCF101 mutant
(Stöckel and Oelmüller, 2004). The HCF101 protein
belongs to the family of P-loop ATPases, which is
ubiquitous distributed in all organisms, both photosyn-
thetic and non-photosynthetic. However, the HCF101
proteins from cyanobacteria and higher plants can be
classified into a subgroup based on an characteristic
N-terminal feature (Lezhneva et al., 2004). The pre-
dicted transit peptide of HCF101 suggests a localiza-
tion in the chloroplast, which has been verified by cell
fractionation and immunodetection (Lezhneva et al.,
2004; Stöckel and Oelmüller, 2004). On the basis of
involvement of HCF101 in PS I biogenesis or stabi-
lization, the HCF101 protein is proposed to assist either



Chapter 31 Assembly of FX, FB, and FA 541

Fig. 4. Hypothetical model for the function of the RubA protein in insertion of the FX cluster during PS I biogenesis. The membrane-
localized RubA is postulated to intercept electrons from reduced phylloquinone A1 and thus prevent reduction of intermediates during
the assembly of the intersubunit [4Fe–4S] cluster (Shen et al., 2002a,b).

in PsaA/PsaB folding or in cofactor delivery (Stöckel
and Oelmüller, 2004), and quite possibly Fe/S cluster
assembly (Lezhneva et al., 2004).

V. Mechanism of the SUF System in
Oxygenic Photosynthetic Organisms

A. The Conversion of 2[2Fe–2S]1+ Clusters
into [4Fe–4S] 2+ Clusters

The modular structures of Fe/S clusters are supported
by their remarkable facility for conversion and inter-
conversion in both the free and protein-bound forms.
Ligand exchange reactions and oxidative denaturation
of Fe/S clusters play an important role in their regula-
tory functions. A facile [4Fe–4S]2+ and 2[2Fe–2S]1+

+ 2e− cluster conversion was reported in E. coli FNR
(fumarate nitrate reduction protein) with the oxidative
process mediated by O2 (Khoroshilova et al., 1997),
resulting in the conversion of the transcriptionally ac-
tive [4Fe–4S]2+ form to the transcriptionally inactive
[2Fe–2S]2+ form. The oxygen-labile [4Fe–4S] cluster
in FNR therefore functions as a transcriptional regu-
lator that controls the switch from aerobic to anaero-

bic metabolism. This mechanism is further supported
by observation of a 2[2Fe–2S]1+ to [4Fe–4S]2+ con-
version in synthetic complexes (Beinert et al., 1997).
The near-stoichiometric conversion of two [2Fe–2S]2+

clusters to form one S = 0 [4Fe–4S]2+ cluster with
complete cysteinyl-S coordination under reducing con-
ditions was observed using optical absorbance and res-
onance Raman studies in E. coli biotin synthase (Duin
et al., 1997). Despite the diversity of Fe/S cluster pro-
teins, especially in structure and electronic properties,
it is possible that most, if not all, polynuclear [Fe/S]
clusters are assembled from [2Fe–2S] precursors. In
this conversion model, Fe2S2 rhombs provide the basic
building block of all mature Fe/S clusters. As proposed
for the NifU protein, the scaffold protein serves as a
platform for harboring a transient [2Fe–2S] cluster and
then transferring it into the target Fe/S apoprotein.

B. NFU Genes in Cyanobacteria and
Higher Plants

1. Specificity of the NFU Protein

In cyanobacteria and higher plants, NFU shares se-
quence similarity with the C-terminal domain of NifU
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from A. vinelandii. As shown in Fig. 1, this domain is
about 50 amino acids in length and contains a conserved
CXXC motif. Analysis of the genome of Arabidopsis
reveals the existence of five genes encoding NFU-like
proteins; they are named AtNFU1-5 and can be di-
vided into two distinct classes. AtNFU4 and AtNFU5
share sequence similarity with the yeast mitochondrial
protein ScNFU1, and contain mitochondria-targeting
sequences in their N-terminal regions (Schilke et al.,
1999). AtNFU1-3, in contrast, share sequence similar-
ity with the NFU-like protein of cyanobacteria, which
contain an additional sequence located downstream
of the NFU domain but without the CXXC motif. A
plastid-targeting sequence is located for the sequence
located upstream of the NFU domain of the AtNFU1-3
proteins. Therefore, AtNFU1-3 are predicted to be lo-
calized in plastids with typical plastid-specific features.
It will be important to explore the function and speci-
ficity of each of three AtNFU proteins. At this time,
only AtNFU2 and AtNFU3 can be found in the plastid
by immunodetection (Leon et al., 2003). Searches in
the database reveal that NFU is present in other higher
plants such as rice (Accession Number AB096013).
Thus, two different Fe/S cluster assembly systems ex-
ist in two distinct compartments in higher plant cells.

2. Can NFU Assume the Role of NifU?

The NFU protein of Synechocystis sp. PCC 6803 and
the AtNFU2 protein of Arabidopsis (Leon et al., 2003)
harbor a labile [2Fe–2S] cluster (Nishio and Nakai,
2000). Based on its ability to transfer a [2Fe–2S] cluster
to apoferredoxin (Nishio and Nakai, 2000), cyanobac-
terial NFU has been suggested to function as a scaffold
for Fe/S cluster assembly, similar to the roles proposed
for NifU and IscU in E. coli and yeast, It is not possi-
ble to inactivate the nfu gene in Synechococcus sp. PCC
7002 in either the wild-type strain or in a PS I-less strain
(Balasubramanian et al., 2006), suggesting that NFU
has an essential function in cyanobacteria. That it is re-
quired even in the PS I-less background indicates that
NFU is involved in non-photosynthetic functions. It is
perhaps significant that a homolog of the IscU-like do-
main of NifU, which is the platform that harbors the
labile [2Fe–2S] cluster for transfer, cannot be identi-
fied in cyanobacteria or in the chloroplasts of higher
plants. Based its localization in the Arabidopsis plas-
tid, it is likely that NFU may functions alongside the
SUF system in Fe/S cluster biogenesis in cyanobacte-
ria and plastids of higher plant. Although it is unknown
how the three AtNfu proteins coordinate their roles in
plastidic Fe/S cluster assembly, it has been reported

that the inactivation of the AtNfu2 gene leads to a re-
duction in PS I activity along with a decrease in the
activity of sulfite reductase, which is involved in the
sulfur assimilation pathway (Touraine at al., 2004).

3. Is a Scaffold Protein Necessary for Fe/S
Cluster Assembly in the SUF System?

The central tenent in the field of Fe/S cluster assembly
is the presence of external scaffold protein on which
a labile [2Fe–2S] or [4Fe–4S] cluster is built prior to
transfer to the target apoprotein. An interesting case in-
volves the study of the bioassembly of HiPIP in Chro-
matium vinosum using NMR spectroscopy (Natara-
jan and Cowan, 1997). Incubation of the apoprotein
with Fe2+ and dithiothreitol led to the appearance of
assignable crosspeaks in the 1H–15N HSQC spectrum,
indicating the presence of a 4Fe-containing center as a
relatively stable intermediate. The NMR study shows
that the protein is largely correctly folded. It is sug-
gested that the 4Fe-containing intermediate contains
an Fe-cluster that lacks sulfide bridges but is stabi-
lized by ligation to Cys thiolates from the protein and
from DTT. The native Fe/S clusters form upon addition
of sulfide. Even in bacterial systems, it has been pro-
posed that the SUF system may assemble Fe/S clusters
within the apoprotein itself without an external scaffold
(Outten et al., 2003).

Considering the [2Fe–2S] to [4Fe–4S] conversion
model for ISC system, there could be two possible rou-
tines in the final step of cluster maturation: either di-
rect transfer or degradation and reassembly of the bin-
uclear entity into the apoprotein target. Even for direct
transfer, additional factors might be required to unload
the preassembled [2Fe–2S] clusters from the scaffold
protein and reinstall them into the target apoprotein.
Therefore, one scenario is that the SUF system follows
a two-step procedure: apoprotein → [4Fe] → [4Fe–
4S]. A similar protocol might occur in the assembly of
PS I-bound [4Fe–4S] clusters. Certainly, chloroplast-
specific factors, such as RubA, are already known to
play additional roles in insertion, and maturation of the
FX cluster in PS I.

VI. Regulation of the SUF System

A. SufR: Regulation of Fe/S Cluster
Assembly in PS I

A variety of physiological and environmental input
signals regulate the genes involved in the biogenesis
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and/or repair of Fe/S proteins. In cyanobacteria, the
expression of the suf genes is subject to the regulation
of sufR (Wang et al., 2004). The SufR protein contains
a DNA-binding domain that is composed of a basic re-
gion and a putative helix–loop–helix motif, a typical
feature of negative transcriptional regulators. The reg-
ulatory role of sufR on the expression of the sufBCDS
genes has been studied in a sufR null mutant in Syne-
chococcus sp. PCC 7002. The transcript levels of the
suf genes are consistently higher in the mutant, which
indicates that the suf operon is negatively regulated by
SufR (Wang et al., 2004). Our working model is that
SufR functions as a repressor when the Fe/S cluster
is present. The Fe/S cluster, which is coordinated by
the conserved cysteine motif near the C-terminus, may
sense oxidative stress and decompose, thereby control-
ling the expression of the suf regulon.

There exist similarities between the SUF and ISC
systems in terms of gene regulation. The IscR protein
of E. coli functions as a transcriptional repressor of
the iscRSUA operon in E. coli (Schwartz et al., 2001).
The presence of a [2Fe–2S] cluster on the IscR protein
may serve as the sensor in an autoregulatory mech-
anism, and thereby assume a function similar to the
SoxR transcriptional regulator (Pomposiello and Dem-
ple, 2001). At the first level of approximation, if the
[2Fe–2S] cluster is present, then transcription is atten-
uated, and when the [2Fe–2S] cluster is absent, then
transcription is permitted.

B. Stress and the Regulation of the suf
Genes

The suf genes are up-regulated in cyanobacterial cells
under conditions of oxidative stress and Fe starvation.
When cells are grown in normal media and treated with
3-(3′,4′-dichlorphenyl)-1,1-dimethylurea (DCMU, an
inhibitor of Photosystem II), 2,5-dibromo-3-methyl-6-
isopropylbenzoquinone (DBMIB, an inhibitor of cy-
tochrome b6/ f ), H2O2, or subject to iron deprivation,
transcript levels of sufB and sufS are increased more
than 3–4 times (Wang et al., 2004). The expression
levels of the suf genes are also reported to be upreg-
ulated under conditions of oxidative stress in nonpho-
tosynthetic organisms, such as in the plant pathogen
E. chrysanthemi (Nachin et al., 2001) and in E. coli
(Zheng et al., 2001). However, in non-photosynthetic
bacteria, the suf operon is regulated by factors such
as SoxR (Hidalgo et al., 1997) and OxyR, probably in
response to their different physiological niches. Tran-
scription factors OxyR (in E. coli, Zheng et al., 2001)
and SoxR (in E. chrysanthemi, Nachin et al., 2001)

have been found to function as redox-responding regu-
lators in controlling expression of the suf genes. SoxR
and OxyR are two well-defined redox-responsive tran-
scriptional activators in E. coli (see review by Pom-
posiello and Demple, 2001). However, no homologs
of SoxR and OxyR can be identified in the sequenced
genomes of cyanobacteria and the higher plant Ara-
bidopsis. Conversely, sufR is not present in organisms
other than cyanobacteria and a certain class of micro-
bial pathogens. Thus, different factors are involved in
gene regulation in response to oxidative stress in oxy-
genic photosynthetic vs. nonphotosynthetic organisms.

C. Light and Fe/S Cluster Biogenesis

It is well known that the biogenesis of plastids is reg-
ulated by light, mostly through regulation of the ex-
pression of photosynthetic genes. The formation of
Fe/S clusters in lysed chloroplasts is dependent on
both ATP and illumination; the reaction does not oc-
cur in the dark even in the presence of added ATP
(Takahashi et al., 1991a). In higher plants, transport of
the nuclear-encoded SufS into the chloroplast stroma
is a light-stimulated process (Pilon-Smits et al., 2002).
Light stimulation of Fe/S cluster formation is likely to
be related to the biogenesis of the photosynthetic com-
plexes, especially PS I. As shown in Fig. 2, the ftrC gene
is located between sufR and the sufBCDS operon in sev-
eral genomes of Synechococcus strains, and is most
likely co-transcribed with the sufBCDS genes. The
ftrC gene encodes the catalytic chain of heterodimeric
ferredoxin–thioredoxin reductase (FTR) (see Hase
et al., this volume, Chapter 28). FTR is unique to
oxygenic photosynthetic cells. It converts an electron
signal (photoreduced ferredoxin) to a chemical signal
(reduced thioredoxin), thereby regulating enzymes by
the reduction of specific disulfide groups. The light-
dependent FTR system is involved in regulating the ac-
tivity of many key photosynthetic regulatory enzymes
by a light-driven reduction of disulfide bonds (reviewed
by Schürmann and Buchanan, 2001). Therefore, a con-
nection of the ftrC gene with the sufR and suf operon
suggests that the expression of the suf genes might be
subject to the FTR system involved light regulation.

VII. Concluding Remarks

Two major systems are responsible for the biogenesis
and repair of Fe/S clusters in oxygenic photosynthetic
organisms. In higher plants, the ISC system functions
to assemble Fe/S clusters destined for Fe/S proteins
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present in mitochondria, and by analogy with yeast, for
Fe/S proteins that are present in the cytoplasm. The
SUF system functions to assemble Fe/S clusters des-
tined for Fe/S proteins present in the plastid, including
the assembly and repair of PS I-bound Fe/S clusters.
In cyanobacteria, the ISC system is present, but all of
the genes can be deleted without loss of viability. The
SUF system, however, is linked closely to the assembly
of Fe/S clusters destined for the photosynthetic appa-
ratus, particularly the bound Fe/S clusters in PS I, and
is indispensable. Several reports support the [2Fe–2S]
to [4Fe–4S] conversion model in the biosynthesis of
Fe/S clusters. Nevertheless, with the exception of the
similar cysteine desulfurases IscS and SufS, in the ISC
and SUF systems, respectively, there are strong indi-
cations that the process of Fe/S cluster assembly oc-
curs by fundamentally different mechanisms in these
two systems. Indeed, the near-anaerobic environment
of the mitochondria and the oxygen-saturated environ-
ment of the chloroplast may require fundamentally dif-
ferent mechanisms for Fe/S cluster assembly. The ex-
pression of the suf genes in cyanobacteria is subject to
the regulation by the transcription factor SufR, and to
regulation by oxidative stress and iron stress. On the
basis of the conservation of the major components, the
SUF system may adopt a similar fundamental molecu-
lar mechanism in the formation of Fe/S cluster in pho-
tosynthetic and non-photosynthetic organisms. How-
ever, additional chloroplast-specific factors are known
to be involved in Fe/S clusters destined for PS I. One
these factors is the membrane-associated RubA pro-
tein, which has been found to be essential for the as-
sembly of the FX cluster in PS I. Additional research is
needed to identify any chloroplast-specific regulators
that might mediate Fe/S protein biogenesis in higher-
plant chloroplasts.
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Stöckel J and Oelmüller R (2004) A novel protein for photosys-
tem I biogenesis. J Biol Chem 279: 10243–10251

Tachezy J, Sanchez LB and Muller M (2001) Mitochondrial type
iron–sulfur cluster assembly in the amitochondriate eukary-
otes Trichomonas vaginalis and Giardia intestinalis, as indi-
cated by the phylogeny of IscS. Mol Biol Evol 18: 1919–1928

Takahashi Y and Nakamura M (1999) Functional assignment of
the ORF2–iscR–iscS–iscU–iscA–hscBhscA–fdx–ORF3 gene
cluster involved in the assembly of Fe/S clusters in Escherichia
coli. J Biochem 126: 917–926

Takahashi Y and Tokumoto U (2002) A third bacterial system for
the assembly of iron–sulfur clusters with homologs in archaea
and plastids. J Biol Chem 277: 28380–38383

Takahashi Y, Mitsui A and Matsubara H (1986) Formation of the
iron–sulfur cluster of ferredoxin in isolated chloroplasts. Proc
Natl Acad Sci USA 83: 2434–2437

Takahashi Y, Mitsui A and Matsubara H (1991a) Formation of the
iron–sulfur cluster of ferredoxin in lysed spinach chloroplasts.
Plant Physiol 95: 97–103

Takahashi Y, Mitsui A, Fujita Y and Matsubara H (1991b) Roles
of ATP and NADPH in formation of the Fe/S cluster of spinach
ferredoxin. Plant Physiol 95: 104–110

Tirupati B, Vey JL, Drennan CL and Bollinger JM (2004) Ki-
netics and structural characterization of Slr0077/SufS, the es-
sential cysteine desulfurase from Synechocystis sp. PCC 6803.
Biochemistry 43: 12210–12219

Tokumoto U and Takahashi Y (2001) Genetic analysis of the
isc operon in Escherichia coli involved in the biogenesis of
cellular iron–sulfur proteins. J Biochem 130: 63–71

Tokumoto U, Nomura S, Minami Y, Mihara H, Kato S, Kuri-
hara T, Esaki N, Kanazawa H, Matsubara H and Takahashi Y
(2002) Network of protein–protein interactions among iron–
sulfur cluster assembly proteins in Escherichia coli. J Biochem
131: 713–719

Touraine B, Boutin JP, Marion-Poll A, Briat JF, Peltier G and
Lobreaux S (2004) Nfu2: a scaffold protein required for [4Fe–
4S] and ferredoxin iron–sulfur cluster assembly in Arabidopsis
chloroplasts. Plant J 40: 101–111

Vassiliev IR, Antonkine ML and Golbeck JH (2001) Iron–sulfur
clusters in type I reaction centers. Biochim Biophys Acta 1507:
139–160

Vickery IE, Silberg JJ and Ta DT (1997) Hsc66 and Hsc20, a
new heat shock cognate molecular chaperone system from
Escherichia coli. Protein Sci 6: 1047–1056

Wang T, Shen G, Balasubramanian R, McIntosh L, Bryant DA
and Golbeck JH (2004) The sufR gene (sll0088 in Synechocys-
tis sp. PCC 6803) functions as a repressor of the sufBCDS
operon in iron–sulfur cluster biogenesis in cyanobacteria. J
Bacteriol 186: 956–967

Wastl J, Duin EC, Iuzzolino L, Dörner W, Link T, Hoffmann S,
Sticht H, Dau H, Lingelbach K and Maier UG (2000) Eukary-
otically encoded and chloroplast-located rubredoxin is asso-
ciated with photosystem II. J Biol Chem 275: 30058–30063

Watanabe S, Kita A and Miki K (2005) Crystal structure of
atypical cytoplasmic ABC-ATPase SufC from Thermus ther-
mophilius HB8. J Mol Biol 353: 1043–1054

Whitney SM and Andrews J (2001) Gene Bank Accession
#AAF81679

Wilson RJM, Rangachari K, Saldanha JW, Rickman L, Buxton
RS and Eccleston JF (2002) Parasite plastids: maintenance
and functions. Phil Trans Res Soc Lond B 358: 155–164

Wollenberg M, Berndt C, Bill E, Schwenn JD and Seidler A
(2003) A dimer of the FeS cluster biosynthesis protein IscA
from cyanobacterial binds a [2Fe2S] cluster between two pro-
tomers and transfer it to [2Fe–2S] and [4Fe–4S] apo proteins.
Eur J Biochem 270: 1662–1671

Xu X and Møller SG (2004) AtNAP7 is a plastidic SufC-like
ATP-binding cassette/ATPase essential for Arabidopsis em-
bryogenesis. Proc Natl Acad Sci USA 101: 9143–9148

Xu XM, Adams S, Chau NH and Møller SG (2005) AtNAP1
represents an atypical SufB protein in Arabidopsis plastids.
J Biol Chem 280: 6648–6654



548 Gaozhong Shen and John H. Golbeck

Yu J, Shen G, Wang T, Bryant DA, Golbeck JH and McIntosh
L (2003) Suppressor mutations in the study of Photosystem I
biogenesis: sll0088 is a previously unidentified gene involved
in reaction center accumulation in Synechocystis sp. strain
PCC 6803. J Bacteriol 185: 3878–3887

Yu J, Vassiliev IR, Jung YS, Golbeck JH and McIntosh L (1997)
Strains of Synechocystis sp. PCC 6803 with altered PsaC.
J Biol Chem 272: 8032–8039

Yuvaniyama P, Agar JN, Cash VL, Johnson MK and Dean DR
(2000) NifS-directed assembly of a transient [2Fe–2S] cluster
within the NifU protein. Proc Natl Acad Sci USA 97: 599–
604

Zheng L, White RH, Cash VL, Jack RF and Dean DR (1993)
Cysteine desulfurase activity indicates a role for NIFS in met-
allocluster biosynthesis. Proc Natl Acad Sci USA 90: 2754–
2758

Zheng L, Cash, VL, Flint DH and Dean DR (1998) Assembly
of iron–sulfur clusters. Identification of an iscSUA-hscBA-fdx
gene cluster from Azotobacter vinelandii. J Biol Chem 273:
13264–13272

Zheng M, Wang X, Temleton LJ, Smulski DR, LaRossa RA and
Storz G (2001) DNA microarray-mediated transcriptional pro-
filing of the Escherichia coli response to hydrogen peroxide.
J Bacteriol 183: 4562–4570



Chapter 32

The Assembly of Photosystem I Reducing Site

Alexander Fish, Konstantin Kogan and Rachel Nechushtai∗
Department of Plant Sciences and The Wolfson Centre for Applied Structural Biology, The Hebrew

University of Jerusalem, The Edmond J. Safra Campus, Givat Ram, Jerusalem 91904, Israel

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549
I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .550
II. The Composition of the Reducing Site: Protein Subunits and Co-Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 551

A. The PsaC Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 551
B. The PsaD Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 551
C. The PsaE Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 553

III. The Function of the Reducing Site: ET from PS I to Fd/Fld . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 553
IV. The Organization of the Reducing-Site Subunits . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 556

A. Assembly of the PsaC Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557
B. Assembly of the PsaD Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559
C. Assembly of the PsaE Subunit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 561

V. Other Proteins Involved in the Assembly of the PS I Reducing Site . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 563
VI. Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .564
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 565
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 565

Summary

This chapter underlines the knowledge accumulated on the assembly of the reducing site of Photosystem I (PS I).
A brief description of the biochemical and molecular characteristics of the reducing-site members, the peripheral,
cytosol/stromal facing, PsaC, PsaD, and PsaE subunits is followed by their functional characterizations as individual
subunits and as members of a cooperative entity. The main focus of the chapter is the current knowledge on the PsaC,
PsaD, and PsaE assembly processes to form the fully functional “stromal ridge.” The accepted scenario, in which a
sequential assembly of the three subunits occurs, is described in detail. Accordingly, the formation of the “stromal
ridge” initiates when the PsaC subunit associates with the PsaA–PsaB heterodimer that has already assembled in
the thylakoids with its pigments and electron acceptors, including FX. Concomitantly with, or right after the PsaC
association, a set of interactions with the PsaA/PsaB heterodimer, is formed. The latter, and the subsequent binding
of PsaD, impose conformation changes on the FA and FB iron–sulfur clusters of PsaC. The PsaD association with PS I
is stabilized by its interactions with PsaC and with the PsaA/PsaB. The last subunit of the “stromal ridge” to assemble
is PsaE which in the assembled-PS I complex maintains a structure that is very similar to the free/soluble PsaE.
This currently accepted scenario describes the formation/development of the reducing site and not its steady-state
maintenance. It relies on structural information of the free/soluble proteins before their assembly and their structures
in the fully assembled-PS I, i.e., after the processes involved in their assembly has been accomplished. That means
that we understand the beginning and end states. Information and knowledge on the dynamics of the assembly
process, especially during steady-state turnover conditions, are still missing. This chapter highlights the known and
accepted data as well as the issues and unanswered questions that still comprise the missing parts of the puzzle.
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I. Introduction

The high resolution three-dimensional structure of
Photosystem I (PS I) from a cyanobacterium (Jordan
et al., 2001) and the recently reported structure of the
holo-PS I from a higher plant (Ben-Shem et al., 2003),
have proved that the core PS I complex subunits are
organized into the following three subcompartments:

� Membranal core formed by PsaA/PsaB, each
having 11 membrane-spanning helices, and the
small subunits PsaI–PsaM each with at least
one membrane transverse helix. This hydrophobic
core, mainly PsaA/PsaB, binds all the photosyn-
thetic pigments and most of the electron carriers
(Vallon and Bogorad, 1993; Chitnis, 2001; Jordan
et al., 2001).

� Luminal-oxidative site includes PsaF and PsaN. In
plants and algae, PsaF has been shown to be in-
volved in plastocyanin (PC) docking to PS I (Farah
et al., 1995; Hibino et al., 1996; Hippler et al.,
1996, 1997, 1998; see Hippler and Drepper, this
volume, Chapter 29). In cyanobacteria, PsaF has
been shown to contain a transmembranal helix and
not to be involved in docking cytochrome c6 to PS
I (Chitnis et al., 1991; Fromme et al., 2001; Jordan
et al., 2001).

� Reducing site includes the cytosol/stromal facing
subunits PsaC, PsaD, and PsaE (Xu et al., 1994a,b)
that are involved in the electron transfer (ET) from
PS I to its electron acceptor ferredoxin (Fd) (Knaff
and Hirasawa, 1991; Fromme et al., 2001) and/or
flavodoxin (Fld) in cyanobacteria under specific
conditions. These subunits, PsaC, PsaD, and PsaE,
are homologous in all oxygenic PS I photosyn-
thetic complexes. The three proteins have been
shown to have a synergetic operation in carry-
ing out the reducing-site function, i.e., ET to Fd
and/or Fld. The two final electron carriers of PS
I, namely the iron–sulfur (Fe/S) clusters – FA and
FB, located in PsaC (Jordan et al., 2001), trans-
fer the electrons to the water soluble Fd/Fld. The
reducing-site subunits PsaD and PsaE have been
shown to be involved in the docking of Fd (Zanetti

Abbreviations: CCM – CO2-concentrating mechanism;
CD – circular dichroism; DCMU – 3-(3′,4′-dichlorophenyl)-
1,1′-dimethyl urea; EPR – electron paramagnetic resonance; ET
– electron transfer; Fe/S – iron–sulfur; Fd – ferredoxin; Fld –
flavodoxin; FMN – flavin mononucleotide; FNR – Fd-NADP
reductase; PC – plastocyanin; PS I – photosystem I; TPR –
tetratrico peptide repeats.

and Merati, 1987; Cohen et al., 1993; Lelong et al.,
1994; Xu et al., 1994a,b; Hanley et al., 1996; Barth
et al., 1998) and that of Fld (Xu et al., 1994a,b;
Mühlenhoff et al., 1996a,b; Nield et al., 2003),
and in strengthening the binding of PsaC to PS I
(Hanley et al., 1996). The detailed interaction of Fd
with the reducing site of PS I has been studied in
detail in recent years. We refer the readers to Sétif
(2001) and Sétif et al. (2002).

The aim of the present article is to present events
and steps involved in the assembly of the reducing-site
subunits PsaC, PsaD, and PsaE, as individuals and as
components that have to be bound together to jointly
form the assembled site. The latter involves the for-
mation of numerous contacts between the PsaC, PsaD,
and PsaE subunits themselves and between these and
other subunits of PS I, mainly the PsaA and PsaB het-
erodimer. These are extremely important to allow the
formation of the reducing site in a way that secures
the function of ET in the most efficient manner. In the
last years the study of the assembly of the reducing-
site subunits has entered into a new phase for two ma-
jor reasons: First, the remarkable development of the
structural biology knowledge of both the assembled-PS
I and of different subunits of the reducing site in their
free/soluble form before their integration into the thy-
lakoids. Second, the assembly of the reducing-site pro-
teins has greatly benefited from the implementation of
genome sequencing and different genetic approaches.
In recent years, the most significant insights into the
reducing-site assembly have come from comparing the
phenotype of mutants resulting from gene disruptions
or site-directed mutagenesis in the reducing-site sub-
units of prokaryotes and eukaryotes. These approaches,
together with the availability of in vitro expression and
assembly assays, have paved the way for the refined
studies of the assembly pathways and steps. In this
chapter we will cover these recent developments and
highlight the questions that are still open. The different
issues of the reducing-site assembly as a whole and of
its individual subunits, and their organization to a fully
functional entity will be analyzed under what may be
regarded as formation/developmental conditions. The
questions yet to be answered lie in the different steps
concerning the steady-state maintenance of the fully
functional site; i.e., how does the maintenance of the
site take place? How are the different subunits replaced
when the PS I undergoes turnover? Is their assem-
bly sequential or they assemble all together when the
site is under its continuous maintenance (turnover)?
i.e., is the assembly of each of the subunits an
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Fig. 1. Sequence alignment of the PsaC subunit from different photosynthetic organisms. PsaC from two thermophilic cyanobacteria:
Mastigocladus laminosus and Synechococcus elongatus; two mesophilic cyanobacteria: Anabaena sp. PCC 7120 and Synechocystis
sp. PCC 6803; the green alga Chlamydomonas reinhardtii; and the higher plant Spinacia oleracea, were aligned. Identical residues
in the six PsaC proteins are indicated by an asterisk (*), highly similar residues are indicated by two dots (:), and similar by one point
(.). Sequence alignment was made using ClustalW (Thompson et al., 1994).

independent process or is there a cooperative concert
process?

These different topics will be discussed further af-
ter the description of the current knowledge on the
reducing-site proteins and their function as individu-
als and as a part of a cooperative site.

II. The Composition of the Reducing
Site: Protein Subunits and Co-Factors

As stated above, the three subunits that comprise the
reducing site, PsaC, PsaD, and PsaE are highly homol-
ogous in all oxygenic photosynthetic organisms. The
following information underlines the current knowl-
edge on the important characteristics of each of these
proteins.

A. The PsaC Subunit

Among the three reducing-site proteins, PsaC has the
lowest molecular weight of about 9 kDa. PsaC is an ex-
tremely conservative protein; More than 84% identity
and 92% homology exists between PsaC of different
photosynthetic oxygenic organisms from cyanobacte-
ria to higher plants (Fig. 1). In eukaryotic organisms,
the psaC gene encoding the PsaC protein is chloro-
plast encoded. The localization of the psaC gene dif-
fers in the case of the chloroplast of vascular plants and
that of cyanobacteria. In the former, it is cotranscribed
with two adjacent ndh genes (Hayashida et al., 1987),

whereas in the latter it is transcribed as a monocistronic
mRNA in Synechococcus sp. PCC 7002 (Rhiel et al.,
1992) and Synechocystis sp. PCC 6803 (Steinmuller,
1992).

The PsaC protein contains the two terminal elec-
tron carriers of PS I, namely the Fe/S clusters – FA

and FB (Oh-oka et al., 1987, 1988; Wynn and Malkin,
1988), from which the electrons are transferred to the
Fd and/or Fld. FA has been identified as the cluster
proximal to FX of PsaA and PsaB (Vassiliev et al.,
1998; Golbeck, 1999; Klukas et al., 1999a,b) and the
ET sequence has been concluded to be FX → FA →
FB → Fd/Fld (Diaz-Quintana et al., 1998; Vassiliev et
al., 1998, 2001; Fischer et al., 1999). The important
function of PsaC in hosting the two final electron ac-
ceptors of PS I, and the relatively low molecular weight
of the protein, may explain the high degree of conser-
vation in its primary, secondary, and tertiary structures
in all species.

B. The PsaD Subunit

PsaD is a ∼16–18 kDa subunit that is involved in the
docking of Fd to the “stromal ridge” formed by the
reducing-site subunits. In eukaryotes, the PsaD encod-
ing gene psaD, has been transferred to the nucleus and
a transit/leader peptide of ∼2–5 KDa has been added
to its N-terminus. Hence, PsaD of eukaryotes is syn-
thesized in the cytoplasm as a precursor that is targeted
to the chloroplast by its leader/transit peptide. There,
the leader peptide is cleaved by a stromal processing
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Fig. 2. Sequence alignment of the PsaD subunit from different photosynthetic organisms. PsaD from four cyanobacteria: Mastigo-
cladus laminosus, Synechococcus elongatus, Anabaena sp. PCC 7120, and Synechocystis sp. PCC 6803; and the precursor of PsaD
(pre-PsaD) from the green alga Chlamydomonas reinhardtii and the higher plant Spinacia oleracea, were aligned. Identical residues
of the six proteins are indicated by an asterisk (*), highly similar residues are indicated by two dots (:), and similar residues by one
point (.). Sequence alignment was made using ClustalW (Thompson et al., 1994).

peptidase (Cohen and Nechushtai, 1992), thus allow-
ing to obtain the mature-PsaD which is the form found
in the assembled-PS I complex within the thylakoid
membranes (Minai et al., 1996). The mature part of
PsaD shows a 49% identity and a 70% similarity be-
tween different organisms (Fig. 2). PsaD does not con-
tain any electron acceptor, i.e., it does not participate
in the ET process, nevertheless; chemical cross-linking
experiments have revealed a direct interaction between
PsaD and Fd (Zanetti and Merati, 1987; Hirasawa et
al., 1988; Lelong et al., 1994), thereby PsaD is con-
sidered as the docking site for Fd in the reducing site.
In addition, PsaD has been proven to be a key sub-
unit in the assembly, stability, and functionality of PS
I. It is the first nuclear-encoded subunit to accumu-
late in the thylakoid membranes during the greening
of etiolated seedlings (Nechushtai and Nelson, 1985;
Lotan et al., 1993). The other nuclear-encoded PS I
subunits accumulated in the thylakoids in a sequen-

tial manner with PsaD being the first nuclear-encoded
subunit to be detected. At the level of mRNA accumu-
lation, it was reported that the expression of the psaD
gene shows minor circadian rhythm and that red light
as well as blue light mediate psaD gene expression
(Giuliano et al., 1988; Oelmuller et al., 1989). On the
basis of experiments in transgenic tobacco it was con-
cluded that an intron sequence contributes to the light-
dependent expression of the psaD gene (Flieger et al.,
1994; Bolle et al., 1996). Moreover, only in the light,
the PsaD mRNA was found associated with the polyso-
mal fraction and the PsaD polypeptide is accumu-
lated (Lotan et al., 1993). Additional experiments with
photosynthetic electron transport inhibitor 3-(3′,4′-
dichlorophenyl)-1,1′-dimethyl urea (DCMU) demon-
strated that both levels of regulation are controlled by
diverse light quality-dependent redox signals from the
plastids during photosystem stoichiometry adjustment
(Pfannschmidt et al., 2001; Sherameti et al., 2002).
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Fig. 3. Sequence alignment of the PsaE subunit from different photosynthetic organisms. PsaE from four cyanobacteria: Mastigocladus
laminosus, Synechococcus elongatus, Anabaena sp. PCC 7120, and Synechocystis sp. PCC 6803; and the precursor PsaE (pre-PsaE)
from the green alga Chlamydomonas reinhardtii and the higher plant Spinacia oleracea, were aligned. Identical residues of the six
proteins are indicated by an asterisk (*), highly similar residues are indicated by two dots (:), and similar residues by one point (.).
Sequence alignment was made using ClustalW (Thompson et al., 1994).

PsaD has also been shown to be essential for the
stable assembly of PsaC and PsaE into the PS I complex
(Zhao et al., 1990; Li et al., 1991; Chitnis et al., 1996;
Naver et al., 1996). In the cyanobacteria Synechocystis
sp. PCC 6803, the photoautotrophic growth of a mutant
strain lacking PsaD has been found to be much slower
than that of wild-type cells (Chitnis et al., 1989).

C. The PsaE Subunit

PsaE is a ∼8–10 KDa subunit that together with PsaD
has been shown to shield the PsaC subunit (Jordan et al.,
2001). PsaE has been shown to be involved in the dock-
ing of Fd (Kruip et al., 1997) and Fld (Mühlenhoff et al.,
1996a,b) and in strengthening the binding of PsaC to
PS I (Weber and Strotmann, 1993; Hanley et al., 1996;
Klukas et al., 1999a,b). In eukaryotes, as for PsaD, the
PsaE encoding gene, psaE, has been transferred to the
nucleus and a transit/leader peptide of ∼5 kDa has been
added to its N-terminus. PsaE of eukaryotes is synthe-
sized in the cytoplasm as a precursor that undergoes
import to the chloroplast and processing by a stromal
processing peptidase (Chitnis et al., 1995) to obtain the
mature form detected in the assembled-PS I. The ma-
ture part of PsaE shows a 49% identity and 85% sim-
ilarity between different organisms, thus making this

protein, like PsaD, a much less conservative one than
PsaC (Fig. 3).

PsaE has been shown to have specific interactions
with Fd only in barley (Rousseau et al., 1993). In
cyanobacteria, PsaE is postulated to be involved in
the docking and binding of both Fd and Fld to PS I
(Mühlenhoff et al., 1996a,b; Meimberg et al., 1998).
PsaE has also been shown to be involved in the cyclic
electron flow occurring around the PS I complex both
in vivo (L. Yu et al., 1993) and in vitro (Barth et al.,
1998). This function is directly related to the process
known in cyanobacteria as CO2—concentrating mech-
anism (CCM), thus the energy required for HCO−

3 up-
take is supplied by the PsaE — mediated cyclic electron
pathway (Xu et al., 1994a,b).

III. The Function of the Reducing Site:
ET from PS I to Fd/Fld

In the PS I reducing site the ET to Fd/Fld occurs.
Both these electron acceptors, Fd and Fld, can sustain
cyclic as well as linear electron flow (Sétif, 2001; Sétif
et al., 2002). From them, the electrons are transferred
to a number of soluble enzymes involved in different
metabolic reactions. Due to their reduction properties,
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Fig. 4. Structural representation of the subunits of PS I reducing site and their electron acceptor, Fd. See Color Plate 13, Fig. 1.

Fd/Fld serve as the electron donor in various impor-
tant reactions such as NADP+ reduction, where Fd-
NADP reductase (FNR) is the active enzyme, carbon
assimilation, nitrite reduction for nitrogen assimilation,
sulfite reduction, glutamate synthesis, and thioredoxin
reduction for metabolic regulation (Knaff and Hira-
sawa, 1991; Knaff, 1996; see Hase et al., this volume,
Chapter 28).

The PS I reducing site is composed of PsaC, PsaD,
and PsaE that together form a ridge on the stromal
site of PS I, where the PsaC is located between the
PsaD and PsaE subunits (Kruip et al., 1997). The three
proteins function together to execute the ET from PS
I to its acceptor(s). Interactions of the reducing-site
subunits with Fd/Fld have been studied for the past
two decades (for review see Sétif et al., 2002). These
interactions are basically between four proteins, two of
which, PsaD and PsaE are very positively charged, i.e.,
electrostatic interactions probably enable the docking
and association of the negatively overall charged Fd/Fld
to the reducing-site subunit PsaC from where it has to
receive the electrons. Figure 4 indicates the four players
in these interactions – PsaC, PsaD, PsaE, and Fd.

To allow the function of the reducing site to be ac-
complished, ET from PS I to Fd/Fld, three different
steps need to take place:

1. Association/docking/binding of Fd/Fld to the
reducing site.

2. ET from the PsaC [4Fe–4S] clusters to the [2Fe–
2S]/flavin mononucleotide (FMN) cluster of the
soluble Fd/Fld respectively.

3. Dissociation of the reduced Fd/Fld from the PS
I reducing site to enable its function as electron
donor in numerous metabolic reactions.

Several experimental techniques have been used to elu-
cidate how the above-described steps take place. One
should note, though, that none of the methods could ad-
dress all the three steps in one experimental system. To
detect docking/binding/association of Fd/Fld, mainly
cross-linking has been used (Zanetti and Merati, 1987;
Andersen et al., 1992; Fischer et al., 1998). To char-
acterize the ET itself, the kinetics of Fd/Fld photo-
reduction has been studied in native and mutants of
the reducing-site subunits PsaC, PsaD, and PsaE by
flash absorption and electron paramagnetic resonance
(EPR) spectroscopy (Sétif and Bottin, 1994, 1995;
Fischer et al., 1997; Sétif et al., 2002; see Sétif, this
volume, Chapter 26). The direct evidence for dissoci-
ation of Fd from the PS I reducing-site subunits has
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been detected with BIACOR where Kon and Koff has
been obtainable (Lushy et al., 2000).

Attempts to pinpoint the residues involved in the
association/dissociation of – and ET to – Fd/Fld, in
each of the reducing-site proteins relied mainly on
site-directed mutagenesis studies. Such mutagenesis
studies on PsaC have shown that only K35 of PsaC
is essential for cross-linking with Fd, hence; K35 has
been concluded to be an interaction site between PsaC
and its redox partner Fd (Fischer et al., 1998). A succes-
sive study indicated that the same residue, K35, plays
a strikingly similar role in ET from PS I to Fld (Meim-
berg et al., 1999). To prove which of the Fe/S clusters
(FA or FB) of PsaC is involved in the ET to Fd/Fld,
positively charged residues have been introduced close
to the FB cluster. In the cyanobacterium Synechococ-
cus sp. PCC 6301 flash absorption spectroscopy has
been used to determine that the PsaC is being ori-
ented with FA as the cluster proximal to FX and FB

as the distal cluster that donates electrons to ferredoxin
(Vassiliev et al., 1998). In the green alga, Chlamydo-
monas reinhardtii the triple mutant (I12V/T15K/
Q16R) has resulted in a 60-fold increase of Fd affinity
to PS I as measured by flash absorption spectroscopy
and a larger amount of PsaC-Fd cross-linking product.
These data indicate that FB is the cluster interacting
with Fd and, therefore, the outermost iron–sulfur clus-
ter of PS I (Vassiliev et al., 1998; Fischer et al., 1999;
Golbeck, 1999).

Although PsaC is the only protein involved in the
ET per-se, an important role has also been assigned
for PsaD and PsaE. Whenever Fd photo-reduction was
followed by PS I of psaD and psaE less mutants from
Synechocystis sp. PCC 6803, significant changes in the
association and dissociation of Fd from their PS I com-
plex have been reported. Based on such studies, the
researchers have concluded that PsaD is important for
the guiding of Fd to its binding site, i.e., it mainly af-
fects the association rate, whereas PsaE seems to con-
trol the PS I/Fd complex lifetime, i.e., it mainly affects
the dissociation rate. The effect of different pH on the
ET from PS I to Fd has also been studied. In the PsaE
deleted mutant as in the wild-type, the change of pH
from 8.0 to 5.8 induces a 10-fold increase in affinity
of Fd for PS I. In the absence of PsaD, this pH effect
is not observed, this indicating that the PsaE subunit is
the one mostly responsible for the increase in affinity
at low pH (Barth et al., 1998).

Direct association of Fd with PsaD has been shown in
cross-linking experiments for native PsaD (Mühlenhoff
et al., 1996a,b; Ruffle et al., 2000) and recombinant
PsaD (Pandini et al., 1999). Recombinant PsaD of

spinach has been produced in Escherichia coli as a
soluble protein that has been purified to homogeneity.
The interaction of the PsaD subunit with Fd has been
investigated by three different approaches: chemical
cross-linking between the two purified proteins in so-
lution, affinity chromatography of the PsaD subunit on
a Fd-coupled resin, and titration with Fd of the pro-
tein fluorescence of the PsaD subunit. All these studies
have indicated that the isolated PsaD in solution has
a definite conformation and it maintains the ability to
bind Fd with high affinity and specificity. The KD value
of the complex of PsaD and Fd has been reported to be
in the nanomolar range. The ionic strength dependence
of the KD suggests that the protein–protein interaction
is at least partially electrostatic in nature. Nevertheless,
none of the glutamate residues of the acidic cluster of
residues 92–94 of Fd have proven to be essential for
PsaD binding. This conclusion is in agreement with the
one obtained with the E93-95 mutant of Synechococcus
elongatus which has shown that cross-linking to PsaD
is possible (Floss et al., 1997).

These results contradict those obtained on PS I/Fd
covalent complex prepared from Synechocystis sp. PCC
6803, where K106 from PsaD has been found to be
cross-linked to E93 of Fd (Lelong et al., 1994). Mu-
tagenesis studies in which K106 has been substituted
have indicated a significant, though not essential, role
of K106 (Sykes and Rogers, 1984; Chitnis et al., 1996;
Mühlenhoff and Sétif, 1996a,b). Other mutagenesis
studies in S. elongatus have indicated that another elec-
trostatic contact, away from K106, is responsible for
the interactions that exist between Fd and PsaD (Floss
et al., 1997). Mutagenesis studies in the same organism
in the sequence extending from His97 to Arg119, have
predicted that the residues responsible for the protein–
protein interactions of PsaD-Fd, are specifically His97
and R111 and the acidic amino acids D100, E105, and
E109 (Hanley et al., 1996; Bottin et al., 2001; Lagoutte
et al., 2001). Most single replacements of the acidic
residues by neutral amino acids have increased the
affinity for Fd, indicating the existence of a negative
control for Fd binding (Bottin et al., 2001; Lagoutte
et al., 2001).

Site-directed mutants of the PsaE subunit have been
obtained only in Synechocystis sp. (Rousseau et al.,
1993; Barth et al., 2000). Only in mutants of R39
(Barth et al., 2000) have the kinetics of Fd photo-
reduction been strongly affected. These researchers
have proposed that the role of the positive charge
at position 39 is to control the lifetime of the complex
(rate Koff) with Fd. A model suggested by the authors
has shown that the side chain of the R39 is exposed



556 Alexander Fish, Konstantin Kogan and Rachel Nechushtai

to the stroma and is in a favorable position to interact
with Fd and perform the suggested role of facilitation
of the Fd dissociation (Sétif, 2001; Sétif et al., 2002).
In the cyanobacterial system it has been shown that
psaE deleted mutants are also affected during the dis-
sociation of ferredoxin/FNR complex. This transient
complex of PS I/ferredoxin/FNR formed during linear
electron transport which is PsaE-dependent, is affected
during its dissociation (van Thor et al., 1999).

In experiments using the BIACORE R© technique, the
role suggested for PsaE by these researchers has been
confirmed. This technique enables the determination
of real-time biomolecular interaction analysis (BIA)
by surface plasmon resonance (SPR) technology (Jon-
sson et al., 1991). Real-time BIA monitors the forma-
tion and dissociation of biomolecular complexes on a
sensor surface as the interaction occurs. By attaching
one molecule (the ligand) to the surface, the binding of
another molecule in solution (the analyte) with the lig-
and is followed. The preliminary data obtained (Lushy
et al., 2000), has shown similar KD values for PsaD-Fd;
PsaE-Fd and the entire PS I-Fd associations as mea-
sured by the other techniques described above (Barth
et al., 1998, 2000; Pandini et al., 1999).

Several mutants have also been generated in Fd/Fld
to analyze the amino acids important in the acceptors
for the interactions with PS I. Out of several mutants
generated in Synechocystis sp. PCC 6803 (Poncelet
et al., 1998; Guillouard et al., 2000), the ones hav-
ing the larger decrease in the affinity of Fd to PS I
have been found in the double mutant D57R/D60R and
D57K/D60K(Guillouard et al., 2000).

Taken together, the vast information in recent years
on the involvement of specific residues in the reducing-
site-Fd/Fld ET, have indicated the central role of K35
of PsaC, R39 of PsaE, and E105 of PsaD in the PS I
reducing site, and D57/D60 in Fd. These mutations and
the PS I structure (Jordan et al., 2001) have allowed the
definition of the docking site for the acceptors, with Fd
binding at the edge of the “stromal ridge” formed by its
three peripheral membrane PsaC, PsaD, and PsaE sub-
units (Sétif et al., 2002). Nevertheless, all the mutage-
nesis studies have been mapped onto the PS I structure
solved with the native proteins (Jordan et al., 2001).
More direct structural information is required that will
enlighten us with more exact interactions and geom-
etry. Currently, the only structural information known
comes from electron microscopy and modeling studies.
The former study characterized cross-linked complexes
of PS I with either Fd (Lelong et al., 1996; Ruffle et
al., 2000) or Fld (Mühlenhoff et al., 1996a,b) and the
latter study modeled the interactions of Fd from Spir-

ulina platensis to the 4 Å electron density map of PS I
from S. elongatus (Fromme, 1996). Both studies have
suggested that the binding site of Fd is located close to
the terminal [4Fe–4S] cluster of PS I. Nevertheless, the
low resolution nature of these studies has not permitted
detailed information on the complex geometry. There
is no doubt that a structure of a cocrystal that contains
Fd with the reducing-site subunits and/or PS I is essen-
tial in order to understand the precise interactions and
geometry. Such a crystal has been studied recently for
its EPR characteristics (Fromme et al., 2002). Unfortu-
nately, these crystals diffracted X-rays to a resolution
of only 7 Å, which has not permitted the determination
of their atomic structure.

IV. The Organization of the Reducing-
Site Subunits

To be able to carry out the function of ET to Fd/Fld;
i.e., the association/binding of Fd/Fld to the reducing-
site ridge, the ET to Fd/Fld, and the dissociation of the
reduced Fd/Fld; the different members of the reduc-
ing site have to integrate into the thylakoids, specif-
ically into PS I, and to retain the proper conforma-
tion in the “stromal ridge” that secures their proper
functionality. Several experimental systems have been
developed to follow the steps involved in this assem-
bly/organizational process. These include in vitro as-
sembly assays in which native and mutated PsaD and/or
PsaE have been expressed and/or over-expressed and
introduced into isolated thylakoids and/or purified PS
I complexes. In vivo systems, like those of cyanobac-
teria or green algae (Chitnis et al., 1996; Fischer et al.,
1997, 1999; Meimberg et al., 1999) have enabled one
to follow the effects of different mutations on the stable
assembly of the PsaC/D/E proteins by detecting their
presence and functionality in thylakoids isolated from
intact cells (J. Yu et al., 1995; Gong et al., 2003). In
recent years, the availability of structural information
on the structure of the different subunits in their sol-
uble form, i.e., before their integration into the PS I
on the one hand, and their available structures in the
assembled-PS I structure on the other hand, has pro-
vided a new insight that has permitted a better under-
standing of the conformational changes and protein–
protein interactions occurring during the assembly pro-
cesses. To simplify the issues relating to the integra-
tion and the folding to retain the proper conformation,
we will first describe the current available information
on the assembly of each of the reducing-site subunits.
In these individual sections the questions still opened
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regarding each of the subunits will be discussed. After
the detailed information on each of the proteins, we will
address the issues that are still needed to be resolved to
enable a more global understanding of the assembly of
the entire site.

A. Assembly of the PsaC Subunit

The central role of PsaC in the assembly of the PS I re-
ducing site was first reported in cyanobacteria. A strain
of Anabaena variabilis T398 was generated in which
the psaC gene encoding the PsaC protein was insertion-
ally inactivated. The PS I complex isolated from the
generated T398 strain has retained a functionally ac-
tive P700. However, this purified PS I complex lacked
the PsaD, PsaE, and PsaL polypeptides. Western analy-
sis with polyclonal antibodies raised against these pro-
teins has indicated that the two reducing-site polypep-
tides, PsaD and PsaE, are absent in isolated thylakoid
membranes from T398 cells. The PsaL polypeptide was
detected at a level comparable to that in wild-type thy-
lakoid membranes, but it is absent in the PS I prepara-
tion from the mutant strain (Mannan et al., 1994).

In another cyanobacterium, Synechocystis sp. PCC
6803, insertion of a gene encoding kanamycin resis-
tance into the psaC gene resulted in a photosynthesis-
deficient strain, CDK25, lacking the PsaC, PsaD, and
PsaE polypeptides in isolated thylakoid membranes,
while the PsaA/PsaB and PsaF subunits were found
to be present. Growth of the mutant cells under light-
activated heterotrophic growth was undistinguished
from that of the wild-type. A reversible P+

700 signal was
detected but the EPR signals attributed to FAand FB are
absent in the mutant strain. The addition of PsaC and
PsaD proteins to the thylakoids restored the EPR res-
onance characteristic of an interaction-type spectrum
of F−

A and F−
B . This study has demonstrated that in PS

I of Synechocystis sp. PCC 6803 the PsaC polypeptide
is necessary for stable assembly of PsaD and PsaE into
PS I complex in vivo. Moreover, it has indicated that
PsaC, PsaD, and PsaE are not needed for the assem-
bly of PsaA–PsaB dimer and electron transport from
P700 to FX (L. Yu et al., 1995). A recent study of the
same cyanobacterium Synechocystis sp. PCC 6803 has
further strengthened these findings. In the latter, the
psaC gene has been interrupted and a similar pheno-
type has been obtained, i.e., cells cannot grow under
photosynthetic conditions when subunit PsaC has been
deleted, yet the PsaC-deficient mutant cells grow under
heterotrophic conditions and assemble the core sub-
units of PS I in which light-induced electron transfer
from P700 to A1 are detected. Yet in this mutant, the

photo-reduction of FX has been largely inhibited, as
seen from direct measurement of the extent of elec-
tron transfer from A1 to FX. The availability of the
atomic structure of PS I (Jordan et al., 2001), has al-
lowed these researchers to propose that the removal of
subunits PsaC, PsaD, and PsaE in the PsaC-deficient
mutant causes the breaking of bridges between these
subunits and PsaA and PsaB, which causes the forma-
tion of a net of negative surface charges on PsaA/PsaB.
They have suggested that these surface charges induce
a potential on FX that inhibits the electron transport
to it from the quinone (A1) (Gong et al., 2003). Al-
though the two groups report a similar phenotype, L.
Yu et al. (1995) found that the absence of PsaC (and
PsaD/PsaE) did not prevent the reversible reduction of
Fx. From these studies it is clear that the absence of
PsaC subunit allows assembly of photosystem I core
but prevents the binding of PsaD and PsaE in Syne-
chocystis sp. PCC 6803.

The effects of the salt bridges and other protein–
protein interactions on the stable assembly of PsaC,
the proper integration of its iron–sulfur clusters FA and
FB and the ET to them and from them to the soluble Fd,
have been the focus of several studies in the recent few
years. From the X-ray structure of S. elongatus (Jordan
et al., 2001) it is evident that PsaC is located at the
center of the stromal ridge and is surrounded by PsaD
and PsaE. PsaC seems to be the situated at the top of
the core of the pseudo-C2 symmetric reaction center
heterodimer of PS I formed by the main membrane-
spanning PsaA and PsaB subunits. Indeed, the recent
very extensive study (Antonkine et al., 2003) has indi-
cated that PsaC is the reducing-site subunit that forms
the most extensive network of protein–protein interac-
tions with the surface of PsaA and PsaB. The latter, and
the inner location of PsaC within the “stromal ridge,”
are no doubt key factors that affect the proper assembly
of PsaC in the reducing-site complex. There is the ques-
tion of PsaC integration into its inner position. Under
steady-state conditions, when PsaC needs to undergo
a turnover, the formation of the network of numerous
interactions to obtain the optimized conformation for
its function is an issue to be addressed, as is the ques-
tion of the release of PsaC from its inner location. An-
other question is the need for the achievement of the
proper assembly of the PsaC iron–sulfur clusters FA

and FB, that must gain a proper conformation to allow
their optimal function in ET to Fd/Fld. Because of their
central functional role in the electron transfer process,
the assembly of these [4Fe–4S] clusters of PsaC has
been studied by biochemical and spectroscopic meth-
ods that followed their magnetic resonance properties
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(Golbeck, 1999; Vassiliev et al., 2001). These studies
have indicated that PsaC can be overexpressed as a
free/soluble protein; to this free apo-protein the Fe/S
clusters FA and FB are integrated. As a result, the pro-
tein backbone in the core of PsaC, i.e., the region that
surrounds the clusters, is folded into a defined three-
dimensional conformation (Golbeck, 1999; Vassiliev
et al., 2001; Antonkine et al., 2002). This proper inte-
gration and assembly of the Fe/S clusters and the fold-
ing of the PsaC core occurs before the integration of
PsaC into the thylakoids/PS I. The question of whether
the proper integration of the clusters into PsaC is a pre-
requisite to enable the protein to assemble into the PS I
heterodimer has been addressed in a successive study.
The researchers have used the strain of the psaC dele-
tion mutant of Synechocystis sp. PCC 6803, into which
they have incorporated site-specific amino acid substi-
tutions in the cysteine residues that ligate the FA and FB

iron–sulfur clusters. The results have shown that only
those PsaC proteins that contain the two [4Fe–4S] clus-
ters properly integrated, can assemble properly into the
PS I (Jung et al., 1997).

Nevertheless, in this free/soluble PsaC, that contains
the FA and FB and is capable of assembly into PS I,
the magnetic resonance properties of the clusters differ
from their properties in the PS I-assembled PsaC. In the
free/soluble PsaC, the magnetic characteristics of the
FA cluster have been found to be basically equivalent to
those of FB (Golbeck, 1999). Taken together, these re-
sults led to the view that before the integration of PsaC
into PS I, the FA, and FB have to be integrated into the
protein. The effect of the integration of FA and FB on the
structure of PsaC was addressed in a recent report on
three-dimensional NMR solution structure of recombi-
nant, oxidized, unbound PsaC from Synechococcus sp.
PCC 7002. The latter has indeed indicated significant
differences between the unbound PsaC structure and
the available X-ray structure of PS I-assembled PsaC
(Antonkine et al., 2002). These differences mainly con-
cern the arrangement of the N- and C-termini with
respect to the [4Fe–4S] core domain. In the NMR
solution structure of PsaC, the C-terminal region as-
sumes a disordered helical conformation that is clearly
different from the extended coil conformation, which
is one of the structural elements required to anchor
PsaC to the PS I core heterodimer. In solution, the N-
terminus of PsaC is in contact with the pre-C-terminal
region; it slides in between the latter and the iron–
sulfur core region of the protein. Together, these fea-
tures result in a concerted movement of the N-terminus
and pre-C-terminal region away from the FA binding
site, accompanied by a bending of the N-terminus.

In the PS I-assembled PsaC, the same terminal re-
gions are positioned much closer to FA and have an
antiparallel β-sheet conformation. These reported con-
formational changes between bound and unbound PsaC
correlate with the differences reported earlier for the
EPR spectra of reduced FA and FB in assembled versus
free/soluble PsaC (Li et al., 1991). The researchers have
shown that the structural changes of free PsaC vs. PS
I-assembled PsaC, and the differences in the magnetic
properties of FA and FB are affected by, or related to,
the assembly of PsaC to PS I. Upon the binding of the
free/soluble PsaC to the PS I heterodimer, PsaA, and
PsaB subunits, a change of the magnetic properties of
FA and FB occurs. The amino acid motif surrounding
the FA creates the FA binding site of PsaC with the
P700-FX core. It has been suggested that these charged
amino acid residues of the PsaC FA binding motif play a
crucial role in the intersubunit binding network of PsaC
to PS I. The K51 and R52 residues of PsaC have been
suggested as being the most important ones in this bind-
ing (Antonkine et al., 2003). The association of PsaC
with the PsaA and PsaB heterodimer is the first assem-
bly step that affects the magnetic characteristics of the
clusters. Further changes occur following the binding
of PsaD to the assembled PsaC–PS I-core (Li et al.,
1991; Chitnis et al., 1996). The PsaC D46 residue in
front of the FA binding motif has been pointed out as be-
ing involved in the contact formed by PsaC with PsaD
(Antonkine et al., 2003). The different findings indi-
cate that both the PsaC conformation and the magnetic
properties of its iron–sulfur clusters are reaching sim-
ilar characteristics as reported for the PS I-assembled
PsaC only after PsaD gets assembled to the PsaC–PS
I-heterodimer complex (Li et al., 1991). The recent
study described in Antonkine et al. (2003) has provided
a solid explanation to these previous observations. In
this study the X-ray structural information on the PS I-
assembled “stromal ridge” subunits has been compared
to the soluble structures of free/soluble PsaC, PsaD, and
PsaE. Moreover, in this recent report the biochemical
and spectroscopic studies have been analyzed in light of
the structural contact analysis. The researchers related
the contact information based on the assembled-PS I
structure to conformational changes in the proteins oc-
curring concomitantly with their assembly. Their anal-
ysis accepted the suggested sequential assembly of the
subunits of the “stromal ridge” of PS I suggested by
Golbeck and coworkers (Golbeck, 1999). As for PsaC,
three assembly stages were suggested to take place:
firstly, PsaC is in solution as a free protein into which
the iron cluster are integrated; secondly PsaC binds
to the PsaA–PsaB heterodimer (“PsaC-only”) and
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Fig. 5. Association of PsaC with the PS I complex. See Color Plate 13, Fig. 2.

following the binding of PsaD, the PsaC reaches its final
PS I-assembled conformation termed by them: “PsaC
(PS I)” (Antonkine et al., 2003).

Figure 5 shows the changes in PsaC structures upon
assembly based on currently available structural in-
formation (step 1 and step 3 mentioned above). The
structure of PsaC (free) — in blue, taken from (PDB
entry 1K0T) and described in details in Antonkine et
al. (2002), is superimposed on the structure of PsaC
(PS I) — cyan, taken from (PDB entry 1JB0) and de-
scribed in details in Jordan et al. (2001). The stromal
exposed area of the PsaA and PsaB structures is pre-
sented in the background. The view presented is paral-
lel to the thylakoids. Figure 5 clearly demonstrates the
conformational changes detected for PsaC.

A recent study has indicated an assembly governed
regulation of the synthesis of the chloroplast-encoded
PS I subunits. It shows that the presence of PsaB is re-
quired for significant rate of synthesis of PsaA which is
required for synthesis of PsaC (Wostrikoff et al., 2004).
This study suggests that the regulation of assembly of
PsaC may occur as early as its translation step.

B. Assembly of the PsaD Subunit

The assembly of PsaD was initially studied in eukary-
otic systems where it was shown to play a key role in
the assembly of the entire PS I (Nechushtai and Nelson,
1981, 1985). As shown in Fig. 2, PsaD of eukaryotes
is longer than PsaD of cyanobacteria. The eukaryotic
PsaD is synthesized in the cytoplasm as a precursor
with a leader peptide at its N-terminus, pre-PsaD, which
targets it to the chloroplast. There, the leader peptide
is cleaved by a stromal processing peptidase (Cohen

et al., 1992), thus allowing PsaD to assemble properly
into the PS I complex within the thylakoid membranes
(Minai et al., 1996). The assembly of PsaD into the
thylakoid membrane requires neither the presence of
ATP nor the presence of a stromal component (Chitnis
and Nelson, 1992; Cohen et al., 1992). PsaD assem-
bles specifically into the PS I complex. No association
of the newly integrated protein subunit with any other
membrane complex has been observed (Chitnis and
Nelson, 1992; Cohen et al., 1992). Moreover, pre-PsaD
can also assemble into isolated PS I complexes. Upon
addition of the stromal fraction, the pre-PsaD, bound
to the isolated PS I can be correctly processed by the
stromal processing peptidase (Cohen and Nechushtai,
1992). Although the assembly of the pre-PsaD into the
thylakoids is not affected by the presence of salts, the
mature form that resembles the cyanobacterial PsaD
cannot assemble into the membrane at high salt con-
centrations (Minai and Nechushtai, 1995). This form
of mature-PsaD becomes resistant to proteolysis only
when properly assembled into the thylakoids in low
ionic strength (Minai et al., 1996). The assembly of
pre-PsaD/PsaD into the PS I complex is led by the C-
terminus of the protein, which is phyla specific (Cohen
et al., 1995; Minai and Nechushtai, 2001).

Taken together, the observations on the assembly of
eukaryotic PS I argue for the involvement of at least
two steps in the assembly process of pre-PsaD. As a first
step, pre-PsaD binds to PS I probably in an extended
conformation that is responsible for its proteolytic sus-
ceptibility. The extended conformation, which maybe
similar to that of pre-PsaD in a soluble environment,
is probably caused by the presence of the leader pep-
tide. Then, in a second step of the assembly process,



560 Alexander Fish, Konstantin Kogan and Rachel Nechushtai

the pre-PsaD is processed to its mature form. The
latter step is most likely accompanied by a conforma-
tional change, thus allowing the formation of associ-
ations/contacts/bindings between PsaD and other PS I
subunits. This intracomplex association secures the as-
sembly of PsaD in PS I at the stromal surface of the
thylakoid membranes and provides the PsaD protec-
tion against proteolytic digestion (Minai et al., 1996;
Wollman et al., 1999).

An in vitro comprehensive study has involved the
characterization of the assembly of plants (spinach),
green algae (C. reinhardtii), and cyanobacterial
(Mastigocladus laminosus) PsaD. The study has aimed
at unraveling the mechanism by which the PsaD as-
sembly takes place. Mature-PsaD of spinach and PsaD
of the cyanobacterium M. laminosus, have been over-
expressed, purified to homogeneity and introduced to
isolated PS I complexes. The findings have indicated
that an exchange mechanism enables the assembly of a
newly introduced PsaD into PS I. The latter replaces the
PsaD subunit that is present in situ within the complex.

In vivo studies that have followed the assembly of
PsaD in C. reinhardtii cells have supported this in
vitro characterized exchange mechanism. In C. rein-
hardtii in the absence of synthesis and assembly of new
PS I complexes, newly synthesized PsaD assembled
into pre-existing PS I complexes (Minai et al., 2001).
Cyanobacterial experimental systems have enabled to
characterize the assembly of wild-type and mutants of
PsaD in vivo. To determine the function of the basic
region in PsaD, site-directed mutagenesis studies of
the cyanobacterium Synechocystis sp. PCC 6803 have
taken place. Five mutant strains have been generated in
which one or more charged residues have been altered.
The results have indicated that the basic residues in the
central region of PsaD, especially K74, are crucial in
the assembly of PsaD into the PS I complex (Chitnis
et al., 1997).

Several methods have been used to analyze the struc-
tural elements in free/soluble PsaD that play a role in
its assembly into the PS I complex. The over-expressed
soluble PsaD of M. laminosus can assemble into the
PsaD-less PS I. While some of the residues C66, K21,
R118, and R119 have been identified as being ex-
posed on the surface of soluble PsaD, others like K129
and K131 residues have not been exposed on the sur-
face, indicating a distinct conformation that “buries”
them inside the protein. Circular dichroism (CD) spec-
troscopy has revealed that the free/soluble PsaD con-
tains a small proportion of α-helical conformation
(Jin et al., 1999). Another study on the free/soluble
PsaD of Synechocystis sp. PCC 6803 has indicated that

only 11% of the protein is in a defined conformation
(β-sheet), and PsaD exists in two or more conforma-
tions whose distribution is affected by pH (Xia et al.,
1998). These researchers have also found that in solu-
tion, as free protein, PsaD is a stable dimer, and they as-
sume that the core of PS I might induce dimer/monomer
transition. The dimeric form of PsaD has also been
reported for M. laminosus PsaD (Minai et al., 2001).
In the recent study of Antonkine et al. (2003), the re-
searchers took the available limited structural informa-
tion from the NMR study of free/soluble PsaD (Xia et
al., 1998) as evidence of a nonstructured PsaD in the
free/soluble state. This assumption contradicts the con-
clusions from assembly assays. In the section described
above, it has been shown that in extended conforma-
tion, PsaD is susceptible to proteolysis. So without a
defined conformation, it is difficult to envision how
PsaD reaches the PS I complex in the thylakoids af-
ter being soluble, non-structured protein in mediums
(cytoplasm and/or stroma) enriched with proteolytic
enzymes. Further contradicting evidence comes from
the study done by Chitnis and Nelson (1992) who stud-
ied the assembly of different deletion mutants of PsaD.
They showed that the deletions prevented the incorpo-
ration of the deleted-PsaD into the thylakoids and its
proper assembly into PS I. They suggested that prob-
ably the overall conformation of PsaD, rather than a
specific targeting sequence, is required for PsaD as-
sembly into PS I. It may very well be that to-date a de-
fined three-dimensional structure for the free/soluble
PsaD has not been reported, rather, the results are from
experimental conditions rather than from a truly non-
structured free/soluble PsaD.

The recent detailed analysis (Antonkine et al., 2003)
of all the contacts formed by PsaD in the PS I-
assembled complex aimed at understanding the assem-
bly process of PsaD with respect to its conformation.
These researchers suggested that the contacts formed
by PsaD and the P700-Fx/PsaC core containing the PsaA
and PsaB subunits, are responsible for the formation of
the tertiary structures of PsaD. Initially they suggest
the formation of contacts of the N-terminal residues of
PsaD (residues 12, 14, and 16 that bind to PsaA and 17
and 19 to PsaB) as well as the other set of contacts bind-
ing to PsaA (residues 40, 46, 60, and 62 of PsaD) are
suggested to be responsible for positioning different el-
ements of the secondary structure of the N-terminus of
PsaD with respect to one another and with respect to the
stromal exposed PsaA surface. These contacts, on the
other hand, involve tertiary structural features of other
PS I subunits, like PsaC. The extended conformation of
the PsaC C-terminus and its interactions with PsaB are
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Fig. 6. Assembly of PsaD in the PS I complex. See Color Plate 14, Fig. 1.

stabilized by PsaD binding. These researchers sug-
gest that the binding of PsaD even induces the forma-
tion of some intra-PsaC contacts, which have been re-
vealed in the X-ray structure of assembled-PS I (Jordan
et al., 2001), but have not been observed in free PsaC
(Antonkine et al., 2002). Another important interaction
of PsaD with PsaC occurs in the region of the C-clamp
of PsaD. The C-clamp contacts with PsaC not only de-
termine the position of the C-clamp, but also initialize
the formation and stabilization of the anti-parallel β-
sheet arrangement of the N- and C-terminal regions
of PsaC. After all the sets of contacts of the C-clamp
around PsaC are present, the proper position of the C-
terminus of PsaD forms its specific contact network to
the PsaB subunit. Finally, these researchers have con-
cluded that the contacts formed by PsaD with PsaA,
PsaB, and with PsaC are the ones that dictate the fi-
nal conformation of the PsaD within the assembled-PS
I complex (Jordan et al., 2001), an antiparallel four-
stranded β-sheet followed by a second two-stranded
β-sheet. A short loop connects the fourth β-strand to
the only α-helix in PsaD. Figure 6 indicates the addi-
tion of the PsaD in its final conformation that also locks
the PsaC in its final conformation taken from (PDB
entry 1JB0) and described in details in Jordan et al.
(2001).

C. Assembly of the PsaE Subunit

In cyanobacteria, in vivo experimental systems have
been used to follow the assembly of PsaE into thy-
lakoids isolated from mutant strains that lack specific
PS I subunits. It has been found that the PsaE incor-

porated into membranes isolated from the wild-type
cells, is resistant to chaotropic agents and proteolytic
digestion. Susceptibility to proteolysis and/or removal
by chaotropic agents has been detected while the newly
assembled PsaE integrated into the thylakoids of dif-
ferent mutants. The results have suggested that PsaD
and PsaF/PsaJ interact with PsaE to stabilize its assem-
bly into the assembled-photosystem I complex (Cohen
et al., 1993).

In a recent study the introduction of purified PsaE
protein to thylakoids isolated from M. laminosus was
conducted by following the assembly of overexpressed
and purified PsaE from this cyanobacterium. The pu-
rification of the different thylakoid protein complexes
has indicated that PsaE accumulates specifically in its
functional location, the PS I complex. A similar stable
assembly has been detected when PsaE is introduced
into purified PS I complexes, i.e., in the absence of other
thylakoid components. The latter strongly indicates that
the information for the stable assembly of PsaE into
PS I lies within the polypeptide itself and within other
subunits of the PS I complex that interact with it. To
determine the nature of these interactions, the assem-
bly reaction has been performed in conditions affecting
the ionic and/or osmotic strength. It has been found that
altering the ionic strength significantly affects the ca-
pability of PsaE to assemble into isolated thylakoids
or PS I complexes, strongly supporting the notion that
electrostatic interactions are formed between PsaE and
other PS I subunits. Moreover, the data suggest that
the formation of electrostatic interactions occurs con-
comitantly with an exchange step in which newly intro-
duced PsaE replaces the subunit present in situ (Lushy
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et al., 2002). These results imply that the PsaE assembly
mechanism is by an exchange mechanism resembling
those described above for PsaD (Minai et al., 2001),
which would make the exchange mechanism, under
steady-state conditions, a general one for the assembly
of the reducing-site subunits.

Site-directed mutagenesis study of basic residues of
the PsaE in Synechocystis sp. PCC 6803, have shown
that some of the mutants were impaired for PsaE in-
tegration into PS I, with phenotypes identical to the
psaE-deleted mutant (Rousseau et al., 1993). These
observations have confirmed that important changes in
either of the two terminal sequences of the PsaE impair
its correct integration into PS I.

In vivo studies in which the genes encoding PsaE
have been disrupted in plants have been performed in
Arabidopsis. The psae1-1 mutant, in one of two Ara-
bidopsis genes that encode PsaE, has been identified.
In this mutant, a significantly altered steady-state re-
dox level and the rate of reoxidation of P700 have been
found. An additional mutant allele, psae1-2, has been
identified by reverse genetics. In wild-type plants, the
psaE1 transcript is expressed at a higher level than
psaE2 mRNA. In the mutants, however, the psaE1
transcript has barely been detectable, and has been ex-
pressed only in small groups of wild-type cells resulting
from somatic reversions. As a consequence, the amount
of PsaE protein present in the mutant is significantly re-
duced. Concomitantly, the levels of other stromal pho-
tosystem I subunits (PsaC and PsaD) are also affected.
Mutant plants have shown a marked increase in light
sensitivity and photoinhibition. Additional effects of
the psae1 mutation include light green pigmentation,
an increase in chlorophyll fluorescence and a decrease
of ∼50% in growth rate under greenhouse conditions
(Varotto et al., 2000). These observations clearly indi-
cate that in plants the assembly of all subunits of the
reducing site PsaC, PsaD, and PsaE is well co-ordinated
and that disruption of one of them affects the others as
well.

In recent years, several reports on the three-
dimensional structure of over-expressed purified PsaE
as a soluble/free protein have been reported. The re-
searchers all used solution NMR as the methodol-
ogy to determine the structure. The initial report of
(Falzone et al., 1994) has indicated that the PsaE pro-
tein isolated from the cyanobacterium Synechococcus
sp. PCC 7002 adopts the β topology of an SH3 do-
main, with five β-strands (βA through βE) and a turn
of 3(10) helix between strands βD and βE.

A few years later, the same group reported on
the NMR structure of PsaE from the cyanobacterium

Nostoc sp. PCC 8009 (Mayer et al., 1999). These re-
searchers claimed that although the primary structure
of the PsaE protein is strongly conserved across all
oxygen-evolving photosynthetic organisms, variability
in loop lengths, as well as N- or C-terminal exten-
sions exist. The latter may affect the structure of the
protein; therefore, they decided to determine the so-
lution structure of PsaE from Nostoc sp. PCC 8009.
The obtained family of 20 NMR structures of Nostoc
sp. PCC 8009 have been compared to the structure of
PsaE from Synechococcus sp. PCC 7002. The compar-
ison has indicated that Nostoc sp. PCC 8009 PsaE has
a seven-residue deletion in the loop connecting strands
βC and βD, and an eight-residue C-terminal exten-
sion. Differences between the two cyanobacterial pro-
teins are mostly confined to the CD loop region and the
C-terminal disordered extension (Mayer et al., 1999).

Recently, a third NMR solution structure of PsaE
from the cyanobacterium Synechocystis sp. PCC 6803
has been reported (Barth et al., 2002). The overall fold
of this structure is highly similar to previous structures
of PsaE (Falzone et al., 1994; Mayer et al., 1999). These
results have also indicated that a well-defined central
core consists of a five-stranded β-sheet (+1, +1, +1,
−4x), characteristic of PsaE structure. Four loops (des-
ignated as AB, BC, CD, and DE loops) connect these
β-strands, and the overall resulting structure being that
of an SH3-like domain. As compared to previously de-
termined PsaE structures, conformational differences
are observed in the first three loops. The flexibility of
the loops has been shown to be small in amplitude for
the AB and BC loops, but large for the CD loop (Barth
et al., 2002).

The availability of three-dimensional structures of
PsaE as a free/soluble protein, have enabled the com-
parison of the nonbound, free PsaE before its integra-
tion to PS I, to that of the assembled PsaE structure
as reported in the high resolution X-ray structure of
PS I (Jordan et al., 2001). Figure 7 indicates the changes
of the two PsaE structures; the free/soluble PsaE struc-
ture from Synechococcus sp. PCC 7002 (PDB code
1PSF), colored purple, compared with the structure of
PsaE in the assembled-PS I (PDB code 1JB0), colored
pink. This comparison indicates the differences be-
tween free/soluble PsaE and the protein bound to the PS
I. Analysis of the latter with regards to the insertion pro-
cess and the function(s) of PsaE in the assembled-PS I
can be performed. Such analysis was presented in the
recent study of Antonkine et al. (2003) that indicated
that for PsaE, the three-dimensional structure is very
similar in solution and in the PS I-bound form, with
the exception of two loop regions BC and CD. They
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Fig. 7. Association of PsaE with the PS I complex. See Color Plate 14, Fig. 2.

have suggested that these changes in the structures of
PsaE are caused by the sequential formation of multi-
ple networks of contacts between the polypeptides of
the stromal ridge and between those polypeptides and
the PsaA/PsaB core polypeptides, where the BC- and
CD-loop region play a important structural role. CD-
loop, together with AB-loop, form contacts with the
PsaA/PsaB core and stromal interface. The location of
PsaE covers the stromal surface immediately above the
QK-A binding site. The removal of PsaE together with
PsaF influences the photoaccumulation of reduced A−

1

radical by facilitation solvent access to QK-A (Yang
et al., 1998). The researchers (Antonkine et al., 2003)
have also proposed that Y45 (CD-loop) and Y15 (AB-
loop) of PsaD, which are, located close to the QK-A
binding site, function as H-bond donor and H-bond ac-
ceptor, respectively. They suggested that the later may
influence the unusually low reducing potential of the
phylloquinone in PS I. The BC-loop is involved in the
PsaE interaction to PsaC and these contacts help to
stabilize this part of PsaE structure (Antonkine et al.,
2003).

V. Other Proteins Involved in the
Assembly of the PS I Reducing Site

We have described the assembly of the PsaC, PsaD,
and PsaE subunits of the PS I reducing site as it de-
pends only on the conformation of these proteins and
the formation of contacts between them and other PS
I proteins. However, we would like to draw the read-
ers’ attention to the accumulating evidence in recent
years, which indicates that proteins that do not be-

long to PS I affect the assembly of the reducing site as
well.

By reverse genetics, the function of Ycf3 and Ycf4
has been established (see Rochaix, this volume, Chap-
ter 30). The genes encoding these proteins have been
found to be present in cyanobacteria, green algae, and
plants (Wilde et al., 1995). Disruption of the ycf3 gene
in tobacco (Ruf et al., 1997) and in C. reinhardtii
(Boudreau et al., 1997) has led to complete loss in
the assembled-PS I core complex. Disruption of the
ycf4 gene had a similar effect in C. reinhardtii and in
Synechocystis sp. PCC 6803; it caused a 50% loss in
assembled-PS I (Wilde et al., 1995). The Ycf3 and Ycf4
have been found in thylakoids of C. reinhardtii with
Ycf3 predicted to be present in the stromal side of the
membranes (Boudreau et al., 1997). A recent study has
indicated that the Ycf3 protein is essential for the accu-
mulation of the PS I complex and that it acts at a post-
translational level. The sequence of Ycf3 has been con-
served in cyanobacteria, algae, and plants and contains
three tetratrico peptide repeats (TPR). TPRs have been
shown to function as sites for protein–protein interac-
tions. A temperature-sensitive ycf3 mutant, generated
by random mutagenesis of a conserved region near the
N-terminal end of Ycf3, has been used in temperature-
shift experiments to show that Ycf3 is required for PS
I assembly (Rochaix et al., 2004) but not for its stabil-
ity. Immunoblot analysis of thylakoid membranes sep-
arated by two-dimensional gel electrophoresis and im-
munoprecipitations shows that Ycf3 interacts directly
with the PS I subunits PsaA and PsaD, but not with
subunits from other photosynthetic complexes. Thus,
Ycf3 appears to act as a chaperone that interacts di-
rectly and specifically with at least two of the PS I
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subunits during assembly of the PS I complex (Naver
et al., 2001).

Another protein that influences the PS I assembly
is RubA that contains a domain of ∼50 amino acids
with very high similarity to the rubredoxins of anaer-
obic bacteria and archaea (see Shen and Golbeck, this
volume, Chapter 31). It also contains a region of about
50 amino acids that is predicted to form a flexible hinge
and a transmembrane α-helix at its C-terminus. Inac-
tivation of the rubA gene of Synechococcus sp. PCC
7002 has produced a mutant that is unable to grow pho-
toautotrophically. PS I complexes can be isolated from
the rubA mutant. These PS I complexes completely
lack the stromal subunits PsaC, PsaD, and PsaE but
contain all membrane-intrinsic subunits. Loss of the
RubA causes the complete loss of PS I activity as well
as the destabilization of the three peripheral polypep-
tides, PsaC, PsaD, and PsaE (Shen et al., 2002a,b).
EPR spectroscopy at low temperature shows that the
three terminal Fe/S clusters, FX, FA, and FB, are miss-
ing in whole cells, thylakoids, and PS I complexes of
the rubA mutant (Shen et al., 2002a,b). It is proposed
that RubA is specifically required for the assembly of
the FX iron–sulfur cluster but that FX is not required
for the biosynthesis of P700-A1 cores. Since the PsaC
protein requires the presence of FX for binding to the
PsaA–PsaB heterodimer, the absence of FA and FB may
be an indirect result of the absence of FX (Shen et al.,
2002a,b).

Of additional importance is the stabilization of the
assembled proteins and their turnover. A random screen
for photosynthesis-deficient mutants from Synechocys-
tis sp. PCC 6803 has identified the btpA gene that en-
codes a 30-kDa polypeptide. Mutations in this gene
significantly affect accumulation of the reaction cen-
ter proteins of PS I in Synechocystis sp. PCC 6803
(Bartsevich and Pakrasi, 1997). Immunolocalization
in Synechocystis sp. PCC 6803 cells has demonstrated
that the BtpA protein is tightly associated with the thy-
lakoid membranes. Treatments of inside-out and right-
side-out thylakoid vesicles from Synechocystis sp. PCC
6803 with different salts and proteases have shown
that the BtpA protein is an extrinsic membrane protein
which is exposed to the cytoplasmic face of the thy-
lakoid membrane (Zak et al., 1999). The BtpA protein
has been found to be a necessary regulatory factor for
stabilization of the PsaA and PsaB proteins by lowering
the rates of degradation of the PsaA and PsaB proteins,
under low-temperature conditions. A btpA deletion mu-
tant strain of Synechocystis sp. PCC 6803 cannot grow
photoautotrophically at low temperature, and has ex-
hibited rapid degradation of the PS I complex after
transfer of the cells from normal to low temperature

(Zak and Pakrasi, 2000). The molecular mechanism of
action of the BtpA protein is unknown, however, (Zak
and Pakrasi, 2000) hypothesize that the BtpA protein
may function as a chaperone, directly interacting with
the PsaA and/or PsaB proteins. In particular, BtpA may
be involved in the insertion/assembly of co-factors in
PS I, such as iron–sulfur centers or phylloquinones.

Recently in the pgsA mutant of Synechocystis sp.
PCC 6803, it was shown that long term depletion of
phosphatidylglycerol (PG) resulted in a dramatic de-
crease of assembly and major structural changes of
PS I (Domonkos et al., 2004). Another group of pro-
teins, recently shown to affect the assembly of PS I, are
proteins involved in Fe/S cluster biogenesis. The Ara-
bidopsis NifU like protein, AtCnfU-V, has been shown
to drastically impair PS I accumulation, as well as Fd
(Yabe et al., 2004).

VI. Concluding Remarks

This chapter outlines the current knowledge on the as-
sembly of the reducing site of PS I as studied in the past
decade. It describes the accepted scenario in which a
sequential assembly of PsaC that is followed by PsaD
is followed by PsaE.

This scenario, in principle, addresses the process of
the formation of PS I and not the steady-state mainte-
nance of the complex.

Accordingly, the formation of the “stromal ridge”
initiates when the PsaC subunit, the first of the three
subunits, associates with the PsaA/PsaB heterodimer
which has already been assembled in the thylakoids
with its chlorophylls and electron acceptors, including
FX, which has also already been assembled (Antonkine
et al., 2003). PsaC that associates with the PsaA and
PsaB contains the FA and FB clusters with the inner
structure of the protein fixed by these two Fe/S clusters.
The C-terminus of the free/soluble PsaC has a disor-
dered helical conformation, while the N-terminal end
bends and slides between the pre-C-terminus and the
iron–sulfur core. Concomitantly with, or right after the
PsaC associates with the PsaA/PsaB heterodimer, a set
of ionic interactions is formed. The latter, and the sub-
sequent binding of PsaD, impose conformation changes
on the FA and FB iron–sulfur clusters as indicated by
the alteration of their magnetic resonance character-
istics. The N- and C-termini of PsaC also undergo a
conformational change. The association of PsaD with
PS I is stabilized by interactions with PsaC and with the
PsaA/PsaB as well as with PsaL, another membrane-
spanning subunit of PS I. The last subunit of the “stro-
mal ridge” to associate with PS I is PsaE, which in the
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assembled-PS I complex maintains a structure that is
very similar to the free/soluble PsaE.

This sequential formation of the “stromal ridge”
where PsaC is followed by PsaD, which is followed
by PsaE, as described in details in Antonkine et al.
(2003), is challenged by the results of two different
experimental systems: the disassembly studies of PS
I and the in vitro assembly assays in which purified
PsaD/PsaE were introduced to fully assembled, preex-
isting PS I complexes. The results of the former system
indicate that in the case of the disassembly of the “stro-
mal ridge,” PsaE is the first to leave the reducing site,
followed by PsaC and the last to leave is PsaD. If the
disassembly is a mirror image of the assembly process,
how can the most buried and the first to assemble PsaC
subunit leave before PsaD, which according to the se-
quential scenario is the second one to assemble?

Moreover, the in vitro assembly assays have shown
that both PsaD and PsaE assemble into PS I in an ex-
change mechanism where the newly introduced pro-
tein replaces the same subunit present in situ in the
assembled-PS I complex. How can PsaD assemble with
PsaE being present?

In summary, we strongly believe that the currently
available information describes the states of the “stro-
mal ridge” subunits before and after their assembly.
The structural information of the free/soluble PsaC and
PsaE and the structures of PsaC, PsaD, and PsaE after
assembly in the fully assembled-PS I, shed light on the
beginning and end states. Moreover, the structure in
the assembled-PS I, enables the characterization of the
contacts formed in the final step; after the assembly
process is completed.

Experimental data on the dynamics of the assembly
process, especially during steady-state conditions, are
still lacking; i.e., how the subunits of fully assembled-
PS I “stromal ridge” undergo turnover and what hap-
pens during their assembly, as opposed to before and
after. We strongly believe that the next decade will be
devoted to the developing of the experimental tools
and methodologies that will enable the understanding
of the assembly dynamics. The encouraging progress
made with the PS I – “stromal ridge” subunits in the
past few years, provides a strong basis for the be-
lief that the dynamics of the assembly enigma will be
unraveled.
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Summary

Methods of obtaining the free energy and enthalpy of the steps of electron transfer through the Photosystem I reaction
center are presented. The values are tabulated and discussed from the viewpoint of efficiency of the process. The
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than strictly required by thermodynamics. A greater understanding is obtained by decomposing the free energy
into its components of enthalpy and entropy. These identify changes in bonding energy in contrast to changes
in structure/ordering of the system. It is found that the contribution of entropy to these processes is substantial.
In fact, the A1 to FA/B step is entropy driven. The volume changes associated with these electron transfer steps
give information on the effective dielectric coefficient of the reaction center protein and show fairly large effects of
substituting plastoquinone for phylloquinone at the A1 site. They provide confirmation that the electron is delocalized
over the complete Fe4S4(Cys)4 complex. Thus, these thermodynamic measurements can contribute significantly to
our understanding of the remarkable process of photosynthesis.

I. Introduction

Knowledge of both the thermodynamics and the kinet-
ics of a process are required for its full understanding.
Extensive spectroscopic investigations have led to good
knowledge of the intermediates in the process of Photo-
system I (PS I) and the kinetics of the intermediate steps
(see Chapters 16–29 of this volume). The successful
determination of the structure of reaction centers and
antenna proteins (see Chapters 6–8 of this volume) has
added much to our understanding of the process. How-
ever, knowledge of the thermodynamics of the process
is far less well advanced. Since the early photosynthetic
reactions are electron transfer processes, the focus has
been on the redox potentials of the intermediates. As
discussed below, these values are not known at all well.
There are two reasons to wish to know these values
more accurately. One is the question of efficiency of
the process. This word is used in different contexts
with quite different meanings. It often refers to the ef-
ficiency of utilization of solar energy. This is a small
and variable number. It is small because about half the
solar energy is in the near and far infra-red regions
which are not used in photosynthesis and because all
the photon energy greater than the trap energy is rapidly
degraded to heat. The trap energy is the energy of the
excited state of the pigment(s) in the reaction center
that do the first charge separation step. The theoreti-
cal efficiency is that fraction of the trap energy that is
stored in the particular intermediates under considera-
tion. It is thus a function of time, reaching a minimum
when the final products of photosynthesis are reached.

Abbreviations: A0 – primary acceptor of PS I, chlorophyll;
A1 – secondary acceptor in PS I, phylloquinone; AP – sec-
ondary acceptor in PS I, menA,B mutants, plastoquinone; B860 –
trap of bacterial photosystem; DMF – dimethylformamide;
EPR – electron paramagnetic resonance; FA/B – second and
third Fe/S cluster acceptors in PS I; Fd – ferredoxin; FNR-
Fd – ferredoxin nucleotide reductase—ferredoxin complex;
FX – first Fe/S cluster acceptor in PS I; P700 – trap of PS I;
PS I – photosystem I; PS II – photosystem II; QA – primary
quinone acceptor in bacterial photosystem; RC – reaction center.

It is the prime subject of this chapter. The second rea-
son to know the thermodynamics of a process is the
far greater understanding obtained by breaking up the
free energy into its components: enthalpy and entropy.
From the viewpoint of statistical mechanics, a further
breakdown into the change in heat capacity at each
step is the most useful. Unfortunately, we are still quite
a ways from the precise measurements required for this
much knowledge of the intermediates. Knowledge of
the components of the free energy allows us to separate
this energy into its bonding or enthalpy and structural or
entropy components. The latter is often a small compo-
nent in many chemical reactions at normal temperature,
∼300 K. However, in structured environments such as
proteins and the particular solvent, water, the contribu-
tion of entropy can be the determining factor. This is
exemplified in the denaturation of proteins where the
massive configuration entropy determines the thermal
reaction.

II. Components of Photosystem I

It was not long after the discovery of P700, the primary
photoreactant of Photosystem I (PS I) by absorption
spectroscopy (Kok, 1957; Ke, this volume, Chapter 3)
that its redox potential was determined (Kok, 1961).
The redox potential with a change of units is the free
energy of the reaction: �G˚ = −nFE˚, where n is the
number of electrons exchanged and F is the Faraday
constant. Since it is the Gibbs free energy that deter-
mines the equilibrium of a reaction, interest in ther-
modynamics of electron transfer reactions has often
stopped there and the focus has been on the kinetics of
the processes. This attitude has been reinforced by the
success of the Marcus theory (Marcus and Sutin, 1985;
Moser and Dutton, this volume, Chapter 34) in correlat-
ing the kinetics of electron transfer with the free energy
of the reaction. However, a much greater understand-
ing of the process can be obtained by decomposing
the free energy into its components of enthalpy and en-
tropy. The former is a measure of the change in bonding
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interactions, while the latter is a measure of the prob-
ability of the state. For simple chemical reactions the
entropy contribution is small, but for structured mate-
rial such as liquid water and proteins the entropy can
determine the change in free energy. I will outline what
is known of the thermodynamics of PS I and discuss
our measurements of the enthalpy and volume changes
of these reactions using photoacoustics. By combining
knowledge of changes in free energy and enthalpy, one
can obtain the change in entropy via the Gibbs relation:
�G = �H - T�S.

There are many excellent reviews of the structure
and function of PS I (Fromme et al., 2000; Chitnis,
2001; Heathcote et al., 2003) including this very book.
Spectroscopic methods have established the kinetics
over the entire time range and the crystal structure de-
terminations have fixed the location and orientation of
molecules previously inferred from complex spectro-
scopic measurements. I will only outline the known
steps of the electron transfer chain and discuss the
energetics of these steps.

2 psec 30 psec 10 nsec to 100 nsec 1 μsec

P∗
700 → A0 → A1 → FX → FA/FB → Fd

−1.25 −1.05 −0.85 −0.7 −0.5 −0.4 V

P∗
700 is the excited state of the photoreactive or trap

chlorophyll in the reaction center; A0 is the primary
chlorophyll acceptor; A1 is the secondary acceptor,
a phylloquinone; FX is the first iron–sulfur complex;
FA/FB is the pair of iron–sulfur complexes thought to be
in equilibrium; and Fd is ferredoxin. The times shown
are rough approximations. The detailed kinetics are de-
scribed in Chapters 24–29 of this volume. The numbers
below the components are their approximate potentials.
Since these are the crux of the matter, I will discuss the
methods of obtaining their values. The potentials are
relative to the standard hydrogen electrode and the free
energies are relative to the reduced P700, oxidized ac-
ceptors state. I will use eV (understood/molecule) as
the unit of energy (1 eV = 23 kcal/mol or 99.6 kJ/mol)
as the unit of energy since it is so directly related to the
potentials, V, involved.

III. Methods of Determining Redox
Potentials

A. Direct Method

One establishes a fixed redox potential with mediators
(small redox molecules of suitable potential that react

with the preparation) or directly with electrodes in the
case of bacterial reaction centers. The ratio of reduced
to oxidized species is determined, usually by absorption
or EPR spectroscopy. The fixed potential is varied and
the midpoint potential, Em, is determined. This very
general method has been used for most intermediates
in the photosynthetic electron transfer pathways. As
pointed out by Brettel (1997), this method measures
a single potential of the pair formed photochemically.
Electrostatic interaction between the donor and accep-
tor can shift the �G by 0.1–0.2 V, depending on their
separation and the effective dielectric coefficient. Our
estimate of the effective dielectric coefficient in the
bacterial reaction center, 4 ± 1 with separation of 28 Å
(Mauzerall et al., 2002), leads to a correction of 0.1 V.
In addition there may be changes in the protein, and the
reduced and oxidized species are necessarily measured
under different conditions. The method is inherently
slow and so the totally relaxed state is measured. Thus
reactions occurring on the psec–nsec time scales may
not be fully relaxed and so may have a higher potential
than that measured at equilibrium. For these reasons,
the quoted values of the potentials may have larger error
than the simple measurement error.

B. Indirect Methods

1. Rates

An empirical relation between rates and free energies
of reaction can be used to estimate �G. The Moser–
Dutton relation between distance and rates based on the
Marcus equation relating rates with �G and a reorga-
nization energy is often used (see Moser and Dutton,
this volume, Chapter 34). This method involves several
ad hoc assumptions and results in uncertainties larger
than the above method. The results should be taken as
rough estimates. A better method is to assume equilib-
rium among the components of the chain and to use
the observed forward rate constants together with esti-
mates of the reverse rate constants obtained from the
lifetime of the state under consideration, when further
electron transfer is prohibited, to estimate the equilib-
rium constant and thus the �G of the step under con-
sideration. Since the distances are large, direct electron
tunneling in the reverse step is likely slower than the
thermal climb through the intermediates at 300 K. The
total free energy gap from the measured species to P+

700

is obtained and can be decomposed into other steps by
further measurements. A detailed example is given by
Shinkarev et al. (2002); see Shinkarev (this volume,
Chapter 36).
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2. Fluorescence

The ratio of delayed to prompt fluorescence in reaction
centers of Rhodobacter sphaeroides was used by Arata
and Parson (1981a) to estimate the free energy of the
B∗

860 to QA electron transfer. The weak fluorescence of
PS I seems to have hindered the use of this method.

C. Experimental Free Energies

The data in this section are largely taken from the re-
views by Brettel (1997), Brettel and Leibl (2001), and
Fromme et al. (2000).

1. P∗
700 → A0

Kleinherenbrink et al. (1994) estimated a �G of -0.25
eV for this reaction from the ratio of prompt fluo-
rescence to that at 35 nsec, the lifetime of A0. The
measurement required double reduction of A1, which
may well lessen the gap. Assuming the (free) energy of
P∗

700 is 1.77 eV (Eh� of 700 nm) the �G of P+
700A−

0 is
1.52 eV above the ground state.

2. A0 → A1

The A1/A−
1 potential was indirectly estimated at −0.81

V by the effect of an electric field on the kinetics of lu-
minescence (Vos and Van Gorkum, 1990) and is quoted
as -0.76 V by Shinkarev et al. (2002). This is 0.3 V more
negative than in DMF and reflects the large influence
of the protein by lowering the effective dielectric co-
efficient and minimizing hydrogen bonding (Chitnis,
2001). The redox potentials of quinones are known to
be sensitive to their environment (Prince et al., 1981).
Taking the potential of P+

700 as +0.5 V, the �G of P+
700A−

1

is −1.3 eV. Analysis of the temperature dependence of
the slow recovery kinetics of A−

1 (Sétif and Brettel,
1993) also gave a �G for A0 → A1 of −0.2 eV. How-
ever, more recent analysis (Agalarov and Brettel, 2003)
gave −0.1 eV for this value. They suggested that the
two relaxation times and redox potentials refer to the
A and B chains of the cofactors in the PS I RC but
this is still uncertain (see Van der Est, this volume,
Chapter 24).

3. P∗
700 → AP

The menA and menB mutants of Synechocystis sp. PCC
6803 (Semenov et al., 2000) insert plastoquinone into
the A1 pocket when the synthesis of phylloquinone is

inhibited. The mutant can grow photosynthetically in
dim light but the electron transfer to the FX acceptor
is slowed 1,000-fold. The �G of A−

0 to AP has been
estimated by the rate method (Shinkarev et al., 2002)
to be −0.4 eV, i.e., to be 0.2 eV below that of the phyl-
loquinone, i.e., to have a potential of ∼ −0.6 V. If the
1,000-fold slowing of electron transfer to FX is sim-
ply interpreted as an increased activation energy, one
estimates an energy difference of 0.18 eV. The redox
potential of plastoquinone in the A1 site of PS I is an-
other example of the strong influence of the protein: it
is −0.13 V in the QA site of PS II and −0.04 V in the
QB site. The availability of hydrogen bonds is a critical
component of this influence.

4. A1 → FX

Various redox titrations of FX lead to a potential of -
0.73 V (Sétif and Brettel, 1993; reviewed by Brettel,
1997). Again, the succeeding components, FA/B are
in the reduced state, which may affect the potential.
Indeed the redox potential of FX in the absence of PsaC
(hence, in the absence of FA and FB) was measured to be
0.06 V more positive than in the control (Parrett et al.,
1989). The �G of P+

700 F−
X is −1.2 eV and that of A1 →

FX is −0.1 eV. Shinkarev et al. (2002) obtained the
same value by analysis of rates of re-oxidation of F−

X.

5. AP → FX

Given the estimated potential of AP as -0.67 V, the �G
for this step is ∼ +0.1 eV and partly accounts for the
1,000-fold slowing of this step relative to the wild type.

6. FX → FA/FB

Redox titrations of FA and FB lead to potentials of -0.54
and -0.59 V (reviewed by Brettel, 1997). The �G of
P+

700F−
A/B is −1.0 eV and that of FX → FA/FB is -0.2 eV.

Shinkarev et al. (2000) obtained a value of -0.1 eV for
this step using the rate of re-oxidation of FA/FB. This
may be an example of the difference between estimates
of �G from redox measurements of single components
and from rate measurements.

7. FA/FB → Fd

The potential of Fd is -0.42 V, so �G of P+
700F−

d is −0.9
eV and that of FA/FB → Fd is −0.1 to −0.2 eV.

I conclude that the redox potentials (free energies)
of the steps in the PS I electron transfer pathway are
only known to within ±0.05 V (eV) because of the
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limitations of methodology and variability of the prepa-
rations. The �G of some individual steps may be more
accurately known and these seem to be in the 0.1–0.2
eV range. They are a compromise between retaining
energy efficiency and the flow to products (see below).
A recent review by Santabarbara et al. (2005) indi-
cates possible complex equilibria between A1 and FA/B

intermediates.

IV. Decomposition of ΔG into ΔH
and ΔS

Since entropy meters are hard to come by, a simple
method is to measure �H and calculate �S by differ-
ence with �G. Before discussing the actual methods, I
make a few comments.

1. The photosynthetic system is obviously “open,”
i.e., energy flows through the sequence of steps,
yet we are treating it as a closed system at equi-
librium. This is a good approximation for light
intensities below saturation or for single turnover
flashes where only one electron per unit is be-
ing transferred. The electron flow will lead to a
potential drop across the organized system. The
components span a biological membrane in their
in vivo state. For liposomal or in vivo systems,
the resulting transmembrane potential must be in-
cluded in the estimated potential. There is also the
question of the “relaxed” or complete equilibrium
state of the system between each electron transfer
step mentioned above. If this equilibrium state is
reached, then all is well. If not, then a new state
must be defined. Since the thermalization time in
condensed phases is very fast, any step beyond
a few psec can be defined as an “equilibrium”
state. For faster times, the problem becomes one
of kinetics and their best representation.

2. Since it is the changes of the thermodynamic pa-
rameters that occupy our attention, it is only the
scale of the parameters and not their absolute val-
ues that are relevant. It is important to remember
that these potentials are a function of temperature,
pH, ionic strengths and, unfortunately, the partic-
ular preparation. For this reason in vivo measure-
ments are very useful.

3. All of these thermodynamic parameters can be re-
lated to the changes in heat capacity, �Cp. Unfor-
tunately the time resolution of present, sensitive

heat capacity measurements is insufficient for the
transient intermediates under discussion.

A. Methods of Measuring Enthalpy

1. Indirect Method

The dependence on temperature of the yield of delayed
light from previously excited reaction centers of R.
sphaeroides has been used by Arata and Parson (1981b)
to estimate the enthalpy of the charge separation reac-
tion. The basic assumption is that the ion pair is in equi-
librium with the singlet excited state. However, there
are many other states, such as triplets involved and the
detailed kinetics are always observed to be rather com-
plex. This method has been criticized by Brettel (1997)
and by McMahon et al. (1998). In any case the low flu-
orescence yield of PS I seems to have discouraged its
use.

2. Direct Method

One directly measures the heat evolved in the reaction
with pulsed photoacoustics. The method is well de-
scribed in the literature (Braslavsky and Heibel, 1992;
Feitelson and Mauzerall, 1996; Gensch and Viappiani,
2003) and I will only give an outline. A short pulse
of light shaped as a sheet into a simple cell (Mauzer-
all et al., 1995) or onto a front face (Arnaut et al.,
1992) cell generates a plane sound wave that is de-
tected by a piezoelectric element. The volume change,
which generates the pressure wave, has two sources.
One is the thermal expansion (or contraction for water
below its temperature of maximum density) caused by
the desired heat flux. The second is any inherent vol-
ume change of the reaction itself. Prominent among the
latter in photosynthetic primary reactions is a shrinkage
caused by electrostriction on charge separation. Using
the magic property of water referred to above, at the
temperature of maximum density the thermal expan-
sivity, α, is zero and so only inherent volume changes
are observed. Assuming that �H and �V do not change
over the small (∼20˚C) range of temperature, they are
readily separated. To optimize signal-to-noise, one av-
erages many weak flashes of light and plots the data,
corrected for any changes in compressibility, versus
the thermal expansivity of the particular medium used.
By normalizing to the reference (see below) the slope
of this line is �H/Eh� and the intercept is �V/α Eh�.
Details are given in our papers (Edens et al., 2000;
Hou et al., 2001a) and possible errors are discussed in
Edens et al. (2000). The use of whole cells requires a
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correction for their internal medium (see Boichenko
et al., 2001). The time resolution depends on the thick-
ness of the wave-forming volume. It is about 1 μsec
for a 1 mm thickness. Deconvolution procedures allow
measurement of 10% of this resolution (Feitelson and
Mauzerall, 1996). We have resolved the 10 nsec life-
time of the B860 cation–bacteriopheophytin anion in
quinone-less bacterial reaction centers in a 0.1 mm cell
(Edens and Mauzerall, in preparation). All measure-
ments are normalized to a reference, which absorbs
the same as the sample at the working wavelength and
degrades the absorbed photon to heat in less than the re-
solving time of the apparatus. Photosynthetic systems
have an internal normalization when they are light-
saturated. The absorption remains the same because
of the large excess of antennae pigments over the re-
action center pigments and the weak PA pulse is now
the reference. This internal reference is very useful as
it allows a calibration without changing the sample.

The long time range is limited to about 10 μsec be-
cause the pressure wave is proportional to the rate of
volume change and thus decreases with this rate. For
a given �V, a microvolt signal in 1 μsec becomes a
nanovolt signal in 1 msec. In addition, reflections from
any air boundaries in a reasonably sized apparatus lead
to a confused signal within a few tens of μsec. An air
microphone can be used to measure in the 10 msec time
range and it determines heat only. However, it is prin-
cipally sensitive to surface effects and thus is ideal for
leaves. A synthetic leaf of algae on a Millipore filter
has been used and given results in agreement with so-
lution measurements for Chlorella vulgaris (Cha and
Mauzerall, 1992) and for Synechococcus sp. PCC 7002
(Charlebois and Mauzerall, 1999).

We have now developed a cell which measures the
pressure change directly and is useful in the 50 μsec to
1 sec time range (Edens et al., 2003; Mauzerall et al.,
2003). Arata and Parson (1981b) used a capacitor cell
to make similar measurements but their results could
not be repeated. Their cell was far too sensitive to vibra-
tion and electrical interference. Our cell is more robust
and the enthalpy and volume changes of intermediates
in the photocycle of bacteriorhodopsin have been ob-
tained (Liu et al., in preparation).

Given these difficulties, why measure enthalpy?

a. Separation of �G into �H and T�S defines the
basic driving force of the reaction. If �H is the
larger, the driving force is bonding, if T�S is the
larger, it is the number of states or the occupation
of low frequency modes, i.e., weak intermolec-
ular interactions. For simple chemical reactions,

�H usually predominates, but for reactions in the
complex solvent water or with proteins, T�S can
be very large because of structural changes and
ensuing changes in the number of occupied states.

b. Comparison of �G and �H immediately dis-
tinguishes simple and complex reactions. If
�G ∼ �H then T�S ∼ 0 and there are little
structural changes or relaxations. But if not, then
the reaction may be complex.

c. Reactions with small �G are often considered
to be trivial: nothing much happens, one is near
equilibrium. However, if one finds a large �H (of
either sign) then there must be a corresponding
large T�S of the same sign. Thus the small �G
may hide large bonding and structural changes
which would be missed without this added infor-
mation. I give an example of this in the A−

1 to
FA/B reaction below.

B. Measured Enthalpy and Volume,
General Results

The results of our measurements on PS I are given in
Table 1 along with data from bacterial reaction centers
and PS II for comparison. The large volume decreases
can be assigned to electrostriction and their analysis
leads to a value of 4 ± 1 for the effective dielectric
coefficient in the bacterial centers (Mauzerall et al.,
2002). Here I will focus on the enthalpy data.

The volume and enthalpy changes of bacterial and
PS I RC’s are remarkably similar even though the bac-
terial RC is usually associated with PS II because of
the quinone intermediate acceptor rather than the PS
I Fe/S acceptors. In fact, the structures of all the RC’s
are very similar and the PS I centers have a phylloqui-
none secondary acceptor. The small volume change in
PS II is caused either by the tyrosine donor, YZ, being
already anionic and thus no charge is separated, or by
a rapid proton transfer to the polar region where the
electrostriction is much less (Hou et al., 2001b). The
enthalpy of the PS I RC reaction, −0.4 eV, is much
smaller than that previously estimated by the change of
delayed light with temperature, −0.7 eV (Arata and
Parson, 1981a). Brettel (1997) and McMahon et al.
(1998) have given a critical discussion of the difficulties
in using this method. It is possible that the free energy
change could be smaller on the nsec–μsec time scale
of the PA experiment and relax to a larger value at the
∼100 msec time scale of the delayed light measure-
ment. While relaxations on the psec–nsec time scale
and the QB structural change (∼100 μsec) in bacterial
RC are well documented, changes on the time scale of
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Table 1. Thermodynamic parameters of photosynthesis, 25◦C

Reaction Preparation pH �V (Å3) �H (eV) �G (eV) T�S (eV)

B∗
860 → QA RCa 8 −28 −0.44 −0.86 +0.42

P∗
700 → FA/B RC, PS Ib 7 −26 −0.40 −0.74 +0.35

P∗
700 → FA/B WC, PS Ic 7 −27 −0.32 −0.74 +0.4

P∗
700 → A1 RC, PS Id 7 −23 −0.8 −0.6 −0.2

A−
1 → FAB RC, PS Id 7 −3 +0.4 −0.2 +0.6

P∗
700 → AP RC, menAe 7 −17 −0.7 −0.67 −0.05

A−
P → FAB RC, menAe 7 −9 +0.3 −0.07 +0.4

Cyt b6/f → Fd WC, PS If 8 – −1.1 ∼ −0.8 +0.3
P∗

680 → YZ RC, PS IIg 6 −9 −0.9 −0.77 −0.1
P∗

680 → YZ RC, PS IIg 9 −3 −1.15 −0.92 −0.2
P∗

680 → YZ WC, PS IIc 7 −1 −1 −0.77 −0.2
S state → QB WC, PS IIf 8 – −0.8 ∼ −1.0 +0.2

Error: �V, ±1 Å3, �H, ±0.1 eV except Boichenko et al. (2001) and Cha and Mauzerall (1992), ±0.2 eV. Time
scale 1 μsec, all except Cha and Mauzerall (1992).
a Rb. sphaeroides, Edens et al. (2000).
b Synechocystis sp. PCC 6803, Hou et al. (2001a).
c Synechocystis sp. PCC 6803, whole cells, Boichenko et al. (2001).
d Synechocystis sp. PCC 6803, Hou et al. (in preparation).
e Synechocystis sp. PCC 6803, menA/B mutants, Hou et al. (in preparation).
f C. vulgaris, whole cells, air microphone, time scale 10 msec, Cha and Mauzerall (1992).
g Synechocystis sp. PCC 6803, Hou et al. (2001b).

interest in PS I are not known. Note that if the free en-
ergy is mistaken, then the myriad fits of electron trans-
fer rates to the Marcus theory using these values are in
error.

We have chosen to interpret the difference between
the observed values of �G and �H as T�S in energy
units. This is the simplest interpretation and serves to
focus attention on entropy, a rather neglected aspect of
bio-thermodynamics. It is a good way to encapsulate
the problem and suggests definite experimental checks.
The difference in both bacterial RC and PS I is about
0.4 eV of positive entropy. A tentative explanation is
the liberation of bound counter ions when the charge
separation approximately cancels charges in the pro-
teins near to the surface (Edens et al., 2000; Hou et
al., 2001a). This hypothesis could be verified by an
increase in ionic conductivity following charge sepa-
ration. An alternative, and not exclusive possibility, is
the loosening of the structure with the formation of a
dozen low, from high, frequency vibrations in binding
sites. The different occupation of the vibrational levels
changes the heat capacity and thus the entropy.

The smaller �H for the primary stabilized reaction
in PS I (−0.4 eV) than in PS II (−1 eV) means that
more energy of the photon is stored in PS I than in
PS II. This is the opposite of previous interpretations,
since it was believed that more energy was needed to
oxidize water to oxygen than to reduce carbon dioxide.
However, ATP is also required for this reaction and it

is formed via proton gradients. The extra energy in PS
I is easily sufficient to generate a gradient of two to
three protons per electron as required by the cyt b/c-Q
cycle. Our measurements of the energy stored in PS I
in C. vulgaris on the 8 msec time scale using the air
microphone was 0.7 eV, corresponding to an enthalpy
change of −1.1 eV (Cha and Mauzerall, 1992). This
stored energy roughly agrees with the difference of re-
dox potentials of cyt b6/ f and the FNR-Fd complex.
The values do indicate that large changes in enthalpy
occur on the time scale of 10 μsec to 10 msec.

The enthalpy change inferred for PS II on this long
time scale was −0.8 eV, within the error of that ob-
served on the 1 μsec time scale, Table 1. This indicates
that little change in enthalpy occurs between these time
scales, supporting the hypothesis that the oxygen for-
mation cycle works on the minimal energy path, i.e.,
each step requires only the average free energy of the
process. The difference from the estimated free energy,
T�S, is −0.2 eV, but again the error is large.

C. Measured Enthalpy and Volume
Changes in Steps of PS I Electron Transfer

1. P∗
700 → FA/B

The volume change for the A1 reaction is the same
as that in the bacterial RC, −26 Å3. We estimate a
value of −28 Å3 using the Drude–Nernst equation
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and the same parameters as the bacterial system (Hou
et al., 2001a). This close result is only obtained if
one uses the radius of the large Fe4S4(Cys)4 complex
(8 Å) with its charge change of −1 to −2. Use of the
smaller Fe4S4 complex (5 Å) with charge change of +3
to +2 would predict an increase of volume, the opposite
of that observed. The charge must be distributed over
all of the sulfur atoms of the complex as anticipated.
Thus even molecular details can be obtained from these
thermodynamic measurements.

The measured �H, −0.4 eV, is only about half of the
estimated �G, so there is +0.4 eV of T�S, again similar
to the bacterial system. The explanation we offer is the
same (see above). The �H of P+

700F−
A/B was estimated

to be −1.1 eV from the temperature dependence of the
luminescence of this state (Shuvalov et al., 1976) but
the objections to this kind of measurement were given
in Brettel (1997) and in McMahon et al. (1998).

2. P∗
700 → A1

On increasing the time resolution of the PA appara-
tus we obtained evidence of the ∼100 nsec step in the
pathway (Hou and Mauzerall, 2006; 13th International
Congress of Photosynthesis, Montreal, 2004, abstract
no. 25). The volume change to the phylloquinone is
−21 Å3, as expected (calculated �V, −21 Å3). How-
ever, the measured �H is a surprising −0.8 eV. To-
gether with the estimated �G of −0.6 eV (see above),
a T�S of −0.2 eV is estimated. These large values
may be characteristic of reduction of quinones (Feit-
elson and Mauzerall, 2002). The ultimate cause may
be the concentration of charge on the oxygen atoms of
the quinone. This leads to increased hydrogen bonding
or even protonation with large negative �H and in-
creased orientation of polar residues with negative �S.
The �G is a balance between large and opposing �H
and −T�S. Note that this may be a case where energy
is stored as negative entropy.

3. P∗
700 → AP

The menA and menB mutants were found to have the
same values of �V, −17 Å3, and �H, −0.7 eV (Ta-
ble 1). Since the quinone nucleus of plastoquinone is
smaller than that of phylloquinone, we might expect a
larger negative �V in the mutant. The contrary proba-
bly reflects the concentration of charge on the oxygen
atoms versus the carbon rings. The smaller volume de-
crease may be caused by a decreased compressibility
(�) or an increased effective dielectric coefficient (ε)

since these enter the Drude–Nernst equation as �/ε.
The larger tail of the plastoquinone may not fit well
in the A1 pocket and thus decrease �. More likely, the
AP site may be more polar than the A1 site. In fact
the plastoquinone is easily exchanged and replaced by
other quinones (Johnson et al., 2001).

The measured �H, −0.7 eV, is 0.4 eV below that
of the wild type. Together with the estimated �G, the
estimated T�S is only −0.05 eV. The enthalpy is large
as expected for a quinone reduction but the poorer fit of
the phylloquinone may reduce the interaction energy.
Similarly this poorer fit may not allow much of the in-
creased orientation and higher vibrational frequencies
responsible for the large negative entropy in the case of
the plastoquinone.

4. A−
1 → FA/B

The volume change for the ∼100 nsec reaction mea-
sured in the fast PA cell is only −3 Å3 and the calculated
value is −2 Å3. This agreement again only occurs if the
large Fe4S4(Cys)4 complex is used as the acceptor. The
measured enthalpy, however is positive, +0.4± 0.3 eV,
i.e., the reaction absorbs heat from the bath. Together
with the estimated �G of −0.14 eV leads to a T�S of
+0.5± 0.3 eV. This is a clear example of an entropy-
driven reaction. In such a reaction the increase in the
degrees of freedom outweighs the decrease in bond-
ing or other interaction energies. These new degrees of
freedom must center on the loss of the increased orien-
tation and increased frequency of vibrational coupling
of the quinone anion with its environment. We esti-
mate that the loss of a dozen of these modes would
account for these observations. The enthalpy of reduc-
tion of low potential FeS4Cys4 ferredoxins are positive
(Battistuzi et al., 2000). If these proteins are similar to
PS I, the Fe/S centers may contribute to the positive
enthalpy.

5. A−
P → FA/B

A larger volume decrease for this reaction, −9 Å3 is in-
ferred for both the menA and menB mutants. The larger
value follows from the more positive volume change of
formation of the plastoquinone anion compared to that
of the phylloquinone and assuming that of FA/B does
not change.

The inferred enthalpy change is a more modest,
but still positive, +0.3 eV. With the estimated �G of
−0.1 eV, one obtains a T�S of +0.4 eV, again an
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entropy-driven reaction. The more limited coupling of
the phylloquinone with its environment leads to these
smaller but still impressive thermodynamic values.

V. Efficiency

The quantum and reaction yields in the PS I RC are
close to unity (Hou et al., 2001a). The efficiency of
storage of free energy from the trap state P∗

700 to P+
700

F−
A/B is 58%, 1.03 eV out of 1.77 eV for an energy loss

of 0.74 eV assuming no entropy in the excited state.
That of the enthalpy is 77%, 1.37 eV out of 1.77 eV.
The bacterial system stores only 0.45 eV out of 1.3
eV, or 35%, for an energy loss of 0.86 eV. There is no
thermodynamic reason that the efficiency could not be
100% if no flow of energy was required and the life-
time of the excited state were infinite. For a lifetime
of excited singlet states of 1 nsec, a primary reaction
time of ∼10 psec is required for a reaction yield of
99%. This is in fact close to the observed ∼3 psec for
the primary electron transfer. Since these one-electron
transfers are inherently reversible, the reverse reaction
can be slowed by a loss of free energy. Thermal excita-
tion would then be required for reversal. A general dis-
cussion of deterring reverse electron transfer has been
presented (Mauzerall, 1988). Assuming the Boltzmann
distribution, a gap, or energy loss, of 0.2 eV is required
to keep the lifetime of the charge-separated state at ∼1
nsec and its yield at 99%. A longer life of the charge-
separated state requires a larger energy loss. If we take
the lifetime of 1 μsec for the P+

700 F−
A/B state and a life-

time of the excited state energy as 1 nsec, then a factor
of 105 is required for a yield of 99%. This translates
to an energy gap of ∼0.3 V at 300 K. It seems that
the observed gap of 0.75 V is a bit wasteful. However,
the complete separation of charge across the membrane
in vivo creates a transmembrane potential that adds to
the energy storage. This can amount to ∼0.2 eV and
so decreases the observed difference to 0.25 eV. Since
photosynthetic systems are only rarely photon limited,
the balance between rates and energy storage achieved
in the evolution of RC’s may not only be determined
by efficiency but by molecular availability and thus by
historical accidents.

The crucial step in photosynthesis is in arranging to
separate the charges through the RC, i.e., across the
lipid bilayer (∼25 A), before appreciable charge re-
combination takes place. The long distance cannot be
accomplished in one tunneling act in the required time
and is achieved by dividing it into several segments.

Each segment can be fast because of the exponential
dependence of rate of transfer on distance. The bac-
terial system accomplishes this in two steps but PS I
takes four to five steps, but through twice the distance,
∼55 Å.

It is interesting to compare the effects of the product
of oxygenic photosynthesis on the system itself. Quan-
tum mechanics highly favors single electron transfer
reactions and reactions from short lived excited states
that are almost exclusively of this kind. Before oxy-
gen accumulated on earth, the reactive one-electron
intermediates in photochemical reactions could react
at their leisure. However, with the present atmospheric
pressure of oxygen, the reduced species can live only
∼1 μsec before being oxidized. Note that the oxi-
dized porphyrin radicals are stable to oxygen, a reason
for their choice by evolution (Fuhrhop and Mauzerall,
1969). Thus the anaerobic bacterial RC can afford a
lifetime of >0.1 msec for a semiquinone intermediate
before conversion to a stable protonated hydroquinone.
In attempting to reach a more negative operating poten-
tial, PS I used the more negative potential of the Fe/S
clusters to overlap with ferredoxin:NADP+ reductase.
Note that once the two-electron plus proton stage of
NADPH or hydroquinone is reached, both the thermal
back reaction and the reaction with oxygen become
negligible. However, this choice for PS I required a
shortening of distance of electron transfer (12–15 Å
from 25 Å, via chlorophylls) since the overlaps of the
π orbitals of a quinone and the d-π orbitals of the Fe/S
complex are limited. Together with the longer total dis-
tance to accommodate the FNR complex, more steps
were required to retain energy utilization. The require-
ment of two electrons to stabilize the product, NADPH,
may be a reason for the presence of trimers in PS I. This
would triple the probability of supplying two electrons
to the local ferredoxin in a given time period and would
be particularly useful at low-light intensities.

VI. Conclusions

Far too little is reliably known of the thermodynam-
ics of this photosynthetic system notwithstanding the
enormous amount of research effort in this field. This is
because most of the effort has concentrated on kinetics
and on structure. But some solid thermodynamic under-
pinnings are required for an understanding of the com-
plete process. The crucial free energies of the reaction
steps or potentials of the reacting pairs must be better
defined. The photoacoustic and similar methodologies
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are excellent ways to learn of the enthalpy and vol-
ume changes over extended time scales. The following
results have already been established:

1. The enthalpy of the photosynthetic reaction steps
can differ considerably from earlier indirect esti-
mates. In particular PS I and PS II differ by 0.6 eV
on the 1 μsec time scale with PS II being more
negative. On the msec time scale they differ by
about 0.3 eV, with PS I being more negative.

2. The contribution of entropy to the free energy of
these reactions is often large and can be determin-
ing. The A−

1 → FA/B reaction is entropy driven.

3. The volume changes give information on the com-
pressibility and dielectric coefficient of the RC
proteins. The changes for the Fe/S clusters require
charge delocalization over the large Fe4S4(Cys)4

cluster. They also show appreciable effects of sub-
stituting plastoquinone for phylloquinone at the
A1 site.
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Summary

To understand the engineering of light induced electron transfer and energy conversion, photosystem I (PS I)
has been extensively reshaped by isolation, removal of protein subunits, and redox cofactors and in some cases
reconstitution of exotic redox centers. Such manipulations together with Marcus theory and its biologically focused
empirical derivations show that electron tunneling dominated electron transfer kinetics are established principally
by the natural selection of distance between redox centers; the driving force and reorganization energy of each
electron transfer step falls within a range that assures robust function, despite the repeated impact of mutation
and change during evolution. Relatively simple empirical expressions for determining electron tunneling rates are
more than adequate to understand the operation of PS I, especially since kinetic and preparative heterogeneity is
common. Unlike other photosystems, the typical twofold symmetry of redox centers translates into a functionally
relevant, near-symmetric two-branch pattern of electron transfer that culminates in the ability of the quinone on
either branch to reduce the first redox center in the terminal iron–sulfur chain. Relatively small differences apparent
in the kinetics of the two branches may reflect the tolerance of evolutionary drift in the thermodynamic properties
of individual redox centers. Calculation suggests that productive charge separation, while slightly favoring the B
chain chlorins, initially reduces both quinones roughly equally; long-term redox equilibration and short-circuiting
charge recombination, however, tend to favor electron return through the A-branch.

I. Electron Tunneling Parameters

Before crystal structures of PS I were well resolved,
a number of laboratories used their measurements of

∗Author for correspondence, email: moserc@mail.med.upenn.edu

electron transfer rates between the various redox cen-
ters in this photosynthetic electron transfer chain to pro-
vide some structural estimates of the distances between
cofactors (Golbeck, 1993; Séitif and Brettel, 1993;
Kumazaki et al., 1994). Such estimates presumed, as
is often the case, that intraprotein electron transfers
were limited by electron tunneling. Since this tunnel-
ing is reasonably well described by a simple exponential

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 583–594.
C© 2006 Springer.
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decay with distance, with a typical exponential decay
coefficient (�) of 1.4 Å−1 (Moser et al., 1992; Page
et al., 1999), then the minimum tunneling distance sep-
arating redox centers are easily calculated according to
the expression

log10 kexer
et = 13 − 0.6 (R − 3.6) (1)

where ket is in units of per second, R is the edge-to-
edge distance between redox cofactors in Ångstoms,
and 3.6 represents van der Waals contact. The electron
tunneling rate will dependent on driving force (�G˚)
as well, and this can be estimated from the difference
in redox midpoint potential values (Em) between donor
and acceptor, assuming that redox centers are not so
close to one another that there is a lot of electrostatic
charge–charge interaction between them. The natural
design of PS I includes a number of redox centers with
redox midpoint potentials so negative that they are, un-
fortunately, very difficult to measure in straightforward
redox titrations. Even with those centers where it seems
possible to do redox titrations, there is often a range of
midpoint values reported in the literature (see Table 1).
On the right are Em values that we have used in this
chapter to evaluate the application of Marcus theory to
PS I.

There is another energetic term that affects tunneling
rates and hence distance estimates, the reorganization
energy (�), which reflects the amount of energy re-
quired to distort the nuclear geometry of the reactants
before electron transfer so that they resemble the equi-
librium nuclear geometry of the products after electron
transfer. This takes the form of small changes in bond
lengths and reorientation of dipoles around the redox
centers to reflect the new pattern of electric fields be-
fore and after electron transfer. It can be viewed as an
indirect measure of the activation energy of the elec-
tron transfer reaction. If the exergonic driving force

Abbreviations: A – auxiliary chlorophyll electron acceptor/
donor; A0 – primary chlorophyll electron acceptor; A1 – quinone
redox center; BChl2 – bacteriochlorophyll dimer in purple bac-
terial reaction centers; BPh – bacteriopheophytin; Chl – chloro-
phyll; Em – oxidation reduction midpoint potential; eV – electron
volts; FX, FA, FB – terminal iron–sulfur centers; P700 – central
pair of chlorophylls forming light excited electron donor; PS I –
photosystem I; QA, QB – primary and secondary quinone accep-
tor in purple bacterial reactioncenters; R – edge-to-edge distance
between redox centers; RC – reaction center; T – temperature;
�G – driving force for electron transfer;h̄� – characteristic fre-
quency of vibration coupled to electron transfer; � – reorganiza-
tion energy; � – densities of the protein medium between redox
centers.

of the reaction matches the reorganization energy for
the reactions (�G = −�), then the tunneling rate will
be activationless and as fast as possible and described
by Eq. (1). If the driving force is different from this
optimal value, either less exergonic (Marcus normal
region) or more exergonic (Marcus inverted region)
(Marcus, 1956; Marcus and Sutin, 1985), the elec-
tron tunneling rate will decrease in an approximately
Gaussian dependence of rate on driving force. An em-
pirical estimate of this rate at room temperature is
given by

log10 kexer
et = 13 − 0.6 (R − 3.6)

− 3.1 (�G + �)2/� (2)

where R is in Å, and �G and � are in eV (Moser and
Dutton, 1992; Moser et al., 1992).

Reorganization energies are even more difficult to
measure experimentally than Em values. One common
method measures the temperature dependence of the
electron transfer reaction and extracts a reorganiza-
tion energy consistent with this activation energy. This
method tends to be fraught with difficulties, because
for a biological electron transfer the temperature de-
pendence may not reflect the activation energy for a
tunneling event. For example, changing the tempera-
ture can change a rate limited by electron tunneling to a
rate limited by a gating event, such as a conformational
change that modulates the energetics of the electron
transfer, and lead to an overestimate of the reorgani-
zation energy. On the other hand, if electron tunneling
is coupled to large quantized nuclear vibrations, then
the temperature sensitivity will tend to underestimate
the reorganization energy. One sure way of measuring
the reorganization energy associated with tunneling is
to manipulate the driving force of the electron trans-
fer, and to examine the effect at different temperatures
(Gunner and Dutton, 1989). This will reveal whether
the rate approximates the classical Gaussian depen-
dence on driving force described by Marcus (1956),
or the somewhat broader rate dependence on driving
force described by quantum modifications of the Mar-
cus model (Levich and Dogonadze, 1959; Hopfield,
1974; Moser et al., 1992). Systematic changes in driv-
ing force can be accomplished by mutational changes
in amino acid residues that surround redox cofactors
and change the Em, for example by changing hydrogen
bond patterns, or by changing the redox centers them-
selves, for example by genetic manipulation to truncate
the synthetic pathways leading to the native redox cen-
ter, and so forcing a non-native redox center to take
its place, or by extracting the native redox center and
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Table 1. A sampling of reported redox midpoint values for redox cofactors of PS I

Redox center Em (V SHE) Method Em simulation

P700 0.447 Visible redox titration 0.447
P7001∗ −1.32 Subtract 700 nm photon from P700 (Krabben et al., 2000) −1.32
P7003∗ −0.82 Subtract 1.27 eV from P700 −0.82
Aa and Ab −1.29 Small energy drop from P700∗ (Shuvalov, 1976) −1.29
A0a and A0b −1.05 0.25 eV less than P700∗ by delayed fluorescence

(Kleinherenbrink et al., 1994)
−1.05

A0a and A0b −1.01 Electroluminescence (Vos and van Gorkom, 1988)
A1a and A1b −0.74 or −0.75 Recombination from FA, FB, assuming 150 �sec direct

A1recombination (Brettel, 1997)
−0.74 A1b, −0.70 A1a

A1a and A1b <−0.79 Recombination when FX pre-reduced places A1 more
negative than triplet (Sétif and Bottin, 1989)

A1a and A1b <−0.80 Electroluminescence kinetics (Vos and Van Gorkom, 1990)
FX −0.705 Gold electrode, low temperature EPR (Chamorovsky and

Cammack, 1982)
−0.70

FX −0.67 Room temperature optical redox titration P700-FX cores
(Parrett et al., 1989)

FA −0.54 Low temperature EPR (Evans and Heathcote, 1980) −0.49
FA −0.44 Room temperature optical charge recombination P700+

(Jordan et al., 1998)
FB −0.56 Low temperature EPR (Evans and Heathcote, 1980) −0.51
FB −0.465 Room temperature charge recombination P700+ (Jordan

et al., 1998)

replacing it with exotic chemically synthesized ana-
logues. All of these have been done in PS I. The driv-
ing force of the electron transfer from plastocyanin to
PS I in Chlamydomonas reinhardtii was systematically
made more exothermic, from a�G of−77 to−213 mV,
in a series of mutants that raised the Em of P700
(Ramesh et al., 2002), increasing the rate of electron
transfer by a factor of 5. While this free energy range
was not a large enough to identify the leveling off of
rate with driving force that is characteristic of reaching
the reorganization energy rate optimum in a Marcus
description, it did allow the authors to estimate a re-
organization energy of about 545 meV, similar to the
value estimated for the corresponding electron transfer
from cytochrome c2 to P+ in purple bacterial reaction
centers (Lin et al., 1994). The native phylloquinone of
center A1 has been subjected to biosynthetic changes
(Zybailov et al., 2000; Sakuragi et al., 2002) or to ex-
traction and reconstitution (Iwaki and Itoh, 1989; Itoh
et al., 2001). The latter both increased and decreased
the driving force of the native A0–A1 electron transfer
and covered an impressive 1,200 meV range, clearly
revealing a free energy optimum near the 300 meV
natural driving force with phylloquinone (Itoh et al.,
2001). This range is much larger than that explored
with the corresponding BPh to QA electron transfer in
the purple bacterial reaction center (Fig. 1; Gunner and
Dutton, 1989).

Fig. 1. Effect of quinone substitution modulated driving force
on electron transfer rate from A0 to A1 in PS I (black) and
from BPh to QA in purple bacterial RC (gray). Native quinones
shown starred. Thick lines represent theoretical curves using
Eq. (2) and distances in structures 1JB0 and 1PCR. Thin lines
represent Eq. (3) with packing densities estimated from these
pdb files (upper) or best fit (lower).

II. Symmetric PS I Redox Cofactor
Geometry

When the structure of PS I was resolved fine enough
to identify all the redox centers (Klukas et al., 1999)
it turned out that many of these rate-based structural
estimates were quite good (see Fig. 2). Like the purple
sulfur bacterial reaction centers, there was a central pair
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Fig. 2. PS I cofactor structure (1JB0) with edge-to-edge dis-
tances (in Å) and packing densities for the productive electron
transfer reactions. Simulations of tunneling kinetics of the PS I
system also include the unproductive electron transfers (dashed
lines).

of chlorophylls (P700), in this case made of Chl and
Chl a′, four other chlorophylls (A and A0) symmetri-
cally placed in A- and B-branches on either side leading
to quinone acceptors (A1). However, unlike the purple
bacterial reaction centers, both quinone redox centers
were the same distance from the subsequent acceptor,
iron–sulfur center FX placed right on the symmetry axis
of PS I and ligated equally by amino acids from the two
symmetric protein subunits. Thus, unlike the purple
bacterial reaction center, where charge separation oc-
curs essentially exclusively down the A-branch cofac-
tor chain, it seemed from a structural point of view that
both sides of PS I could reasonably participate in pro-
ductive photosynthetic electron transfer. Indeed, sim-
ulation of electron tunneling from center to center us-
ing the nearly completely symmetric A- and B-branch
distances of the high resolution structure 1JB0 and a
symmetric set of redox properties based on estimates
of Table 1 and the tunneling relationship of Eq. (2),
shows that a symmetric PS I reaction center will sepa-
rate charge quite efficiently and robustly (see Fig. 3).

Fig. 3. PS I electron tunneling kinetics with symmetric ener-
getics (but structure-based distances and packing). In this sim-
ulation, the midpoint potentials of A1a and A1b are set equal at
−0.74 V. Electron transfers occur at rates at roughly compara-
ble with experimental values, and energy wasting short-circuits
are not a problem.

Figure 3 simulates the approximately picosecond de-
cay of the excited state of the central Chl pair (P∗ red)
to transiently form a small population of reduced Chl
A, which goes on to reduce A0 Chl on both branches.
Within 10 psec this begins to decay and populate re-
duced phylloquinone A1 on both branches, with mi-
nor deviations from a 50:50 mix due to small distance
asymmetries between the branches. Both branches con-
tribute to partial FX reduction on a 10 nsec timescale.
Reduced FX in turn reduces FA and FB on the 10–100
nsec timescale. The unequal sharing of the electron be-
tween the two Fe/S centers is a simple reflection of the
small Em difference between the centers. In the natural
system, P700+ would be rereduced by plastocyanin, but
in this simulation of isolated PS I, short-circuit of the
electron from FA and FB via thermal repopulation of
A1 to P700+ would take place on a 1–10 sec timescale.
Quantum yield is near 100% in this simulation. We
note that Savikhin et al., using a distance of 4.5–5 Å,
found that these tunneling equations overestimated the
electron rate between A0 and A1 at 0.8 psec and con-
cluded that the equations were inappropriate (Savikhin
et al., 2001). However, by using the 6.4 and 6.5 Å edge-
to-edge distances derived from the 1JB0 crystal struc-
tures, we find that the tunneling calculations estimate
a remarkably good rate around 10 psec.

III. Asymmetric PS I Electron Transfer
Kinetics

Although energy transduction by a symmetric PS
I would function perfectly well, there is good
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experimental evidence in the natural PS I for sig-
nificant energetic asymmetry between the A- and B-
branches, at least at the level of the quinones A1.
This asymmetry was suggested by a conspicuous
fast (∼20 nsec) and slow (∼200 nsec) biphasic quality
of A1 reoxidation, as monitored in the visible spectrum
(Sétif and Brettel, 1993; Joliot and Joliot, 1999). Fur-
ther support was provided by mutation of the individual
tyrosines near either A1a or A1b that selectively slowed
either the slow or fast phase, respectively (Guergova-
Kuras et al., 2001). It is also clear that separate muta-
tions in the amino acids ligating the primary acceptor
chlorophylls A0 in either the A- or B-branch, that are
presumably part of the redox chain that would lead to
either A1a or A1b, are both capable of transferring elec-
trons as far as the Fe/S centers, although with altered
kinetics of intermediate A1 reduction (Fairclough et al.,
2003). On the basis of these mutational experiments, it
seems unlikely that the quinone on only one branch is
active, and that at least part of the explanation of the
kinetic heterogeneity can be ascribed to differences in
the two quinones.

With virtually identical edge-to-edge distances be-
tween the quinone and the FX, it is conceivable that
a difference in electron transfer rate could reflect dif-
ferences in the effective tunneling barrier of the inter-
vening medium. A volume with a greater density of
atoms and bonds will tend to present a lower barrier to
a tunneling electron than a region with a low density of
atoms and bonds. One measure of this is provided by
packing density (� ). Adding the effect of variations in
packing density to Eq. (2) gives

log10 kexer
et = 13 − (1.2 − 0.8� )(R − 3.6)

− 3.1 (�G + �)2/� (3)

Edge-to-edge distances are well defined for all co-
factors with the possible exception of the native phyl-
loquinone, which has an aromatic ring extending to-
ward the FX center. Since substitutions of the aromatic
ring of naphthoquinones clearly have dramatic effect on
the redox properties of the quinones (Ashnagar et al.,
1984; Braun et al., 1986; Warncke and Dutton, 1993),
it seems reasonable that a significant amount of the
wavefunction of the quinone electrons is delocalized
over the carbons atoms in this ring. Thus we include
these atoms when defining the quinone edge.

A packing density analysis between the quinones and
FX (Fig. 2) shows unremarkable and virtually identical
packing; this strongly suggests that tunneling barrier
differences are not the source of any rate heterogeneity.
A similar conclusion was reached in a pathway anal-
ysis to examine the effect of the intervening protein

medium on the electronic wavefunction coupling be-
tween A1a or A1b with FX (Ivashin and Larsson, 2003).
Surprisingly, this group indicates that the only factor
of Eq. (2) of any importance in determining the rate
of electron transfer between �-systems is the edge-to-
edge distance, apparently not considering the �G and
� terms. To find an explanation for the heterogeneous
kinetics, this group proposes that a Trp residue that was
closer to A1b (5.3 Å) than A1a (6.6 Å) might act as a re-
dox intermediate in electron transfer at about the same
redox potential as A1 and thus speed B-branch elec-
tron transfer. Introducing another redox center short-
ens the electron transfer distance dramatically, making
the electron transfer between A1b and Trp even shorter
than electron transfer from A0 to A1. In our view, mov-
ing the oxidant of A1b 3.7 Å closer and leaving a short
4.1 Å hop from Trp to FX, should raise the rate of
A1b reoxidation by a conspicuous two orders of mag-
nitude into the subnanosecond time domain, inconsis-
tent with observed rates of A1 reoxidation, unless the
electron transfer from A1b to Trp had a substantially
uphill energetic penalty. However, a substantially up-
hill step would make the fast phase of A1 reoxidation
dramatically more temperature sensitive than the slow
phase, contrary to observation (see below) (Agalarov
and Brettel, 2003).

It seems more likely that the PS I has evolved an
A-branch versus B-branch energetic asymmetry, either
in Em or �. Considering first the reorganization en-
ergy, the last term in Eqs. (2) or (3) suggests that when
−�G << �, the electron tunneling rate will fall by an
order of magnitude if the � rises by about 0.3 eV. This
would be comparable to purple bacterial reaction cen-
ters, which display such a difference in reorganization
energy between QA and QB charge recombination to
ground state BChl2 (Moser et al.). If in PS I the redox
midpoints of both A1a and A1b are assumed to be the
same as the reported −0.74 V (Brettel, 1997) and FX

has the reported midpoint of −0.70 V (Chamorovsky
and Cammack, 1982), then reorganization energies of
A1a and A1b to FX electron transfer can be adjusted to
1.1 and 0.8 eV to model the reported biphasic rates
of electron transfer (see Table 2; Agalarov and Brettel,
2003). The eventual approximately 100 msec charge
recombination from FA and FB through FX and A1 will
also be modeled if the redox midpoints of FA and FB are
−0.54 and −0.56 V, at the negative end of the reported
range (Evans et al., 1974).

Although reorganization energy differences between
quinones is observed in the purple bacterial reaction
center and can be understood by their quite different
environments, there is no obvious difference in the
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Table 2. A1 reoxidation temperature dependence. Electron
tunneling expected from Eq. (4) and fit to two exponential
decays (rates k1 and k2 in natural log units and relative
extents in parentheses), compared with experiment (Agalarov
and Brettel, 2003). In these experiments all Fe/S centers are
oxidized and electron transfer competent. Simulations of
electron transfer kinetics show that A-branch versus
B-branch asymmetry in either the reorganization energy or
the driving force (derived from redox midpoint values) will
give similar, appropriate biphasic kinetics. With the redox
midpoints of A1a and A1b the same at −0.74 V (Brettel,
1997), and the redox midpoint of FX at −0.70 V
(Chamorovsky and Cammack, 1982), the appropriate
reorganization energies are 1.1 and 0.8 eV. With the
reorganization energies the same at 0.85 eV, the appropriate
redox midpoints are about −0.70 and −0.74 V respectively

Temperature
(K) Meas/calc

Fast phase
ln k1

Slow phase
ln k2

295 Meas 18.3 (0.4) 14.9 (0.6)
295 Calc 18.3 (0.42) 14.8 (0.58)
223 Meas 17.9 (0.3) 13.5 (0.7)
223 Calc 17.6 (0.45) 14.1 (0.55)

polarity of the amino acid environment around the two
quinones which might lead to a similar reorganization
energy difference in PS I. In PS I, the source of the
biphasic A1a kinetics could just as easily come from
differences in redox midpoint values rather than reor-
ganization energy. Indeed, an Em difference between
the quinones has the great advantage that it explains
the old observation that A1a can be photo-accumulated
much easier than A1b (Heathcote et al., 1993; Fair-
clough et al., 2003). Photoaccumulation suggests that
A1a reduction is favored by at least a 40 mV more posi-
tive Em. On the other hand, the Em of A1a can not be too
much more positive than the Em of FX, or the electron
transfer from A1a to FX will be slowed too much by the
uphill electron transfer from A1a to FX. The rate of an
uphill electron tunneling reaction (Page et al., 1999)
can be estimated by calculating the downhill electron
tunneling rate of the reverse reaction, and then applying
a Boltzmann penalty, which is an order of magnitude
slowing for every 60 mV uphill at room temperature.
If there is a connection between the thermodynamic
asymmetry between A1a and A1b and the observation
that total A1a oxidation is biphasic, with a slow phase
that is about an order or magnitude slower than the fast
phase, then we expect the Em of A1a to be no more than
60 mV positive of the Em of FX.

A better appreciation of the practical limits on the Em

values of A1a and A1b can be seen by simulation using
the tunneling expression of Eq. (3). Beginning with re-
ported midpoint values of −0.74 V (Brettel, 1997) for
A1 in a thermodynamically symmetric PS I (Fig. 3),

Fig. 4. Simulation of temperature dependent PS I electron tun-
neling kinetics with asymmetric energetics described in Table 1,
distances and packing described in Fig. 2, using Eq. (4) with a
characteristic frequency of 50 meV and reorganization energies
described in the text.

which is only 40–80 mV more negative than the re-
ported Em of FX (Chamorovsky and Cammack, 1982;
Parrett et al., 1989), we can observed the appearance of
a second slower phase as we raise the Em for A1a toward
the Em of FX. As A1a approaches within about 30 mV
of FX, the Nernst relation indicates that A1a and FX tend
to share the electron between them and the slow phase
begins to reflect the inherent rate of electron transfer
from FX to the next acceptor FA (see Fig. 4 for the sim-
ple case in which the Em of A1a and FX are the same).
Equation (3) yields a tunneling rate between FX and
FA surprisingly similar to the reported slow phase of
A1 oxidation, when the distances and packing density
of the crystal structure (Fig. 2), the reported Em differ-
ences between FX and FA (Evans and Heathcote, 1980;
Jordan et al., 1998), and typical reorganization energies
(Moser et al., 1992) are used. Thus it seems quite likely
that the biphasic A1 oxidation reflects an asymmetry in
the A1a and A1b energetics that slightly raises the Em of
A1a and brings it close enough to the Em of FX to allow
significant sharing of the electron between FX and A1a

before electron transfer to FA completes the oxidation
of both. Using the reported Em of FX of -0.70 V, a simi-
lar Em for A1a, Em values of FA and FB in the middle of
their reported range together with reorganization ener-
gies of 0.85 eV for A1 to FX electron transfer and 1.1
eV for electron transfer between the various Fe/S cen-
ters, gives fast and slow phases for A1 oxidation that
match reported analysis (Table 2; Agalarov and Brettel,
2003).

Electron transfer kinetics measured in PS I are often
significantly nonexponential, and experimental rates
often include multiple phases, sometimes described as
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Table 3. Charge recombination to P700+ in PS I with various complements of Fe/S centers active and native
phylloquinone at A1. Measured rates are the mean of the stretched exponentials (Shinkarev et al., 2002). Calculations use
Eq. (4) and fit to two exponentials. Redox midpoint values as in Table 1, and reorganization energies as described in the text

Quinone Fe/S present Meas/calc First phase rate (extent)
Second phase rate
(extent)

Third phase rate
(extent)

PhylloQ FX FA FB Meas 2.2 msec (5) 107 msec (64) 2.0 sec (25)
PhylloQ FX FA FB Calc 102 msec
PlastoQ FX FA FB Meas 4.1 μsec (13) 2.9 msec (87)
PlastoQ FX FA FB Calc 7.7 μsec (13) 8.3 msec (87)
PhylloQ FX Meas 11.6 μsec (24) 192 μsec (24) 971 μsec (52)
PhylloQ FX Calc 22 μsec (9) 37 μsec (91)
PlastoQ FX Meas 3.0 μsec (4) 26 μsec (25) 584 μsec (55)
PlastoQ FX Calc 11 μsec
PhylloQ None Meas 12.6 μsec (50) 80.7 μsec (50)
PhylloQ None Calc 15 μsec (40) 76 μsec (59)
PlastoQ None Meas 2.5 μsec (18) 26 μsec (18) 362 μsec (63)
PlastoQ None Calc 8 μsec (49) � 0.6 eV, 70

μsec (26) � 0.5 eV
51 μsec (51) � 0.6
eV, 200 μsec (74)
� 0.5 eV

stretched exponentials (Shinkarev et al., 2002). Putting
aside the problem of synchronously activating subpi-
cosecond charge separation when energy transfer from
the antennae itself stretches over tens of picoseconds, it
seems that the size and complexity of the PS I complex
and a potential sensitivity to change during isolation
and study, conspire to make electron transfer kinet-
ics in an ensemble of PS I particles inherently hetero-
geneous. Without more control over the experimental
system and good measures of the driving forces of the
electron transfer reactions, there seems little point to
the use of tunneling treatments more sophisticated than
those described here. Yet even if each PS I were chem-
ically and physically homogeneous, simulation of the
electron transfer kinetics using these tunneling expres-
sions (as in Figs. 3 and 4) demonstrate that PS I kinetics
should be conspicuously nonexponential-certain redox
centers are transiently reduced and reoxidized at nearly
the same rate, while redox centers on different branches
with different kinetics sometimes blend together in a
single experimental spectral change. To make compar-
ison with experiment, the nonexponential kinetics of
the simulations have been fit in Tables 2 and 3 to two
single exponentials. Over any time range, a biphasic fit
may appear quite good, but it is important to understand
that the fit parameters will dependent more or less on
the range of time selected for the fit, and that exponen-
tial rate values assigned to a nonexponential process
are inherently uncertain.

One of the peculiarities of having different redox
midpoint potentials for the quinones A1a and A1b that
emerges from our modeling, is that charge separation is
likely to take a different branch than charge recombina-

tion. Because of small asymmetries in the edge-to-edge
distances between redox centers, the B-branch chlorins
and quinone are very slightly favored for charge separa-
tion. However, given the proximity and roughly similar
redox potentials of the chlorins and the tendency of the
electron to be partly shared by all the chlorins, the A-
side quinone could be favored if it is sufficiently more
positive than the B-side quinone. The potentials cho-
sen to fit the temperature dependent kinetics suggest a
roughly similar initial reduction of both quinones. The
more positive redox potential means the A-side quinone
will be favored at long redox equilibration times, and
charge recombination, which includes uphill steps that
are quite sensitive to differences in driving force, will
be strongly dominated by A1a.

IV. Temperature Dependence of Electron
Tunneling

One test of the validity of the choice of Em values and
reorganization energies in the simulations is the tem-
perature dependence of the reactions. Uphill electron
transfer reactions in particular should show extra sen-
sitivity because of the Boltzmann term. In addition the
downhill electron tunneling terms will have some tem-
perature sensitivity due to their coupling to vibrational
modes. These can be described by Eq. (4) (Moser et al.,
1992, 2001) which is an adaptation of the room tem-
perature Eq. (3) that includes an explicit reference to
the temperature T , and the characteristic frequency of
the vibrations coupled to the electron transfer (h̄�) in a



590 Christopher C. Moser and P. Leslie Dutton

semiclassical form (Hopfield, 1974):

log10 kexer
et =13 − (1.2 − 0.8� )(R − 3.6)

− 0.22(�G + �)2/�h̄�Coth[h̄�/2kBT ]

(4)

Previous analysis of the simultaneous free energy de-
pendence and temperature dependence of electron tun-
neling in biological systems suggests that the charac-
teristic frequency coupled to electron tunneling may be
around 50–70 meV (Moser et al., 1992, 2001), although
because of the challenge of designing these experi-
ments the natural range of this characteristic frequency
is uncertain. Although it has been suggested that a char-
acteristic frequency above the Boltzmann thermal en-
ergy at room temperature kBT of about 25 meV should
not be temperature dependent (Agalarov and Bret-
tel, 2003), the use of the semiclassical expression of
Eq. (4) can retain noticeable temperature dependence,
albeit considerably less than the fully classical original
Marcus expression (Marcus, 1956). Other quantized
versions of the Marcus expression have been used to
model kinetics in PS I, including an exact expression
assuming a single quantum harmonic oscillator cou-
pled to electron transfer (Schlodder et al., 1998). Such
an analysis leads to a different, smaller frequency cou-
pled to electron transfer (about 25 meV) than the Hop-
field expression which, as an approximation for a com-
plex biological system, has many vibrations integral
to the reorganization coupled to electron transfer with
the reorganization weighted average around 50 meV.

The dashed lines in Fig. 4 show the expected change
in electron transfer that accompanies a drop from room
temperature (295 K) to a low temperature that is still
above the glass phase transition (223 K). All rates af-
ter initial quinone reduction are noticeably slowed, in-
cluding the fast phase of A1 reoxidation, even when
A1a and FX have the same Em and no net driving force
for electron transfer. The rates that show the greatest
change are those that involve substantial uphill elec-
tron transfer steps, which include in this simulation the
uphill electron transfer from FA and FB to FX and A1a

leading to downhill short-circuiting electron transfer
to the ground-state oxidized P700. Recovery of ground
state should occur nearly two orders of magnitude more
slowly at 223 K compared to room temperature.

A comparison of the rates and extents of a fit of the
simulation to biphasic decays with experiment (Table 2)
shows that the extents and rates correlate well at both
room temperature and 223 K, especially considering
the uncertainties involved in a biphasic fit to nonex-
ponential kinetics. Experiment does show a slightly

greater slowing of the slow phase, suggesting that the
electron transfer from A1a to FX may be slightly up-
hill and thus slightly more temperature dependent than
assumed in this simple, equal Em simulation.

Simulation of kinetics at temperature lower than 223
K is problematic because functional heterogeneity in
PS I seems enhanced by passing below the glass phase
transition temperature (Schlodder et al., 1998). For ex-
ample, upon repeated illumination, about a third of the
PS I particles at 77 K form reduced FA and FB and
get trapped there as reverse uphill electron transfer is
extremely slow, while the rest seem capable of charge
recombination through A1 (Schlodder et al., 1998). It
would appear that the redox centers in PS I are natu-
rally in a dynamic fluctuation that rapidly modulates
the redox properties of the centers about some average
Em at room temperature, but that as the temperature
falls, especially below the glass transition, these fluctu-
ations slow and heterogeneity becomes more conspic-
uous. Modeling this cryogenic change in heterogeneity
is not attempted here.

V. Plastoquinone/Phylloquinone
Substitution and Fe/S Removal

The near matching Em values of native A1 and FX

suggested by the simulations has also been indicated
by experiments that alter the redox properties of the
quinone at A1, either through genetic manipulation
of the quinone biosynthetic sequence (Zybailov et al.,
2000; Sakuragi et al., 2002) or by extraction and re-
placement of the quinone itself (Iwaki and Itoh, 1989;
Itoh et al., 2001). Figure 5 compares the effects of
substituting plastoquinone for the native phylloquinone
under a series of experimentally relevant conditions in
which the Fe/S chain is fully oxidized, partly reduced or
fully reduced before flash activation. The structural and
energetic parameters are the same as Fig. 4, but with
the Em of the quinones raised by 50 mV to reflect the
new redox properties of plastoquinone. Table 3 shows
a comparison of the multiphasic fits to the rereduction
of the P700+ ground state under these various Fe/S re-
dox state conditions for both experiment and tunneling
simulation.

Aside from the somewhat larger kinetic heterogene-
ity observed in natural PS I preparations, the basic
tunneling simulation does a reasonably good job at
matching the kinetics and extents under this wide range
of conditions, suggesting that we have a good func-
tional picture of the parameters that determine quinone
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Fig. 5. Electron tunneling kinetics with different complements of Fe/S and different quinones using electron tunneling parameters
described in the text. One the right, a comparison of native phylloquinone (dashed) with plastoquinone (solid). See Color Plate 15,
Fig. 1.

related electron tunneling in PS I. Figure 5 shows that
with the plastoquinone substitution, the electron tends
to accumulate and linger on the A1a whenever FX is
present. The population of FX reduced at any time,
already less than 50% in wild type PS I is smaller still
in the plastoquinone PS I. Short-circuit charge recom-
bination reactions are generally accelerated, by almost
two orders of magnitude in the case of PS I with the
full complement of Fe/S centers.

The increase in short-circuit rate is least affected in
PS I core particles in which all the Fe/S centers have
been removed and the direct short-circuit is maximal.
The more positive Em of plastoquinone relative to the
native phylloquinone will decrease the driving force
for this direct long-distance charge recombination be-
tween A1a and P700+ from about 1.15 eV to about 1.10
eV. Given the distance of 18.1 Å and the unusually high
packing density of 0.88 in this region of the protein, in
order to have the recombination rate slow enough to
be consistent with experiment, the reorganization en-

ergy must be about 0.6 eV, thereby placing the recom-
bination well into the inverted region and somewhat
counter-intuitively, slowing the short-circuit reaction.
As has been pointed out (Shinkarev et al., 2002), the
smaller driving force of the plastoquinone charge re-
combination will slightly increase the electron transfer
reaction rate of an inverted region electron transfer,
as indeed our simulations show. However, experiment
shows that with inactivated Fe/S centers much of the
recombination with plastoquinone is slower than with
phylloquinone.

In order to realize a slowing after quinone substitu-
tion in PS I core particles without Fe/S centers, some
change in the parameters of electron tunneling besides
a small rise in midpoint potential of the quinone must
take place. Given the chemical similarity of the phyllo-
quinone and plastoquinone, it seems unlikely that the
recombination observed with plastoquinone is slowed
by assuming a structural position some 1.4 Å further
from P700. A number of different quinone substitutions
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have shown no change in the EPR determined distance
between reduced A−

1 and oxidized P700+, while oth-
ers have shown that the orientation of plastoquinone-9
radical is the same as the native phylloquinone
(Zybailov et al., 2000). At best there is likely to be
on minor distance changes, as pulsed EPR indicates
that the benzoquinone duroquinone is 0.3 Å further
way from P700 than the native phylloquinone (Zech
et al., 1997), potentially slowing charge recombina-
tion by only twofold, not the fivefold change ob-
served experimentally (Shinkarev et al., 2002). On
the other hand, if plastoquinone were for some rea-
son to have a lower reorganization energy for charge
recombination, this would slow the rate, as shown
in Table 3. Such a reorganization energy drop runs
counter to intuition, however, since plastoquinone is
smaller than phylloquinone, and substitution in the A1

sites would be normally be expected to make the site
more mobile and likely to increase the reorganization
energy.

Aside from the unexpected slowing of charge recom-
bination in plastoquinone substituted PS I with inactive
FX, the most noticeable deviation of simulated versus
experimental kinetics appears when the centers FA and
FB have been stripped by removal of PsaC using urea.
The calculations match the fast phase, and show the
appropriate acceleration when plastoquinone replaces
the native phylloquinone, but the calculations do not
reveal the approximately 10 times slower slow phase.
Once again, it seems unlikely that distances between re-
dox centers have changed significantly. Possibly some
of the slow phase is a remnant of incomplete removal
of FA and FB or a change in reorganization energy for
at least some of the FX on removal of the PsaC pro-
tein subunit. On the other hand, it has been reported
that removal of the stromal extrinsic subunits deplet-
ing FA and FB may increase the redox potential of FX

(Brettel, 1997). This will tend to slow the recombina-
tion rates if FX to A1 electron transfer is now more
uphill.

VI. PS I Robustness

In spite of descriptions of PS I as “highly optimized”
(Itoh et al., 2001), we find that simple distance between
the various cofactors contributes to a collective robust-
ness of PS I function that does not require a great deal
of fine tuning of the energetic and packing parameters
that influence electron tunneling rates. Even without in-
cluding the stabilizing effect of plastocyanin electron
transfer to P700+, the architecture of PS I favors a high

yield of light induced charge separation over wasteful
charge recombination. Itoh and Iwaki’s very extensive
range of quinone substitutions for A1 indicates that the
driving force for the native A0–A1 electron transfer
rather closely matches the unusually small reorganiza-
tion energy for this reaction, and that this may represent
an element of evolutionary design to optimize this re-
action. However, simulations show that the system can
tolerate rather large changes in this reorganization en-
ergy, which can rise from optimal values near 0.3 eV to
a value as large as 1.2 eV before charge recombination
through the formation of triplet state P700 begins to
be a problem. Similarly, quinone substitutions for A1

that drop the redox midpoint as low as −1 V (much
lower than the −0.74 to −0.70 V that seems to be dis-
played by the native system), can be tolerated by PS I,
before the electron begins to be shared significantly be-
tween the quinones and the chlorophylls. On the other
hand, the redox potential of A1 cannot rise to a value
much beyond the Em of FX, or the electron will tend to
remain on A1 long enough for direct charge recombi-
nation to the ground state to become a problem. Thus
there seems to be a broad tolerance of Em ranges of
the quinones A1a and A1b, and it may be fair to say
that the observed asymmetry in the electron transfer
kinetics of the two branches does not reflect an advan-
tageous design feature of PS I, but merely a tolerable
evolutionary drift that has little effect on performance.
Perhaps more surprising is why the natural redox mid-
point of FX should be as negative as it is, which forces
the design of a quinone binding site to keep the mid-
point potential of the quinone at an unusually low value
below about −0.70 V. Certainly, the system could toler-
ate a rise of 0.1 V in the FX midpoint potential and still
keep the electrons on FA and FB, ready for subsequent
reduction of ferredoxin. The present redox properties
of FX may represent the adoption of a “good enough”
electron transfer system, in which the position of the
FX on the symmetry axis of PS I with good proximity
to A1a, A1b, and FA secures the single most impor-
tant parameter in determining the electron tunneling
rates.

It appears that PS I, perhaps even in the native mem-
brane, may be prone to an inherent heterogeneity in re-
dox potentials and perhaps reorganization energies that
leads to non-ideal multiphasic electron transfer behav-
ior. Indeed, it may be the very robustness of the PS I
design that allows kinetic hetereogeniety to be func-
tionally well tolerated. It makes little sense to apply
more sophisticated quantum analysis to this electron
tunneling problem when basic issues such as hetero-
geneity of driving force are so poorly defined. In the
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end, Marcus theory and tunneling analysis may provide
the best measure of the thermodynamic heterogeneity
present in this photosynthetic system.
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Summary

In this chapter, structure-based modeling of excitation energy transfer and trapping in Photosystem I (PS I) core
complexes will be addressed. The prerequisite for modeling is the knowledge of the spatial arrangement of the
pigments (distances between pigments, orientation of their transition dipole moments) and the understanding of the
spectral properties of the core antenna and the reaction center. The former is provided by the X-ray structure of
trimeric photosystem I core complexes from Thermosynechococcus elongatus (formerly Synechococcus elongatus)

∗ Author for correspondence, email: eberhard.schlodder@tu-berlin.de

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 595–610.
C© 2006 Springer.



596 Thomas Renger and Eberhard Schlodder

at 2.5 Å resolution (Jordan et al., 2001). The spectral properties are determined by the local transition energies of the
pigments, the pigment–pigment interactions and the coupling of the electronic pigment transitions with pigment and
protein vibrations. The simultaneous description of the dynamics of excitation energy transfer and of the spectral
properties of PS I is a major challenge for the theory. In this chapter, recent theoretical attempts in the literature and
our own work are described. The focus is put on the question of how the different approaches relate to experimental
data.

I. Introduction

Photosystem I (PS I) captures solar energy by a large
antenna system consisting of chlorophylls (Chls) and
carotenoids and transfers the energy to the reaction cen-
ter of the complex where the excitation energy is used
to create a charge separated state. PS I is character-
ized by a high stability against photodestruction and
a high efficiency of energy conversion. The quantum
yield for the formation of the charge separated state is
about 98%.

The 2.5 Å X-ray structure of trimeric PS I core com-
plexes from the thermophilic cyanobacterium Ther-
mosynechococcus elongatus (formerly Synechococcus
elongatus) identifies 12 protein subunits, 96 chloro-
phyll molecules (Chls), 22 carotenoids (Car), 2 phyl-
loquinones, and 3 iron–sulfur clusters (Jordan et al.,
2001; see Fromme and Grotjohann, this volume, Chap-
ter 6). The two largest subunits (PsaA and PsaB) bind
most of the antenna and all of the reaction center pig-
ments. The following cofactors constitute the reac-
tion center: The primary electron donor P700 is a het-
erodimer of chlorophyll a (eC-B1), PB and a′ (eC-A1),
PA. Two branches of cofactors related by pseudo-C2

symmetry connect P700 and the first [4Fe–4S] clus-
ter FX. Each branch is composed of two chlorophylls
[Acc-A (eC-B2) and A0-A (eC-A3) in the A-branch and
Acc-B (eC-A2) and A0-B (eC-B3) in the B-branch] and
one phylloquinone (QK-A and QK-B, respectively) (see
Fig. 1).

The core antenna of PS I consisting of the remaining
90 Chl a and 22 carotenoid molecules surrounds the re-

Abbreviations: Chl(s) – chlorophyll(s); C708 (C719 etc) – Chls
with low temperature absorption maximum at the respective
wavelength; CD – circular dichroism; DAS – decay-associated
spectrum; LD – linear dichroism; P700 – chlorophyll het-
erodimer comprised of Chl a (eC-A1), PA and Chl a′ (eC-B1),
PB; PS I – Photosystem I; RC – reaction center; Acc-A, Acc-B –
accessory Chl of the A-branch and B-branch; A0-A, A0-B – Chl
a monomer of the A-branch and B-branch, intermediate elec-
tron acceptor; QK-A, QK-B – phylloquinone of the A-branch
and B-branch; A1 – spectroscopically identified secondary elec-
tron acceptor in PS I which is assigned to one or both of the
phylloquinones.

action center. Most of the chlorophylls are located near
the stromal and lumenal membrane surface. Within
these two layers a ring-shaped arrangement of antenna
chlorophylls is visible (Byrdin et al., 2002). The Chls
of these two rings are well connected among each other
via Chls located in the membrane-integral part of the
protein and with chlorophylls located peripherally on
the stromal and lumenal side, respectively. The center-
to-center distance between any core antenna Chl and
the reaction center Chls is greater than 18 Å except for
the two so-called connecting Chls (Jordan et al., 2001)
that seem to provide a link between the antenna sys-
tem and the reaction center. The mean center-to-center
distance between neighboring Chls is 9.9 Å, which is
only about 30% larger than the diameter of the chlorin
ring. This dense packing indicates that excitonic inter-
actions have to be taken into account for a description
of the spectral and functional properties of PS I. The
arrangement of the Chls indicates clusters consisting
of 2–12 moderately or strongly interacting pigments
(Byrdin et al., 2002). The interaction between Chls be-
longing to different clusters is weak. In addition, there
are Chls that are rather isolated at the periphery of the
PS I complex.

Strong pigment–pigment interactions are most prob-
ably also the reason for so-called red antenna states
or long-wavelength chlorophylls (see Karapetyan et
al., this volume, Chapter 13), which absorb at ener-
gies below that of the primary electron donor P700.
PS I of T. elongatus contains about 10 red Chls per
PS I monomer as shown by spectroscopic investiga-
tions (Pålsson et al., 1998). The low temperature ab-
sorption spectrum exhibits bands at about 708 nm
(C708) and 719 nm (C719) with oscillator strengths
corresponding to approximately six and four Chls,
respectively.

The recent 4.4 Å X-ray structure of PS I from pea
reveals that 92 Chls in the core of PS I from plants are
at the same position as the Chls in PS I from T. elon-
gatus. Three Chls are missing (M1, X1, and J3) and
there is only one other Chl (B33) of which the position
and orientation is significantly modified (Ben-Shem
et al., 2003; see Nelson and Ben-Shem, this volume,
Chapter 7). Taking into consideration the conservation
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Fig. 1. Structural arrangement of reaction center pigments. Arrows indicate the geometry of optical transition dipole moments. The
nearest neighbor couplings are indicated, values obtained within extended dipole approximation are compared to those obtained
using transition monopole method (first number in bracket) and point-dipole approximation (second number in bracket). The amount
of the partial charges, used in the extended dipole approximation is 0.16 e, and the length of the dipole was 5.7 Å, resulting in an
effective transition dipole strength of 19 D2 [We used εr = 1 in Eq. (3)].

of the pigment organization in the PS I core it is
interesting to note that the number and spectral char-
acteristics of red antenna states are highly species
dependent.

The excited-state dynamics of PS I complexes have
been studied intensively by time-resolved absorption
and fluorescence spectroscopy. The average rate
constant for energy transfer (hopping) between two
Chls has been estimated to be about (100 fsec)−1 (Du
et al., 1993; Kennis et al., 2001). Energy equilibration
between bulk antenna Chls occurs probably in less than
1 psec. In PS I from T. elongatus, a ca. 4 psec component
has been attributed to energy transfer from bulk antenna
Chls to red Chls giving rise to a decay-associated spec-
trum with positive amplitudes below 700 nm and neg-
ative amplitudes at wavelengths longer than 700 nm.
In addition, a 9.6 psec component peaks around 700 nm
and barely drops below zero. This component has
been assigned to a slower energy-transfer process,
during which trapping occurs to a great extent (Gobets
et al., 2001). The decay of the excitation energy due
to trapping by charge separation occurs in about 35
psec, determined in good agreement by various groups
(Holzwarth et al., 1993; Dorra et al., 1998; Byrdin et al.,
2000; Gobets et al., 2001; Kennis et al., 2001). The
spectrum associated with the trapping was reported to
be virtually independent of the excitation wavelength
(Hastings et al., 1995; Gobets et al., 2003). It resembles
closely the steady-state emission spectrum, which ex-
hibits a maximum at 721 nm and a shoulder at 685 nm

at room temperature in PS I from T. elongatus. This re-
sult indicates that the largest part of the fluorescence is
emitted from the long-wavelength Chls. Time-resolved
fluorescence measurements in species that have dif-
ferent contents of “red” Chls show clearly that these
Chls slow down the trapping (Gobets et al., 2001). The
increase of the trapping lifetime from 23 to 50 psec is
correlated with the amount and the transition energies
of the long-wavelength Chls in the different species.

The theory of optical spectra and excitation en-
ergy transfer of photosynthetic pigment–protein com-
plexes must describe the couplings between pigments
and between pigments and protein. If the pigment–
pigment interaction dominates, the absorption of light
leads to a delocalized excited state in the complex
and the pigment–protein coupling causes relaxation be-
tween such delocalized states. If, on the other hand, the
pigment–protein coupling dominates, localized excita-
tions are formed in the complex and those local exci-
tations move incoherently between the pigments due
to the interpigment Coulomb coupling. A challenging
theoretical problem is the intermediate regime, where
both types of couplings are of similar magnitude. In
this case the excited states are partially delocalized and
thus show features of localized states as vibrational
sidebands in optical spectra and features of delocal-
ized states as global changes of the absorption spec-
trum upon changing the absorption of a single pigment
as seen, for example, in hole-burning spectroscopy and
triplet-minus-singlet spectroscopy.
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The pigment–protein coupling causes a modulation
of optical transition energies of the pigments. Owing to
a different protein environment, pigments in different
binding sites have different transition energies. Even
site energies of pigments in the same binding sites (but
in different complexes in the sample) may differ be-
cause of conformational motion of the protein. The
fast protein motion leads to a dynamic modulation of
pigment transition energies and is included explicitly
in the dynamic theory, whereas the slow motion can be
treated as static disorder. The timescales of slow and
fast motion are defined with respect to the lifetime of
the exciton (fsec up to nsec). The dynamic modulation
of pigment energies allows the protein to form a heat
bath that exchanges energy with excitons on their way
from the antenna to the reaction center.

When modeling optical spectra and light harvesting
in PS I, one is faced with the following difficulties:

(i) The number of pigments is much larger than
in other antenna or reaction center complexes.
This large number makes it very difficult, if not
impossible, to extract optical transition energies
of pigments in their local protein environments
from independent experiments. An alternative
way chosen by the Fleming group is a quantum
chemical calculation of those transition energies
(Damjanovic et al., 2002). Nevertheless, it is dif-
ficult to judge the outcome of those calculations
for a complex as large as PS I.

(ii) PS I contains a number of so-called red chloro-
phylls that absorb at lower energies than the re-
action center. It is very likely that the red shift
occurs because of a mixing of optical transitions
with intermolecular charge transfer states. There
is no standard theory of optical spectra that con-
siders such a mixing.

(iii) There are weakly as well as strongly coupled pig-
ments in PS I and there is no standard theory that
is valid for the whole range of couplings.

The remaining of this chapter is organized in the fol-
lowing manner. First, the different types of interactions
present in photosynthetic pigment–protein complexes
are described in detail and are related to theories of
optical spectra and excitation energy transfer. Recent
applications of those theories to describe optical spec-
tra (absorption, linear dichroism, circular dichroism,
steady-state, and time-resolved fluorescence) and exci-
tation energy transfer and trapping in PS I are discussed.
Next, recent extensions of the standard theories, the
Modified Redfield theory and a non-Markovian density

matrix theory, are described, that allow one to treat ex-
citon relaxation and optical spectra of aggregates with
strongly coupled pigments and strong couplings to vi-
brations. Finally, an application of the theory is given
to extract optical transition energies of the pigments in
the PS I reaction center from optical difference spectra.

II. Interactions in Pigment–Protein
Complexes

A. Site Energies, Static, and Dynamic
Disorder

Due to different protein environments, pigments in dif-
ferent binding sites have different optical transition
energies. The latter are called site energies. The fol-
lowing protein–cofactor interactions influence the en-
ergetic and spectroscopic properties of the Chls: (a)
differences in the dielectric constant of the local en-
vironment, (b) electrostatic interactions with charged
amino acid side chains (Eccles and Honig, 1983), and
(c) differences in Mg2+-ligation, H-bonding, and de-
viations from planarity of the chlorine ring induced
by the protein binding site (Gudowska-Nowak et al.,
1990). Because of the complexity of these interactions,
the transition energies cannot be derived directly from
the structure. A microscopic calculation of site ener-
gies is difficult (Damjanovic et al., 2002) since both
the conformation of the pigment and the electrostatic
coupling of the pigment with its protein environment
have to be taken into account. In addition, some of the
protein residues, the titratable groups, might occur in a
protonated or unprotonated form and thus an average
over the possible titration states of the titratable groups
is necessary. Often, therefore, the site energies are used
as parameters that are determined from the calculation
of optical spectra (e.g., Byrdin et al., 2002).

Usually experiments are done on ensembles of
pigment–protein complexes. Due to different confor-
mational substates of the protein, pigments bound at
the same site in different complexes in the sample will
absorb at different energies. This effect is termed di-
agonal disorder. For the calculation of experimental
signals, therefore, an average over the conformational
substates of the protein is necessary. If the diagonal
disorder is weak compared to the excitonic coupling
the disorder can be described by a perturbation theory
(e.g., Dempster et al., 2001). In many pigment–protein
complexes the diagonal disorder is comparable in mag-
nitude or even of larger magnitude than the excitonic
couplings. In this case a numerical Monte Carlo method
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can be used to treat the disorder non-perturbatively
(e.g., Renger et al., 2001).

In addition to static disorder in site energies there is
also a dynamic modulation caused by the vibrational
motion of the protein environment. The latter leads to
dissipation of electronic excess energy and determines
the overlap integrals appearing in standard transfer the-
ories and the homogeneous broadening of optical spec-
tra, as will be discussed in detail later.

B. Pigment–Pigment Coupling/
Excitons/Gaussian Dressed Exciton
Stick Spectra

The pigment–pigment coupling mainly involves the
Coulomb coupling between a pigment in an excited
electronic state and another pigment in the ground
state. This so-called excitonic coupling between the
pigments leads to a nonradiative transition of excitation
energy between the pigments (Förster, 1948), in photo-
synthetic antennae and reaction center complexes. The
matrix element Vmn represents the interaction energy
between an excited pigment m and a pigment n in the
ground state

Vmn = 〈
�(e)

m �(g)
n |VCoulomb|�(g)

m �(e)
n

〉
(1)

where �
(e)
m and �

(e)
n denote the excited-state wave func-

tions of pigments m and n, �
(g)
m and �

(g)
n are the ground-

state wave functions of pigments m and n, and VCoulomb

is the Coulomb coupling between the electrons and nu-
clei of the two pigments.

1. Point-Dipole Approximation

If the extension of the electronic wave functions of
the pigments is small when compared to the center-to-
center distance between the pigments, VCoulomb can be
expanded in a Taylor series and the first nonvanishing
element of that series is the well-known point-dipole
approximation (e.g., van Amerongen et al., 2000)

Vmn = 1

4�ε0εr

(
�μm �μn

R3
mn

− 3
(�μm

�Rmn)(�μn
�Rmn)

R5
mn

)
(2)

where �μm and �μn are the optical transition dipoles of
the two pigments and �Rmn is the center-to-center spatial
vector between the two pigments. The above formula
expresses the excitonic coupling as the dipole–dipole
coupling between optical transition dipoles.

The orientations of transition dipoles �μm of photo-
synthetic pigments and distance vectors �Rmn can be
obtained from structural data and the dipole strengths

|μm |2 can be determined from optical spectra of chloro-
phylls in solution. Therefore, Eq. (2) provides a very
practical tool to estimate excitonic couplings. The
screening effects of the Coulomb coupling are included
by the dielectric constant εr , the precise value of which
is not clear in proteins. In addition to screening effects
there are also local field corrections (for a discussion
of the latter see, e.g., van Amerongen et al., 2000) that
were neglected in the above equation. In applications,
the dipole strengths are often treated as effective dipole
strengths that include screening and local field correc-
tions in an effective way and in this case one would set
εr = 1 in the above equation.

2. Extended–Dipole Approximation

Within the above point-dipole approximation the op-
tical transition dipoles of the pigments are treated as
ideal point-dipoles. A first correction of this approxi-
mation, that can take into account a certain extension
of the electronic wave functions of the pigments, is
the extended dipole approximation where the optical
transition dipoles of the pigments are described by two

charges of opposite sign �q (+)
m = �q and �q (−)

m = −�q
that are placed along the direction of the optical transi-
tion dipoles of the pigments. The distance l between the
two charges effectively describes the extension of the
electronic wave functions. The charges �q are chosen
such as to result in a dipole strength |μm |2 = (�q)2l2

estimated from measurements in solution. The dipole
strength is assumed to be the same for all pigments,
i.e., independent on index m ′. The excitonic coupling
is then obtained from the Coulomb interaction between
the point charges of the two pigments

Vmn = 1

4�ε0εr

∑

i, j=+,−

�q (i)
m �q ( j)

n

r (i j)
mn

(3)

where r (i j)
mn is the distance between �q (i)

m and �q ( j)
n .

3. Transition Density Quantum Chemical
Methods

If the closest distance between pigments becomes com-
parable or smaller than the extension of their electronic
wave functions the above approximations become in-
valid and the excitonic coupling has to be calculated by
a quantum chemical method. For this purpose the cou-
pling Vmn is written in terms of a Coulomb coupling
between transition densities

Vmn = 〈�m | VCoulomb |�n〉 (4)
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where the transition density �m of pigment mis defined
as the product of the ground- and excited-state wave
functions

�m = (
�(e)

m

)∗
�(g)

m (5)

Once those transition densities were calculated by a
quantum chemical method, different ways exist to eval-
uate the excitonic coupling Vmn. One way is to approxi-
mate this coupling by the Coulomb interaction between
transition charges of the two pigments that are obtained
from the transition densities by integration over certain
volume elements.

In the transition monopole method (Chang, 1977)
the transition charges are obtained for every atom of
a pigment by integration over the transition density
of that particular atom. In the transition density cube
method (Krueger et al., 1998) the space around each
pigment is divided into cubes by a three-dimensional
grid. The transition charge in a cube is then obtained by
integration of the transition density within this cube and
this charge is put in the center of the respective cube.

We note that for small interpigment distances, be-
sides the excitonic coupling, additional interactions be-
tween pigments occur. Intermolecular charge transfer
states can be formed and have an influence on posi-
tion and widths of optical lines. Although this topic is
of some relevance for the unusual behavior of the red
chlorophylls in PS I, we do not go into more details here.

4. Delocalized Excited States

If the excitonic couplings Vmn are large compared
to the static and dynamic disorder, the excited states

|M〉 = ∑
m c(M)

m |m〉 are delocalized and are given in
terms of a linear combination of localized excited states
|m〉, where the eigencoefficients c(M)

m and exciton-
(eigen)-energies εM are obtained by solving Hex |M〉 =
εM |M〉 with the excitonic Hamiltonian

Hex =
∑

m

Em |m〉 〈m| +
∑

m �=n

Vmn |m〉 〈n|. (6)

Here, Em is the site energy of pigment m (strictly
defined as the vertical transition energy of the pigment
at the equilibrium position of nuclei in the electronic
ground state of the aggregate) and Vmn is the excitonic
coupling between pigments m and n, introduced above.
If the dynamic pigment–protein coupling is neglected,
the absorption spectrum is obtained as

α(�) ∝ �
∑

M

|μM |2�(� − �M ), (7)

where the transition dipole of exciton state M ,

�μM =
∑

m

c(M)
m �μm, (8)

is given in terms of the exciton coefficients c(M)
m and lo-

cal transition dipoles �μm and �M = εM/h̄, the eigenfre-
quency of exciton state M . The spectrum is sometimes
called stick spectrum, because it can be visualized by
vertical lines of height |μM |2 at position � = �M . No
homogeneous broadening is included so far (but will
be discussed later).

We note that in analogy to the above equation for
absorption the linear dichroism spectrum L D(�) =
α||(�) − α⊥(�), as the difference in absorption mea-
sured parallel (α||) and perpendicular (α⊥) to the mem-
brane is obtained as

L D(�) ∝ 3

2
�

∑

M

|μM |2

× (1 − 3 cos2(�M ))�(� − �M ), (9)

where �M is the angle between �μM and the normal of
the membrane. The circular dichroism spectrum

C D(�) ∝ �
∑

M

rM �(� − �M ), (10)

contains the rotational strength

rM =
∑

m>n

c(M)
m c(M)

n
�Rmn(�μm ⊗ �μn), (11)

where ⊗ denotes a cross product. The fluorescence
spectrum I (�) is obtained as

I (�) ∝ �3
∑

M

f (M)|μM |2�(� − �M ), (12)

where f (M) = exp(−εM/kT )/
∑

N exp(−εN /kT ) is
a Boltzmann factor that takes into account that fluo-
rescence starts from an electronically relaxed excited
state. We note that no Stokes shift is included, since the
vibrations are neglected. However, in some approaches
the Stoke shift is included in an effective way by includ-
ing a shift � in the transition energies, i.e., replacing
�(� − �M ) in Eq. 12 by �(� + � − �M ).

In simple models of static disorder a Gaussian dis-
tribution function Pinh(�M − �̄M ) of exciton transition
frequencies, centered around a mean transition fre-
quency h̄�̄M is assumed and the absorption α(�) in
this case is obtained from an average of the homoge-
neous absorption spectrum given above with respect to
this distribution function.

α(�) ∝ �
∑

M

|μM |2
∫

d�M Pinh(�M − �̄M )�(� − �M )

∝ �
∑

M

|μM |2 Pinh(� − �̄M ) (13)
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Here, the same distribution function was assumed for
all exciton states, for simplicity.

In more realistic, although numerically more in-
volved, approaches a distribution of local site energies
is assumed and a Monte Carlo scheme is used to calcu-
late the spectra. Within this method different configura-
tions of site energies of the pigments are generated ran-
domly from a given distribution function. The experi-
mental signal then is calculated for every configuration
of site energies and an average is performed. Usually, a
Gaussian distribution function is used for every site and
the fluctuations at different sites are assumed to be un-
correlated. In such calculations the mean site energies
and the width of the distribution function for the site
energies are fit parameters. The Monte Carlo approach
includes the so-called resonance energy-transfer nar-
rowing, i.e., a narrowing of the distribution of exci-
ton energies with respect to the distribution of pigment
energies that is due to the excitonic couplings (e.g.,
Knapp, 1984).

III. Theory of Excitation Energy Transfer

A. Transfer Between Weakly Coupled
Pigments – Förster Theory

If the disorder is much stronger than the excitonic cou-
pling the excited states are localized on single pigments
and the transfer starts from a vibrationally relaxed ex-
cited state of a pigment. In this case, a second-order
perturbation theory in the excitonic coupling is used to
obtain a Förster type rate constant km→n for excitation
energy transfer between pigments m and n. The rate
constant

km→n = 2�
|Vmn|2

h̄2

∫ ∞

−∞
d�D(m)

I (�)D(n)
� (�) (14)

is given as the product of the square of the point-dipole
excitonic coupling and an overlap integral of the fluo-

rescence lineshape function D(m)
I (�) of the donor and

the absorption lineshape function D(n)
� (�) of the ac-

ceptor. Within a linear model for the coupling between
vibrational coordinates and pigment transition energies
the lineshape functions are related to a spectral density
J (�) by (Lax, 1952; May and Kühn, 2000)

D(m)
I (�) = 1

2�

∫ ∞

−∞
dte−i(�−�̃m )t eG(t)−G(0) (15)

D(n)
� (�) = 1

2�

∫ ∞

−∞
dtei(�−�̃n )t eG(t)−G(0) (16)

where the function G(t)

G(t) =
∫ ∞

0

d�J (�)

× {
(1 + n(�))e−i�t + n(�)ei�t

}
, (17)

contains the spectral density J (�) and the mean num-
ber n(�) of vibrational quanta that are excited in a vi-
brational mode of frequency � at a given temperature
T ,

n(�) = 1

eh̄�/kT − 1
. (18)

The spectral density

J (�) =
∑

	

g2
	 �(� − �	 ) (19)

contains the density of vibrational modes weighted by
the constants g2

	 that describe the coupling strength be-
tween the vibrational mode 	and the optical transition
of the pigment. The J (�) can be extracted from opti-
cal spectra as will be discussed below. The frequencies
�̃m = (Em − E
)/h̄ and �̃n = (En − E
)/h̄ that enter
the lineshape functions in Eqs. (15) and (16) are tran-
sition frequencies between the minima of the ground-
and excited-state potential energy surfaces, they are
obtained from the site energies Em and En and the re-
organization energy

E
 = h̄

∫ ∞

0

d�J (�)�. (20)

Noting, that the experimental fluorescence signal of

the donor Im(�) is proportional to �3 D(m)
I (�) and the

absorption signal of the acceptor αn(�) is proportional

to �D(n)
� (�) (Lax, 1952), the rate constant km→n can be

expressed in terms of those experimental quantities as

km→n = 2�
|Vmn|2

h̄2

∫ ∞
0

d�Im(�)αn(�)�−4

∫ ∞
0

d�Im(�)�−3
∫ ∞

0
d�αn(�)�−1

.

(21)

In the original expression for the rate constant
(Förster, 1965) the explicit calculation of the excitonic
coupling Vmn was avoided by expressing its square as
|Vmn|2 = 1

4�ε0εr
|μm |2|μn|2�2

mn/R6
mn and including the

dipole strengths |μm |2of the donor and |�n|2of the ac-
ceptor in the radiative lifetime m of the donor and
in the molar extinction coefficient εn(� ) of the ac-
ceptor, respectively. The orientational factor �mn =
�em �en − 3(�em �emn)(�en �emn) contains the unit vectors �em

along the transition dipole ��m , �en along ��n , and �emn

along �Rmn. The rate constant is then obtained in depen-
dence on the overlap between εn(� ) and the normalized
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fluorescence spectrum Im(� ) as (Förster, 1965)

km→n = �2
mn

R6
mn

9c4 ln(10)

128�5n4 NLm

×
∫ ∞

0

d� Im(� )εn(� )� −4, (22)

where the experimental spectra are given as a function
of frequency � = �/2�, c, n, and NL being the velocity
of light, index of refraction, and Loschmidt’s number,
respectively.

B. Transfer Between Aggregates of
Strongly Coupled Pigments

If the transfer occurs between aggregates with strong
excitonic couplings between pigments in the same ag-
gregate and weak couplings between pigments in dif-
ferent aggregates, Förster theory can be generalized to
describe this situation (Fetisova et al., 1996; Mukai et
al., 1999; Sumi, 1999). In this case the transfer starts
from an electronically and vibrationally relaxed aggre-
gate state and the rate constant contains a thermal dis-
tribution of exciton states of the donor aggregate, a
generalized matrix element of the dipole–dipole inter-
action and a generalized overlap integral of fluores-
cence and absorption. Those quantities are generalized
in the sense that they depend not only on local pig-
ment properties but also on the coefficients of exci-
tonic wave functions of the aggregates. In particular
excitation energy transfer can involve optically dark
states. We discuss here for simplicity the case where
the transfer occurs between a localized donor state m
and a delocalized aggregate state N . The rate constant
km→N then is obtained as (Fetisova et al., 1996; Mukai
et al., 1999)

km→N = 2�
|Vm N |2

h̄2

∫ ∞

−∞
d�D(m)

I (�)D(N )
� (�), (23)

where the excitonic coupling Vm N between the
monomer state m and the aggregate state N is given
as a sum of the point-dipole couplings Vm N (Eq. 12)
between the individual pigments (counted by index n)
of the aggregate and the monomer m, weighted by the

exciton coefficient c(N )
n of pigment n, i.e.,

Vm N =
∑

n

c(N )
n Vmn. (24)

The lineshape functions D(N )
� (�)of the aggregate in

general contains vibrational sidebands of exciton tran-
sitions and a lifetime broadening that is due to exci-
ton relaxation. A theory for the excitonic lineshape

function D(N )
� (�) will be given below. Here, we note

that in the simplest approach those lineshape functions
are approximated by local lineshape functions of the
pigments. The extension to the case of transfer be-
tween two delocalized states in different aggregates
with strong intra-aggregate couplings and weak inter-
aggregate coupling is straightforward (Fetisova et al.,
1996).

IV. Application to Photosystem I

Using the theory described above several attempts have
been performed to model energy transfer and trapping
in PS I core complexes. The first structure-based model
calculations of excitation energy transfer of PS I (White
et al., 1996; Beddard, 1998; Gobets et al., 1998; Byrdin
et al., 2000) were performed on the basis of the crystal
structure at 6 Å resolution (Krauß et al., 1993) and 4
Å resolution (Schubert et al., 1997), respectively. The
2.5 Å X-ray structure (Jordan et al., 2001) opened up
the possibility to calculate the excitonic interactions in
a more realistic way by taking into account the center-
to-center distance Rmn and the orientational factor �mn .
Other important parameters are not precisely known
including the Förster overlap integrals due to lack of
knowledge of the site-specific spectral properties of the
96 Chls and the local dielectric constant of the protein
environment.

Model calculations on the basis of the 2.5 Å crys-
tal structure have been reported first by Byrdin et al.
(2002). In their work, optical spectra of the PS I com-
plex from T. elongatus (absorption, linear and circu-
lar dichroism, and emission) and the energy-transfer
kinetics were simultaneously simulated with a com-
mon set of parameters. The excitonic interactions in
the PS I complex were analyzed using the point-dipole
and the extended dipole approximation. It turned out
that several aggregates of moderately or strongly inter-
acting pigments (e.g., the tetramer A31-A32-B7-B6,
the trimer B31-B32-B33 and several dimers including
P700) are present in the PS I core, along with Chls that
are rather isolated at the periphery of the PS I complex
(Byrdin et al., 2002). Figure 1 shows the arrangement
of the six chlorophylls within the reaction center. The
Qy transition dipole moments are represented by ar-
rows lying on the axis connecting N atoms of ring I and
III (NB − ND in the nomenclature of the Brookhaven
protein data bank). The excitonic couplings between
neighboring pigments are also indicated. They were
calculated using the extended dipole approximation.
The numbers in brackets give the results obtained
by the transition monopole (Chang, 1977) and the
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point-dipole approximations. The extended dipole ap-
proximation gives couplings that are between those ob-
tained in the transition monopole approach and the sim-
ple point-dipole approximation. Interestingly, by far the
largest deviations (a factor of 7) result for the coupling
of PA and PB, whereas all other coupling strengths differ
by less than a factor of 2 in the three approximations.
Within extended dipole approximation, the coupling
energies between all neighboring Chls in the reaction
center become comparable. More sophisticated quan-
tum chemical methods for the calculation of the cou-
pling strengths have been applied by Damjanovic et al.
(2002) and Sener et al. (2002). The results are some-
what disappointing so far because the couplings calcu-
lated by the various methods differ considerably.

Excitonic coupling contributes considerably to both
the broadening and red shift of the QY absorption band
of PS I as compared to that of Chl a in organic sol-
vents. In addition, a distribution of site energies with
a width of about 300 cm−1 (FWHM) around 675 nm
is required for the simulation of the inhomogeneously
broadened QY absorption band of PS I (Byrdin et al.,
2002). To simulate the long, featureless red tail of the
room temperature absorption spectrum, for six Chls,
the wavelength of the Qy transition had to be chosen
larger than 700 nm.

The assignment of transition energies to all the struc-
turally defined Chls was obtained by simultaneous fit-
ting of available optical spectra and of the excita-
tion transfer dynamics. The long-wavelength absorp-
tion was assigned to the tightly coupled cluster of four
Chls near the trimerization domain (A31-A32-B7-B6)
and the A38/39 and B37/38 dimers, which also are
strongly coupled and are close to the linker Chls A40
and B39 (Byrdin et al., 2002). It should be noted that
the contribution of the dimers A38/39 and B37/38 to
the long-wavelength absorption is small because they
have most of their dipole strength (80% and 85%,
respectively) in the high-energy exciton transition.
Figure 2 compares the experimental steady-state spec-
tra [absorption, linear dichroism (LD), circular dichro-
ism (CD), and fluorescence spectra] (dotted lines) with
the simulated spectra. Excellent agreement between
simulation and experiment was obtained for the ab-
sorption and the LD spectrum. For the CD spectrum,
which displays the difference in the absorption of left
and right circularly polarized light, the agreement be-
tween simulation and experiment is less satisfying. The
deviations may have several causes. It is a specific prop-
erty of excitonically coupled transitions, that they show
conservative CD spectra, i.e.,

∫
d�C D(�) = 0. The

measured CD signal is clearly nonconservative, which

Fig. 2. Comparison of simulated (solid lines) and measured
(dotted lines) steady-state spectra of trimeric PS I core com-
plexes from T. elongatus (A) absorption, (B) linear dichroism,
(C) circular dichroism, and (D) fluorescence. Whereas (A) and
(B) show rather good agreement, (C) and (D) cannot reproduce
the width of the experimental spectra, possibly due to the simple
Gaussian dressing method used. The simulations take into ac-
count the site energies of the Chls given in Byrdin et al. (2002)
and all excitonic interactions as calculated from the 2.5 Å
structure.
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might be due to mixing with higher excited states, the
so-called ”hyperchromism” (Scherz and Parson, 1984).
As the simulation was limited to pure QY states, this
effect was not taken into account. The simple Gaus-
sian dressing of the stick spectra is probably the reason
that the widths of the bands in the CD and fluorescence
spectra are not correctly reproduced.

Assuming the same site energy for all pigments, the
walk of excitations through the antenna will be random.
The time constant for trapping in such a system was cal-
culated to be about 60 psec, which is longer than the
time observed experimentally (∼35 psec). Excitonic
coupling between neighboring Chls introduces spec-
tral heterogeneity by energy splitting and gives rise to
the reorientation of transition dipoles and to the redis-
tribution of dipole strength. By all three effects transfer
rates are modified. The detailed analysis shows that the
reorientation of transition dipoles due to excitonic cou-
pling leads to an enhancement of transfer rates (Byrdin
et al., 2002). Using the spectral/spatial assignments de-
rived from the simulation of the optical spectra the low-
energy exciton band of P700 in T. elongatus is located
at 703 nm. Hence, the absorption of P700 occurs at
longer wavelengths than the absorption of all the other
Chls except the red Chls. The resulting energy gradi-
ent toward the photochemical trap imposes a direction-
ality and is calculated to speed up trapping to about
20 psec if the wavelengths of the red Chls are set to
680 nm. A trapping time of 20 psec is similar to that
observed in PS I complexes with the fewest red Chls. If
the long-wavelength absorption of PS I from T. elonga-
tus attributed to the tetramer (A31-A32-B7-B6) and to
the two linker dimers (A38/39 and B37/38) is also taken
into account, the calculated trapping time increases and
agrees well with the experimental value of 35 psec
(Byrdin et al., 2002). Excitation energy redistribution
between bulk and red chlorophylls toward a thermally
equilibrated state was calculated to occur within about
4 psec as experimentally observed in recent studies
with high time resolution (Gobets et al., 2001; Kennis
et al., 2001). The parameters used in this modeling as-
sume both fast transfer between Chls (Förster radius =
78 Å), and fast trapping (intrinsic rate constant for pri-
mary charge separation = 0.87 psec−1). The effects of
varying these parameters indicate that the excited-state
dynamics is not limited exclusively by either the rate
constant for electron transfer (“trap-limited”) or the rate
of energy transfer to the trap (“transfer-limited”).

Gobets et al. (2003) used Förster theory to cal-
culate excitation energy-transfer rates. Spectral het-
erogeneity induced by the excitonic coupling are
included in an effective way be assigning low site ener-
gies to strongly coupled pigments. Individual site ener-

gies were assigned to the P700 (698 nm) and the A0

(686 nm) chlorophylls. On the basis of their spec-
tral characteristics the red chlorophylls are assigned
to strongly coupled dimers or larger aggregates. The
remaining Chls are assumed to absorb at 680 nm. The
delocalized nature of the excited states of aggregates
with strong pigment interactions were not taken into
account. In this simple approach Gobets et al. success-
fully modeled the kinetics of the excited-state dynamics
and the decay-associated spectra of the 3, 11, and 37
psec components. They concluded that the red most
absorption has to be assigned to the trimer of chloro-
phylls B31-B32-B33 (for a more detailed discussion
see Karapetyan et al., this volume, Chapter 13).

An interesting aspect of these structure-based mod-
eling studies is the possibility to analyze situations in
which the arrangement of the Chls is modified within
the calculation, for example by removal of the linker
and/or the linker dimer Chls, removal of outlying Chls
in the small subunits to simulate deletion mutants, or
removal of antenna Chls located in middle of the mem-
brane (Byrdin et al., 2002; Sener et al., 2002). Inter-
estingly, removing the linker Chls has almost no effect
on the calculated trapping time, indicating that these
Chls are not required for an efficient trapping (Byrdin
et al., 2002; Sener et al., 2002; Gobets et al., 2003).
Of course, one can also study the influence of various
spectral/spatial assignments. The variation of the trap-
ping time found in these calculations is rather small.
The values differ only by about a factor of 3, corre-
sponding to a difference in quantum efficiency of only
3% between ∼98% and ∼95%. This result indicates
that the system is optimized for robustness (Byrdin et
al., 2002; Sener et al., 2002).

V. Exciton Relaxation Within Aggregates
of Strongly Coupled Pigments

A. Redfield Theory and Limitations

If the excitonic coupling is stronger than the modulation
of site energies by vibrations and the static disorder, ex-
citon relaxation between partially delocalized exciton
states occurs. A second order perturbation theory in the
exciton-vibrational coupling, within Markov approxi-
mation, yields the rate constant for exciton relaxation
between states M and N (see e.g., Renger et al., 2001)

kM→N = 2��M N �2
M N

× {J (�M N )(1 + n(�M N )) + J (�N M )n(�N M )} (25)

We note that J (�) for negative � is zero and

�M N = (εM − εN )/h̄ (26)
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is the transition frequency between the two states. The
function

�M N =
∑

m,n

e−Rmn/Rc |c(M)
m |2|c(N )

n |2 (27)

contains the overlap of electronic wave function of the
two exciton states and a correlation radius of protein
vibrations that describes in an effective way how the
fluctuations of site energies at different sites are corre-
lated (Renger et al., 2001). Redfield theory was used
by Brüggemann et al. (2004) to study linear optical
spectra and excitation relaxation in Photosystem I. The
approximations of the Redfield theory are (i) a per-
turbative treatment of the exciton-vibrational coupling
and (ii) a Markov approximation. The latter assumes
that vibrational relaxation in the states M and N is fast
compared to the transfer. The first approximation ne-
glects reorganization effects of the vibrations during
the transfer, i.e., the potential energy surfaces of states
M and N are treated as unshifted along the vibrational
coordinates. This approximation can be tested by using
a theory that describes the diagonal part of the exciton-
vibrational coupling in a nonperturbative manner. Such
a theory is described next.

B. Modified Redfield Theory – Application
to PS I

In the presence of static disorder it can be assumed that
the diagonal part of the exciton-vibrational coupling
(diagonal in the representation of delocalized exciton
states) is larger than the off-diagonal part and the for-
mer can be used to construct excitonic potential en-
ergy surfaces (PES). Taking into account the diagonal
part nonperturbatively the following rate constant is ob-
tained when an harmonic oscillator description is used
for the vibrations (Renger and Marcus, 2003)

kM→N =
∫ ∞

−∞
dtei�̃M N t e�M N (t)−�M N (0)

× (
[
M N /h̄ + G M N (t)]2 + FM N (t)

)
(28)

with the time-dependent functions

�M N (t) =
∑

m

[(
c(M)

m

)2 − (
c(N )

m

)2
]2

�0(t) (29)

G M N (t) =
∑

m

[(
c(M)

m

)3
c(N )

m − (
c(N )

m

)3
c(M)

m

]
�1(t)

(30)

FM N (t) =
∑

m

(
c(M)

m

)2 (
c(N )

m

)2
�2(t) (31)

where the function �n(t)(n = 0, 1, 2) in Eqs 29–31 is
given by

�n(t) =
∫ ∞

−∞
d��ne−i�t (1 + n(�))

× [J (�) − J (−�)]. (32)

The �̃M N in Eq. (28) is the transition frequency
between the minima of the two excitonic potential en-
ergy surfaces, �̃M N = �M N − (�M M − �N N )E
, with
the �M N and the E
 in Eqs. (27) and (20), respectively.

A similar, but somewhat more complicated expres-
sion was derived earlier by Mukamel and coworkers
(Zhang et al., 1998), using a Brownian oscillator de-
scription. This theory, that was termed Modified Red-
field Theory (Yang and Fleming, 2002), was applied re-
cently to study exciton relaxation within strongly cou-
pled pigments in PS I (Yang et al., 2003). Besides the
use of the Modified Redfield theory for exciton relax-
ation between strongly coupled pigments, another new
aspect in this application was the use of different line-
shape functions for the red chlorophylls, taking into ac-
count a stronger exciton-vibrational coupling of those
states in an effective way. Experimental evidence for a
stronger exciton-vibrational coupling of the red chloro-
phylls and the primary donor P700 in the PS I reac-
tion center was reported in hole-burning studies (Gillie
et al., 1989; Zazubovich et al., 2002).

In the calculations of the trapping time it was found
that the energies of the reaction center pigments have
a large influence and that the energies of the antenna
pigments are less important for the calculated trapping
time (Yang et al., 2003). It was suggested that the transi-
tion energies of reaction center pigments calculated ear-
lier (Damjanovic et al., 2002) are optimized for efficient
trapping of excitation energy. We have some doubts
concerning this suggestion because there is no experi-
mental evidence for the site energy of PAcalculated to
be the red-most chlorophyll in PS I. This problem was
already discussed by Damjanovic et al. (2002). The site
energy might indeed have been calculated incorrectly
because of a mistake in the coordinates of the 1JB0.pdb
file (Norbert Krauß, personal communication). In ad-
dition, we were not able to find agreement between
calculated and experimental difference spectra of PS I
reaction centers using those transition energies (even
if we correct the site energy of the Chl a epimer, that
was calculated incorrectly because of wrong structural
data).

We have chosen an alternative strategy to obtain the
optical transition energies of PS I reaction centers. They
are used as fit parameters in the calculation of differ-
ence spectra as discussed in detail below.
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VI. Outlook

A. Theory of Optical Lineshapes of
Aggregates with Strongly Coupled
Pigments

In the case of strongly coupled pigments delocalized
exciton states are excited in the aggregate and the ho-
mogeneous absorption spectrum, within secular ap-
proximation, is given in terms of excitonic lineshape
functions DM (�) as

�(�) ∝ �
∑

M

|�M |2 DM (�). (33)

In the simplest case, neglecting any exciton-
vibrational coupling, there is no homogeneous broad-
ening and so the lineshape function is a delta-
function DM (�) = �(� − �M ), as discussed before in
Eq. (7).

In the following, more realistic lineshape functions
are given that include homogeneous broadening and
are based on a linear model for the local coupling of
optical transitions to vibrational coordinates.

1. Redfield Theory – Markovian Lineshapes

Using standard Redfield theory a Lorentzian lineshape
function DM (�) is obtained for the optical transitions
between the ground- and exciton-state M (e.g., Renger
et al., 2001)

DM (�) = −1
M

(� − �̃M )2 + −2
M

. (34)

The homogeneous broadening is determined by the
lifetime of exciton state M that follows from the rate
constants of exciton relaxation between this state and
all other states

−1
M = 1

2

∑

N

kM→N , (35)

with the kM→N in Eq. (25).
The peak position of DM (�) occurs at � = �̃M0

where a renormalization of the exciton energy �M0 by
the diagonal (the �M M term) and the off-diagonal part
(the �M K term) of the exciton-vibrational coupling is
taken into account (Renger and Marcus, 2002):

�̃M = �M − E
�M M −
∑

K �=M

�M K ℘

× ℘

∫ ∞

−∞
d�

�2 {(1 + n(�))J (�) + n(−�)J (−�)}
�M K − �

(36)

In the above equation ℘ denotes the principal part
of the integral and �M K and E
 are given in Eqs. (27)
and (20).

2. Non-Markovian Lineshapes – Inclusion of
Vibrational Sidebands

For the inclusion of vibrational sidebands a non–
Markovian density matrix theory (Renger and Marcus,
2002) is used for the diagonal parts of the exciton-
vibrational coupling and the off-diagonal parts are de-
scribed within Markov approximation as before. In this
case the lineshape function is obtained as (Renger and
Marcus, 2002)

DM (�) = �
∫ ∞

0

dtei(�−�̃M )t eG M (t)−G M (0)e−t/M , (37)

where � denotes the real part, the time dependent func-
tion G M (t) is

G M (t) = �M M G(t), (38)

and the −1
M is given in Eq. (35).

The function G(t) determines the local lineshape
function of the pigments as was shown before in Eqs.
(15) and (16). The difference in displacements of po-
tential energy surfaces of local excited states and de-
localized excited states is treated by the �M M factor
in Eq. (20). For localized states �M M becomes one as
expected, for delocalized states it is smaller than one
indicating that a delocalized electronic state couples
weaker to vibrations than a localized state.

The present lineshape function contains both, vibra-
tional sidebands that occur because of the displacement
of the excitonic with respect to the ground-state poten-
tial energy surface [described by G M (t)] and lifetime
broadening due to exciton relaxation (described by M ).

B. Description of Optical Properties of the
Reaction Center

For the trapping of excitation energy by the reaction
center in PS I the site energies of the reaction cen-
ter pigments are of particular importance (Yang et al.,
2003).

In the spectra discussed below, the difference in ab-
sorption of a PS I complex in the ground state and a PS
I complex with oxidized primary donor or with a reac-
tion center pigment converted into the triplet state, is
studied. Because of the difference, only those pigments
contribute to the spectra that are coupled strongly, ei-
ther directly or via other pigments, to the pigment that
changed its electronic state. In the calculations we use
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Fig. 3. Comparison of experimental (upper part) and calculated (lower part) triplet-minus-singlet spectra of trimeric PS I core
complexes from T. elongatus at 5 K. Left part contains the difference in absorption and right part the difference in linear dichroism
of the complex with P700 in the triplet and in the singlet state. In the calculations the following site energies were used: PA – 1.810
eV (685 nm), PB – 1.802 eV (688 nm), Acc-A – 1.834 eV (676 nm), Acc-B – 1.794 eV (691 nm), A0-A – 1.831 eV (677 nm),
A0-B – 1.784 eV (695 nm). The Huang–Rhys factors of PB and A0-B were increased by a factor of four with respect to those of the
other pigments.

the fact that the pigment–pigment couplings inside the
reaction center are larger than between the reaction cen-
ter and the antenna. Therefore, in good approximation
the difference spectra can be calculated by taking into
account only the six reaction center pigments, instead
of the 96 chlorophylls of the PS I core complex.

From the complex shape of the experimental triplet-
minus-singlet spectrum (upper parts of Fig. 3) direct
evidence for the strong coupling between the reac-
tion center pigments and hence delocalization of ex-
cited states is obtained. If there were only weak cou-
pling there would appear just a simple negative band
at the position of the site energy of the pigment that
changed its electronic state. Because of the strong cou-
pling, the excitonic structure of the whole spectrum is
changed upon converting one pigment into a different
state.

Käß et al. (2001) concluded from EPR/ENDOR
experiments that the cation is mainly localized on
one of the Chls constituting P700. Virtually identical
zero-field-splitting (ZFS) parameters of 3P700 and of
monomeric 3Chl a or 3Chl a′ in organic solvents at low
temperature (Witt et al., 2002) were taken as evidence
that the triplet state of P700 is mainly localized on one
chlorophyll. In addition, the orientation dependence of
the triplet state showed that the plane of the Chl which
carries the triplet state is oriented perpendicular to the

membrane (Rutherford and Sétif, 1981), i.e., the triplet
state should be localized on PA or PB.

Whether the triplet state and the cation are located
on the same or on different pigments is an open ques-
tion. Hole-burning studies show that the lowest state of
the reaction center is homogeneously broadened (Gillie
et al., 1989).

In short, the following scheme was used for the cal-
culation of the spectra: The theory that includes vibra-
tional sidebands, described above, was used and the
Huang–Rhys factor of two low energy pigments were
increased with respect to the Huang–Rhys factors of the
other pigments in order to describe the homogeneous
broadening of the lowest exciton state. The Huang–
Rhys factor of the remaining pigments was set to 1.3,
as obtained from

∫ ∞
0

d�J (�) using the spectral density

J (�) =
∑

i=1,2

si

7!2�4
i

�3e−(�/�i )
1/2

(39)

that was extracted (Renger and Marcus, 2002) from flu-
orescence line narrowing spectra of B777-complexes.
The parameters in Eq. (39) are s1 = 0.8, s2 =
0.5, h̄�1 = 0.069 meV, h̄�2 = 0.24 meV. The max-
ima of the two contributions in Eq. (39) occur at fre-
quencies 36 · �i , i.e., at 20 and 70 cm−1.

To obtain the spectrum after formation of the triplet
state, the pigment, that was assumed to carry the triplet
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Fig. 4. Comparison of experimental (upper part) and calculated (lower part) absorption difference spectra of trimeric PS I core
complexes from T. elongatus at 5 K. Left part contains the difference in absorption of the complex in the charge separated state
P700+ (FAFB)− and in the ground state and right part the difference in absorption for oxidized state P700 and different locations of
the anion [(A1)− and (Fx )−]. In the calculations the same parameters as in Fig. 3 were used.

state was simply removed from the calculation of ex-
citon states and optical spectra. In the same way, the
spectrum of the PS I reaction center with oxidized pri-
mary donor (P700+) was calculated. In addition, the
electrochromic shifts of the site energies of the remain-
ing pigments were taken into account in the follow-
ing way. The positive charge was evenly distributed
over the atoms of the �-system of the cation pigment
and the electrochromic shifts were obtained from the
Coulomb interaction between the partial charges �qi

of the cation with the difference permanent dipole mo-
ment � �� = ��e − ��g of the excited and ground state
of the remaining pigments. The latter is known to
be oriented approximately along the ND–NB axis of
the chlorophylls and its magnitude is about 1 Debey
(Krawczyk, 1991). A genetic algorithm was used to
optimize the six site energies from a simultaneous fit
of the T-S absorption and linear dichroism spectrum at
6 K. It was assumed that the triplet is localized on one
of the two special pair pigments PA or PB. The spectra
obtained for the optimized site energies are shown in
the lower part of Fig. 3. The optimal site energies of
the pigments of one branch are found to be red shifted
with respect to the site energies of the pigments in the
other branch (see caption of Fig. 3) and the triplet is
located on the special pair pigment of the branch with
larger site energies. Because of the symmetric structure
of the reaction center it is not possible to identify the

high- and low-energy branches from the present calcu-
lations. However, from the calculation of triplet-minus-
singlet spectra of PS I mutants where the H-bond donor
Thr(A739) to PA was replaced by valine, there is some
evidence that the B-branch is the low energy branch and
that the triplet state therefore is located at the special
pair pigment PA of the A branch (data not shown).

In the calculations of the P+ − P spectrum, the site
energies determined from the T-S spectra were used
and again two situations were investigated: cation lo-
calized on PA or PB. The calculated P+ − P spectrum is
shown in the lower left part of Fig. 4. The experimental
spectra can only be described if the cation is assumed
to be located on the special pair pigment that does not
carry the triplet state, i.e., the one of the low-energy
branch, most likely PB. This result is a consequence of
the strong excitonic coupling, electrochromic effects
are found of minor importance for the qualitative shape
of the spectra. The very different shapes of the exper-
imental T-S spectra in Fig. 3 and the P700+ − P700
spectrum in Fig. 4 can only be described by assuming
that the triplet and the cation are localized on differ-
ent pigments. The calculated spectra are in qualitative
agreement with the experimental data. Further more,
support for the extracted site energies is obtained from
calculations of difference spectra that involve a reduc-
tion of the iron–sulfur cluster and the phylloquinone.
The calculated spectra are compared in the right part
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of Fig. 4 with experimental data. The maximum ab-
sorbance difference measured in this spectrum is about
a factor of 5 smaller than the difference detected in the
P+ − P spectrum (left part of Fig. 4), since in the lat-
ter the bleaching of a pigment and change in excitonic
couplings contribute whereas the former is determined
solely by electrochromic effects.

We believe that the present site energies, which are
different from any values used in the literature so far,
provide a basis for more realistic calculations of ex-
citation energy trapping by the PS I reaction center.
For a better quantitative agreement of the calculated
and measured spectra, we think, an explicit inclusion
of charge transfer states in the theory of optical spectra
will be helpful.
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Summary

In recent years significant progress has been made in gaining insight into the structure and function of the reaction
centers (RCs) of plants, algae, and photosynthetic bacteria. All RCs with known structures have a porphyrin–quinone
core. This core is coupled with specific donors, acceptors, and light-harvesting antenna. RCs can use both water-
soluble and lipid-soluble donors and acceptors. The electron exchange of RCs with these donors and acceptors
occurs via specialized processing sites, which are responsible for recognition of respective donor-acceptor, and
for channeling the electrons and protons in and out of the complex. The purpose of this chapter is to describe
some simple kinetic models of flash-induced electron transfer in these RCs. In our consideration we try to find the
balance between analytical solutions for the simplest models and numerical calculations for a detailed quantitative
description of electron transfer in RCs. The quantitative description of flash-induced relaxation of RCs begins with
a simple two-state model. Then we introduce the spreading of equilibrium model. According to this model, the time
evolution of RCs after primary charge separation occurs via waves of quasi-equilibrium. By choosing the certain
time scale of consideration one can describe the electron transport using simple two-state approximation. Analysis
of the relaxation of charge-separated states in RCs explicitly includes all parallel pathways of electron transfer from
reduced acceptor species to the oxidized primary donor. This model applied for the quantitative description of the
flash-induced kinetics of Photosystem (PS) I that contains either an intact set or a subset of iron–sulfur clusters
FX, FA, and FB. RCs of PS II and purple bacteria include multielectron carriers at the donor and acceptor sides.
As a result, activation of such RCs with multiple flashes initiates periodic oscillations of the state of these carriers.
Here we consider the quantitative description of flash-induced binary oscillations of the state of secondary quinone
acceptor and quaternary oscillations of oxygen-evolving complex in PS II. The quantitative models considered
here constitute a basis for the analytical description of flash-induced kinetics of electron transfer in native and
mutant RCs. However, when more precise analysis is needed one should use specific numerical approaches for
solving differential equations needed to describe the time evolution of RCs. Such approach is illustrated here for
the analysis of the flash-induced electron transfer in PS I.

I. Introduction

A. Reaction Centers of Known Structure

The initial events of photosynthesis occur in
membrane-bound pigment–protein complexes called
reaction centers (RCs). RCs of photosynthesis in plants,
algae, and a variety of bacterial species are integral

Abbreviations: BChl – bacteriochlorophyll; Chl – chlorophyll;
D1 and D2 – polypeptides of the Photosystem II (PS II) re-
action center; DCPIP – 2,6-dichlorophenol-indophenol; DM –
n-dodecyl-�-D-maltoside; FA, FB – [4Fe–4S] iron–sulfur cen-
ters associated with PsaC subunit of PS I; Fd – ferredoxin; FX –
[4Fe–4S] iron–sulfur center bound to PsaA and to PsaB subunits
of PS I; L, M – polypeptides of the reaction center from pur-
ple bacteria; LXA – the equilibrium constant of electron transfer
between FX and FA; OEC – oxygen-evolving complex; P680 –
primary electron donor in Photosystem II; P700 – primary donor
of electrons in Photosystem I; P870 – primary electron donor
of Rhodobacter sphaeroides reaction center; PC – plastocyanin;
Pheo – pheophytin; PQ – plastoquinone; PS I – Photosystem I;
PS II – Photosystem II; PsaA, PsaB, PsaC – main subunits of
PS I which bind all cofactors active in electron transfer; QA –
primary acceptor quinone; QB – secondary acceptor quinone;
QH2 – quinol; r ≡ [(� − �)2 + � 2]1/2; RC – photosynthetic
reaction center; rubA – mutant with interrupted rubA gene in
Synechococcus sp PCC 7002; si – initial conditions for i-th

membrane proteins that are responsible for the conver-
sion of light energy into chemical-free energy. Signifi-
cant progress has been made in recent years in the bio-
chemical and biophysical characterization of RCs. Sev-
eral RCs from different sources, including Photosystem
II (PS II) and Photosystem I (PS I), have been crys-
tallized and their structures have been determined at
atomic resolution. As a result, cofactors of the RC pro-
teins were localized and the role of the individual amino
acid residues in cofactor binding has been made certain.

S-state, s0 = s0(0), s1 = s1(0), s2 = s2(0), s3 = s3(0); si(n) –
the probability (fraction) of the Si state after the flash n; Sn –
redox states of the OEC, where n = 0, 1, 2, 3, 4 represents the
number of oxidizing equivalents; TX – Triton X100; wild-type
PS I – PS I complex, containing phylloquinone, FX, FA, and
FB clusters, isolated using DM; x ≡ s0 − s2 (Eq. 30); y ≡ s3 −
s1 (Eq. 30); Y(n) – oxygen yield after n-th flash; YD – redox-
active tyrosine slowly interacting with S-states; YZ – redox-active
tyrosine, fast electron donor to P680; z ≡ s0 − s1 + s2 − s3

(Eq. 30); � – traditionally used notation for the miss (zero-step
advancement) in the Kok model; � – traditionally used notation
for the double hit (two-step advancement) in the Kok model; � –
traditionally used notation for the hit (one-step advancement) in
the Kok model; μ ≡ � − � + �; � – stretch factor providing a
measure of the heterogeneity of kinetics; � – angle in Eq. (30),
� ≡ arcsin(� /r).
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Fig. 1. Primary reactions (top) and approximate center-to-center distances (in Å) between cofactors (bottom) in the RCs from
purple bacteria (A), PS II (B), and PS I (C). The figure is based on the coordinates of Jordan et al. (2001) for PS I, of Zouni et al.
(2001) and Ferreira et al. (2004) for PS II and of Ermler et al. (1994) for the bacterial RC. BChl – bacteriochlorophyll; Bpheo –
bacteriopheophytin; Chl – chlorophyll; FA, FB – iron–sulfur centers associated with PsaC subunit; FX – iron–sulfur center bound
to PsaA and to PsaB subunits; OEC – oxygen-evolving complex; P680 – primary electron donor in PS II; P700 – primary electron
donor in PS I; P870 – primary electron donor of reaction center in purple bacteria; Pheo – pheophytin; PS I – Photosystem I;
PS II – Photosystem II; QA – primary acceptor quinone; QB – secondary acceptor quinone; RC – photosynthetic reaction center;
YZ – redox-active tyrosine of the D1 polypeptide. BA, BB – (bacterio)chlorophyll molecules in the branches A and B, respectively; HA,
HB – (bacterio)pheophytin molecules in the branches A and B, respectively; PA, PB – (bacterio)chlorophyll molecules, components
of primary electron donor; KA, KB – phylloquinone (vitamin K1) molecules in the branches A and B of PS I. A0A, A0B – chlorophyll
molecules in the branches A and B of PS I functioning as A0 acceptor.

It was found that photosynthetic RCs differ signif-
icantly in their composition and in the nature of the
terminal donors and acceptors. In spite of these dif-
ferences, all known types of photosynthetic RCs show
significant similarity in the arrangement of their co-
factors involved in the light-induced transmembrane

charge separation (Fig. 1, bottom). In all studied cases,
the general outline of RCs includes two symmetrically
arranged branches of six porphyrin derivatives and two
quinones. With this general outline, RCs in different
organisms were able to accommodate (by changing
the type of quinone and porphyrin cofactors, or by
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Fig. 2. Simplified schemes of electron transfer in different photosynthetic RCs. The lifetimes are taken from the current literature
and provide general guidance rather than exact values. A0 – chlorophyll molecule in PS I functioning as electron acceptor; FA, FB –
iron–sulfur centers associated with PsaC subunit; Fd – ferredoxin; FX – iron–sulfur center bound to PsaA and to PsaB subunits; H –
(bacterio)pheophytin molecule; P680 – primary electron donor of PS II; P700 – primary electron donor in PS I; P870 – primary
electron donor of reaction center of purple bacteria; PC – plastocyanin; PS I – Photosystem I; PS II – Photosystem II; QA – primary
acceptor quinone; QB – secondary acceptor quinone; RC – photosynthetic reaction center; YZ – redox-active tyrosine of the D1
polypeptide.

modifying specific protein–cofactor interactions) dif-
ferent donors and acceptors.

1. Reaction Centers from Purple Bacteria

RCs from purple bacteria use the energy of light to
transfer electrons from water-soluble cytochrome to
quinone (reviewed in Shinkarev and Wraight, 1993a;
Woodbury and Allen, 1995; Okamura et al., 2000;
Ke, 2001; Lancaster and Michel, 2001; Blankenship,
2002).

Detailed atomic structures of many RCs have been
determined in recent years (reviewed in Lancaster and
Michel, 2001). Cofactors in the RC are arranged in two
symmetrical branches. In spite of the symmetry of this
arrangement, electron transfer occurs predominantly
through only one branch, first to QA and then to QB

(Fig. 2).
The RC complex of purple photosynthetic bacteria

consists of three subunits (usually referred to as L, M,
and H). The functional core of the RC is formed by
the L and M subunits which bind all of the cofactors
active in electron transfer, namely four bacteriochloro-
phylls (Bchl), two bacteriopheophytins (Bpheo), two
quinones (Q), and one non-heme iron atom (Fe). In ad-
dition to these three subunits, some species also have

a tightly bound multiheme cytochrome (reviewed in
Lancaster and Michel, 2001).

After light activation of the RC, an electron
is transferred from the excited state of dimer of
bacteriochlorophylls to bacteriopheophytin (BpheoA)
in ∼3 psec. The electron is then transferred to QA in
∼0.2 nsec. From QA, the electron can be transferred to
QB in 10–400 μsec (reviewed in Ke, 2001). Electron
transfer to QA leads to the stabilization of the separated
charges in a millisecond time domain. Transfer of the
electron to QB leads to further charge stabilization.

The primary acceptor quinone, QA, functions un-
der physiological conditions as one-electron carrier.
The secondary acceptor quinone, QB, functions as a
two-electron carrier. The coupling of the two-electron
QB with the one-electron QA occurs via step-by-step
flash-induced reduction QB by Q−

A. The first flash leads
to the formation of QB semiquinone, while the sec-
ond flash leads to the formation of quinol, QBH2. The
semiquinone Q−

B is sufficiently stable to wait until the
arrival of the second-light activation of the RC, which
enables transfer of the second electron to Q−

B . In con-
trast to the semiquinone form, the neutral forms of
quinone (Q, QH2) are loosely bound to the QB binding
site (reviewed in Shinkarev and Wraight, 1993a). They
can exchange rapidly (≤1 msec) with quinones from
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the membrane pool. The semiquinone stabilization and
the exchange of the neutral forms of quinone with the
membrane pool are the most significant aspects of the
two-electron gate at the acceptor side of the RC.

2. Photosystem II

PS II is a light-driven water:plastoquinone oxidore-
ductase, an enzyme that uses light energy to ox-
idize water and to reduce plastoquinone (reviewed
in Ke, 2001; Blankenship, 2002). PS II is the main
source of atmospheric oxygen. A complex multisub-
unit structure is needed to couple together the cap-
ture of light energy, oxidation of water, reduction of
plastoquinone, formation of a transmembrane proton
gradient, and to regulate photon, electron, and proton
fluxes.

A detailed molecular structure of PS II from Syne-
chococcus elongatus, active in water oxidation, has now
been determined (Zouni et al., 2001; Kamiya and Shen,
2003; Ferreira et al., 2004). All of the cofactors in-
volved in the primary charge separation in PS II are
bound within the D1 and D2 subunits. The general
architecture of the RC of PS II is similar to that for
purple bacteria, but there are some significant differ-
ences (Zouni et al., 2001; Kamiya and Shen, 2003;
Ferreira et al., 2004). In particular, two Chl molecules
forming P680 have a Mg–Mg distance of 8–10 Å
(Zouni et al., 2001; Ferreira et al., 2004) which is larger
than the respective Mg–Mg distance in RCs of purple
bacteria.

Light activation of PS II induces the electron trans-
fer from the primary donor (P680) to the pheophytin
(Pheo). This is followed by electron transfer to the pri-
mary quinone acceptor (QA) and then to the secondary
quinone acceptor (QB). In PS II, the one-electron pho-
tochemistry is coupled with multielectron charge accu-
mulation at the donor and acceptor sides. The acceptor
quinone complex of PS II functions similarly to that
of purple bacteria and releases electrons from the RC
only after each second flash (Bouges-Bocquet, 1973;
Hangulov et al., 1974; Velthuys and Amesz, 1974).

The catalytic site of the oxygen-evolving (and water
oxidizing) complex (OEC) contains cluster of four Mn
that interacts with a redox-active tyrosine YZ, which, in
turn, can be oxidized by P680+. The light activation of
the core of PS II leads to the accumulation of oxidizing
equivalents by the OEC that is needed for water oxi-
dation. Recently, Ferreira et al. (2004) suggested that
OEC is, in fact, Mn3CaO4 cluster linked to a fourth Mn
by a mono-μ-oxo bridge.

3. Photosystem I

PS I of oxygenic photosynthesis uses the energy of
light to transfer electrons from plastocyanin (or cy-
tochrome c6) to ferredoxin (or flavodoxin). Reduced
ferredoxin is a low-potential water-soluble electron car-
rier that can either reduce NADP+ or components of
the cytochrome b6 f complex (reviewed in Ke, 2001,
Blankenship, 2002; Golbeck, 2003).

The recent 2.5 Å crystal structure of PS I from the
thermophilic cyanobacterium Synechococcus elonga-
tus showed an extremely complex enzyme. PS I forms
a trimer, where each unit includes 12 protein subunits
carrying 96 chlorophylls, 2 phylloquinones (vitamin
K1), 3 [4Fe–4S] clusters, 22 carotenoids, and at least
4 specific lipids (Fromme et al., 2001; Jordan et al.,
2001; Krauß, 2003).

Each unit of the PS I includes: (i) two main sub-
units PsaA and PsaB, which carry P700, A0, A1,
and FX, (ii) subunit PsaC carrying the two [4Fe–4S]
centers (FA and FB), and (iii) nine smaller subunits
(Fromme et al., 2001; Jordan et al., 2001). The pri-
mary electron carriers are arranged in two branches,
to have a set of six chlorophyll molecules, two phyl-
loquinones, and three iron–sulfur clusters (Fig. 1C).
In the absence of ferredoxin (flavodoxin), [4Fe–4S]
clusters FA and FB operate as the terminal electron
acceptors.

B. Generalized Functional View of a
Reaction Center

The examples considered above indicate that all RCs
with known structure have a porphyrin–quinone core.
This core is coupled with specific donors, acceptors,
and light-harvesting antenna. RCs can use both water-
soluble and lipid-soluble donors and acceptors. The
electron exchange of RCs with these donors and ac-
ceptors occurs via specialized processing sites (some-
times called binding or docking sites), which are re-
sponsible for recognition of respective donor-acceptor,
and for channeling the electrons and protons in and
out of the complex. For example, a PS I monomer has
one ferredoxin processing site and one plastocyanin
(cytochrome c) processing site. To quantitatively char-
acterize electron transport in RCs it is necessary to
provide kinetic descriptions of electron transfer in the
RC core complemented by quantitative description of
such specialized binding sites. Similarly, RCs have very
specific light-processing sites, which are commonly re-
ferred to as light-harvesting antenna. Figure 3 shows
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Fig. 3. Light-induced electron transfer in the bacterial RC (A), PS I (B), PS II (C), and in “generalized” RC (D), presented as
transmembrane nanodevice designed for coupling together photon, electron and proton fluxes. The exchange of RCs with respective
donors and acceptors occurs via specialized binding sites (shown by dark gray ovals), which are responsible for recognition of
respective donor/acceptor, and for channeling the electrons and protons in and out of the complex. These processing sites are the
targets for specific inhibitors. The light activation of the RCs occurs via light-processing site (light-harvesting antenna). Thus,
generalized reaction center has porphyrin–quinone core, coupled with specific donors, acceptors, and light-harvesting antenna (not
shown).

simplified view of different RCs that can be used for
their functional modeling.

C. Approaches Used for Quantitative
Analysis of Electron Transfer in Reaction
Centers

1. Electron Transfer in Complexes

Construction of the appropriate quantitative model
must recognize two main approaches to the description
of electron transport in energy transducing membranes.
One is based on the assumption that carriers are mobile
and their interactions occur according to the mass ac-
tion law. The other is based on the assumption that car-
riers are arranged into multienzyme complexes. These
approaches are not necessarily exclusive, and it is often

appropriate to use them in parallel, depending on the
application. Here we consider briefly the specifics of
electron transfer in complexes (reviewed in Rubin and
Shinkarev, 1984; Joliot et al., 1993).

In the case where electron carriers are organized into
molecular complexes, the kinetic equations describing
the electron transfer are significantly different from
those used to describe the mobile carriers (see, e.g.,
Hill, 1977; Shinkarev and Venediktov, 1977; Rubin and
Shinkarev, 1984; Joliot et al., 1993; Shinkarev, 1998).

Let S1, S2, . . . , Sn (1, 2, 3, . . . , n) be the states of the
complex, and let P(Si,t) = pi(t) be the probability of
being in the state Si at time t. In many cases it is useful
to consider the transitions between states of the com-
plex as a Markov’s process (Shinkarev and Venediktov,
1977). In this case the dynamics of electron transport
in complexes can be described by a set of ordinary
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differential equations:

dpi

dt
=

n∑

j=1

(pjkji − pikij)

(1)

pi(0) = bi

(
bi ≥ 0,

n∑

i=1

bi = 1

)

or in a vector form

dp

dt
= KTp, p(0) = b (2)

Here p = (p1, p2, . . . , pn) is a column-vector; KT is
a matrix transposed to matrix K = {kij} each element
of which, kij (i �= j), represents the rate constant for
the complex transition from the i-th to j-th state; kii =
− ∑

j kij; b = (b1, b2, . . . , bn) is the vector of initial
probabilities for the complex,

∑
j bj = 1, bj ≥ 0.

As example, let consider molecular complex of two
carriers C1 and C2 interacting according to scheme
below

C1 C2
k2k1 k3

k−2

(3)

The transitions of a complex of these two carriers
can be presented as follows:

k1

α k1

β k3k3

C1
0 C2

0(1) (3)

(2) (4)C1
0 C2

1

C1
1 C2

0

C1
1 C2

1

k2

k−2

(4)

Here the superscripts “0” and “1” denote the oxi-
dized and reduced state of a carrier, respectively. C1

1C0
2

is the state of the complex where C1 is in the reduced
and C2 is in the oxidized form. Numbers in brackets
enumerate the states of the complex. k1 and k3 are
pseudomonomolecular rate constants for electron ex-
change interactions with the environment. In the sim-
plest case, k1 is proportional to the concentration of
the donor D in the reduced form and k3 to that of the
acceptor A in the oxidized form. k2 is the monomolec-
ular rate constant for intraprotein electron transfer. In
general, rate constants may depend on states of the car-
riers of the complex (cooperative effect). Cooperative
effects in the system are reflected by the coefficients �
and �.

A set of differential equations describing the time
dependence of the probabilities of states of the com-
plex, pi, within the framework of scheme (4), can

be written (in the absence of cooperative effects, i.e.,
� = � = 1) in the form:

dp1/dt = k3p2 − k1p1

dp2/dt = k2p3 − (k1 + k−2 + k3)p2

dp3/dt = k1p1 + k−2p2 + k3p4 − k2p3 (5)

dp4/dt = k1p2 − k3p4

p1 + p2 + p3 + p4 = 1, pi(0) = bi

Having obtained pi from Eq. (5), probabilities of
states for individual carriers can be found by summing
up the probabilities of complex states for which the car-
rier of interest is in the respective state, for example,
P(C1

1) = p3 + p4.

2. Kinetic Description of Processing Sites

The exchange of RCs with respective donors and accep-
tors occurs via specialized processing (binding) sites,
which are responsible not only for recognition of re-
spective donor-acceptor, but also for channeling the
electrons and protons in and out of the complex. As
a rule, RCs have two different processing sites. One
of them is located on the donor side or RC and an-
other on the acceptor side. In case of the RC from pur-
ple bacteria there is one quinone-processing site (QB)
and one cytochrome c processing site. To characterize
electron transport in RCs it is necessary to incorporate
kinetic descriptions of such specialized binding sites.
For quantitative description of such binding sites, one
should consider the different states of occupancy of
the binding site by different intermediates, as well as
concentrations of free donor and acceptor molecules (in
solution or in the membrane). For example, quantitative
analysis of the quinone-processing sites in PS II should
incorporate at least four different states of the bind-
ing site (vacant, occupied by quinone, semiquinone, or
quinol). An example of such an analysis of a quinone-
processing site can be found in Shinkarev (1998).

D. General Problems of Kinetic Description
of Reaction Centers

Until recently, significant uncertainty existed concern-
ing the nature of cofactors involved in the electron
transport in different types of RCs. As a result, the
functional modeling of electron transfer in RCs was
significantly limited. The availability of structural in-
formation for different types of RCs created a solid
background for the functional modeling of electron
transport and coupled processes.
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Fig. 4. Schemes of dark relaxation of RC of purple bacteria (A) and PS I (B), and the two-state model of the RC (C). Here X and Y
are states of RC, and k, m, l, and n are respective rate constants. Notations as in Fig. 1.

The emerging quantitative description of RCs should
overcome principal difficulties in the functional mod-
eling of electron transport that arise from the large
number of interacting cofactors, nonlinear interactions
between some electron carriers, coupling of electron
transport with generation of a proton gradient, and ne-
cessity of parallel consideration of different interacting
processes at molecular, intermolecular, and membrane
levels.

General problems of functional modeling of electron
transfer in wild-type and mutant photosynthetic RCs
include:

(i) building a realistic mathematical model of RCs
that takes into account current knowledge of
their structure and function;

(ii) predicting the time dependence of all cofactors
in RC induced by different types of light activa-
tion (single and multiple flashes, steady state,
periodic light activation, etc.);

(iii) quantitative kinetics description of different
processing sites of RCs;

(iv) analysis of consistency of different sets of rate
and equilibrium constants in a RC;

(v) quantitative description of effect of different
factors governing the kinetics of electron trans-
fer in RCs, such as temperature, pH, ionic
strength, state of aggregation, etc.;

(vi) increasing our understanding of how all the
parts of photosynthesis work together.

II. Simple Analytical Models for
Single-Turnover Reaction Center
Transitions

A. Two-State Model

The model considered in this paragraph is frequently
used to describe the kinetics of electron transfer in dif-

ferent RCs. Figure 4 shows examples of the schemes
of the dark relaxation of RC from purple bacteria (A)
and PS I (B), which can be described by the two-state
model. The system of differential equations describ-
ing transitions in the two-state systems shown in Fig. 4
can be solved analytically. We will use this analytical
solution later to describe the kinetics of P700+ dark
relaxation.

The system of linear differential equations describ-
ing transitions in Fig. 4C can be written as follows:

ẋ = −(k + l)x + my

ẏ = kx − (m + n)y
(6)

We will assume arbitrary initial conditions for X and
Y: x(0) = x0 ≥ 0, y(0) = y0 ≥ 0, x0 + y0 = 1.

The general solution of this system of differential
equations with constant coefficients can be written in
following simple form (assuming that � �= μ)

x = Ae�t + Beμt

y = Ce�t + Deμt (7)

where
� = −p −

√
p2 − q, μ = −p +

√
p2 − q, p = (k +

l + m + n)/2, q = kn + lm + ln, A = m[x0b(μ) −
y0]/(μ − �), B = m [y0 − x0b(�)] /(μ − �), C =
b(�)A,D = b(μ)B, b(u) ≡ (u + k + l)/m.

We consider here only the approximation p2 	 q of
this general solution. In this case both characteristic
values � and μ are real and can be approximated as
follows:

−� = p +
√

p2 − q ≈ k + l + m + n

(fast component) (8)

−μ ≈ q/2p = (kn + lm + ln)/(k + l + m + n)

(slow component) (9)

When l = 0, n = 0 (equilibrium between X and Y),
the solution (7) for x and y can be written in the form:

x = x̄ + (x0 − x̄)e−(k+m)t,
(10)

y = ȳ + (y0 − ȳ) e−(k+m)t
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where x̄, ȳ are equilibrium values of x and y:
x̄ = 1/(K + 1), ȳ = K/(K + 1), K = k/m. When
initially system is not in equilibrium, it exponentially
approaches equilibrium state with lifetime ∼1/(k + m).

When k, m 	 l, n > 0 (“leaking” rate constants l
and n are significantly less than the rate constants of
electron transfer between X and Y), one can write the
following approximation for the characteristic values:

−� ≈ k + m (11)

−μ ≈ (kn + lm)/(k + m) ≈ n
k

k + m
+ l

m

k + m

≡ nỹ + lx̃, (12)

where x̃, ỹ are the values of steady-state solution in
scheme assuming the equilibrium between X and Y
(calculated with zero rate constants l and n). One can
interpret fast characteristic value (here −�) as rate of
establishing the equilibrium between X and Y. The slow
characteristic value (here −μ) characterizes “leaking”
of electrons from acceptors X and Y and is calculated
as mean value of the rate constants n and l. Equation
(12) indicates that the value of μ can be calculated by
assuming that X and Y are at equilibrium during this
slow “leaking” process.

B. The Model of Spreading Equilibrium

1. Introduction to the Model

The model of spreading equilibrium considered below
can frequently describe the flash-induced kinetics in
RCs. The model takes into account the observation
that, as a rule, the closer the reaction to the primary
charge separation step, the larger is its rate constant.
This is illustrated in Fig. 5, which shows profiles of
rate constants at the acceptor side of different types
of RCs. Such organization of the RC allows it to ef-
fectively couple fast processes of light-induced charge
separation that occur on the time scale of picoseconds
with slower processes of substrate transformation and
exchange that occur on the time scale of milliseconds
or seconds. Additionally, the model takes into account
that at each stage the forward rate constant of elec-
tron transfer, as a rule, is larger than rate constants of
backreactions, both direct (via tunneling), and indirect
(via reversion of the reaction involving earlier inter-
mediates). Such hierarchy provides a quantum yield of
charge separation close to 1.

Consequently, electron transfer in an RC after pri-
mary charge separation can be considered as occurring
via well-defined steps in each of which all previous

Fig. 5. Profile of rate constants at the acceptor side of different
types of RCs, purple bacteria (Bact), PS II, and PS I. Note
that A1 here is the stable acceptor like bacteriopheophytin in
bacterial RCs, pheophytin in PS II, or A0 in PS I.

steps are at (quasi)equilibrium. Such equilibriums are
spreading sequentially from processes that occur in the
picosecond time domain to those in the microsecond–
millisecond time domain. The equilibrium of all ear-
lier processes allows their effective replacement by a
single (quasi)state. Thus, by changing the scale of con-
sideration one can describe such electron transfer as
occurring only between two (quasi)states. This simple
model allows the introduction of certain time domains
for each of which the kinetics of electron transfer in
RCs can be described with reasonable accuracy.

The hierarchy of the values of rate constants deter-
mines the effectiveness of the procedure of the isolation
of quasi-states. The larger is the difference in the rate
constants, the better the functioning of the complex
could be described by means of the quasi-states.

It is obvious that the less is the time interval in ques-
tion, the less is the number of RC states that can be
achieved from some initial state. After estimating the
time of output from a quasi-equilibrium state, it is pos-
sible to indicate quasi-states, which are accessible to
the complex during the time of consideration. Con-
sequently, the set of states that need to be taken into
account to describe the functioning of the RC complex
after the flash depends both on the initial conditions
and on the time of observation of the RC (Fig. 6).

Thus, for the short time intervals it is sufficient to
consider only small number of states, which can be
reached for this time. In case of the large time inter-
vals, the number of states that can be reached by the
RC increases; however, the introduction of quasi-states
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Fig. 6. Schematic presentations of waves of equilibrium in RC after the flash. Due to the hierarchy of rate constants, the process of
electron transfer at the acceptor side can be presented as occurring on well-separated time scales (here �1, �2, . . . ).

(group of fast-equilibrating states) significantly simpli-
fies the analysis. Therefore, in spite of an increase in
the number of states accessible to the RC with time, it
is possible to effectively decrease the number of inde-
pendent variables by introducing quasi-states.

2. Time Dependent Two-State
Approximation

Let us consider the scheme shown in Fig. 6. For the
time scale (0 ≤ � < 1/(m1 + k1+l0) ∼ 1/k1) only P∗

and A1 are changing with time. All other states are
not yet accessible. Thus, here we can consider only
the transition between these two states quantitatively
characterized above. From this point on, we use the
notation according to which p0(t) is the probability of
the excited state of the primary electron donor, and
pi(t) is the probability (fraction) of finding electron on
Ai (i.e., P+A−

i ) at time t after the flash. We can write
solution for the fractions of first two states in the form

(assuming that p0(0) = 1, p1(0) = 0):

p0(t) ≈ 1

1 + K1

+ K1

1 + K1

e−(k1+m1)t, (13)

p1(t) ≈ K1

1 + K1

(1 − e−(k1+m1)t), (14)

where K1 = k1/m1. Note that here we ignored the tran-
sition via l0 to ensure that quantum yield is close to 1 for
this time scale. Yet, the transitions with this rate con-
stant can be significant at a longer time scale. These
expressions indicate that both p0 and p1 exponentially
approach their (quasi)steady states that are determined
by the value of equilibrium constant only.

We can see that for the time ∼1/k1, electron is par-
titioned between first two states according to the equi-
librium constant K1. This equilibrium partitioning be-
tween P∗ and A1 continue to be valid during further RC
relaxation.

The existence of equilibrium between first two states
does not mean that there are not any further processes
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of relaxation in the RC. Indeed, we know that later
the electron will move to the next electron acceptor.
However, this transition will occur with both first states
being in (quasi)equilibrium. As a result, the kinetics
of electron transfer between A1 and A2 on the time
scale 1/k1 ≤ � < 1/k2 can be described by the following
scheme:

(
P∗ K1−→←−A1

)

︸ ︷︷ ︸
(Quasi) equilibrium

k2−→←−
m2

A2 (15)

which can be presented as a two-state transition:

B1

k̄2−→←−
m2

A2 (16)

where B1 = P∗ + A1. We can write down the equations
for the transition of B1 and A2 (we use symbol q1 for B1,
symbol k̄2 for new rate constant for B1 → A2 transition,
and K̄2 ≡ k̄2/m2 for new equilibrium constant)

q1(t) ≈ 1

1 + K̄2

+ K̄2

1 + K̄2

e−k̄2t (for B1) (17)

p2(t) ≈ K̄2

1 + K̄2

(1 − e−k̄2t) (for A2) (18)

The apparent rate constant k̄2 for B1 → A2 transition
is determined by electron partitioning between P∗ and
A1 according to the equilibrium constant K1. It can
be presented [see Eq. (12)] as product of equilibrium
fraction A1 and rate constant k2:

k̄2 = k2 · p̄1 = k2[K1/(K1 + 1)]
K1	1≈ k2 (19)

In case when K1 	1, we can ignore the difference
between k2 and k̄2.

In the general case, each transition effectively can
be considered on the time scale of transition from the
group of states, which are at equilibrium to another
state, i.e., effectively we have transition between two
(quasi)states:

(
P∗ k0−→←−

m0

A1

k1−→←−
m1

· · ·
k1−1−→←−
m1−1

Al

)

︸ ︷︷ ︸
(Quasi) equilibrium for time >1/kl

k1−→←−
m1

Al+1 (20)

This can be iterated further to take into account
more electron acceptors, until final quasi-equilibrium
is established between all states of acceptor side of the
RC.

This simple model of electron transfer in RC allows
one to characterize the main steps of electron transfer
in the RC before all states reach (quasi)equilibrium.

After that the time dependence of acceptors will be
determined by the “leaking” of the electron from ac-
ceptor side to the donor side of the RC, or by donation
of electrons to the exogenous electron acceptor.

Similar considerations could be used for the pro-
cesses occurring at the donor side of RC (see, e.g.,
Rubin and Shinkarev, 1984; Shinkarev and Wraight,
1993b).

3. General Expression for the Rate Constant
of the Flash-Induced Dark Reduction of P+

In previous paragraph we described the kinetics of elec-
tron transfer to the terminal acceptors. Here we con-
sider slower process of dark reduction of P+ after elec-
tron has reached terminal acceptor of the RC.

We will assume that during dark reduction different
states of RC are in (quasi)equilibrium. The assump-
tion of the (quasi)equilibrium between different states
of the RC is frequently used for the analysis of the
electron transfer in different RCs (see, e.g., Rubin and
Shinkarev, 1984; Iwaki and Itoh, 1994; Brettel, 1997;
Shinkarev and Wraight, 1993a,b). Using such assump-
tion, the observed rate constant of P+ dark reduction
can be described by the following general expression
(Shinkarev and Wraight, 1993a):

kP ≈ kPP[P∗] + kA1P[A−
1 ] + kA2P[A−

2 ] + · · ·
+ kAnP[A−

n ] (21)

Here kPP is the rate constant for P∗deexcitation; kA1P

is the rate constant of direct electron transfer from A−
1

to P+; kA2P is the rate constant of direct electron transfer
from A−

2 to P+; etc.
Square brackets in Eq. (21) indicate the relative

(per RC) concentrations of the different states of
RC. Assuming quasi-equilibrium between different
states during dark reduction, the relative concentra-
tions of the components can be found as function of an
equilibrium constant of electron transfer between the
components:

[P∗] ≈ 1/Z, [A−
1 ] ≈ KPA1

/Z, . . . ,

[A−
n ] ≈ KPAn

/Z, Z

≈ 1 + KPA1
+ KPA2

+ · · · + KPAn
(22)

Here KPA1
is the equilibrium constant for elec-

tron transfer from P∗ to A1, KA1A2
is the equilibrium
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Fig. 7. Schemes of dark relaxation of the RC after establishing (quasi)steady state. (A) General case; (B) Scheme illustrating different
pathways of electron return from An to P+ that contribute to the effective rate constant of P+ decay given by Eq. (27).

constant for electron transfer from A1 to A2, etc.

KPA2
≈ KPA1

KA1A2
,

KPA3
≈ KPA1

KA1A2
KA2A3

, . . . ,

KPAn
≈ KPA1

KA1A2
KA2A3

. . . KAn−1An
(23)

(see Fig. 7 for a notation of the equilibrium constants
between electron carriers).

Inserting the solution (22) into Eq. (21) gives:

kP ≈ kPP + kA1PKPA1
+ kA2PKPA2

+ · · · + kAnPKPAn

1 + KPA1
+ KPA2

+ · · · + KPAn

(24)

This equation can be rewritten via the relevant free-
energy differences, �GXY = −RTln(LXY):

kP ≈ (kpp + kA1Pe−�GPA1
/RT + kA2Pe−�GPA2

/RT

+ · · · + kAnPe−�GPAn /RT/Z (25)

In case when concentration of terminal acceptor An

is significantly higher than concentrations of all other
acceptors, the Eq. (24) allows simple interpretation.
Indeed, in this case we can assume that all relaxation of
RC occurs from the terminal acceptor An and terms in
Eq. (24) correspond to different pathways of electron
return from An to P+ that contribute to the effective
rate constant of P+ decay. Let assume that KPAn

	 KPAk

(1 ≤ k < n). In this case Eq. (24) can be simplified as
follows:

kP ≈ kPP/KPAn
+ kA1P/KA1An

+ kA2P/KA2An

+ · · · + kAnP (26)

where we used Eq. (23) to replace KPAk
/KPAn

by 1/KAkAk+1
· · · · · KAn−1An

≡ 1/KAkAn
. The Eq. (26)

written via free energies takes the form:

kp ≈ kPPe�GPAn /RT

︸ ︷︷ ︸
An→An−1→···A1→P∗→P

+ kA1Pe�GA1An /RT

︸ ︷︷ ︸
An→An−1→···A1→P

+ · · · + kAn−1Pe�GAn−1An /RT

︸ ︷︷ ︸
An→An−1→P

+ kAnP︸︷︷︸
An→P

+ (27)

These routes include the thermal repopulation of
P∗ from An, followed by transition from P∗ to P (the
term kPPe�GPAn /RT), thermal repopulation of A1 from
An, followed by direct electron transfer from A1 to P+

(the term kA1Pe�GA1An /RT), etc (see Fig. 7).
This formalism, especially in its simplest form, has

wide application for analysis of electron transfer in dif-
ferent types of RCs (see, e.g., Shinkarev and Wraight,
1993a; Shinkarev et al., 2002). It is also complimen-
tary to the method of Parson and coworkers, who have
used delayed fluorescence emission to monitor the P∗

population in equilibrium with lower lying charge sep-
arated states (see, e.g., Arata and Parson, 1981; Wood-
bury and Parson, 1984). Below we will use this formal-
ism for the analysis of kinetics of electron transfer in
PS I.

4. Expression for the Ratio of Two Different
Pathways of P+ Dark Reduction

The relative contribution of each route is quite sensitive
to the values of energy differences between different
states. Indeed, from Eq. (27) we can write the ratio
of two different pathways of the P+ dark reduction as
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Fig. 8. Classical experiments describing flash-induced charge accumulation at the donor (A) and acceptor (B) sides of PS II. (A) Flash-
induced O2 evolution in spinach chloroplasts measured by Joliot et al. (1971). (B) Flash-induced binary oscillations of fluorescence
measured by Velthuys and Amesz (1974).

follows (we assume that j ≥ k here):

Pathway via Aj

Pathway via Ak

= kAjP · e
�GAjAn /RT

kAkP · e�GAkAn /RT

≡
(

kAjP

kAkP

)
e
�GAjAk

/RT
(28)

Thus, the ratio of two different pathways of P+ dark
reduction depends on the free energy difference be-
tween these two acceptors and ratio of the rate con-
stants of direct electron transfer from these acceptors
to P+. Changes in the free energy gaps between differ-
ent states can cause noticeable differences in the ob-
served time of the P+decay and change the contribu-
tion of different routes. These two pathways are equal
when (kAjP

/kAkP) · e
�GAjAk

/RT = 1. One should expect
that the changing the midpoint potential of the acceptor
can lead to significant redistribution of different path-
ways.

III. Simple Analytical Models for
Multiple-Turnover RC Transitions

A. Charge Accumulation at the Processing
Sites of Reaction Centers

Light-activated primary charge separation in RCs is
one-electron process. Therefore, in case when RC has
multielectron donors and acceptors, one can assume
some kind of charge accumulation. One significant dif-
ference with PS I is that RCs of PS II use charge accu-
mulation both at the donor and acceptor sides. Multiple
flash activation of such RCs initiates periodic oscil-
lations of the state of their processing sites (Fig. 8).
To quantitatively describe such oscillations one should
consider different states of the processing site. In case

of the QB processing site they include a vacant process-
ing site and a site occupied by quinone, semiquinone,
or quinol. Similarly, to describe the water oxidizing
processing site (water-oxidized complex), one needs
to take into account its different states.

A mathematical model of binary oscillations that de-
scribe the two-electron gate on the acceptor side of pur-
ple bacteria and PS II has been known for over 20 years
(Shinkarev et al., 1981). At the same time the analyti-
cal solution for the period four oscillations at the donor
side of PS II was obtained only recently (Shinkarev,
2003, 2005). Here we shortly consider the quantitative
description of flash-induced charge accumulation at the
donor and acceptor sides of PS II.

B. Binary Oscillations of the
QB Semiquinone

In the simplest case, when there is no dark oxida-
tion of semiquinone between two consecutive flashes,
and only two states of the QB site are considered,
the fraction of the QB semiquinone after the n-th
flash, q−

B (n), is given by (Shinkarev et al., 1981;
Verkhovsky et al., 1981):

q−
B (n) = 	

	 + �
[1 − (1 − 	 − �)n] (29)

where 	 and � are “hit” probabilities for different
states of QB. If QB is oxidized before the flash, the
QB semiquinone will be formed with probability 	 .
Similarly, if QB is in the semiquinone state before the
flash, it will be converted to the oxidized form with
probability �.

Figure 8B shows theoretical curve (solid lines) de-
scribed by Eq. (29). One can see that Eq. (29) repro-
duces main features of experimentally observed bi-
nary oscillations (squares). Other examples of binary
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Fig. 9. Kok model of oxygen evolution in PS II. (A) Light-induced transitions between different S-states. (B) Transition probabilities
for each Sk-th state. (C) Mathematical representation of the Kok model via transition probabilities.

oscillation patterns (arising from the Kok model of oxy-
gen evolution) are shown in Figs. 12 and 13 below.

More advanced kinetic models have been devel-
oped to take into account different factors that govern
flash-induced binary oscillations in PS II and bacterial
RCs (see, e.g., Shinkarev et al., 1981; Shinkarev and
Wraight, 1993a; Shinkarev, 1998).

C. The Kok Model of the Flash-Induced
Oxygen Evolution

1. The Formulation of the Model

The activation of dark-adapted PS II by a series of
single-turnover actinic flashes leads to oxygen evolu-
tion with a periodicity of four (Joliot et al., 1969; Kok
et al., 1970; Joliot et al., 1971). Figure 8A shows such
flash-induced oscillations of oxygen evolution. Almost
no oxygen evolution is observed after first and second
flashes. The largest oxygen evolution is observed after
the third flash. Kok et al. (1970) explained this peri-
odicity by introducing the concept of the S-states (Sn,
where n = 0, 1, 2, 3, 4) of the oxygen-evolving com-
plex, where each S-state has a different number (n) of
stored oxidizing equivalents. During S4 → S0 transi-
tion oxygen is released and S0 is regenerated. The ki-
netic model of oxygen evolution and its mathematical
representation are shown in Fig. 9.

To quantitatively describe the damping of the period
four oscillations of oxygen evolution, the Kok model
includes so called misses, which describe failure to
advance the S-states after the flash, and the so called
double hits, which describe double advances of S-states
(Fig. 9B). Double hits are mainly due to actual double

turnovers during a long flash and can be minimized by
using laser activation (see, e.g., Weiss and Sauer, 1970;
Joliot et al., 1971; Joliot and Kok, 1975).

The period four oscillations are purely kinetic phe-
nomena arising from synchronous light activation of
different RCs. Kok et al. (1970) used such oscillations
in the oxygen yields for finding the information about
oxygen evolution in term of misses, double hits, and ini-
tial conditions. In an alternative approach, Shinkarev
and Wraight (1993b,c) used known PS II kinetic and
thermodynamic data to reconstruct the period four os-
cillations in oxygen evolution. This approach allowed
mechanistic interpretation of misses. It also allowed
one to estimate conditions under which the Kok model
of oxygen evolution is valid.

2. Analytical Solution for the S-states

The Kok model (Fig. 9), with equal misses for each
transition, has been successfully used over 30 years for
interpretation of experimental data in photosynthesis.
However, there has been no simple analytical solution
for it. Recently such solution was found for any ini-
tial conditions. The probabilities of individual S-states
after n-th flash, si(n), are described by the following
surprisingly simple equations (Shinkarev, 2003, 2005):

4s0(n) = 1 + μnz + 2rn(xcos(n�) + y sin(n�))
4s1(n) = 1 − μnz + 2rn( −y cos(n�) + x sin(n�))
4s2(n) = 1 + μnz + 2rn( −x cos(n�) − y sin(n�))
4s3(n) = 1 − μnz︸ ︷︷ ︸

Binary term

+ 2rn(y cos(n�) − xsin(n�)),︸ ︷︷ ︸
Quaternary term (damped sine)

(30)
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Fig. 10. Different components of general solution given by Eq. (30).

where �, � , and �, are miss, hit, and double hit, respec-
tively, μ ≡ � − � + �, r ≡ [(� − �)2 + � 2]1/2, � ≡
arcsin(� /r), n – number of the flashes, si = si(0) are
initial conditions for Si, x ≡ s0− s2, y ≡ s3− s1, z ≡
s0 − s1 + s2 − s3.

A similar analytical solution can be obtained for
the extended Kok model that includes misses, double
hits, inactivation, and backward transitions (Shinkarev,
2005).

Equation (30) describes the flash number depen-
dence of individual S-states as function of miss, double
hit, and initial conditions for the S-states. The general
structure of the solution is illustrated in Fig. 10.

According to the Kok model oxygen evolution after
n-th flash can be determined by the fraction of PS II in
S3 and S2 states before the (n − 1)-th flash:

Y(n) = s3(n − 1) · (hit + double hit)

+ s2(n − 1) · double hit

= (� + �)s3(n − 1) + �s2(n − 1) (31)

where s2(n − 1), s3(n − 1) are given by Eq. (30).
Figure 11 shows flash-induced oxygen evolution cal-

culated from Eq. (31) for different values of miss (A)
and double hit (B). Increase of miss (at zero double hit)
leads to damping of oscillations. The increase of double
hit (at zero miss) leads to disappearance of oscillations
and to increase of the amplitude of oxygen yield after

the second flash. Other than that, the effects of miss
and double hit on pattern of oscillations are similar.

3. Binary Oscillations in the Kok Model

The same light activates the donor and acceptor sides of
PS II. Therefore, there should be significant correlation
in accumulation charges at the donor and acceptor sides
of PS II. In the case when slowly rereduced components
of PS II can be excluded from consideration, this cor-
relation leads to the existence of two parallel cycles of
O2 evolution (Shinkarev and Wraight 1993b). In each
cycle, a single turnover of the oxygen-evolving com-
plex is accompanied by two turnovers of the acceptor
quinone complex. As a result, the kinetic behavior of
the acceptor side of PS II can be obtained by summing
the solutions for respective S-states. For example, by
adding s0 and s2 from Eq. (30) one can obtain the equa-
tion for the fraction of the QB semiquinone after the n-th
flash, (Shinkarev, 1996, 2003):

q−
B (n) = s0(n) + s2(n) = 0.5 · [1 + μnz] (32)

where, as before, �, � , and �, are miss, hit, and dou-
ble hit, respectively, μ ≡ � − � + �, si = si(0), z ≡
s0− s1 + s2 − s3.

Figure 12 shows the binary oscillations of Q−
B de-

scribed by Eq. (32) as well as probabilities for S0 and
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Fig. 11. Oxygen evolution calculated from Eq. (31) for different miss (panel A) and double hit (panel B) parameters. In panel A, the
value of double hit (�) is 0. In the panel B the value of miss (�) is 0. During calculations it was assumed that s1 = 1 for both panels.
Traces are shifted vertically to improve their visibility.

Fig. 12. Flash number dependence of the semiquinone Q−
B ,

calculated using Eq. (32). Fractions of S0 and S2 states were
calculated using Eq. (30) for � = 0.05, � = 0.01. It is assumed
that at the beginning of the flash series, 80% of PS II are in the
S1 state and 20% are in the S0 state. Traces are shifted up to
improve their visibility.

S2. This figure illustrates how adding two quaternary
oscillations leads to the period two oscillations.

Figure 13 shows Q−
B binary oscillations for different

initial conditions (panel B) and for different values of

misses (panel A). Depending on initial conditions, os-
cillations can change their direction, or even disappear.

4. Finding Parameters Governing Oxygen
Evolution and Semiquinone Oscillations

The developed equations significantly simplify the fit-
ting of experimental data via standard non-linear re-
gression analysis and make unnecessary the use of
many previously developed methods for finding param-
eters of the Kok model. Fitting the experimental points
of Fig. 8A with Eqs. (30) and (31) gave the following
parameters: � = 0.12, � = 0.02, s0 = 0.32, s1 = 0.68,
s2 = 0. Fitting the experimental points for flash-induced
binary oscillations in Fig. 8B (shown by solid lines)
with Eq. (32) (plus trend) gave � + � = 0.09.

IV. Dark Relaxation in PS I After Flash
Activation

Here we analyze the kinetics of P700+ dark reduction
observed after single-turnover flash activation of PS I.
This analysis closely follows the paper by Shinkarev
et al. (2002). Figure 14 shows the generally accepted
scheme of flash-induced electron transfer in PS I. The
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Fig. 13. Dependence of binary oscillations of semiquinone on
the miss factor and initial conditions. (A) Effect of miss on
the flash number dependence of Q−

B , calculated using Eq. (32).
Initial conditions s0 = 0, s1 = 1. Double hit is zero. (B) Effect of
initial conditions on the flash number dependence of the relative
concentrations Q−

B . Traces are calculated from Eq. (32). Right
hand numbers indicate initial conditions for S0. It is assumed
that s1= 1 − s0, � = 0.05, � = 0. Traces are shifted vertically
to improve their visibility.

rate constants and respective midpoint potentials are
taken from the current literature and provide general
guidance rather than exact values. They can be adjusted
to fit the kinetics in a particular sample, if needed.

As in the general case considered in section II above,
we can assume the (quasi)equilibrium between differ-
ent states of the PS I complex during dark reduction.

Such assumption is frequently used previously for the
analysis of the electron transfer in PS I (see, e.g., Iwaki
and Itoh, 1994; Brettel, 1997). Using such assumption,
the observed rate constant of P+ dark reduction can
be described by the following expression (Shinkarev
et al., 2002):

kP ≈ kPP[P∗] + kA0P[A−
0 ] + kA1P[A−

1 ]

+ kFXP[F−
X] + kFAP[F−

A] + kFBP[F−
B ] (33)

Here kPP is the rate constant for P∗ deexcitation; kA0P

is the rate constant of direct electron transfer from A−
0

to P700+; kA1P is the rate constant of direct electron
transfer from A−

1 to P700+; kFXP is the rate constant
of direct electron transfer from F−

X to P700+; kFAP is
the rate constant of direct electron transfer from F−

A to
P700+; and kFBP is the rate constant of direct electron
transfer from F−

B to P700+.

A. The Relationship Between Electron
Transfer Rate and Distance Between
Electron Carriers

The rate of electron transfer between electron carri-
ers decreases exponentially with distance and this de-
pendence has been tabulated for different reactions in
proteins (see, for example, Likhtenshtein, 1988; Moser
et al., 1995; Gray and Winkler, 1996; see also Moser
and Dutton, this volume, Chapter 34). According to
Moser et al. (1995), the logarithm of the rate constant
of intraprotein electron transfer between two electron
carriers with edge to edge distance R can be described

Fig. 14. (A) Scheme of electron transport in PS I (reviewed in Brettel, 1997, Ke, 2001, Brettel and Leibl, 2001). Note that in panel A we
show lifetimes of direct electron transfer for reactions A0 → P, A1 → P. The indicated time for the reaction FA/FB → P corresponds
to the indirect electron transfer via FX, A1, etc. (B) Notations used for the rate and equilibrium constants in PS I. Adapted from
Shinkarev et al. (2002).
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by the following equation:

log k = 15 − 0.6 × R − 3.1(�G◦ + �)2/� (34)

where R is in Å, �G˚ is the standard reaction free en-
ergy in eV and � is the reorganization energy in eV.

Schlodder et al. (1998) estimated from temperature
dependence of electron transport that reorganization
energy for the reaction between A1 and FX has value
of ca. 1 eV. In further considerations we assume � =
1 eV for reactions between all iron–sulfur clusters in
PS I.

The distance between FA(FB) and P700 provided by
the X-ray crystal structure is so large (>30 Å, Jordan
et al., 2001) that based on Eq. (34), we can ignore di-
rect electron transfer between them and P700+ on a
millisecond time scale. Thus, electron transfer from
F−

A and F−
B to P700+ occurs indirectly via thermal re-

population of FX, FA, etc. Similarly, the edge-to-edge
distance of 26–27 Å between FX and P700 also indi-
cate that the time of electron transfer from F−

X to P700+

should be seconds. Therefore, we should ignore direct
electron transfer from FX, FA, and FB to P700+, i.e.,
kFAP ∼ 0, kFBP ∼ 0, and kFXP ∼ 0.

Assuming kFAP = 0, kFBP = 0, and kFXP = 0, Eq. (33)
for the observed rate constant of P700+ dark decay can
be rewritten in the following simple form:

kP ≈ kPP[P∗] + kA0P[A−
0 ] + kA1P[A−

1 ] (35)

B. Heterogeneity in the Kinetics of P700+
Dark Reduction

1. Two Different Explanations of
Heterogeneity

One would expect that in a simplest case the
monomolecular backreaction between a particular ac-
ceptor and P700+ should follow monoexponential ki-
netics. However, in most cases the experimental data
clearly show the presence of two or more kinetic com-
ponents (see, e.g., Vassiliev et al., 1997), indicating
some kind of heterogeneity. The nature of this hetero-
geneity in the dark relaxation of P700+ is not fully un-
derstood, but it may have two fundamentally different
sources. (i) it could be due to the presence of a mix-
ture (discrete or continuous) of different populations
of PS I complexes, or (ii) it could be due to internal
heterogeneity of each RC.

Heterogeneity in purified PS I complexes can orig-
inate from differences in protein composition, bound

cofactors, lipid, and detergent. The proposed partici-
pation of two different branches of cofactors in elec-
tron transport in PS I can also lead to heterogeneity
of the measured kinetics (Guergova-Kuras et al., 2001;
Agalarov and Brettel, 2003).

The existence of different conformational
(sub)states in the PS I complex can also be the source
of heterogeneity (Vassiliev et al., 1997). Such hetero-
geneity has been reported in PS I (Schlodder et al.,
1998) and RCs from purple bacteria (Kleinfeld et al.,
1984; McMahon et al., 1998).

One can also expect the presence of continuous dis-
tribution of rate constants due to a distribution of en-
ergy gaps, distances, or reorganization energies. Such
distributions of rate constants have been considered for
PS I (Ke et al., 1979; Zamaraev et al., 1985) and purple
bacteria (Kleinfeld et al., 1984; McMahon et al., 1998;
Kriegl et al., 2003).

2. Stretched Exponentials

Many different approaches have been developed to de-
crease the influence of heterogeneity in the case of
closely spaced kinetic components. In some cases such
kinetics components can be approximated with single
exponential (Shinkarev et al., 2000), with a rate con-
stant (lifetime) equal to the weighted average of the two
or more rate constants (lifetimes). For example, in case
of three components, the average time is determined as
(� 1A1 + �2A2 + �3A3)/(A1 + A2 + A3), where �i are
the lifetimes and Ai are the amplitudes of the single ex-
ponentials, corresponding to the same reaction of P+

dark reduction. The disadvantage of such approach is
uncertainty in choosing the components needed to be
aggregated.

Wong and Angell (1976) indicated that sum of ex-
ponentials

∑
k ake−�kt can be approximated by the

stretched exponential function, e−(kt)�

, which some-
times called Kohlrausch function, or Kohlrausch–
Williams–Watts function (see, e.g., Williams and
Watts, 1970; Alvarez et al., 1991; Phillips, 1996; Stur-
man et al., 2003). The stretch factor, � (0 < � ≤ 1)
provides a measure of the heterogeneity of the kinetics.
Vassiliev et al. (2001a,b) used stretched exponentials to
reduce number of closely spaced kinetic components,
without losing the quality of the fit (see also Fig. 15
below).

The stretched exponential function is a Weibull dis-
tribution that has multiple applications in the reliability
theory and statistics (see, e.g., Gnedenko et al., 1969;
Murthy et al., 2003).
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Fig. 15. Kinetics of flash-induced P700 changes in PS I complexes with different subsets of iron–sulfur clusters [none – (panel A),
FX only (panel B), and intact set (panel C)] (adapted from Shinkarev et al., 2002). Schemes indicate active iron–sulfur clusters. (A)
PS I core lacking FX, FA, and FB (prepared from the rubA mutant of Synechococcus sp.PCC 7002). (B) Wild-type PS I core lacking
FA and FB (prepared by chemically removing PsaC from Synechococcus sp. PCC 6301 PS I complexes with urea). (C) Wild-type
PS I complex from Synechocystis sp. PCC 6803 with FX, FB, and FA present. Reaction medium: 25 mM Tris buffer (pH 8.3), 0.04%
n-dodecyl-�-D-maltoside, 4 μM DCPIP, and 10 mM sodium ascorbate. Each individual component of the stretched multiexponential
fit is plotted with a vertical offset relative to the next component (with a longer lifetime) or the baseline, the offset being equal to
the amplitude of the latter component. The values indicate the (1/e) lifetime and the stretch parameter (separated by semicolon from
lifetime). Adapted from Shinkarev et al. (2002).

C. Kinetics of P700+ in PS I Complexes with
Different Subsets of Iron–Sulfur Clusters

Figure 15A shows the kinetics of flash-induced ab-
sorbance changes in a PS I core isolated from the rubA
mutant that is devoid of the FX, FA, or FB iron–sulfur
clusters, but contains phylloquinone in the A1 site. Us-
ing optical and EPR spectroscopy Shen et al. (2002a)
showed that rubredoxin is required for assembly of the
iron–sulfur clusters in PS I. The stretched multiexpo-
nential fit of the kinetics shows three different com-
ponents with lifetimes of 12.6 μsec (0.96), 80.7 μsec
(0.95), and 1.1 msec (0.78) with relative amplitudes

of 49.7%, 43.1%, and 4.1%, respectively. Stretch fac-
tors are shown in parentheses. As have been shown by
optical and EPR spectroscopy, the two main μsec com-
ponents represent the backreaction of P700+ with A−

1

(Shen et al., 2002b). These lifetimes are similar to the
ca. 10 and 110 μsec lifetimes measured in a chemi-
cally prepared P700-A1 core that also lacks FX, FA,
and FB. Both kinetic phases show spectral signatures
in the near-UV characteristic of the semiquinone an-
ion radical (Brettel and Golbeck, 1995). Thus, in both
the chemically prepared P700-A1 core, and the rubA
mutant devoid of the FX, FA, or FB iron–sulfur clusters
the backreaction of P700+ with A−

1 shows lifetimes of



630 Vladimir Shinkarev

ca. 10 and 100 μsec with approximately equal ampli-
tude and stretch factors close to 1. The nature of the
observed heterogeneity is not clear. One can speculate
that these components could originate from indepen-
dent backreaction in the A and B branches.

Figure 15B shows the flash-induced kinetics of
P700+ in a wild-type PS I core devoid of the FA

and FB iron–sulfur clusters (prepared by chemically
removing PsaC from the wild-type with urea). The
stretched multiexponential fit of the kinetics shows
4 different components with lifetimes of 11.6 μsec
(0.73), 192 μsec (0.73), 971 μsec (0.85), and 426 msec
(0.49), and amplitudes ca. 20%, 20%, 48%, and 5%,
respectively.

The main kinetic phase with ∼1.0 msec lifetime has
been shown by optical and EPR spectroscopy to rep-
resent the backreaction of P700+ with F−

X (Golbeck,
1995), and agrees with the lifetime of P700+ measured
in a psaC interruption mutant in Synechocystis sp. PCC
6803 (Yu et al., 1995). The kinetic phases of 12 and ca.
200 μsec in a 1:1 ratio represents the backreaction of
P700+ with A−

1 (Vassiliev et al., 1997) in PS I com-
plexes in which FX has inadvertently been destroyed.
The small kinetic phase with lifetime of 426 msec prob-
ably represents a population of PS I complexes in which
PsaC has not been removed.

Figure 15C shows the kinetics of flash-induced
changes of P700 in wild-type (phylloquinone-
containing) PS I complexes from Synechocystis sp.
PCC 6803. When fitted with the stretched exponentials,
the kinetics show three components with lifetimes of
2.2 msec (0.94), 107 msec (0.93) and 2.0 sec (0.76)
with relative amplitudes of ca. 5%, 68%, and 28%, re-
spectively. The main 107 msec component is due to
the backreaction of P700+ with [FA/FB.]−. The minor,
2.2 msec kinetic phase may be due to PS I complexes
in which PsaC has been lost during isolation (compare
with panel B). The 2.0 s kinetic phase is due to for-
ward electron donation by DCPIP in PS I complexes in
which the electron has been lost from the iron–sulfur
clusters (Vassiliev et al., 1997).

By comparing the results of three data sets shown
in Fig. 15, one can see a progressive acceleration of
the P700+ dark relaxation with increasing the num-
ber of iron–sulfur clusters inactivated. The lifetime of
P700+ dark relaxation is changing from ∼0.1 sec in the
integral complex with all iron–sulfur clusters present
to ∼ 0.3 msec in PS I complexes without FA and FB

and to ∼20 μsec in PS I complexes without any of the
iron–sulfur clusters. The significant difference between
these lifetimes allows the identification of similar com-
ponents in mutant PS I complexes.

1. Flash-Induced Reactions of PS I in the
Absence of All of the Iron–Sulfur Clusters

In the case where all iron–sulfur clusters including
FX are removed, A1 serves as the terminal electron
acceptor. In this case Eq. (27) can be written as
follows:

(kP)noFX
≈ kPPe�GPA1

/RT

︸ ︷︷ ︸
A1→A0→P∗→P

+ kA0Pe�GA0A1
/RT

︸ ︷︷ ︸
A1→A0→P

+ kA1P︸︷︷︸
A1→P

(36)

Setting here the rate constants and free energy gaps
shown in Fig. 14 (1/kPP = 1 nsec; 1/kA0P = 30 nsec;
1/kA1P = 21 μsec; �GPA1

= −550 mV; �GA0A1
≈

−250 mV), gives the following estimate for the rate
constant of P700+ dark reduction in the absence of FX:

(kP)noFX
≈ 0.68︸︷︷︸

A1→A0→P∗→P

+ 2271︸︷︷︸
A1→A0→P

+ 47619︸ ︷︷ ︸
A1→P

≈ 5 · 104 sec−1 (37)

Thus, for this set of values, the main route of backre-
action is the direct electron transfer from A1 to P700+

with lifetime of ∼20 μsec.
The presence of two components of backreaction in

P700+ dark relaxation with lifetimes of ca. 10 and 100
μsec with approximately equal amplitude (Fig. 15A)
could indicate that both branches are active in the back-
ward electron transfer. The closeness of the stretch fac-
tors for each of these to 1 also indicate that observed
kinetics could originate from mixture of two indepen-
dent populations. Figure 16 shows possible origin of
the two components of P700+ dark relaxation in the
absence of all iron–sulfur clusters.

2. Kinetics of P700+in the Presence of
FX Only

In the absence of PsaC, FX serves as the terminal elec-
tron acceptor. In our kinetic analysis of the reactions
in PS I we assume, for simplicity, that the absence of
PsaC does not influence the thermodynamic or kinetic
properties of FX, and that the absence of FX does not
influence the thermodynamic and kinetic properties of
A1. Figure 17 shows the scheme of respective flash-
induced transitions.
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Fig. 16. Scheme indicating the possible origin of the two com-
ponents of P700+ reduction in wild-type PS I in the absence of
the iron–sulfur clusters.

Fig. 17. Scheme of P700+ dark reduction in wild-type PS I in
the absence of PsaC.

In the case when FX serves as the terminal electron
acceptor, the Eq. (27) transforms as follows:

(kP)noFAFB
≈ kPPe�GPFX

/RT

︸ ︷︷ ︸
FX→A1→A0→P∗→P

+ kA0Pe�GA0FX
/RT

︸ ︷︷ ︸
FX→A1→A0→P

+ kA1Pe�GA1FX
/RT

︸ ︷︷ ︸
FX→A1→P

(38)

As before, this equation indicates the various routes
of electron transfer that contribute to the P700+ decay.
In further calculations, following values for the rate
constants and free energy gaps shown in Fig. 14 were
used: 1/kPP = 1 nsec; 1/kA0P = 30 nsec; 1/kA1P =

21 μsec; �GPFX
= −650 mV; �GA0FX

= −350 mV;
�GA1FX

= −100 mV.
The kinetics of the A−

1 → P+ transition are de-
scribed by two components with ca. 10 and 100 μsec
lifetimes (see Fig. 15, panel A). The nature of
these components is not clear. As an initial ap-
proximation, we can use the average time for the
A−

1 → P+ transition, obtained according to equa-
tion 1/� av

A1P = kav
A1P = (k1

A1P · p1 + k2
A1P · p2)/(p1 + p2),

where � 1
A1P = 1/k1

A1P, � 2
A1P = 1/k2

A1P are time con-
stants of the stretched multiexponential fit of the ki-
netics of P700+ reduction by A−

1 , and p1, p2 are their
amplitudes. The � av

A1P is 20.7 μsec for a PS I core from
the rubA mutant lacking FX, FA, and FB (Fig. 15A).
Thus, we employ 21 μsec for the A−

1 → P+ transition.
Setting these parameters in Eq. (38), gives the fol-

lowing estimate for the rate constant of P700+ dark
reduction in the absence of FA and FB:

(kP)noFAFB
≈ 0.01︸ ︷︷ ︸

FX→A1→A0→P∗→P

+ 49︸ ︷︷ ︸
FX→A1→A0→P

+ 1026︸ ︷︷ ︸
FX→A1→P

≈ 1075 (39)

Equation (39) shows that the main route of the P+

dark reduction (≥90%) is due to electron transfer from
A−

1 to P700+. The estimated rate constant (kP)noFAFB

corresponds to a lifetime of ca. 1 msec, which is iden-
tical to the measured value in a PsaC-deficient PS I core
(Fig. 15B). Thus, in the PS I complexes in the absence
of FA and FB, Eq. (38) is simplified significantly:

(kP)noFA/FB
≈ kA1Pe�GA1FX

/RT (40)

3. Kinetics in the Presence of All of the
Iron–Sulfur Clusters

Assuming for simplicity that �GPFA
≈ �GPFB

, we can
write Eq. (27) in the form (Shinkarev et al., 2002):

2(kP)FAFB
≈ kppe�GPFA

/RT

︸ ︷︷ ︸
FA→FX→A1→A0→P∗→P

+ kA0Pe�GA0FA
/RT

︸ ︷︷ ︸
FA→FX→A1→A0→P

+ kA1Pe�GA1FA
/RT

︸ ︷︷ ︸
FA→FX→A1→P

(41)

Setting rate constants and free energy gaps shown
in Fig. 14A (1/kPP = 1 nsec; 1/kA0P = 30 nsec; 1/kA1P

= 21 μsec; �GPFA
= −755 mV; �GA0FA

= −455 mV;
�GA1FA

= −205 mV) in Eq. (41), gives the following
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Fig. 18. Schemes of electron transport in wild-type PS I complexes with different subsets of iron–sulfur clusters at room temperature
based on the analysis of the P700+ dark relaxation. Two different energetic scales are shown. One is the relative scale with zero at the
level of FB. Only this scale is determined from the kinetics of P700+ dark reduction considered here. The other is an absolute (but
less certain) scale. This scale takes into account the known midpoint potential of FB independently determined by redox titration.
The subdivision of the free energy difference of ca. −200 meV between A1 and FA/FB into smaller free energy differences is based
on the effect of mercury chloride on the kinetics P700+ (see, e.g., Shinkarev et al., 2000). Shaded boxes indicate the uncertainty in
the values of the estimated midpoint redox potentials due to the heterogeneity of the observed kinetics.

estimate for the rate:

(kP)FAFB
≈ (0 + 0.9︸ ︷︷ ︸

FA/FB→FX→A1→A0→P

+ 18.2︸ ︷︷ ︸
FA/FB→FX→A1→P

)/2 ≈ 9.6 sec−1 (42)

Equation (42) shows that the main route of the P+

dark reduction is due to electron transfer from FA/FB

to A1 and then to P700, whereas the routes involv-
ing A0 and P∗ constitute less than 10%. The lifetime
given by Eq. (42) is ca. 105 msec, which is close to the
107 msec value shown experimentally (Fig. 15C).

Thus, in case of wild-type PS I in the presence of
DCPIP and ascorbate, Eq. (41) is simplified to the fol-
lowing approximate expression for the rate constant of
P700+ dark reduction:

(kP)FAFB
≈ kA1Pe�GA1FA

/RT

2
(43)

Using this equation we can estimate free energy gap
between A1 and FA/FB for 1/(kP)FAFB

= 108 msec and
1/kA1P = 0.021 msec:

�GA1FA
≈ 60 · log

(
2(kP)FAFB

kA1P

)
≈ −205 mV (44)

Figure 18 shows estimated free energy differences
in wild-type PS I complexes with different subsets of
iron–sulfur clusters at room temperature based on the
analysis of the P700+ dark relaxation.

D. Numerical Modeling of Electron Transfer
in PS I

While an analytical solution of respective differential
equations can give significant insight into the general
principles of RC operation, it frequently cannot be used
for detailed description of electron transport in RCs,
because the used approximations do not work, or too
detailed information is needed. In this case, an analyt-
ical analysis should be complemented with a numeri-
cal analysis of the respective differential equations. We
used such an approach to describe electron transport in
wild-type PS I complexes with an intact set or a subset
of iron–sulfur clusters FX, FB, and FA

*.

∗Figure 18 reflects the observation that HgCl2 accelerates the ki-
netics of dark relaxation of P700+. In a control sample, the life-
time of the main component is ∼107 msec, while in the HgCl2
treated sample the lifetime is shortened to ∼20 msec. If we
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Fig. 19. The theoretical time dependence of the relative concentrations of different electron carriers of the PS I complexes with
different subsets of iron–sulfur clusters [none – (panel A), FX only – (panel B), and intact set – (panel C)]. Rate and equilibrium
constants used in calculation are shown in Table 1. The rate constant for the backward transition between two states was calculated
from the forward rate constant and the respective equilibrium constant, which was estimated from the free energy difference for these
two states. In simulating the effect of the removal of PsaC, we assume kFXFA

= 0 to reflect that both FA and FB are absent. Similarly,
we assume kA1FX

= 0 in the case when all iron–sulfur clusters are absent. Adapted from Shinkarev et al. (2002).

Figure 19 shows a series of theoretical curves cal-
culated by solving a respective system of linear differ-
ential equations that describe the flash-induced tran-
sitions between different states in PS I depicted in
Fig. 14:

d[A−
1 ]/dt = −(kA1P + kA1A0

+ kA1FX
)[A−

1 ]

+ kA0A1
[A−

0 ] + kFXA1
[F−

X], etc., (45)

where [A−
0 ], [A−

1 ], [F−
X] are the relative (per PS I com-

plex) concentrations of the PS I states with reduced
A0, A1, and FX, respectively. This system of stiff dif-
ferential equations was solved using Matlab software.
As initial conditions for this system, we assumed that
A0 is completely reduced after the short flash of light,
i.e., [A−

0 (0)] = 1. The values of rate constants and

interpret the acceleration of P700 dark relaxation in the HgCl2
treated sample as indication of the difference in the midpoint
potentials of FA and FB, we can estimate that equilibrium con-
stant between FA and FB is approximately 105/20∼5. This corre-
sponds to the energy difference of ∼40 mV at room temperature,
as shown in the figure. This value evidently contradicts to the low-
temperature measurements where the potential for FB is lower
than that for FA.

Table 1. Values of the time constants and free energy
differences for PS I, used in the calculations of Fig. 19

WT with WT with RubA (no
FX, FB, FA FX only FX, FB, FA)

1/kPP 1 nsec 1 nsec 1 nsec
1/kA0A1

50 psec 50 psec 50 psec
1/kA1FX

100 nsec 100 nsec 0
1/kFXFA

800 nsec 0 –
1/kFAFB

500 nsec 500 nsec 500 nsec
1/kFBFA

250 nsec – –
1/kA0P 30 nsec 30 nsec 30 nsec
1/kA1P 21 μsec 21 μsec 21 μsec
1/kFXP 500 msec 500 msec –
�GA0A1

−250 mV −250 mV −250 mV
�GA1FX

−100 mV −100 mV –
�GFXFA

−105 mV – –

free energy differences used for calculations are sum-
marized in Table 1.

The numerical solution of the respective system of
differential equations for particular set of rate and equi-
librium constants for PS I with different sets of iron–
sulfur clusters allows visualization of general behav-
ior of acceptor side of PS I and is in semiquantita-
tive agreement with experimental results depicted in
Fig. 15.
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V. Conclusions

The initial events of photosynthesis occur in specialized
membrane-bound pigment–protein complexes called
RCs. The structures of RCs, including PS II and PS
I, have been determined at atomic resolution. All RCs
with known structure have a porphyrin–quinone core.
The general outline of photosynthetic RCs includes
two symmetrically arranged branches of six porphyrin
derivatives and two quinones. The porphyrin–quinone
core in different RCs is coupled with specific donors,
acceptors, and light-harvesting antenna. RCs can use
both water-soluble and lipid-soluble donors and ac-
ceptors. The electron exchange of RCs with these
donors and acceptors occurs via specialized processing
sites responsible for recognition of respective donor-
acceptor, and for channeling the electrons and protons
in and out of the complex.

A construction of the appropriate quantitative model
should recognize two different approaches to the de-
scription of electron transport. One is based on the as-
sumption that carriers are mobile and their interactions
occur according to the mass action law. The other, pre-
dominantly used for analysis of RCs, is based on the
assumption that carriers are arranged in complexes.
These approaches are not necessarily exclusive, and it
is often appropriate to use them in parallel, depending
on the application, especially for quantitative descrip-
tion of electron exchange with an RC.

The quantitative models considered here constitute
a basis for the analytical and numerical description of
flash-induced kinetics of electron transfer in native and
mutant RCs.

In many cases the two-state model provides quite ac-
curate insight into the flash-induced relaxation of RCs.
The two main advantages of the two-state model are
its simplicity and the availability of an exact analytical
solution.

We considered here the spreading of equilibrium
model, according to which the time evolution of
RCs after primary charge separation occurs via waves
of quasi-equilibrium. By choosing the certain time
scale of consideration one can effectively describe
the kinetics of flash-induced electron transport in
RCs.

In our analysis of the relaxation of charge-separated
states in RCs we included all parallel pathways of elec-
tron transfer from reduced acceptor species to the oxi-
dized primary donor. This approach has wide applica-
tions for the description of the flash-induced kinetics
of primary donor in RCs of purple bacteria and PS I.
Here we used this approach to describe the kinetics of

P700+ in different PS I preparations that contains either
an intact set, or a subset, of iron–sulfur clusters.

Among all RCs the only PS II can use light energy
to oxidize water (with the release of oxygen and pro-
tons) and to reduce plastoquinone (with the uptake of
protons). The Kok model, which describes the period
four oscillations in oxygen evolution, has been suc-
cessfully used for over 30 years for the interpretation
of experimental data. Because a simple analytical so-
lution for the Kok model was unknown, many indirect
quantitative methods were developed to estimate the
values of the parameters of the Kok model. Here we
described a recently found simple analytical solution
for the Kok model. The solution significantly simpli-
fies the fitting of the experimental data via non-linear
regression analysis. Using the Kok model we were able
to quantitatively describe binary oscillations of the sec-
ondary acceptor semiquinone at the acceptor side of the
RC of PS II and the release of reducing equivalents to
the b6 f complex. The developed models for the simul-
taneous description of the individual S-states, oxygen
evolution and states of acceptor quinones constitute
a basis for quantitative analysis of the charge accu-
mulation processes at the donor and acceptor sides of
PS II.

The analytical description of the kinetics in RCs can
be complemented by a numerical analysis of the re-
spective differential equations. Here we used such an
approach to describe electron transport in PS I com-
plexes with an intact set or a subset of iron–sulfur clus-
ters FX, FB, and FA.
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Summary

Cyclic electron transport around Photosystem I remains one of the last great enigmas in photosynthesis research.
Although first described in 1955 by Arnon and coworkers, the molecular details of the pathway, its physiological
role and even its very occurrence remain in question. Nevertheless, significant progress is starting to be made in our
understanding of this process. At least two pathways of cyclic electron transport appear to operate, one involving
the transfer of electrons from NADPH to plastoquinone and the other operating via the donation of electrons from
ferredoxin to plastoquinone. The relative importance of these two pathways seems to vary between cyanobacteria,
unicellular green algae and higher plants as do many details concerning the regulation of the pathway and its
functional organization in the thylakoid membrane. Two distinct functions for cyclic electron transport can be
defined — the generation of ATP and, in higher plants, the generation of �pH to regulate light harvesting. These
two functions give rise to the need for different regulatory processes to control the ratio of cyclic and linear electron
flow. We discuss recent findings that cast new light on how cyclic electron transport is regulated under a range of
physiological conditions.
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I. Introduction

The concept of cyclic electron transport (ET) around
Photosystem (PS) I is sufficiently established that it fea-
tures in the diagrams of photosynthetic electron trans-
port found in every undergraduate biochemistry text-
book. In spite of this celebrity, the redox components
involved, the functional importance, the regulation and,
indeed, even the very occurrence of this pathway all re-
main unclear. Part of the problem in studying cyclic ET
has been, that, by its very nature, it is difficult to quan-
tify — as a cycle it involves no net flux and so we are
forced to resort to use indirect means to deduce its ex-
istence. There is now growing evidence, however, that
cyclic ET does indeed occur in a variety of organisms
under a wide range of conditions, fulfilling at least two
distinct functions. Here, we present a review of this
evidence, focusing in particular on advances over the
last decade and identifying the challenges that remain.
For more detailed coverage of earlier work and alterna-
tive views on the subject, a number of good reviews are
available (Heber and Walker, 1992; Fork and Herbert,
1993; Bendall and Manasse, 1995; Heber, 2002; Allen,
2003).

II. Early Observations of Cyclic Electron
Transfer

Photosynthetic phosphorylation (photophosphoryla-
tion) was discovered in 1954 by Arnon et al. (1954) who
established that illumination of isolated chloroplasts in
the presence of oxygen-induced ATP synthesis. As this
process was not associated with oxygen formation or
consumption, the contribution of a respiratory chain
could be excluded. Later, it was established that the de-
pendence of photophosphorylation on oxygen can be
abolished by the addition of vitamin K or other naph-
thoquinones (Arnon, 1955). This experiment marks the
discovery of the cyclic phosphorylation process, (re-
viewed in Arnon et al., 1961). The reaction previously
characterized in 1954 by Arnon and coworkers appears
now to be a pseudocyclic process in which electrons
are transferred from water to O2 (Mehler, 1951) via the

Abbreviations: cyt – cytochrome; DBMIB – 2,5-dibromo-
3-methyl-6-isopropyl-p-benzoquinone; DCMU – 3-(3,4-
dichloro-phenyl)-1,1-dimethylurea; ET – electron transport;
ETC – electron transfer chain; Fd – ferredoxin; FNR – ferre-
doxin: NADP oxidoreductase; FQR – ferredoxin: plastoquinone
reductase; HQNO – 2-heptyl-4-hydroxy-quinoline N-oxide;
NDH – NADH dehydrogenase; PC – plastocyanin; PMS – N-
methylphenazonium-3-sulfonate; PQ – plastoquinone; PQH2 –
plastoquinol; PS – Photosystem; RC – reaction center.

linear electron transfer chain. Subsequently, nonphys-
iological compounds, such as phenazine methosulfate
(PMS), were shown to catalyze cyclic photophospho-
rylation more efficiently than vitamin K (Jagendorf and
Avron, 1958).

The anaerobic cyclic phosphorylation identified in
chloroplasts appeared analogous to a cyclic phosphory-
lation process previously identified in chromatophores
from photosynthetic bacteria (Frenkel, 1954). In Rho-
dospirillum rubrum, this cyclic process was observed
to involve cytochrome (cyt) c (Smith and Baltscheff-
sky, 1959); in chloroplasts cyt f is involved (Arnon,
1959). In 1960, Hill and Bendall put forward a model
describing the linear electron transfer chain involving
both the photoreactions PS II and PS I working in se-
ries (Hill and Bendall, 1960). It became clear, however,
that cyclic photophosphorylation involves only PS I,
as it operates in the presence of specific inhibitors of
oxygen evolution, such as 3-(3,4-dichloro-phenyl)-1,1-
dimethylurea (DCMU). Tagawa et al. (1963b) estab-
lished that ferredoxin (Fd) was able to catalyze cyclic
phosphorylation. This provided evidence for a physi-
ological catalyst of cyclic ET, making it seems likely
that this process was more than an artifact of in vitro
conditions.

III. Possible Pathways of Electron Flow
in Cyclic Electron Transfer

There is a general agreement that both PS I and the cyt
b/ f complex are obligatory involved in cyclic elec-
tron flow — cyclic ET is efficiently driven by far-
red light and is sensitive to inhibitors of the cyt b/ f
complex, such as 2,5-dibromo-3-methyl-6-isopropyl-
p-benzoquinone (DBMIB) and stigmatellin — how-
ever, the electron pathway from the acceptor side of PS
I back to the cyt b/ f complex has not yet been clearly
elucidated. Cyclic ET, as conventionally measured,
leads to the generation of a trans-thylakoid pH gra-
dient. Thus, whatever the pathway involved a proton-
pumping step involving the cyt b/ f complex must be
postulated.

Based mainly on studies of the effects of the in-
hibitor antimycin A, it has been postulated that at least
two pathways exist. Experiments performed on isolated
chloroplasts showed that antimycin inhibits cyclic flow
in the presence of Fd (Tagawa et al., 1963b) but not
in the presence of vitamin K or PMS (Whatley et al.,
1959). Hosler and Yocum (1985) measured the ratio of
P/O in the presence of Fd, using oxygen as a terminal
electron acceptor and found this to be sensitive to an-
timycin. They explained this effect as being due to the
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Fig. 1. Possible pathways for cyclic electron flow.

inhibition of cyclic ET. By contrast, when the same ex-
periment was performed using NADP as an electron ac-
ceptor, the P/O ratio was high and antimycin-insensitive
(Hosler and Yocum, 1985). Scheller (1996) measured
the rereduction of P700 following light flashes in the
presence of DCMU and noted an antimycin-insensitive
portion in Fd-mediated cyclic ET, possibly suggesting a
third pathway (Scheller, 1996). However, the very slow
rate of this, barely distinguishable from the DBMIB-
inhibited rate, makes it hard to separate this from back-
ground redox equilibration of the sample. Cleland and
Bendall (1992) measured the oxidation of reduced Fd
following illumination of DCMU-poisoned thylakoids
and found this rate to be inhibited by antimycin A as
completely as by stigmatellin (Cleland and Bendall,
1992). One can thus conclude that several mechanisms
could be involved in a cyclic ET.

In a conventional Q-cycle process (Mitchell, 1975;
Crofts et al., 1983), electrons are transferred to the cyt
b/ f complex via a reduced quinone that binds site Qo,
on the lumenal side of this complex. Assuming this
is the step generating �pH in the cyclic process, we
need to invoke an enzyme that is able to transfer elec-
trons from NADP or Fd to plastoquinone (PQ), with
the resultant plastoquinol (PQH2) being protonated
on the stromal side of the membrane. In cyanobacteria,
the presence of respiratory and photosynthetic electron
transport chains in the same membrane means that this
function could be fulfilled by a respiratory NADH de-
hydrogenase (NDH; complex I). Genes coding for such
an enzyme have also been identified in the chloroplast
genome of higher plants (Shinokazi et al., 1986), which

is a likely candidate to be involved in the cyclic electron
transfer chain (ETC) (Fig. 1, pathway 1).

Moss and Bendall (1984) noted that, whilst both Fd-
mediated and artificially mediated cyclic ET are sensi-
tive to the cyt b inhibitor 2-heptyl-4-hydroxy-quinoline
N-oxide (HQNO), only Fd-mediated cyclic ET was
sensitive to antimycin (Moss and Bendall, 1984). This
led them to suggest an alternative site for antimycin
inhibition on an enzyme distinct from the b/ f com-
plex, termed ferredoxin:plastoquinone oxidoreductase
(FQR) (Fig. 1, pathway 2).

The involvement of ferredoxin:NADP oxidoreduc-
tase (FNR) in cyclic ET has been much discussed. Its
involvement in the NADP-dependent pathway is pre-
sumed; however, a role in the Fd-dependent pathway
has also been postulated. The observation that this en-
zyme is stoichiometrically bound to the cyt b/ f com-
plex in spinach provides an intriguing indication of an
additional role, other than that of linear electron trans-
port (Zhang et al., 2001). It is suggested that FNR me-
diates the transfer of electrons from ferredoxin to site
Qi (Fig. 1, pathway 3).

The mechanisms involved in these different path-
ways will be discussed in more detail below.

IV. Redox Poising of the Cyclic Electron
Transfer Chain

Photochemical charge separation at the level of a
reaction center (RC) requires the presence of a re-
duced primary donor and an oxidized electron acceptor.
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Over-reduction or overoxidation of the cyclic chain will
thus inhibit this process. The concept of redox poising
of the cyclic ETC was introduced to explain the oxygen
requirement of cyclic phosphorylation (Tagawa et al.,
1963a; Whatley, 1963; reviewed in Allen, 1983). Later,
Arnon and Chain (1977) established that a maximum
efficiency of the cyclic ET in the presence of oxygen
is observed in the presence of NADPH and subsaturat-
ing concentrations of DCMU that impose an optimal
redox poise of the carriers involved in the cyclic chain
(Arnon and Chain, 1977).

Redox poising is determined by the relative rate of
electron efflux or influx from or toward the carriers
belonging to the cyclic electron transfer chain. Both
efflux and influx will occur preferentially at the level
of mobile carriers that are common to linear and cyclic
chains. PS II will be the main source of reductive power
(Fig. 1, pathways a and b) while electron efflux will
occur at the level of PS I acceptors toward O2 and the
Benson–Calvin cycle (Fig. 1, pathways c and d, respec-
tively). If we assume that cyclic and linear pathways are
connected, i.e., share the same mobile carriers, the re-
dox poise of the cyclic chain will be controlled by the
electron flow through the linear chain. Under strong il-
lumination, given under condition where the Benson–
Calvin cycle is inhibited (e.g., in isolated thylakoids or
dark-adapted leaves), PS II will induce an overreduc-
tion of the cyclic chain, via pathway a or b (Fig. 1).
Conversely, under conditions where PS II is inhibited
or under far-red light, the electron efflux via pathway c
or d will induce an overoxidation of the cyclic chain. On
the other hand, if the cyclic and linear chains are struc-
turally separated, the redox poise of the cyclic chain
will be controlled by the rate of slow electron leaks
that occur between carriers involved in both processes.
We thus conclude that the structural organization of
membrane proteins that controls the localization of the
cyclic and linear chains within the membrane may play
an essential role in the control of the efficiency of the
cyclic process.

V. Structural Organization of Thylakoid
Membranes – Consequences for
Cyclic Electron Transfer

Oxygenic photosynthetic organisms — higher plants,
unicellular algae, and cyanobacteria — differ substan-
tially in the supramolecular organization of their pho-
tosynthetic membranes and these differences may have
important consequences for the pathway and regulation
of cyclic ET.

In higher plants, PS II and PS I are localized in dif-
ferent membrane regions (Andersson and Anderson,
1980). Most of PS II is localized in the appressed
regions of the grana stacks while PS I is localized
in the stroma lamellae and in the granal end mem-
branes. Unlike PS II and PS I, cyt b/ f complex is
distributed across all membrane regions (Cox and An-
dersson, 1981). An open question concerns a possi-
ble localization of PS I centers in the margin of the
grana stacks (Webber et al., 1988; Anderson, 1989;
Albertsson, 1995). Albertsson (2001) put forward the
hypothesis that PS I localized in the margin and ends
of the grana stacks contributes to the linear pathway
while PS I localized in the stroma lamellae contributes
to the cyclic pathway (Albertsson, 2001). The local-
ization of PS I and PS II in different membrane re-
gions requires long-range diffusion of the mobile car-
riers PQ or plastocyanin (PC). A detailed analysis of
the kinetics of electron transfer reaction between PS II
and the PQ pool has shown that diffusion of PQ is re-
stricted to small heterogeneous domains including an
average of three to four RC, a membrane surface much
smaller than the size of a grana disk (Joliot et al., 1992;
Lavergne et al., 1992; Kirchhoff et al., 2000). It is as-
sumed that the membrane proteins, which occupy more
than half of the membrane surface, limit the diffusion
of PQ. This implies that PQ is not involved in long dis-
tance transfer and that the linear process exclusively
involves cyt b/ f complexes localized close to PS II,
i.e., in the appressed regions. Conversely, the sole role
of the cyt b/ f complexes localized in the stroma region
might be to participate in the cyclic process (“cyclic cyt
b/ f ”).

It worth pointing out that, if the photosynthetic ap-
paratus were exclusively devoted to a linear process,
one would expect that its optimization during evolu-
tion would have led to a random distribution of RCs
within the membrane. Such a distribution would mini-
mize the distance between membrane proteins, leading
to faster electron exchanges mediated by PQ or PC.
Thus, the segregation of PS I and PS II centers in differ-
ent membrane regions can be taken as a way to separate
the carriers involved in the cyclic and the linear flows,
which limits redox cross-talk between the cyclic and
linear chains. Structural separation between the linear
and cyclic processes is pushed to an extreme in the case
of C4 plants, in which only a cyclic process operates
in bundle sheath cells that mainly include PS I centers
(Bassi et al., 1985).

In green unicellular algae, the supramolecular or-
ganization of thylakoid membranes significantly dif-
fers from that in higher plants. Thylakoid membranes
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consist of long flat vesicles (disks) that are generally
stacked in groups of 2–4, a much smaller number than
that seen in higher plants. Freeze-fracture images sug-
gest that appressed and nonappressed regions are more
widely connected than is the case in chloroplasts of
higher plants, which are connected by narrow fret junc-
tions. This membrane organization suggests that cyclic
and linear pathways could interact more in green algae
than in higher plants.

In cyanobacteria, thylakoids membranes are un-
stacked and appear as isolated flat vesicles. The orga-
nization of these membranes differs between species
but concentric arrangements of thylakoids are of-
ten seen in rod-shaped cells as Synechococcus sp.
PCC 6803 or filamentous species such as Phormidium
laminosum. There is evidence from freeze-fracture im-
ages of cyanobacterial thylakoid membranes that PS I
and PS II are typically found in the same membrane
regions — see Mullineaux (1999), although Sherman
et al. (1994) noted a slight asymmetry in the distri-
bution of complexes in Synechococcus sp. PCC 6803,
suggesting a concentration of PS I near to the plasma
membranes. Spatial segregation of linear and cyclic
chains is thus very unlikely and one expects these path-
ways to share the same electron carriers. In contrast
to photosynthetic eukaryotes, thylakoids in cyanobac-
teria include a respiratory chain that shares the PQ
pool and the cyt b/ f complex with the photosynthetic
chain (for a review see Schmetteter, 1994). Thus, re-
dox poising of a putative cyclic chain could be con-
trolled by interaction with the linear photosynthetic
chain as well as with the respiratory chain. An open
question is the nature of the substrate of the NDH en-
zymes of the respiratory chain—NADH or NADPH—
localized in the thylakoids. NADPH-PQ reductase,
present at high concentration in the chloroplasts, could
itself contribute efficiently to a cyclic process (Fig. 1,
pathway 1).

VI. Occurrence of Cyclic Flow in
Higher Plants

Work establishing the existence of pathways for cyclic
ET has largely been performed in isolated systems, usu-
ally thylakoid membranes (broken chloroplasts), with
addition of natural or artificial mediators. While such
studies are essential in characterizing the pathway of
cyclic ET, they leave open the question; does this path-
way actually operate under in vivo conditions? More
specifically, if we are to understand the function of
cyclic ET it must be established whether it occurs un-

der normal physiological conditions, where linear ET
is also possible.

Many of the studies that have indicated the presence
of cyclic ET in intact leaves have used rather indirect
means, typically involving conditions that largely or
totally suppress PS II turnover. While such studies are
valuable, especially in trying to understand the regula-
tion of the cyclic pathway, they do not, in themselves,
show that this pathway is able to compete with linear
ET.

One commonly used assay taken as evidence for
cyclic flux is the measurement of the relaxation of
P700+ following illumination of a leaf with a period
of far-red light (� > 695 nm) or in the presence of a
PS II inhibitor, such as DCMU (Maxwell and Biggins,
1976). When a leaf is exposed to far-red light to oxi-
dize P700 and then that light is abruptly cut, typically
at least two phases of P700+ reduction can be detected.
The half time for the fast phase is typically of the order
of 200–1,000 msec (Joët et al., 2002). By comparison,
in white light, under conditions where PS II is turning
over normally, the half time for P700+ reduction is of
the order of 10–20 msec. Thus, it seems immediately
unlikely that cyclic ET could ever compete effectively
with a linear flow that is 10–50 times faster. However,
measurements made in the absence of PS II turnover
will tend to result the accumulation of electron trans-
fer components (including Fd and NADP) in the ox-
idized state and so, the half times measured probably
represent a gross underestimate of the maximum rate
of electron flow from the stroma to P700+. The rate
of P700+ reduction varies between different groups of
organisms, being slow in plants and especially slow in
C3 plants (Herbert et al., 1990; Joët et al., 2002). The
rate can, however, be accelerated under certain condi-
tions, for example under anaerobiosis (Joët et al., 2002)
or following heat stress (Maxwell and Biggins, 1976;
Burrows et al., 1998; Bukhov et al., 1999). The former
probably reflects an increase in the reduction state of the
chloroplast in the dark, increasing the supply of reduc-
tant to re-reduce P700+. In the latter case, it is less clear
what gives rise to the effect, it may relate to a tempera-
ture induced shift in redox poise or to an “opening up”
of redox components to the surrounding medium accel-
erating their reduction. Recently, Golding et al. (2004),
examining the relaxation of P700+ in the presence of
the PS II inhibitor DCMU, observed that preillumina-
tion of leaves eliminates the fast component of P700+

reduction but that this effect is removed if the leaves
are experiencing drought stress. It is suggested that a
transient “cyclic-enabled” state existing in the dark is
stabilized under drought conditions (Johnson, 2005).
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Another parameter that has been taken to indicate
cyclic ET is the presence of a transient rise in fluo-
rescence following illumination (Asada et al., 1993;
Burrows et al., 1998). When actinic light is removed,
the fluorescence yield falls, due to the oxidation of Q−

A.
In some conditions, the yield of fluorescence is seen
to rise transiently and then fall again. This effect is at-
tributed to the reduction of the PQ pool by electrons
originating from the stroma, indicating that a pathway
exists between the stroma and the electron transport
chain that could participate in cyclic ET. Such measure-
ments can be made following conditions of steady-state
white light, so may reflect better the normal physiolog-
ical state of the leaf but, as with the decay of P700+,
involve processes that are far too slow (several tens of
seconds) for them to be supposed to be involved in effi-
cient cyclic ET in competition with linear ET. As with
the decay of P700+ following far-red light, this effect
is enhanced by exposing plants to heat stress (Sazanov
et al., 1998).

Although cyclic ET involves no net flux that can
be measured, it does nonetheless have “products” that
are measurable, notably the formation of a pH gradi-
ent across the thylakoid membrane, which can be ev-
idenced using optical spectroscopy and the storage of
light energy, which is measured using the technique of
photoacoustics.

Two absorbance signals have been used as indicators
of the pumping of protons across the thylakoid mem-
brane during cyclic ET: Proton translocation results
in the formation of a transmembrane electrical poten-
tial, which can be measured as an apparent absorbance
change around 515 nm; and the swelling of the thy-
lakoid membrane that occurs when a �pH is generated
induces a change in its light scattering properties, giv-
ing an apparent absorbance change in the region of
535 nm. Both of these absorbance changes can be ob-
served when leaves are illuminated with far-red light,
indicating that cyclic ET is occurring and is generating
�pH. However, the conditions needed to observe such
changes are often quite specific, so again it is difficult
to be certain whether the cycling observed is relevant
to conditions of steady-state photosynthesis.

Photoacoustics measures pressure waves produced
in samples in response to light, which can be inter-
preted to provide information on energy storage and
gas exchange. Photoacoustic signals are complex, with
a number of different processes contributing, so it is
necessary to design experiments carefully to give any
information on cyclic ET. As with most other methods,
this often means using far-red light to avoid any con-
tribution from PS II photochemistry. A large number

of studies have been published using this approach, of-
ten in combination with other approaches. For example
(Joët et al., 2002), recently combined measurements of
photoacoustics with relaxation of P700+ to investigate
the functioning of cyclic ET in tobacco.

In spite of the array of different methods that have
been applied in an attempt to determine whether cyclic
ET occurs in higher plants, the question still remains
controversial. A clear case where cyclic ET is thought
to be the norm is in the bundle sheath cells of certain
C4 plants, including maize (Herbert et al., 1990; Asada
et al., 1993; Joët et al., 2002). In such cells, PS II is
largely absent, yet these cells are responsible for the
fixation of CO2 through normal Benson–Calvin cycle
activity. By contrast, photosynthesis (and specifically
PS II) is not responsible for generating the reducing
potential required to drive CO2 fixation, since this is
generated through the oxidation and decarboxylation
of malate imported from the mesophyll. Cyclic ET is
thought to provide the ATP. Studies using photoacous-
tics and P700+ reduction kinetics have both provided
support for the occurrence of cyclic ET in maize bun-
dle sheath chloroplasts (Herbert et al., 1990; Joët et al.,
2002) as have combined measurements of P700 and
chlorophyll fluorescence under combinations of far-red
and red light (Asada et al., 1993).

In C3 plants, the situation is less clear. As early as
1978, Heber et al. (1978) observed the presence of far
red-induced light scattering changes in spinach leaves.
This scattering was slow to form however and was in-
hibited by oxygen. The latter observation can easily be
explained in terms of the ability of oxygen to oxidize
the acceptor side of PS I. If PS II activity is suppressed,
then electrons taking part in the cyclic pathway that are
leaked to oxygen cannot be replaced. The cyclic ETC
will rapidly become completely oxidized and cyclic ET
will stop. This contrasts with the situation in C4 bundle
sheath cells, where reductant is available from the de-
carboxylation of malate, such that, even in the absence
of PS II activity, electrons can be reinjected in to the
cyclic pathway.

A number of studies have, however, indicated that ef-
ficient far red-induced cyclic ET can occur in C3 leaves,
however, this requires careful selection of conditions.
For example, Katona et al. (1992) observed that, under
conditions of CO2 free air, far-red light was able to effi-
ciently energize chloroplasts in cabbage leaves, as indi-
cated by light scattering changes. This effect was how-
ever suppressed by O2 or CO2. Heber et al. (1992) per-
formed similar experiments on ivy leaves and reached
similar conclusions, with the CO2 concentration again
being crucial. By contrast, the combination of red light
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(rather than far-red) and low CO2 and O2 did not result
in chloroplast energization. In other words, conditions
giving rise to PS II turnover in the absence of any termi-
nal electron acceptor result in the rapid total reduction
of the ETC. Under such conditions, no further electron
transport, linear or cyclic, is possible (see section on
redox poising above). Taking an alternative approach,
Cornic and colleagues observed the effects of periods
of actinic illumination on the ability of limiting levels
of far-red light to oxidize P700. Even short periods of
high light were found to be sufficient to reduce the ef-
fectiveness of far-red light in oxidizing P700. This was
interpreted as being due to an activation of cyclic ET
during high light, feeding electrons back into the ETC
via an efficient cyclic pathway (Cornic et al., 2000).

While the above discussion leads to the conclusion
that cyclic ET can be induced in the leaves of higher
plants, it does not tell us whether it does occur un-
der conditions of steady-state photosynthesis. Given
the low rates of ET that have been measured and the
careful poising that is often needed to observe cyclic
ET, it is not at all clear that this pathway can compete
under conditions where linear ET is feeding electrons
into the ETC. To determine whether or not cyclic is a
real physiological phenomenon, we need to be able to
measure it under conditions of normal photosynthesis.

The most common approach evidencing cyclic ET
under conditions of steady-state photosynthesis is to
examine the relationship between PS I and PS II elec-
tron transport. Given that cyclic ET involves only PS
I and linear both PS I and PS II, any change in cyclic
ET, relative to linear ET will give a change in the ratio
of the flux of the two photosystems. Measurements of
PS II flux are usually made using analysis of chloro-
phyll fluorescence. The quantum efficiency of PS II is
measured as the parameter �PS II (Genty et al., 1989).
Multiplying this parameter by the light intensity gives
a measure of relative flux. Provided light interception
by the PS II antenna remains constant (which might not
be the case, e.g., due to state transitions) this parame-
ter is thought to give a robust relative measure of the
PS II electron transport rate.

In vivo measurements of PS I electron transport
under conditions of steady-state photosynthesis have
proved more controversial. A commonly used approach
has been to measure the redox state of the P700 pool
and to take the extent of reduction of this pool as a mea-
sure of the quantum efficiency of PS I. Comparisons of
PS I turnover measured in this way with PS II turnover
measured by fluorescence have been made at a vari-
ety of irradiances and CO2 concentrations (Harbinson
and Foyer, 1991; Harbinson, 1994). These studies have

found the relationship between these two parameters
to be linear. Thus, it has been concluded that, under
most physiological conditions, cyclic ET is either ab-
sent in the presence of light or forms a constant propor-
tion of the linear flux. More recent data have however
found clear evidence for cyclic electron transport using
this approach (Clark and Johnson, 2001; Miyake et al.,
2004; Miyake et al., 2005a,b).

The contradictions between the above studies have
not yet been fully explained however probably relate to
the measuring conditions or the physiological status of
the plants concerned. Observations of cyclic ET have
been made under conditions where the supply of CO2 to
the leaf is restricted. For example, Harbinson and Foyer
(1991) observed that the relationship between PS I and
PS II quantum efficiency (using light as a variable) was
different in CO2 free air to that seen in the presence
of CO2. Gerst et al. (1995) observed that, upon im-
posing drought stress upon a leaf in the light, PS II
was more sensitive to inhibition than PS I. By contrast,
however, in experiments where a leaf was exposed to
varying CO2, the relationship between PS I and PS II
efficiency was found to be linear, extrapolating to the
origin (Harbinson, 1994). Thus any cyclic flow that oc-
curs must be in proportion to linear flow. In a similar
experiment, Golding and Johnson (2003) noted that,
although the total amount of reduced P700 was pro-
portional to PS II efficiency, this relationship did not
extrapolate to the origin, giving space for a constant
rate of cyclic ET (Golding and Johnson, 2003). In ad-
dition, however, these authors applied the method of
Klughammer and Schreiber (1994), to estimate the pro-
portion of PS I in an “active” state. This measurement
is performed by superimposing a saturating flash of
white light on top of background actinic illumination
and then transferring the sample directly to darkness,
taking the total signal following the flash-to-dark tran-
sition as a measure of active centers. In the study of
Klughammer and Schreiber (1994), the loss of active
centers was supposed to be related to a limitation on the
acceptor side of PS I, preventing centers from turning
over. Surprisingly, Golding and Johnson (2003) noted
that active PS I rose at low CO2 (i.e., under conditions
where PS I is most likely to be acceptor-side limited).
They suggested that a distinct population of PS I cen-
ters exists that is largely or wholly involved in cyclic
ET. This “cyclic-only” pool is activated at low concen-
trations of CO2 and under high light. Thus, the con-
tradictions in earlier measurements might be related
to the way in which CO2 limitation was applied and
whether these “cyclic” centers were already activated
or not.
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In measurements of cyclic ET in far-red light it has
been common to take the rate of P700+ reduction as
an indicator of PS I turnover (Maxwell and Biggins,
1976). Essentially, the same approach can be applied
in white light conditions. This relies on the limiting step
in electron transport lying prior to PS I, which is usu-
ally the case under physiological conditions, such that
the flow of electrons to P700 can be measured and re-
flects the overall flux through PS I. A potential problem
with this method was noted by Sacksteder and Kramer
(2000), who noted that a net reduction of cyt f , mea-
sured at the time the light is switched off, might have
to be taken into account to determine the electron flux
toward P700 (Sacksteder and Kramer, 2000). Strictly,
there should be no net reduction of cyt f at the moment
when the light is switched off, as at steady-state the rate
of oxidation and reduction are identical and neither of
these are instantly affected by cutting the light. Practi-
cally, given the time resolution and sensitivity of most
instruments, this may be a problem but only under low
light conditions where P700 is largely reduced but cyt
f oxidized, giving rise to a short time lag in the re-
duction of cyt f . Sacksteder and Kramer (2000) have
compared the turnover of PS I and PS II in greenhouse
grown sunflowers. They observed a linear relationship
between PS I and PS II ET, implying no (or a con-
stant proportion of) cyclic ET, the same conclusion as
reached by Harbinson and colleagues using P700 re-
dox state to measure PS I turnover (Harbinson et al.,
1990; Harbinson, 1994). In contrast, Clarke and John-
son compared the rates of PS I and PS II turnover across
a range of temperatures and light intensities in barley
grown in a growth cabinet. They observed that PS II
photochemistry saturated at lower irradiances and was
more sensitive to low temperature than PS I. Thus, they
concluded that high light and low temperatures lead to
enhancement of cyclic ET (Clarke and Johnson, 2001).
The contradiction between these two studies may re-
flect a species difference, but is more likely explained
by the range of light intensities used in each case. In
the experiments of Sacksteder and Kramer, the high-
est light intensities used were just saturating, whereas
for Clarke and Johnson light intensities were used that
went well above saturating for PS II electron transport
(though not necessarily for PS I). Thus it appears that
cyclic ET is a characteristic of saturating light, although
a low rate at subsaturating light cannot be excluded, if
this forms a constant proportion of the linear flux. A
similar approach by Golding and Johnson (2003) drew
the same conclusion concerning responses to low CO2

and drought.
A new technical approach, based on membrane po-

tential measurements (Joliot and Joliot, 2002, 2004)

has been developed to determine the absolute rate
of the cyclic and linear pathways whatever the in-
tensity of illumination. In this method, the sum of
the rates of photochemical reactions I and II is mea-
sured by the difference in the rate of membrane po-
tential changes determined immediately before or after
switching off the light. Experiments were performed
under strong light excitation in the presence of air, with
dark-adapted spinach (Joliot and Joliot, 2002) or Ara-
bidopsis thaliana leaves (Joliot and Joliot, 2004), i.e.,
in conditions where the Benson–Calvin cycle and thus,
the linear ET, is mainly inactive. Under saturating illu-
mination, rate of the cyclic flow is estimated to ∼130
sec−1 and remains roughly constant during the first 10
sec of illumination. Unexpectedly, this cyclic process
is not inhibited by antimycin (Joliot and Joliot, 2002).
Under the same conditions, fluorescence induction ki-
netics shows that a pool of soluble PS I acceptors (Fd,
FNR and NADP) of approximately nine electron equiv-
alents is reduced in less than 100 msec via the linear
pathway. This implies that, even in dark-adapted leaves,
PS I remains able to transfer electrons to a pool of oxi-
dized PS I acceptors. In the presence of DCMU, where
the linear flow is fully inhibited, a similar rate of the
cyclic flow is measured during the first seconds of illu-
mination. This rate progressively drops to zero in ∼7
sec, due to slow electron leaks that lead to the oxidation
of the carriers involved in the cyclic chain.

After 100 msec of illumination at an intensity that
is saturating for the cyclic process, most of P700 is
reduced (Harbinson and Hedley, 1993; Strasser et al.,
2001; Joliot and Joliot, 2002; Schankser et al., 2003)
implying that a fast charge recombination between
P700+ and reduced acceptors will occur. In agreement
with this assumption, it is observed that the kinetics of
the membrane potential displays a fast decaying phase
of small amplitude, which is completed in ∼500 μsec.
The amplitude of this phase is roughly proportional
to the light intensity. This phase correlates with a re-
duction phase of P700+ (measured by the absorption
changes at 810 nm) and has been ascribed to a charge
recombination between P700+ and most probably the
iron-sulfur carrier FX (Joliot and Joliot, 2002). It can
be thus concluded that most of the carriers of the linear
and cyclic chains are poised in their reduced state. A
small fraction of “cyclic PS I” centers includes P700+

and a single negative charge on the FA/FB cluster. For
these RCs, the rate of P700+ reduction via the cyclic
pathway is faster than the rate of charge recombination
between P700+ and (FA/FB)− (t1/2 ∼ 45 msec; Hiyama
and Ke, 1971).

A charge recombination process is also observed in
the presence of DCMU, the amplitude of which is half
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that measured in its absence. This is explained by the
fact that illumination induces the oxidation of all the
carriers of the linear chain, while the carriers involved
in the cyclic pathway are transitorily poised at a poten-
tial able to induce the reduction of most of the FA/FB

acceptors (<−600 mV). In the 1–7 sec time range, the
decrease in the rate of the cyclic flow is associated with
a corresponding decrease in the amplitude of the charge
recombination phase. This parallel decrease reveals a
progressive oxidation of all the carriers involved in the
cyclic process, associated with a slow electron leak to-
ward O2 or the Benson–Calvin cycle.

VII. Pathway of Cyclic Flow in Higher
Plants

Work described above leads us to conclude that cyclic
ET is a real physiological phenomenon, though per-
haps only occurring under a limited range of conditions.
The question then arises, what is (are) the physiologi-
cal pathway(s) for this electron flow. Early work indi-
cating two pathways of cyclic ET in isolated systems
were mainly based on measurements of chloroplasts
isolated from C3 plants. We would therefore expect to
see evidence for both the ferredoxin-linked antimycin-
sensitive and the NADPH-linked antimycin-insensitive
pathways in whole leaves. The in vivo data on the
effect of antimycin A are however, ambiguous. Joët
et al. (2002) reported a slow cyclic ET measured under
far-red excitation is stimulated in anaerobiosis but also
in the presence of inhibitors of the respiratory chain,
including antimycin. In the same way, antimycin does
not inhibit the fast cyclic flow measured under strong
illumination of dark-adapted leaves (Joliot and Joliot,
2002). In both cases, it was proposed that the effect
of antimycin is related to the inhibition of the respi-
ratory chain, which increases the reducing power in
chloroplasts via mitochondria–chloroplast interac-
tions. Further confusion might arise in in vivo mea-
surements because of other functions of antimycin, no-
tably its ability to inhibit nonphotochemical quenching
(Oxborough and Horton, 1987). We thus conclude that
effect of antimycin is not a decisive test in proposing
or excluding the occurrence of cyclic electron flow.

A. NADPH-Dependent Cyclic Electron
Transfer

The more convincing arguments that favor the involve-
ment of NADPH:PQ reductase (NDH) in the cyclic
pathway come from the analysis of mutants lacking
this enzyme. NDH-dependent cyclic ET reported in the

literature appears as a slow process that is very likely re-
lated to the low concentration of NDH [∼1% of that of
the photosynthetic chain (Sazanov et al., 1995)]. Levels
of this complex are seen to increase under conditions
of stress, suggesting a role in survival under conditions
of oxidative stress (Casano et al., 2000; Teicher et al.,
2000; Lascano et al., 2003), however, to what extent this
increases the flux through the NDH complex remains
unclear. Burrows et al. (1998) observed that plants
lacking the NDH complex lacked the transient fluo-
rescence rise seen following illumination. Hashimoto
et al. (2003) were recently able to use this character-
istic to identify a new mutant of A. thaliana, CRR2,
which lacks a nuclear encoded factor that seems to be
essential for NDH expression. However, the absence
of a fluorescence rise in NDH-less mutants seems to
be highly sensitive to the developmental and metabolic
status of the leaf (A. Krieger-Liszkay, personal com-
munication.), supporting the idea that this is not the
only route for reduction of the PQ pool by stromal
factors. Evidence has also been published that the re-
duction of P700+ following far-red light is affected in
plants lacking the NDH complex (Joët et al., 2002).
Involvement of NDH in the fast cyclic ET measured in
dark-adapted leaves submitted to strong illumination
(Joliot and Joliot, 2002, 2004) appears unlikely as this
enzyme, which is present at low concentration, would
have to operate at rate as high as ∼104 sec−1 to sustain
a rate of electron flow of 130 sec−1.

B. Ferredoxin-Dependent Cyclic Electron
Transfer

If rapid rates of cyclic ET cannot be sustained by the
NDH complex, then we must consider the likely in-
volvement of a ferredoxin pathway. Electrons maybe
directly transferred from Fd either directly to cyt b/ f
(Fig. 1, pathway 3) or via a FQR (Fig. 1, pathway 2;
Bendall and Manasse, 1995). In Fig. 2, a mechanism
is proposed that results in the pumping of one proton
per electron transferred, but differs from conventional
Q-cycle process (Joliot and Joliot, 2004). FNR is
known to copurify with the cyt b/ f complex (Clark
et al., 1984) and provides a binding site for Fd (Zhang
et al., 2001). It seems likely that the electron path-
way between Fd and site Qi involves the covalently
bound cyt c′ (cyt ci) recently characterized in the struc-
ture of cyt b/ f complex in Chlamydomonas reinhardtii
(Stroebel et al., 2003) and in cyanobacteria (Kurisu
et al., 2003). On the other hand, it has been proposed
that an electron carrier G (Lavergne, 1983; Joliot and
Joliot, 1988), is localized on the stromal side of the cyt
b/ f complex and able to exchange electrons with cyt
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Fig. 2. A mechanism for the ferredoxin-dependent electron
transfer.

bh. This carrier G has been now identified as cyt ci

(Alric et al., 2005). According to Fig. 2, sites Qi and
Qo behave quite symmetrically. At site Qi, reduction
of PQ involves the transfer of one electron from Fd
and one electron from cyt bh; at site Qo, oxidation of
PQH2 involves the transfer of one electron to cyt f via
the Rieske Fe/S protein and one electron to cyt bl. It
worth noting that, in the dark, reduction of the PQ pool
could be induced by the sequential transfer of electrons
from Fd to site Qi and the cyt b/ f complex would then
behave as a FQR. Evidence for a distinct FQR, indepen-
dent of the Qi site, is related to the effect of antimycin
compared to HQNO (Moss and Bendall, 1984). This
evidence only rules out a role for antimycin in blocking
the Qi site and does not rule out the involvement of that
site, if it does not bind antimycin.

It has been proposed that the small hydrophilic
polypeptide PGR5 is required in a process of proton
gradient generation and could be involved in FQR ac-
tivity (Munekage et al., 2002). At present, very little
information on this mutant is available and a better

characterization of its function is required. PGR5 lacks
a metal binding motif that might implicate it in a direct
role in electron transfer, however it might play a sec-
ondary role, e.g., in being involved in the binding of
FNR to the cyt b/ f complex. The published evidence
that PGR5 is involved in cyclic ET is based on the obser-
vation that NADPH and Fd-dependent reduction of PQ
pool, measured by chlorophyll fluorescence is impaired
in PGR5 mutant. This observation needs to be consid-
ered with care, however, since the effect on the kinetics
of PQ reduction and the sensitivity to antimycin appear
to be qualitatively the same, with only the amplitude of
the fluorescence rise being changed (Munekage et al.,
2002). Since the latter might be sensitive to other fac-
tors, for example the presence of photoinhibited PS II
centers in the thylakoid membrane, this result is not
conclusive.

The fraction of PS I centers that operate according
to the cyclic or linear mode has been determined by
measuring P700 and PC oxidation under weak far-red
excitation (8 photons / PSI / s), a photochemical rate
constant well below the rate constant of the limiting
steps of cyclic or linear flow (Joliot and Joliot, 2005).
Far-red illumination of a dark-adapted leaf induces a
slow oxidation of P700 and PC that is completed in
10–20 sec. During this oxidation phase, the number of
PS I turnovers is much larger than the number of elec-
trons stored in the primary and secondary PS I donors.
It implies that most of the electrons formed on the stro-
mal side of PS I are transferred back to PS I via the
cyt b/ f complex (cyclic electron flow). Slow electron
leaks, probably toward the Benson-Calvin cycle, result
in a progressive oxidation of most of the carriers in-
volved in the cyclic pathway, including P700. When the
same leaf is first preilluminated for several minutes un-
der green light that excites both photosystems and acti-
vates the Benson-Calvin cycle, P700 oxidation induced
by far-red excitation is a much faster process completed
in less than 3 sec. The kinetics of P700 oxidation mea-
sured with a preilluminated leaf is close to that mea-
sured in the presence of methyl viologen, an efficient
PS I electron acceptor. It implies that, in preillumi-
nated leaves, most of the electrons reaching the stromal
size of PS I are transferred to the Benson-Calvin cy-
cle via FNR and NADP (linear electron flow). Using
the same approach, the transition from a cyclic (dark-
adapted leaf) to a linear mode (preilluminated leaf) has
been recently analyzed during the course of the green
preillumination (P. Joliot, unpublished data). For the
first minute of illumination, most of PS I centers con-
tribute to cyclic electron flow. During the subsequent
period of illumination (1–10 min), activation of the
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Fig. 3. A model for the structural organization of linear and cyclic ways within the photosynthetic membrane.

Benson-Calvin cycle, as shown by the increase in the
rate of linear flow, correlates with a decrease in the rate
of the cyclic flow. In the same way, the slowdown of
the linear flow induced by a lack of CO2 is associated
with an increase of the rate of the cyclic flow, as previ-
ously proposed by Heber and co-workers (Hauser et al.,
1995). These results suggest that linear and cyclic path-
ways be in permanent competition for the reoxidation
of Fd. The relative efficiency of cyclic and linear path-
ways is suggested to be determined by the probability of
Fd binding either to a site localized on the stromal site
of the cyt b/ f complex or to an ‘active’ FNR. This we
define as an FNR molecule to which NADP+ is bound.
Activation of cyclic flow is thus associated with the re-
duction of NADP+ and the competition between cyclic
and linear mode will be controlled by the redox state
of NADP which depends upon the degree of activation
of the Benson-Calvin cycle. In dark-adapted leaves, il-
lumination first induces the reduction of the small pool
of acceptors present in their oxidized state (FNR and
NADP+). When this pool is fully reduced, Fd in excess
is available to bind the stromal site of cyt b/ f , which
initiates cyclic electron flow.

In the model depicted in Fig. 3, Fd is presumed to
freely diffuse in the stromal compartment. This con-
trasts with models in which the cyclic chain is orga-
nized in supercomplexes that associate 1 PS I center / a
cyt b/ f 1 PC / 1 Fd (Carillo and Vallejos, 1983; Laisk
et al., 1992; Laisk, 1993; Joliot and Joliot, 2002). In
this hypothesis, the concentration of PS I included in
the supercomplex cannot be larger than that of cyt b/ f
complex localized in the non-appressed region of the
membrane. As most of PS I can be involved in cyclic

electron flow (Joliot and Joliot, 2005) and only ∼50%
of cyt b/ f complex is localized in the non-appressed re-
gion Albertsson, 2001), the obligatory formation of su-
percomplexes for cyclic electron flow can be excluded.

VIII. Cyclic Flow in Green Unicellular
Algae

There is a general consensus that a cyclic electron flow
operates in algae, at least under anaerobic conditions,
when PS II activity is mainly inhibited due to the re-
duction of QA. It worth pointing out that, in contrast to
higher plants, anaerobiosis is a common occurrence for
many algae in their natural environment. Anaerobiosis
is known to induce state 1 to state 2 transition associ-
ated with changes in the distribution of the membrane
complexes (Bulté et al., 1990) to a much larger extent
than those induced by chromatic adaptation (Bonaven-
tura and Myers, 1969). Anaerobiosis, like all treatments
that decrease the ATP content of the cell (mitochon-
drial inhibitors, uncouplers, ATP-synthase inhibitors),
induces the transfer of most of the light harvesting com-
plex LHC II (Bulté et al., 1990) and of a fraction of
cyt b/ f complexes (Vallon et al., 1991) from the ap-
pressed to the nonappressed region of the thylakoids.
On the basis of measurements of the turnover rate of
cyt f , Finazzi et al. (1999) concluded that only linear
ET is active in the presence of O2 (state 1 conditions),
while cyclic electron flow operates in state 2 condi-
tions (anaerobiosis or presence of uncouplers), where
the linear process is fully inhibited. The rate of cyclic
flow measured in state 2 conditions is similar to that



650 Pierre Joliot, Anne Joliot and Giles Johnson

measured for the linear flow at the same light inten-
sity in state 1 conditions. One can thus conclude that in
anaerobic conditions, most of the antennae is involved
in the cyclic process with ∼80% of the light collected
by the “cyclic PS I.” In these conditions, unicellular
algae may behave in a similar way to the green bac-
teria with type I photosystems, with a photosynthetic
process entirely devoted to ATP synthesis. The cyclic
process in algae thus appears fundamentally different
from that in higher plants, which occurs in the presence
of O2 and state 1 conditions.

A. Mechanisms of Cyclic Flow in Algae

Complexes containing PS I and cyt b/ f complexes
have been observed in solubilized membranes of
C. reinhardtii (Wollman and Bulté, 1989) possibly
pointing to the presence of supercomplexes in this or-
ganism. On the other hand, the analysis of ET kinetics
in state 2 conditions in a mutant with a low cyt b/ f con-
tent has shown that PC is able to freely diffuse from any
PS I center to cyt f (Finazzi et al., 2002). This excludes
the presence of functional supercomplexes, including
a trapped PC. In state 2 conditions, a spatial separa-
tion between the linear and cyclic chains results from
the transfer of a large fraction of the stromal cyt b/ f
complexes from the appressed to the nonappressed re-
gion. Thus, one expects that, even in the absence of
supercomplexes, an efficient cyclic ET will occur in
the nonappressed region that includes the PS I centers
and most of the cyt b/ f complexes.

The electron pathway from PS I to the cyt b/ f com-
plex has not been identified. While no gene encoding
for an enzyme similar to NDH has been identified in
the chloroplast of algae, the presence of a PQ reduc-
tase is suggested by the slow reduction of PQ pool
in the appressed region, which has been observed in
the presence of O2 (Diner and Mauzerall, 1973). One
expects that such an enzyme would operate at a much
higher rate in anaerobic conditions. This enzyme could
be involved in a cyclic process if it were present in the
nonappressed region. Another possible pathway is a di-
rect ET from PS I to cyt b/ f complex, as depicted in
Fig. 1 (pathway 3). It worth pointing out that, to our
knowledge, complexes that associate FNR and the cyt
b/ f complex have not been identified in C. reinhardtii.

IX. Cyclic Flow in Cyanobacteria

In cyanobacteria, the presence of respiratory and pho-
tosynthetic electron transport chains in the same mem-

brane system, to the point where the two share redox
components (Scherer, 1990), means that the cyclic ET
occurs in an environment very different to that in plants
and algae. A common feature to most of cyanobacte-
riae is the large excess of PS I as compared to PS II
centers (Fujita et al., 1994). This suggests that even
under steady-state condition of illumination, a frac-
tion of PS I centers could be involved in cyclic ET.
On the other hand, in cyanobacteria, PS I centers are
organized in trimers, which exclude the formation of
supercomplexes that associate PS I centers with the cyt
b/ f complex.

After illumination in the presence of DCMU or af-
ter far-red excitation, reduction of P700+ occurs with
t1/2 ∼ 500 msec, taken to be indicative of cyclic ET
(Maxwell and Biggins, 1976; Mi et al., 1992a,b; Yu et
al., 1993). At the same time, measurements of energy
storage via photoacoustics point to the occurrence of
cyclic ET under such conditions. However, it can be as-
sumed that, in dark-adapted samples, the PQ pool will
be maintained in a relatively reduced state due to respi-
ratory electron flow. It needs to be shown, therefore, that
electron transport from the acceptor side of PS I back
into the PQ pool occurs and is maintained under con-
ditions where PS II is active. (Sandmann and Malkin,
1983, 1984) were able to observe that, while respira-
tion was inhibited in the light, due to competition with
photosynthesis, NAD(P)H oxidation by spheroplasts
from Aphanocapsa was less affected. The addition of
DCMU did not enhance NAD(P)H oxidation, suggest-
ing no competition between NDH and PS II for PQ
reduction. However, as pointed out by Mi et al. (2000),
the organization of the membrane systems in cyanobac-
teria may be substantially disturbed in isolated systems.
As far as we are aware, these results have not yet been
confirmed in intact cells.

Measurements on mutants lacking the NDH com-
plex suggest this is generally the primary route for
cyclic ET (Yu et al., 1993; Mi et al., 2000). Mutants
lacking ndhF of the NDH complex and psaE in PS
I, show inhibited growth at low-light intensities, but
are unaffected at high light. Cyclic ET in cyanobacte-
ria has been implicated in providing energy for CO2

concentrating mechanisms. Growth of Synechocystis
at low CO2 results in upregulation of NDH subunits
(Deng et al., 2003). Mutants lacking the NDH com-
plex have a reduced ability to tolerate growth under
limiting CO2 conditions (Ogawa, 1991). On the other
hand, it has been reported that Synechocystis sp. PCC
6803 contains a succinate quinol oxidoreductase that is
suggested to contribute to cyclic electron flow (Cooley
et al., 2000). This enzymatic activity would, however,
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involve a more complex cyclic pathway than so far
considered and it is questionable whether it can still be
regarded as cyclic electron flow.

Exposure to high salt concentrations leads to an ac-
tivation of a cyclic ET pathway that does not require
NDH (Jeanjean et al., 1998). The details of this pathway
remain unclear but probably involve FNR (van Thor
et al., 2000; Matthijs et al., 2002). Binding of the FNR
to the membrane is facilitated by an N-terminal domain
which is absent in the higher plant enzyme (van Thor
et al., 2000). Low concentrations of sodium bisulfite
have also recently been suggested to stimulate cyclic
ET (Wang et al., 2003).

X. Functions and Regulation of Cyclic
Electron Transfer

The primary role of cyclic ET has always been supposed
to be the generation of ATP, either to support CO2 fixa-
tion or for other metabolic processes. The requirement
for cyclic ET to balance the production of reductant
and ATP in normal CO2 fixation conditions has been
widely debated. Structural analysis of the electrical ro-
tor of the chloroplast ATP-synthase has shown that it is
made up of 14 polypeptides (Seelert et al., 2000). One
thus expects that a complete rotation of the rotor, which
induces the synthesis of 3 ATP, is associated with the
transfer of 14 protons across the membrane that leads
to H+/ATP ratio of 14/3 = 4.7. Assuming that 3 protons
are pumped per electron transferred via the linear chain,
the number of ATP synthesized per electron is 3/4.7 =
0.64 or ∼2.55 ATP per CO2, a value over-estimated as
ion leaks through the membrane are not taken into ac-
count. This amount of ATP is definitely lower than that
required by the Benson–Calvin cycle (3 ATP/CO2). It
is thus likely that, even in light-adapted conditions, a
small fraction of PS I contributes to a cyclic flow to
satisfy the ATP requirement of the Benson–Calvin cy-
cle. This could explain why the minimum quantum re-
quirement of the photosynthetic process measured un-
der weak excitation (10–12 quanta/O2) is significantly
larger than the theoretical value of eight quanta/O2.

If cyclic ET is contributing ATP to drive CO2 fixation
and assuming that this is regulated in a way that ensures
that the ATP supply is maintained at a constant level,
then we would expect that under steady-state condition
of illumination, the rate of cyclic ET would parallel the
rate of linear ET. Thus, it is perhaps unsurprising that
light-limited steady-state measurements, which rely on
comparing PS I and PS II ET, have typically found no
evidence for this cyclic flow (Harbinson et al., 1990;

Sacksteder and Kramer, 2000). By contrast, when the
ATP consumption is not directly coupled to CO2 fix-
ation, we would expect to find discrepancies between
PS I and PS II turnover. This would certainly be the
case in C4 bundle sheath cells, where the reductant re-
quired for CO2 fixation is not provided by linear ET. It
would also be the case during the first few seconds of
illumination, during which time a trans-thylakoid pH
gradient must be established before ATP synthesis can
begin (Joliot and Joliot, 2002).

In green algae, reducing conditions (anaerobiosis)
result in a large state transition, with phosphorylation
of LHC II resulting in its migration to PS I, push-
ing the chloroplast into a “cyclic-only” state. Under
anaerobiosis, mitochondrial respiration will be inhib-
ited, leading to a deficit of ATP and possibly also to a
rise in the concentration of NADH. A shift from linear
to cyclic photosynthetic ET would counteract this ef-
fect, lowering the production of reducing potential in
favor of ATP synthesis. Thus the redox regulation of
state transitions in algae and the resultant regulation
of cyclic ET is a mechanism for balancing the overall
cellular ATP/NAD(P)H ratio.

In higher plants, state transitions are less prominent
and their regulation in response to redox potential very
different. Reducing conditions induced by anaerobio-
sis do not give rise to state 1 to state 2 transitions but
they are inhibited under conditions, where the Benson–
Calvin cycle is active, though the action of thioredoxin
(Aro and Ohad, 2003). On the other hand, and in con-
trast to algae, efficient cyclic ET operates during the
first seconds of illumination of dark-adapted leaves (Jo-
liot and Joliot, 2002), i.e., in pure state 1 conditions,
and there is no evidence that state transitions lead to
an increase in cyclic ET, rather they are thought to bal-
ance excitation of PS I and PS II for optimal linear
ET. The small state transitions that do occur are seen
at very low light and depend on the redox state of the
PQ pool. On the other hand, the observation that A.
thaliana grown under very low-light increase PS I rel-
ative to PS II might suggest a role for cyclic ET under
such conditions, implying a switch from CO2 fixation
to ATP synthesis (Bailey et al., 2001).

A notable difference between higher plants, some
algae and cyanobacteria is in their ability to protect
themselves from high light through the process of high
energy state quenching (qE). This process, which is
linked to the presence of the carotenoid zeaxanthin,
is driven by �pH. It was first suggested some years
ago that the �pH required to generate this quenching
was generated by cyclic ET (Heber and Walker, 1992);
however, it is only recently that direct evidence for its
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requirement has been obtained. The PGR5 mutant of A.
thaliana that is thought to be deficient in cyclic ET, was
isolated using a screen that selected for a deficiency
in quenching (Munekage et al., 2002). Golding and
Johnson observed a quantitative link between the extent
of non-photochemical quenching (NPQ) and the extent
of cyclic ET under conditions of low CO2 and drought
(Golding and Johnson, 2003).

Given the dual function of cyclic ET in higher plants,
it is tempting to suggest that the different pathways
of cyclic ET may be fulfilling different functions and
therefore be differentially regulated. Upregulation of
cyclic at low CO2 correlates with a downregulation of
the cyt b/ f complex, inhibiting linear ET (Golding and
Johnson, 2003). This downregulation of linear ET has
been suggested to be regulated via thioredoxin (John-
son, 2003). Thus, upregulation of cyclic ET in response
to reducing conditions seems likely, although the mech-
anism involved is different to that seen in green algae.

Joliot and Joliot (2002) suggested that the cyclic ET
seen following a dark to light transition in dark-adapted
leaves maybe regulated by the ATP/ADP ratio in the
chloroplast. This is a reasonable suggestion, if we ac-
cept that this cyclic is required to kick-start ATP syn-
thesis. On the other hand, the cyclic ET seen under such
conditions has a short lag period, during which time the
Fd and NADPH pools are likely to become reduced,
in agreement with a redox regulation process. After a
preillumination, the transition from the linear to the
cyclic mode requires more than 1 hour of dark adap-
tation (Golding et al., 2004; Joliot and Joliot, 2005).
Deactivation of the Benson-Calvin cyclic following il-
lumination is slow, taking up to 3 hours or more in some
species. Thus the long period of time required for the
induction of a cyclic activated state might be explained
simply by this deactivation, though changes in the en-
ergy status of the cell, related to the consumption of
carbohydrate reserves might also play a role.

Given the low requirement for additional �pH aris-
ing from CO2 fixation, it might be speculated that the
capacity of NDH pathway is sufficient to support this.
However, mutants lacking NDH are clearly not defi-
cient in CO2 fixation. It may be however that a nor-
mally stress (redox) activated cyclic pathway becomes
partially activated under conditions where NDH is lack-
ing, compensating for the lack of this pathway. There
is little evidence that the NDH pathway contributes to
photoprotection. Ndh-less mutants have normal lev-
els of NPQ and are not more susceptible to photoin-
hibition either of PS I or PS II at ambient or low
temperature (Barth and Krause, 2002). On the other
hand, there are some indications that plants lacking

NDH are more sensitive to water stress (Horvath et al.,
2000).

In cyanobacteria, there is a large amount of data that
link the NDH complex to CO2 concentrating mech-
anisms. It seems that there are distinct forms of the
complex that are involved in this process, with there
possibly being a direct role of NDH in the formation of
HCO−

3 from CO2. It is not clear how this relates cyclic
ET however, i.e., whether this reaction depends on elec-
tron transport occurring through PS I (see discussion
in Badger and Price, 2003).

XI. Conclusion

The pathway of linear electron transport has been
clearly established for many years. Cyclic ET on the
other hand remains enigmatic. Nevertheless, this is an
area in which significant progress is beginning to be
made. The establishment of new methods for the quan-
titation of cyclic flow, such as those outlined here, will
help in this progress. Clearer ideas on the function of
cyclic ET will also help in the identification of the pro-
teins involved in this pathway, either through conven-
tional screening approaches or through reverse genet-
ics, examining the effects of knockout mutations on
cyclic electron transport.
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Bulté L, Gans P, Rebéillé F and Wollman F-A (1990) ATP control
on state transitions in vivo in Chlamydomonas reinhardtii.
Biochim Biophys Acta 1020: 72–80

Burrows PA, Sazanov LA, Svab Z, Maliga P and Nixon PJ
(1998) Identification of a functional respiratory complex in
chloroplasts through analysis of tobacco mutants containing
disrupted plastid ndh genes. EMBO J 17: 868–876

Carillo N and Vallejos RH (1983) The light-dependent modula-
tion of photosynthetic electron transport. TIBS February 1983:
52–56

Casano LM, Zapata JM, Martin M and Sabater B (2000)
Chlororespiration and poising of cyclic electron transport –
plastoquinone as electron transporter between thylakoid

NADH dehydrogenase and peroxidase. J Biol Chem 275: 942–
948

Clark RD, Hawkesford MJ, Coughlan SJ, Bennett J and Hind
G (1984) Association of ferredoxin NADP+ oxidoreductase
with the chloroplast cytochrome b–f complex. FEBS Lett 174:
137–142

Clarke JE and Johnson GN (2001) In vivo temperature depen-
dence of cyclic and pseudocyclic electron transport in barley.
Planta 212: 808–816

Cleland RE and Bendall DS (1992) Photosystem-I cyclic electron
transport – measurement of ferredoxin-plastoquinone reduc-
tase activity. Photosynth Res 34: 409–418

Cooley JW, Howitt CA and Vermaas WFJ (2000) Succi-
nate:quinol oxidoreductase in the cyanobacterium Syne-
chocystis sp. Strain PCC 6803: presence and function in
metabolism and electron transport. J Bacteriol 182: 714–722

Cornic G, Bukhov NG, Wiese C, Bligny R and Heber U (2000)
Flexible coupling between light-dependent electron and vec-
torial proton transport in illuminated leaves of C-3 plants. Role
of photosystem I-dependent proton pumping. Planta 210: 468–
477

Cox RP and Andersson B (1981) Lateral and transverse organi-
sation of cytochromes in the chloroplast thylakoid membrane.
Biochem Biophys Res Commun 103: 1336–1342

Crofts AR, Meinahrdt SW, Jones KR and Snozzi M (1983) The
role of the quinone pool in the cyclic electron-transfer chain of
Rhodopseudomonas sphaeroides. A modified Q-cycle mech-
anism. Biochim Biophys Acta 723: 202–218

Deng Y, Ye JY and Mi H (2003) Effects of low CO2 on NAD(P)H
dehydrogenase, a mediator of cyclic electron transport around
Photosystem I in the cyanobacterium Synechocystis PCC
6803. Plant Cell Physiol 44: 534–540

Diner B and Mauzerall D (1973) Feedback controlling oxygen
production in a cross-reaction between two photosystems in
photosynthesis. Biochim Biophys Acta 305: 329–352

Finazzi G, Furia A, Barbagallo RP and Forti G (1999) State tran-
sitions, cyclic and linear electron transport and photophos-
phorylation in Chlamydomonas reinhardtii. Biochim Biophys
Acta 1413: 117–129

Finazzi G, Rappaport F, Furia A, Fleischmann M, Rochaix JD,
Zito F and Forti G (2002) Involvement of state transitions in
the switch between linear and cyclic electron flow in Chlamy-
domonas reinhardtii. EMBO Rep 3: 280–285

Fork DC and Herbert SK (1993) Electron transport and pho-
tophosphorylation by Photosystem I in vivo in plants and
cyanobacteria. Photosynth Res 36: 149–168

Frenkel AW (1954) Light induced phosphorylation by cell-free
preparations of photosynthetic bacteria. J Am Chem Soc 76:
5568–5569

Fujita Y, Murakami A, Aizawa K and Ohki K (1994) Short-
term and long-term adaptation of the photosynthetic appara-
tus: homeostatic properties of thylakoids. In: Bryant DA (ed)
The Molecular Biology of Cyanobacteriae, Vol 1, pp 677–692.
Kluwer Academic Publishers, Dordrecht

Genty B, Briantais J-M and Baker NR (1989) The relationship be-
tween the quantum yield of photosynthetic electron transport
and quenching of chlorophyll fluorescence. Biochim Biophys
Acta 990: 87–92

Gerst U, Schreiber U, Neimanis S and Heber U (1995) Photo-
system I dependent cyclic electron flow contributes to control
of Photosystem II in leaves when stomata close under wa-
ter stress. In: Mathis P (ed) Photosynthesis: From Light to



654 Pierre Joliot, Anne Joliot and Giles Johnson

Biosphere, Proceedings of the Xth International Photosynthe-
sis Congress, Vol II, pp 835–838. Kluwer Academic Publish-
ers, Montpellier

Golding AJ and Johnson GN (2003) Down-regulation of lin-
ear and activation of cyclic electron transport during drought.
Planta 218: 107–114

Golding AJ, Finazzi G and Johnson GN (2004) Reduction of the
thylakoid electron transport chain by stromal reductants–ev-
idence for activation of cyclic electron transport upon dark
adaptation or under drought. Planta 220: 356–363

Harbinson J (1994) The responses of thylakoid electron transport
and light utilization efficiency to sink limitation of photo-
synthesis. In: Baker NR and Bowyer JR (eds) Photoinhibi-
tion of Photosynthesis, from Molecular Mechanisms to the
Field, pp 273–295. BIOS scientific publishers Springer, The
Netherlands

Harbinson J and Foyer CH (1991) Relationships between the
efficiencies of Photosystem-I and Photosystem-II and stromal
redox state in CO2-free air – evidence for cyclic electron flow
in vivo. Plant Physiol 97: 41–49

Harbinson J and Hedley CL (1993) Changes in P-700 oxidation
during the early stages of the induction of photosynthesis.
Plant Physiol 103: 649–660

Harbinson J, Genty B and Baker NR (1990) The relationship
between CO2 assimilation and electron transport in leaves.
Photosynth Res 25: 213–224

Hashimoto M, Endo T, Peltier G, Tasaka M and Shikanai T (2003)
A nucleus-encoded factor, CRR2, is essential for the expres-
sion of chloroplast ndhB in Arabidopsis. Plant J 36: 541–549

Hauser M, Eichelmann H, Oja V, Heber U and Laisk A (1995)
Stimulation by light of repid pH regulation in the chloroplast
stroma in vivo as indicated by CO2 solubilization in leaves.
Plant Physiol 108: 1059–1066

Heber U (2002) Irrungen, Wirrungen? The Mehler reaction in
relation to cyclic electron transport in C3 plants. Photosynth
Res 73: 223–231

Heber U and Walker D (1992) Concerning a dual function of
coupled cyclic electron-transport in leaves. Plant Physiol 100:
1621–1626

Heber U, Egneus H, Hanck U, Jensen M and Koster S (1978)
Regulation of photosynthetic electron transport and phospho-
rylation in intact chloroplasts and leaves of Spinacia oleracea
L. Planta 143: 41–49

Heber U, Neimanis S, Siebke K, Schonknecht G and Katona E
(1992) Chloroplast energization and oxidation of P700 and
plastocyanin in illuminated leaves at reduced levels of CO2 or
oxygen. Photosynth Res 34: 433–447

Herbert SK, Fork DC and Malkin R (1990) Photoacoustic mea-
surements in vivo of energy storage by cyclic electron transport
in algae and higher plants. Plant Physiol 94: 926–934

Hill R and Bendall F (1960) Function of the two cytochrome com-
ponents in chloroplasts: a working hypothesis. Nature 186:
136–137

Hiyama T and Ke B (1971) A further study of P430. A possible
primary acceptor of photosystem I. Arch Biochem Biophys
147: 99–180

Horvath EM, Peter SO, Joet T, Rumeau D, Cournac L, Hor-
vath GV, Kavanagh TA, Schafer C, Peltier G and Medgyesy
P (2000) Targeted inactivation of the plastid ndhB gene in to-
bacco results in an enhanced sensitivity of photosynthesis to
moderate stomatal closure. Plant Physiol 123: 1337–1349

Hosler JP and Yocum CF (1985) Evidence for 2 cyclic photophos-
phorylation reactions concurrent with ferredoxin-catalyzed
non-cyclic electron-transport. Biochim Biophys Acta 808: 21–
31

Jagendorf AT and Avron M (1958) Cofactors and rates of pho-
tosynthetic phosphorylation by spinach chloroplasts. J Biol
Chem 231: 277–290

Jeanjean R, Bedu S, Havaux M, Matthijs HCP and Joset F (1998)
Salt-induced photosystem I cyclic electron transfer restores
growth on low inorganic carbon in a type 1 NAD(P)H dehy-
drogenase deficient mutant of Synechocystis PCC 6803. FEMS
Microbiol Lett 167: 131–137
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Summary

Photosystem I (PS I) had been believed to be stable under almost all kinds of environmental stresses, but research
in the last 10 years has revealed that PS I is sensitive to photooxidative stress. When combined with low tem-
perature stress, PS I is the main target of photoinhibition, which limits not only overall photosynthesis but also
subsequent growth following the application of stress. The molecular mechanism of inhibition is being clarified,
and the elucidation of the mechanism of protection from photoinhibition is in progress. Recent advances in the
understanding of the photoinhibition of PS I will be discussed in connection with the protection mechanism from
inhibition.
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I. Introduction

Light is essential for plants as the driving force of pho-
tosynthesis. However, everything has two sides, and
light is no exception. Too much light causes a decrease
in photosynthetic activity, the phenomenon of so-called
photoinhibition. The term photoinhibition was origi-
nally defined by Kok (1956), who is also a discoverer
of the absorption change due to P700, the reaction cen-
ter chlorophyll of photosystem I (PS I) (Kok, 1957).
His group determined the site of photoinhibition using
spinach thylakoid membranes and found that, appar-
ently, both PS I and photosystem II (PS II) were in-
activated by the photoinhibitory treatment (Jones and
Kok, 1966). Since light of very high intensity (more
than 15 times of direct sun light) was used for the in-
activation of photosynthesis in their experiments, we
cannot say whether or not this first observation of pho-
toinhibition of PS I had physiological relevance. Sub-
sequent analysis by Satoh (1970a,b,c) using spinach
thylakoid membranes revealed that both PS I and PS II
were photoinhibited by a more or less physiological in-
tensity of light. Although there appeared several more
reports on the photoinhibition of PS I in vitro (e.g., In-
oue et al., 1986, 1989), there was substantially no report
on the photoinhibition of PS I in intact leaves of higher
plant species before 1994. Powles stated in his review
(Powles, 1984) that the site of photoinhibition is PS II,
and this statement was widely accepted by researchers
in photosynthesis.

A turning point came in 1994 when reports on
the in vivo photoinhibition of PS I appeared (Havaux
and Davaud, 1994; Sonoike and Terashima, 1994;
Terashima et al., 1994). After 1994, a number of pa-
pers appeared on PS I photoinhibition both in vivo
and in vitro (for reviews, see Sonoike, 1996a, 1998a;
Hihara and Sonoike, 2001). It is now established that
PS I can be a site of photoinhibition. The phenomenon
seems to be associated with environmental stress such
as low temperature, and the involvement of reactive
oxygen species was suggested. Although the precise
relationship between inhibition, temperature stress, or
reactive oxygen species is not yet fully elucidated,
substantial information has been accumulated in these

Abbreviations: PS I – photosystem I; PS II – photosystem II;
DCMU – 3-(3,4-dichlorophenyl)-1,1-dimethylurea; DBMIB –
2,5-dibromo-3-methyl-6-isopropyl-p-benzoquinone; EPR –
electron paramagnetic resonance; P700 – primary electron
donor; FX, FA, and FB – terminal electron acceptor iron–sulfur
centers.

10 years. In this article, the recent progress in the study
of the photoinhibition of PS I will be reviewed in con-
nection with the mechanism of protection from the
inhibition.

II. Requirements for the Photoinhibition
of PS I

A. Plant Species

Selective photoinhibition of PS I in vivo was first re-
ported in cucumber (Sonoike and Terashima, 1994;
Terashima et al., 1994) and potato (Havaux and Davaud,
1994) by the moderate light treatment of intact leaves at
chilling temperatures. Although there is no further re-
port on the inhibition in potato, many other groups con-
firmed that PS I is more sensitive to light/chilling stress
than PS II in cucumber (e.g., Barth and Krause, 1999;
Kim et al., 2001; Jun et al., 2001; Choi et al., 2002).
The photoinhibition of PS I itself was also reported
for many other plant species: common bean (Sonoike
et al., 1995a), spinach, pumpkin, and tobacco (Barth
and Krause, 1999), winter rye (Ivanov et al., 1998), bar-
ley (Tjus et al., 1998, 1999), maize (Kingston-Smith et
al., 1999), coffee (Ramalho et al., 1999), sweet pepper
(Li et al., 2003), and cotton (Kornyeyev et al., 2003a,b).
In these cases, the extent of the inhibition is not always
greater in PS I than in PS II. Moderate light irradi-
ance of cotton at chilling temperatures (Kornyeyev et
al., 2003a,b) or high light irradiance of coffee with a
low nitrogen supply (Ramalho et al., 1999) preferen-
tially inactivated PS I just as in the case of cucumber,
while PS I and PS II are similarly inhibited in spinach,
pumpkin, or tobacco (Barth and Krause, 1999). Ap-
parently, the sensitivity of PS I to light stress varies
depending on the plant species used or on the experi-
mental conditions employed. Moreover, the mechanism
of the inhibition itself may be different depending on
the plant species. As described in the next section, there
exists evidence that electron flow from PS II is neces-
sary for the inhibition of PS I (Havaux and Davaud,
1994; Sonoike, 1995). On the other hand, it was re-
ported that PS I was degraded in bundle sheath cells
of maize (Kingston-Smith et al., 1999) even though PS
II is absent in bundle sheath cells of NADP-ME type
C4 plants (Ku et al., 1974; Hatch and Osmond, 1976).
Apparently, the reducing pressure on the oxidizing side
of PS I, not the presence of PS II itself, is important for
the inhibition of PS I. The reducing power in bundle
sheath cells may be supplied from NADPH imported
from mesophyll cells in the form of malate.
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The photoinhibition of PS I is induced in chilling-
tolerant plants as well as in chilling-sensitive plants.
In the case of cucumber, the inhibition of growth and
the inhibition of photosynthesis were reported to show a
significant correlation (Aoki et al., 1989). Furthermore,
genotypic variation of the chilling sensitivity within
cucumber could be explained by the variation of the
sensitivity of PS I to photoinhibition (Yu et al., 2002).
At least in cucumber, photoinhibition of PS I limits
photosynthesis, and thereby limits growth.

There are also a few reports of PS I photoinhibi-
tion in several algae (Harvey and Bishop, 1978; Ger-
ber and Burris, 1981; Martin et al., 1997). However,
there is no report of PS I photoinhibition in cyanobacte-
ria. In cyanobacteria, the photosynthetic electron trans-
port chain shares the plastoquinone pool and the cy-
tochrome b/ f complex with the respiratory electron
transport chain (Aoki and Katoh, 1982). The presence
of an alternative electron sink may function as a pro-
tective mechanism against the photoinhibition of PS I
in cyanobacteria.

B. Light and Temperature

The photoinhibition of PS I was first reported in the
chilling treatment of cucumber, a chilling-sensitive
plant, under moderate light (Terashima et al., 1994).
Although the plant species that showed the inhibition
of PS I was not restricted to chilling-sensitive plants
as described above, the inhibition was observed most
often when leaves were illuminated at chilling tempera-
tures. Chilling alone does not cause any inhibition in PS
I. Dark-chilling treatment of chilling-sensitive plants
causes the overreduction and subsequent release of Mn
atoms in PS II oxygen-evolving complexes (Kaniuga
et al., 1978; Shen et al., 1990; Higuchi et al., 2003).
On the other hand, PS I was not inhibited in the dark
and inhibition was only observed under illumination
(Sonoike and Terashima, 1994; Terashima et al., 1994;
Sonoike et al., 1995b; Jun et al., 2001). Therefore, light
is an essential factor in the inhibition of PS I. Chilling
stress, however, does not seem to be essential for the in-
hibition. Nitrogen-deficient conditions under high light
were reported to cause selective inhibition of PS I at
normal temperatures in coffee (Ramalho et al., 1999).
When isolated thylakoid membranes were illuminated
by moderate light, the photoinhibition of PS I occurred
both in chilling-sensitive plants and in chilling-tolerant
plants irrespective of the temperature during the treat-
ment (Sonoike, 1995). PS I itself seems to be sensitive
to light, and the stability of PS I in intact leaves must
be due to some protective mechanisms in vivo. The

difference in the chilling sensitivity is attributed to a
difference in the protective mechanism such as a scav-
enging system of reactive oxygen species, but not to
PS I itself. The role of temperature in the photoinhi-
bition of PS I seems to be related to the readiness of
the generation and/or scavenging of reactive oxygen
species.

C. Oxygen

Another essential factor for PS I photoinhibition is the
presence of oxygen. A decrease in the quantum yield
of PS I could not be induced under a nitrogen atmo-
sphere in cucumber (Terashima et al., 1994). Similarly,
the fragmentation of the reaction center subunits of
PS I was not observed under a nitrogen atmosphere in
cucumber (Sonoike and Terashima, 1994), and the de-
crease of the photooxidation of P700 was suppressed
in 2% oxygen (Havaux and Davaud, 1994). A require-
ment of oxygen for inhibition was also observed in
the photoinhibition of PS I in isolated spinach thy-
lakoid membranes (Sonoike, 1995), making the pres-
ence of oxygen a fundamental factor in the photoin-
hibition of PS I. This also suggests the involvement
of reactive oxygen species in the process of PS I
photoinhibition.

D. Active Electron Transport from PS II

Another factor reported to be necessary for PS I pho-
toinhibition is the presence of active PS II. When PS II
was inactivated by the addition of DCMU, photoin-
hibition of PS I was not observed in chilled potato
leaves (Havaux and Davaud, 1994). The protective ef-
fect of DCMU was also observed in the photoinhibitory
treatment of isolated thylakoid membranes in vitro
(Sonoike, 1995). DBMIB, which is an inhibitor of cy-
tochrome b/ f complex, is also effective in protecting
thylakoid membranes (Sonoike, 1995) meaning that
electron transfer from PS II (i.e., excitation pressure
to PS I) must be necessary for the inhibition of PS I.
In addition, chilling pre-treatment of cucumber leaves
in the dark, which inhibits PS II (Higuchi et al., 2003)
protects PS I from photoinhibition by subsequent chill-
ing treatment in the light (Kudoh and Sonoike, 2002b).
However, the correlation between excitation pressure at
the plastoquinone pool and the extent of PS I photoin-
hibition is low, while excitation pressure well explains
the extent of PS II photoinhibition (Sonoike, 1999). The
extent of the inhibition in PS I seems to be dependent
on other factor(s) than excitation pressure at the plas-
toquinone pool. If PS II is necessary for the inhibition
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of PS I, the inhibition should not be observed in iso-
lated PS I complexes. In fact, the photon flux density
necessary for the inhibition of isolated PS I complexes
is much higher than is necessary for the inhibition of
intact leaves or thylakoid membranes (e.g., Yu et al.,
2000; Rajagopal et al., 2002). Low photon flux density
is enough to inactivate PS I in the presence of PS II,
whereas high photon flux density is necessary to in-
activate PS I in the absence of PS II. The mechanism
of inhibition seems to be different in these two cases.
As mentioned in section II.A, the mechanism of in-
hibition is also different for photoinhibition in bundle
sheath cells of maize, where the content of PS II is
negligible.

E. Other Environmental Factors

There are a few reports on the inhibition of PS I by
other stresses. Ozone fumigation was reported to in-
duce inhibition of both PS I and PS II (Ranieri et al.,
2000, 2001). It was also reported that incubation of
cyanobacterial cells in 0.5 M NaCl inactivated PS I
(Allakhverdiev et al., 2000). Dark-induced senescence
of attached wheat leaves also induced inhibition of
PS I activity (Misra and Biswal, 1982). At present,
it is difficult to understand the relationship between
these results and other reports on the photoinhibition of
PS I.

F. Mutation in PS I

There are several reports showing the degradation of
PS I in mutants of PS I. The degradation of the PsaB
subunit was observed under normal growth conditions
in a mutant of Arabidopsis thaliana with 5% PsaF, the
plastocyanin docking subunit (Haldrup et al., 2000).
The degradation of the PsaA and PsaD subunits was
also observed under high light in mutants of Chlamy-
domonas reinhardtii, which had defects in either on the
donor side (PsaF or lumenal loop of PsaB) or on the
acceptor side (PsaC) of PS I (Sommer et al., 2003).
The acceptor side mutants are apparently light sensi-
tive due to the increased production of reactive oxygen
species. The donor side mutants also showed light sen-
sitivity, although to a lesser extent than the acceptor
side mutants. The mechanism of photosensitivity may
be different between donor side mutants and acceptor
side mutants. The in vitro stability of the PS I com-
plex itself was not affected by the lack of PsaF in C.
reinhardtii (Hippler et al., 2000).

III. Mechanism of the Photoinhibition
of PS I

A. Direct Cause of Inhibition

Considering the factors to induce the inhibition of PS
I, i.e., light, oxygen, and the input of electrons from PS
II, it is natural to assume that reactive oxygen species
brought about by the reduction of oxygen is the direct
cause of inhibition. One-electron reduction of oxygen
produces the superoxide anion radical, which could dis-
mutate and be converted into hydrogen peroxide. In the
presence of reduced metal ions, hydrogen peroxide is
converted to hydroxyl radical, which is highly reactive
and destroys biological components within the diffu-
sion limit (Asada, 1999). Interestingly, in vitro experi-
ments with isolated thylakoid membranes revealed that
the addition of methyl viologen, which accepts elec-
trons from PS I and reduces oxygen to the superoxide
anion radical, protects PS I from photoinhibition rather
than enhances it (Sonoike, 1996b). It was also found
that addition of hydrogen peroxide in the dark did not
cause any inhibition of PS I (Sonoike et al., 1997). Thus,
superoxide or hydrogen peroxide could not be the re-
active oxygen species that are directly responsible for
the inhibition of PS I. The addition of hydrogen perox-
ide during illumination of thylakoid membranes, how-
ever, caused the complete loss of the photooxidation
of P700 (Sonoike et al., 1997). These results suggest
that the photoreduction of the iron–sulfur centers on
acceptor side of PS I by light illumination is the key to
the problem. Hydroxyl radical, a most reactive species
of active oxygen, is usually generated by a reaction be-
tween hydrogen peroxide and a reduced metal ion in
a process called the Fenton reaction. It is plausible to
assume that the hydroxyl radical, which is generated
by the reaction between hydrogen peroxide and pho-
toreduced iron–sulfur centers, destroys PS I at the site
of production of hydroxyl radicals. This scheme was
supported by the fact that n-propyl gallate, a scavenger
of hydroxyl radical, partially protect PS I from pho-
toinhibition (Sonoike, 1996b).

B. Cause of the Increase in Reactive
Oxygen Species

A direct determination of the concentration of hydro-
gen peroxide supported the mechanism of PS I pho-
toinhibition described above. Light/chilling treatment
of cucumber leaves resulted in a temporal increase
of hydrogen peroxide and in a decrease of ascorbate
(Terashima et al., 1998). This temporal increase of
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hydrogen peroxide could be explained by an initial in-
crease of the production rate of hydrogen peroxide due
the lowered activity of ascorbate peroxidase at chill-
ing temperatures and a subsequent decrease due to the
lower rate of electron transfer through photoinhibited
PS I (Terashima et al., 1998). In another report, a de-
crease of the activity of chloroplastic ascorbate per-
oxidase was observed in cucumber but not in sweet
pepper, which is less sensitive to photoinhibition than
cucumber (Li et al., 2003). Inactivation of ascorbate
peroxidase could be also induced during photooxida-
tive stress by methyl viologen and light (Mano et al.,
2001). Chilling of maize caused the accumulation
of hydrogen peroxide in leaves (Kingston-Smith and
Foyer, 2000). Since the decrease in the activity of ascor-
bate peroxidase was observed in coffee upon high light
irradiance with low nitrogen (Ramalho et al., 1998), the
change in ascorbate peroxidase is induced not only by
chilling but also by high light. There is a report that the
activity of Cu/Zn-superoxide dismutase, not of ascor-
bate peroxidase, decreased by light/chilling stress in
cucumber leaves, concomitant with the increase in the
leaf concentration of hydrogen peroxide (Choi et al.,
2002). In some cases, however, an increase, not a de-
crease, in the activity of Cu/Zn-superoxide dismutase
by photoinhibitory condition was reported (Ramalho et
al., 1998; Li et al., 2003). Since superoxide dismutase
produces hydrogen peroxide rather than scavenges it,
the inactivation of superoxide dismutase would be the
result of an increase in hydrogen peroxide concentra-
tion rather than the cause of it. The resulting inacti-
vation of Cu/Zn-superoxide dismutase should further
enhance the inhibition of PS I through the suppression
of the water–water cycle. In fact, it was reported that the
inactivation of Cu/Zn-superoxide dismutase by the cop-
per chelator dimethyldithiocarbamate in spinach leaf
discs inhibited PS I activity (Hwang et al., 2004). If
we assume that the decrease in the activity of ascorbate
peroxidase at chilling temperatures, or the inhibition
of the enzyme due to oxidative stress, is the initial step
of the photoinhibition, the inhibition of other compo-
nents such as PS I and Cu/Zn-superoxide dismutase
could be explained as follows. The increase of hydro-
gen peroxide resulting from the inhibition of ascorbate
peroxidase at chilling temperature would lead to the
production of hydroxyl radicals that inactivate PS I or
to the inactivation of Cu/Zn-superoxide dismutase and
other enzymes that are sensitive to hydrogen peroxide.

Interestingly, selective excitation of PS I is damag-
ing not only to PS I but also to PS II (Tjus et al., 2001).
Concomitant with the decrease of the PS II activity,
some conformational change of D1 protein seemed to

be induced, judging from the shift of mobility in elec-
trophoresis. Apparently, localized production of super-
oxide on PS I could be also damaging to PS II as well
as the production of singlet oxygen within PS II com-
plexes.

C. Site of Inhibition and Degradation

The initial site of PS I photoinhibition was found to be
the iron–sulfur centers on the acceptor side. This was
first suggested by the discrepancy in the amount of P700
determined chemically and photochemically (Sonoike
and Terashima, 1994). The destruction of iron–sulfurs,
FA, FB, and FX is directly shown by EPR measure-
ments and determination of charge recombination ki-
netics (Sonoike et al., 1995b; Tjus et al., 1999; Teicher
et al., 2000). P700, the reaction center chlorophyll of
PS I, could be destroyed under higher photon flux den-
sities (Terashima et al., 1994).

Concomitant with the inhibition, the degradation of
PS I subunits was also reported. The reaction center
subunits of PS I were degraded upon photoinhibition
in cucumber leaves (Sonoike and Terashima, 1994)
and in spinach thylakoid membranes (Sonoike, 1996b).
One of the sites of cleavage was determined as be-
tween Ala500 and Val501 of the PsaB protein, and an-
other as on the stromal loop between helices 8 and 9,
which contains the ligands for iron–sulfur center FX

(Sonoike et al., 1997). The PsaA protein and some
other small subunits, as well as PsaB protein, can be
also degraded in barley (Tjus et al., 1999; Teicher et
al., 2000). In the case of maize, the PsaB protein was
degraded upon chilling, while the PsaA protein was
degraded upon methyl viologen treatment (Kingston-
Smith et al., 1999; Kingston-Smith and Foyer, 2000).
The fragmentation of PsaA/B was also observed in the
green algae, Dunaliella salina, grown under high light
conditions (Polle and Melis, 1999).

Light-dependent fragmentation was also reported in
wheat chloroplasts for the large subunit of Rubisco
(Ishida et al., 1997, 1998). This degradation was com-
pletely suppressed by the addition of DCMU or methyl
viologen (Ishida et al., 1998), just as in the case of the
PsaB protein of PS I (Sonoike, 1996b). The degrada-
tion of Rubisco is also observed in the exposure of the
protein to a hydroxyl radical generating system (Ishida
et al., 1999), and the site of cleavage was around the ac-
tive site of the enzyme (Luo et al., 2002). These results
indicate that Rubisco is inactivated by hydroxyl radical
produced by the Fenton reaction between hydrogen per-
oxide and a reduced metal ion, both produced by pho-
tosynthetic electron transfer through PS I. It was also
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reported that illumination of the chloroplast lysate
caused the degradation of glutamine synthetase (Thoe-
nen and Feller, 1998; Palatnik et al., 1999). This degra-
dation is suppressed by the addition of n-propyl gal-
late, and is enhanced by the generating system of
hydroxyl radical (Ishida et al., 2002). Furthermore,
fragmentation of Rubisco was also reported upon the
light/chilling treatment of cucumber leaves in vivo,
a condition in which PS I is photoinhibited (Nakano
et al., 2006). The fragmentation occurred several hours
after the photoinhibition of PS I, and the fragmen-
tation was suppressed by the addition of deferoxam-
ine, a specific chelator of iron, or of n-propyl gallate
(Nakano et al., 2006). Rubisco itself does not contain
iron, but several divalent cations including iron could
bind to the enzyme to activate it in place of magnesium
(Christeller, 1981) forming a metal-substrate complex
at the active site of the enzyme (Brändén et al., 1984).
Since the site of cleavage of Rubisco in vivo was also
very specific and might be near the active site of the
enzyme (Nakano et al., 2006), it is tempting to assume
that the iron, which is released from iron–sulfur centers
of PS I to stroma upon photoinhibition of PS I, binds
to Rubisco in the place of magnesium and triggers the
degradation of the enzyme.

IV. Protection of PS I from
Photoinhibition

A. Scavenging Enzymes for Reactive
Oxygen Species

As discussed in sections III.A and III.B, reactive oxy-
gen species are responsible for the inhibition of PS I.
If this is true, it is expected that the inactivation of the
genes encoding the scavenging enzymes for reactive
oxygen species would enhance the inhibition, while the
overproduction of those genes would suppress the in-
hibition. In fact, cotton plants that overexpressed genes
encoding chloroplast-targeted antioxidant enzymes
(superoxide dismutase, ascorbate peroxidase, and glu-
tathione reductase) showed suppression of the decrease
of oxygen evolution upon photoinhibitory treatment
at chilling temperatures but not of Fv/Fm (Kornyeyev
et al., 2001; Payton et al., 2001). Since photochemi-
cal quenching was decreased (i.e., the plastoquinone
pool became more reduced) in the transformants af-
ter the photoinhibitory treatment, downstream of PS
II should be inhibited by the light/chilling treatment.
Cotton leaves with overproduced ascorbate peroxidase
showed less H2O2 content and less photoinhibition of

PS I and PS II compared with the parent strain upon
photoinhibitory treatment at a chilling temperature.
However, the correlation between H2O2 content and the
extent of the inactivation of PS I was not observed (Ko-
rnyeyev et al., 2003a). Overproduction of glutathione
reductase in cotton partially protects PS I and PS II
from photoinhibition (Kornyeyev et al., 2003b).

B. Cyclic Electron Transport and Charge
Recombination

As protective mechanisms in PS I, cyclic electron trans-
port around PS I and charge recombination within PS
I were proposed. Both processes would lead to a de-
creased rate of oxidation of P700 upon excitation and an
increased rate of rereduction of P700 in the dark. Such
kinetics of P700 have been commonly observed un-
der photoinhibitory conditions in chilled potato leaves
(Havaux and Davaud, 1994), chilled cucumber leaves
(Sonoike, 1998b; Kim et al., 2001), chilled tobacco
leaves (Barth and Krause, 2002), overwintering Scots
pine (Ivanov et al., 2001), and even in a cyanobacterium
grown at 17˚C (Thomas et al., 1999). Cold stress en-
hanced cyclic electron transfer around PS I leads to
a 3.7-fold higher intersystem electron pool size and
a fivefold increase in the stromal electron pool avail-
able for P700+ reduction in Scots pine (Ivanov et al.,
2001). A lowered efficiency of P700 oxidation led to
the necessity of a higher intensity of far-red light for the
oxidation of P700 (Sonoike, 1998b; Barth et al., 2001;
Krause et al., 2003). All of the observed phenomena
appear similar, but the explanation for the underlining
mechanism is somewhat controversial.

In the case of cucumber leaves chilled for 5 h, the
light saturation curve for P700 oxidation determined in
vivo was almost linear in far-red light up to 15 W/m2,
which is opposite in the case of untreated leaves, which
shows saturation by the same far-red light. The differ-
ence in the light saturation curves between control and
chilling conditions vanished when it was determined
in vitro with isolated thylakoid membranes (Sonoike,
1998b). Thus, the difference could not be ascribed to an
alteration in antenna size or in the rate of charge recom-
bination within the PS I complex. This result suggests
that enhanced cyclic electron transfer may be the cause
of the faster reduction of P700 in the dark. On the other
hand, Kim et al. (2001) proposed that the charge re-
combination within PS I complexes, not cyclic electron
transfer, was the predominant factor for the accelerated
rereduction of P700 in chilled cucumber leaves. This
proposal is based on the fact that the effect of methyl
viologen, which would diminish both cyclic electron
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transfer and charge recombination, was observed in the
presence of DCMU, which may disturb the proper re-
dox poising of the interphotosystem electron carriers in
favor of cyclic electron transport. More direct evidence
for the involvement of other factors than cyclic elec-
tron transfer in the increased rate of P700 ressreduction
came from an NDH deficient mutant. NDH was pro-
posed as a component of cyclic electron transport (Mi
et al., 1995; Burrows et al., 1998; Shikanai et al., 1998;
Teicher and Scheller, 1998), and the ndhCKJ− mutant
should have decreased activity of NDH and cyclic elec-
tron transfer. However, the light saturation curve for
P700 oxidation was similar between the mutant and
wild type plants (Barth and Krause, 2002). Thus, cyclic
electron transfer could not be a sole factor for the in-
creased rate of P700 re-reduction. A decrease of the
efficiency of P700 oxidation upon photoinhibition may
be based on an accelerated charge recombination in PS
I, and could facilitate thermal dissipation of excessive
light energy in these cases. It was also proposed that
P700+ accumulated under high light stress, which may
contribute to photoprotection (Barth et al., 2001).

Cyclic electron transfer, however, seems to play an
important role at least in the long-term acclimation of
barley leaves. It was found that high light and cold accli-
mated barley plants showed an increase in the amount
of NDH complex and corresponding NADPH dehydro-
genase activity (Teicher et al., 2000). If the enhance-
ment of cyclic electron transfer has a protective role
from high light or low temperature, the mutants de-
fective in cyclic electron transfer would be expected
to show an increased sensitivity to stress. It was re-
ported that Fv/Fm, a measure of PS II quantum yield,
decreased more in the tobacco ndhB− mutant than in the
WT when illuminated at 3,000 μmol/m2sec for 20 min
(Endo et al., 1999). The absorption change due to P700
after the treatment is smaller in the ndhB− mutant, but
this could be explained by charge recombination due
to overreduction (Endo et al., 1999; Li et al., 2004). An
ndhCKJ− mutant was also characterized, but the ex-
tent of inhibition of PS I or PS II under photoinhibitory
conditions at 20˚C or 4˚C was not affected by the mu-
tation (Barth and Krause, 2002). Similarly, the deletion
mutants of ndhB and psaE and the WT strain of Syne-
chocystis sp. PCC 6803 did not show any difference in
the extent of photoinhibition of PS I (Thomas et al.,
2001), although these genes were reported to play an
important role in cyclic electron transfer around PS I
in cyanobacteria.

In contrast to these reports, a very clear phenotype
was reported for the Arabidopsis mutant of PGR5,
which is a newly identified component of the cyclic

electron transfer pathway, which may be redundant with
the NDH-mediated pathway (Munekage et al., 2002).
The mutant showed the reduction of P700 under high
light, which resulted from charge recombination due to
an overreduction of the acceptor side of PS I. Exposure
of the mutant to high light (1,500 μmol/m2sec) for 15
min resulted in a 70% decrease in the P700 content,
while a decrease of less than 30% was observed in PS
II quantum yield (Munekage et al., 2002). The results
clearly demonstrate that cyclic electron transport is es-
sential for the protection of PS I from photoinhibition,
and that the PGR5 pathway, not the NDH pathway, is
the main route for cyclic electron flow around PS I (see
also Joliot et al., this volume, Chapter 37).

C. Other Factors

Xanthophyll cycle pigments are known to play impor-
tant role in energy dissipation and to protect PS II from
photooxidative stress. It was also reported that some
osmoprotectants are effective in stabilizing conforma-
tion and activity of PS II. In the case of PS I, the pro-
tective role of these components have not been proven
in vivo, but an in vitro study revealed that PS I could
be protected from stress by osmoprotectants. Glycine-
betaine was shown to stabilize PS I electron transport
against heat inactivation of thylakoid membranes or PS
I-enriched membranes (Allakhverdieva et al., 1999).
Sucrose, as well as glycinebetaine, was also reported
to protect PS I submembrane particles from photoinhi-
bition (Rajagopal and Carpentier, 2003). The activity
of S-adenosylmethionine decarboxylase, which func-
tions in the synthesis of polyamines, increased at chill-
ing temperatures, and the inhibition of the enzyme re-
sulted in an enhanced inhibition of PS I and PS II at
chilling temperatures (He et al., 2002). As reported for
other proteins, these osmoprotectants may protect PS I
through the stabilization of the quaternary structure of
proteins. As for the xanthophyll cycle pigments, there
is no report that clarifies the function in PS I. Xan-
thophyll cycle pigments are present in LHC I (Thayer
and Björkman, 1992; Lee and Thornber, 1995; Färber
et al., 1997), although their conversion rate is slower
than those present in LHC II (Verhoeven et al., 1999).
The role of xanthophyll cycle pigments in PS I should
be examined in the future.

V. Recovery from Photoinhibition

More than 30 years ago, it was pointed out that pho-
toinhibition at chilling temperatures is irreversible even
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after returning the plants to normal growth tempera-
tures (Lyons, 1973). For example, the damage to the
photosynthetic activity of tomato at chilling tempera-
tures was reported to be irreversible (Yakir et al., 1986;
Brüggemann et al., 1992). Similarly, expansion of the
leaf area after chilling treatment of cucumber was in-
hibited even after three days (Aoki et al., 1989). The
rate of turnover of PS II, especially of the D1 protein of
PS II, is very high (Sundby et al., 1993; Neidhardt et al.,
1998). The recovery of PS II from photoinhibition be-
came slower after chilling stress, but the quantum yield
of PS II still recovered three days after light/chilling
treatment (Kudoh and Sonoike, 2002a). This is in con-
trast to the case of PS I, which showed substantial inhi-
bition even after seven days following the light/chilling
treatment (Kudoh and Sonoike, 2002a). The reaction
center subunits of PS I, which are not a rapid turnover
protein like the D1 protein, were shown to be degraded
upon the photoinhibition of PS I as discussed in sec-
tion III.C. It is reasonable to assume that the inhibition
of PS I is irreversible, or at least very slow to recover,
due to the slow turnover rate of the PS I reaction center
subunits.

In addition to the degradation of the reaction center
proteins, the degradation of chlorophyll was observed
upon photoinhibition of PS I in attached cucumber
leaves. Interestingly, degradation of chlorophyll was
observed only after returning to normal growth tem-
peratures (Kudoh and Sonoike, 2002a). The residual
amount of chlorophyll on the third day after the treat-
ment closely correlated with the amount of functional
PS I. This result indicates that the decrease in chloro-
phyll content is a consequence of the degradation of
irreversibly damaged PS I complexes. The damaged
PS I, which is able to harvest light energy but unable
to utilize it, is a potential source of the reactive oxy-
gen species. Thus, the prompt degradation of damaged
PS I after light/chilling stress should have a protective
role in avoiding secondary damage from such reac-
tive oxygen species. The bleaching of chlorophyll after
chilling stress has been considered to be a symptom
of the damage (Lyons, 1973). Considering the results
above, however, the bleaching may not be “damage”
but should instead be regarded as one of “emergency
measures” upon photoinhibition of PS I to avoid sec-
ondary damage to the photosynthetic machinery.

It must be noted that the decrease of the PS I con-
tent itself would not be hazardous to photosynthesis.
The relative decrease of PS I to PS II may result in an
enhanced downregulation of PS II through the reduc-
tion of the intersystem electron pool, but such regula-
tion would be advantageous rather than harmful under

stress conditions. Upon high light illumination, the PS
I content decreased, resulting in the reduction of the
plastoquinone pool and the down regulation of elec-
tron transport in the cyanobacterium, Synechocystis sp.
PCC 6803 (Hihara et al., 1998). This down regulation
is unfavorable for growth after short-term exposure to
high light, but it is important for survival under pro-
longed high light conditions (Sonoike et al., 2001). A
preferential decrease of PS I content was also reported
during the forced decrease of chlorophyll content in
another cyanobacterium Plectonema boryanum (Kada
et al., 2003). The relative decrease of PS I to PS II
content seems to be based on the principle of “safety
first,” where the production of active oxygen species
is avoided at the cost of decreased activity of electron
transport.

VI. Physiological Importance

In the case of cucumber, a chilling-sensitive plant, the
first target of photoinhibition at chilling temperatures is
PS I (Terashima et al., 1994; Barth and Krause, 1999),
and the sensitivity of PS I to light/chilling stress must
determine the lower limit of the growth temperature.
The photoinhibition of PS I is also induced in field
grown barley, which is a chilling-tolerant plant (Teicher
et al., 2000). In this case, the inhibition was not selec-
tive, and both PS I and PS II were similarly inhibited.
When the extent of the damage is similar between PS I
and PS II, the effect of the inhibition on the growth of
plants depends on the rate of recovery from inhibition.
Since the recovery rate of PS I from photoinhibition is
very low, as discussed in the previous section, in the fi-
nal analysis photoinhibition of PS I is more harmful for
plants than photoinhibition of PS II. It seems that the
photoinhibition of PS II is more of regulation, which is
necessary for the normal growth, while that of PS I is
more of damage, which should be avoided.

Very recently, the regulation of the dissipation of
light energy was also reported at the PS I level. Addi-
tion of NADP+ to isolated PS I submembrane fractions
induced conformational changes in PS I complexes, re-
sulting in the quenching of the chlorophyll fluorescence
of PS I. Under these conditions, 25% of P700 could not
be oxidized (Rajagopal et al., 2003). Apparently, some
kind of “nonphotochemical quenching” was induced
and the quantum yield of P700 photooxidation was de-
creased by the addition of NADP+. The precise mech-
anism or the physiological role of this phenomenon is
not yet clear. It was speculated that the down regulation
of PS I under high NADP+/NADPH conditions in vivo
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would lead to the proper poising (i.e., partial reduction)
of plastoquinone pool, which is reported to be neces-
sary for the operation of cyclic electron transfer (e.g.,
Arnon and Chain, 1975). The physiological meaning
of regulation at the PS I level, including cyclic electron
transfer, should be examined in future research.

VII. Concluding Remarks

It is now established that PS I is the site of photoinhibi-
tion in many plant species under many different condi-
tions. The mechanism of the inhibition of PS I has been
clarified. The inhibition seems to be the consequence of
the intrinsic nature of PS I: the low redox potential of the
electron acceptors sufficient for the reduction of oxy-
gen, and the presence of a metal in the iron–sulfur cen-
ters. Although PS I is readily photoinhibited in isolated
thylakoid membranes, PS I is more-or-less protected
in intact leaves, suggesting the presence of efficient
protective mechanisms in vivo. Information on these
protective mechanisms is very limited at present, and
the next issue in the research of PS I photoinhibition
should focus on these protective mechanisms in vivo.

Acknowledgments

The author thanks Prof. Terashima and Dr. Hihara for
a critical reading of the manuscript and for helpful dis-
cussions.

References

Allakhverdieva YM, Mamedov MD, Ferimazova N, Papageor-
giou GC and Gasanov RA (1999) Glycinebetaine stabilizes
photosystem 1 and photosystem 2 electron transport in spinach
thylakoid membranes against heat inactivation. Photosynthet-
ica 37: 423–432

Allakhverdiev SI, Sakamoto A, Nishiyama Y, Inaba M and Mu-
rata N (2000) Ionic and osmotic effects of NaCl-induced in-
activation of photosystem I and II in Synechococcus sp. Plant
Physiol 123: 1047–1056

Aoki M and Katoh S (1982) Oxidation and reduction of plasto-
quinone by photosynthetic and respiratory electron transport
in a cyanobacterium Synechococcus sp. Biochim Biophys Acta
1141: 307–314

Aoki S, Oda M and Hosino K (1989) Varietal differences in
chilling-induced depression of photosynthesis and leaf growth
in cucumber seedlings. J Jpn Soc Hort Sci 58: 173–179

Arnon DI and Chain PK (1975) Regulation of ferredoxin-
catalyzed photosynthetic phosphorylations. Proc Natl Acad
Sci USA 72: 4961–4965

Asada K (1999) The water–water cycle in chloroplasts: scaveng-
ing of active oxygens and dissipation of excess photons. Annu
Rev Plant Physiol Mol Biol 50: 601–639

Barth C and Krause GH (1999) Inhibition of photosystem I and
II in chilling-sensitive and chilling-tolerant plants under light
and low-temperature stress. Z Naturforsch 54c: 645–657

Barth C and Krause GH (2002) Study of tobacco transformants
to assess the role of chloroplastic NAD(P)H dehydrogenase in
photoprotection of photosystem I and II. Planta 216: 273–279

Barth C, Krause GH and Winter K (2001) Responses of photo-
system I compared with photosystem II to high-light stress in
tropical shade and sun leaves. Plant Cell Environ 24: 163–176
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Summary

The evolutionary history of photosynthetic reaction centers has been marked by a dramatic increase in subunit and
cofactor complexity among the photosystems of oxygenic photosynthetic organisms, including plants, algae, and
cyanobacteria. Comparative structural and sequence analysis has made a convincing case for the common ancestry
of all tetrapyrrole-based reaction centers, and the combined reaction center family is noteworthy in that multiple
evolutionary developmental stages can still be found and studied in extant phototrophs. Photosystem I in particular
has expanded from a two-domain homodimeric reaction center with integrated antenna and core electron transfer
cofactors, to a multisubunit complex with nearly 130 total cofactors and up to 15 closely interacting subunits in
some organisms. Here we discuss some of the notable events in the evolution of Photosystem I that have occurred
during this dramatic increase in structural complexity, some of which are lineage-specific while others must have
happened before the divergence of plastids and cyanobacteria, possibly with direct relevance to the development of
oxygenic photosynthesis.

I. Introduction

The Type I reaction center complexes are found in
three distantly separated groups of photosynthetic or-

∗Author for Correspondence, email: rblankenship@asu.edu

ganisms. The cyanobacteria and related chloroplasts of
eukaryotic oxygenic organisms contain Photosystem I
(PS I), consisting of a heterodimeric protein core and up
to 13 additional protein subunits, not including periph-
eral antenna complexes. The anoxygenic green sulfur
bacteria and heliobacteria are much simpler in struc-
ture, both because they contain a homodimeric protein

John H. Golbeck (ed): Photosystem I: The Light-Driven Plastocyanin:Ferredoxin Oxidoreductase, 669–681.
C© 2006 Springer.
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Fig. 1. Schematic of known events in the development of PS I discussed in the text. Proceeding from left to right: an ancient
homodimeric reaction center that may have been either five or eleven transmembrane helix; duplication and/or divergence giving rise
to two distinct reaction center lineages; divergence of type I RCs through speciation; heterodimerization of the type I reaction center
followed by a dramatic increase in subunit complexity specific to modern oxygenic photosynthetic organisms.

core of two identical copies of a single gene product and
also because they contain many fewer protein subunits.

This chapter considers some of the evolutionary re-
lationships among the various protein subunits of the
Type I reaction center complexes. The overall picture
that emerges from this analysis is that the Type I reac-
tion centers have arisen via evolution from an ancient
homodimeric complex, that in turn is derived from an
even older homodimeric complex that is the ancestor of
both the Type I and Type II reaction center complexes.
As discussed below, the heterodimeric complex found
in oxygenic organisms has undergone a long period of
evolution since the gene duplication that gave rise to
the heterodimeric structural motif. Figure 1 represents
a schematic representation of the overall evolutionary
development of the core proteins of the type I reaction
centers. There is no indication that any of the other pro-
tein subunits have specifically coevolved along with the
core from either the ancient ancestor of all reaction cen-
ters or from the still ancient, but intermediate ancestor
of type I RCs. Instead, it appears that the additional sub-
units have been acquired over time by gene recruitment
from other sources.

The nature of the ancient reaction center that is the
ancestor to both type I and II reaction centers has been
the subject of considerable discussion, in particular
whether it contained five or eleven transmembrane he-
lices. We consider this issue at the end of this chapter,
but the available data are not sufficient to come to a
reliable conclusion on this point.

II. Evolution of the PS I Core

The overall structure of the PS I reaction center is of a
multisubunit integral membrane protein complex (Jor-
dan et al., 2001; see also Fromme and Grotjohann,
this volume, Chapter 6). The core of the complex is
a heterodimer of two intrinsic subunits, each of which
has eleven transmembrane helices. The first six helices
form an antenna domain, while the last five helices
form the core electron transfer domain.

The core of PS I is comprised of two paralogous
subunits, PsaA and PsaB, that comprise the scaffold
for electron transfer chain cofactors. The two proteins
are clearly related to one another by a gene duplication
event that preceded the divergence of known cyanobac-
terial or plastid lineages, as supported by the presence
of homologous homodimeric type I reaction centers
in the relatively more primitive photosynthetic appa-
rati of green sulfur bacteria and heliobacteria. In ad-
dition to being about 10 amino acids shorter (aver-
age 735 residues, though Gloeobacter violaceus has
an ∼140 amino acid C-terminal extension), PsaB also
shows slightly better conservation than PsaA, both be-
tween plants, algae, and cyanobacteria on the whole or
when comparing PsaA and PsaB sequences between
the groups individually. Importantly, however, the ma-
jority of sequence variability between PsaA and PsaB,
as evident in alignments and inferred phylogenies, oc-
curred prior to the divergence of known species of
oxyphotobacteria (Fig. 2). This is most explicit in the
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Fig. 2. Rooted maximum likelihood phylogeny of PsaA and PsaB protein sequences from various plants, algae, and cyanobacteria.
Scale bar shows number of substitutions per site, numbers at nodes indicate bootstrap support (100 replicates), with nodes having
<50% bootstrap support collapsed to denote poor resolution.

shallow branching of PsaA/PsaB clades, which indi-
cates that the two proteins diverged substantially from
their common homodimeric ancestor before the ear-
liest true speciation events, subsequent to which the
proteins have remained highly conserved. This timing
is consistent with that of major events in the devel-
opment of the Photosystem II (PS II) complex, and
both photosystems appear to have developed under
strong selective pressure — arguably driven during the
transition from anoxygenic to oxygenic photosynthe-
sis — between the emergence of the first primitive,
dual-photosystem cyanobacterium, and the plastid en-
dosymbiotic event (Raymond and Blankenship, 2004).
While this is typically supported in oxyphototroph phy-
logenies by the deepest event being the divergence of
plastids and cyanobacteria, some trees show conflict-
ing results. Interestingly, the combined PsaA/PsaB phy-
logeny is one such case, where Gloeobacter violaceus
consistently and robustly branches prior to the plas-
tid/cyanobacteria split (Fig. 2). However, the primary
sequences of PsaA and PsaB from Gloeobacter exhibit
both unique and chimeric features that could poten-
tially be confounding the observed maximum likeli-
hood topology.

The heterodimeric core of PS I comprises two of
the most highly conserved of all photosystem pro-
teins, averaging 59% overall amino acid identity be-
tween PsaA and PsaB proteins from a diverse set of
sequences spanning cyanobacteria, algae, and plants.
Within the respective PsaA and PsaB clades, it is ap-
parent that PsaB proteins are slightly better conserved
than PsaA proteins, having an average of 79.4% iden-
tity versus 76.3% identity in the latter. In most organ-
isms the psaA and psaB genes are organized in tandem
as a single-copy, cotranscribed bicistron. However, the
psaB gene (though not psaA, barring gene loss) un-
derwent an apparent gene duplication in the common
ancestor of order Nostocales (Figs. 2 and 4). It is not
clear whether or when this second copy is functional,
for example, in differentiated heterocyst cells, or why
psaA is not maintained in two copies, though overall
psaB2 is more highly conserved among the genomes of
Nostoc punctiforme, Nostoc PCC7120, and Anabaena
variabilis than the bicistronic psaB1.

About 45% of the amino acids in the PsaA and PsaB
proteins have not changed since their evolution from a
common homodimeric ancestor. The degree of conser-
vation increases moving from the peripheral antenna
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Fig. 3. Conservation of amino acids residues in PsaA and PsaB across cyanobacteria, plants, and algae. Large versus small circles
correspond to the position of the C� carbon of identical and similar residues, respectively, in the T. elongatus PS I. Conservation in
the heterodimer is highest in and around cofactor binding sites, including the central electron transfer chain and antenna chlorophylls.

domains of the heterodimer toward the core electron
transfer chain (ETC) components. For example, super-
posing the similar and identical residues of photosys-
tem proteins of plants and cyanobacteria back onto the
crystal structure of Jordan et al. indicates that residues
within a sphere of radius 10 Å of the ETC show 90%
or more amino acid similarity (invariant or conserva-
tively substituted) across plants, cyanobacteria, and al-
gae, with 80% of all amino acid residues invariant. Ex-
tending outward in 10 Å-incrementing shells, there is
85% overall similarity with 60% of residues invariant
between 10 and 20 Å from the ETC, analogous num-
bers between 30 and 40 Å, 82% similarity but only 45%
invariant residues between 40 and 50 Å, and roughly
75% similarity with only 27% of sites invariant around
the extended periphery of the heteridimeric core (see
Fig. 3). A cursory inspection reveals that the arrange-
ment of invariant and highly conserved residues seems
to parallel that of the roughly 90 antenna chlorophyll
pigments arranged around the protein scaffold, suggest-
ing that the architecture of antenna pigments presents
a strong functional constraint on the evolutionary plas-
ticity of the protein periphery. This notion of an evo-
lutionary history first driven then constrained by co-
factor architecture is consistent with ideas advanced
in recent structural data indicating almost all of the
antenna chlorophylls in PS I have not only been re-
tained but are spatially conserved across cyanobacte-

rial and plastid photosystems (Ben-Shem et al., 2003;
see Nelson and Ben-Shem, this volume, Chapter 7).
Further support is obtained in looking at the aver-
age distance between core chlorophylls and conserved
or invariant residues, which shows that the C� car-
bon of invariant residues are on average around 15%
closer to the nearest chlorophyll Mg atom than vari-
able residues (conserved in less than half of PsaA and
PsaB sequences) (data not shown). Furthermore, the
number and proportion of invariant residues decreases
along outer transmembrane domains of the heterodimer
when comparing PsaA and PsaB to one another, though
the peripheral residues are indeed strongly conserved
within the PsaA and PsaB clades. This may reflect the
postduplication developmental sequence of the core
photosystem, suggesting that while the periphery of
the heterodimer has evolved considerably since du-
plication, the core has changed relatively little at the
primary sequence level. This peripheral tuning of the
antenna domains around a conserved core may have
occurred in tandem with the asymmetric evolution of
adjacent photosystem and light harvesting proteins,
with some such adaptations being specific to recent
emerging lineages and likely coupled to adaptive ra-
diation and colonization of new niches. [See (Ben-
Shem et al., 2004) for a well-presented discussion of
this so-called “symmetry breaking” in photosystem
evolution].
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Fig. 4. Individual trees for the core (left) versus antenna (right) domains of PsaB (top clades) and PsaA (bottom clades). Though
the two trees are loosely consistent with one another, some differences are clear in the details. Between the PsaA core and antenna
domains, the topology differs within both the algae/plant and cyanobacteria clade. The branch lengths of the PsaA antenna domain
from prochlorophytes, as well as the PsaA core domain from C. watsonii, are uncharacteristically long likely an artifact of the
variability in evolutionary rate as discussed in the text and illustrated in Fig. 5. The PsaB core and antenna domains show largely
isomorphic topologies, with the exception of the glaucophyte Cyanophora paradoxa and the second copy of PsaB in the Nostocales.
Both trees are constructed using a neighbor joining algorithm, employing the JTT model of amino acid substitution, percentages
of 50 bootstrap replicates are shown at nodes; bootstrap values <50% are not shown, indicating poorly resolved nodes. Numbers
following cyanobacterial binomen indicate the approximate position (open reading frame number) within each individual genome.

Further insight into the subtleties of heterodimer
divergence is gained in comparing the inferred rate
of evolution between the core and antenna domains
of PsaA and PsaB, both between and within the two
proteins. Figure 4 shows “split” evolutionary tree and
Fig. 5 shows a plot of the evolutionary rate in the core
versus the antenna domains of PsaA and PsaB from
pairwise comparisons of 21 different genomes com-
prising cyanobacteria, algae, and plants. Each point
is taken from corresponding entries in the evolution-
ary rate matrices for PsaA and PsaB core and antenna
proteins. One point, for example, indicates how many
amino acid substitutions have occurred between the
core domains of PsaA from Synechocystis sp. PCC
6803 and Arabidopsis thaliana, plotted versus the num-

ber of substitutions that have occurred in the PsaB an-
tenna domains from these same two organisms (cor-
rected for length differences). Two proteins or domains
that are evolving at identical rates will, for any pair of
organisms, show the same number of amino acid sub-
stitutions per amino acid site and so would fall along
a 45˚ slope. Deviations in evolutionary rate, whether
overall between the two proteins or else within spe-
cific clades, will manifest as deviations from this ideal
slope. Figures 4 and 5 also corroborate the evidence
presented above that the antenna domains of PsaA and
PsaB are in fact more divergent than their core domains,
quantitatively indicating that the antenna domain has
undergone roughly 10–20% more substitutions per
site than the core domain. Interestingly, the core and
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Fig. 5. Strong covariation in the evolutionary rate of the PsaA and PsaB core and antenna domains. Each point plots the evolutionary
rate, in number of amino acid substitutions per site, found in the core versus the antenna of PS I between two different oxyphototrophs.
The lower left cluster represents ortholog comparisons (PsaA core versus PsaA antenna, PsaB core versus PsaB antenna), while the
upper right cluster represents paralog comparisons (PsaA core versus PsaB antenna, and vice versa). PsaB core versus antenna
comparisons are gray circles at the lower left, and correlate very strongly. PsaA core versus antenna comparisons correlate most
strongly in oxyphototrophs (black circles) after prochlorophyte and C. watsonii data are considered separately (inverted triangles).
A similar trend is noted in PsaA versus PsaB comparisons comprising the cluster at the upper right; prochlorophyte plus C. watsonii
data (gray circles) is much more scattered than the same comparisons from other oxyphototrophs (black triangles). The linear
regression (dashed line) equation is y = 1.08x + 0.09(R2 = 0.92) for all data, though the correlation coefficient improves to 0.96
when prochlorophyte and C. watsonii data are omitted. See text for full discussion.

antenna domains of PsaB—as distinct from PsaA—
show marked collinearity in their evolutionary rates
across all known oxyphototrophs (gray circles, lower
left cluster). Conversely, while still positively corre-
lated, there has been some degree of differentiation in
the evolution of the antenna versus the core of PsaA,
though it is important to note that the phylogeny of
the two domains are (topologically) indistinguishable.
Principle components analysis indicates that much of
the variance observed in PsaA core versus antenna evo-
lutionary rates stems from inclusion of four prochloro-
phytes and Crocosphaera watsonii in the dataset. These
five organisms are plotted as inverted triangles in Fig.
5 so as to distinguish them from PsaA core versus
antenna plots from other oxyphototrophs (black cir-
cles, lower left cluster). Similarly and predictably, these
same organisms account for much of the variance when
comparing core and antenna domains between PsaA
and PsaB (cluster at the upper right of the graph),
with the prochlorophyte/C. watsonii datasets indicated
with black circles as opposed to gray upright triangles
for the other oxyphototrophs. This atypical divergence
between prochlorophyte PsaA and PsaB proteins has

also been noted and detailed in van der Staay et al.
(2000).

Given the evidence presented above—that the con-
certed evolution of PsaB has been less dramatic than
that of PsaA—the above data can be summarized as
follows. First, as is supported by the structural su-
perposition and also captured in comparison of do-
main evolutionary rates, the antenna domains of PsaA
and PsaB have diverged more than the core domains,
due to differences in selective constraints between
the two domains. Despite the difference in evolution-
ary rate, this divergence has been largely collinear
since heterodimerization across most phyla of oxypho-
totrophs, with the noted exception of the prochloro-
phytes and of C. watsonii. The lack of correlation in
the core versus antenna domains of these organisms
may point to novel functional adaptations or an un-
derlying mode of nonvertical evolution, such as in-
tragenic recombination. Coupling this information to
structural data, and comparing it also to PS II an-
tenna and core protein evolution, should be able to pro-
vide insight into the nature and timing of photosystem
compartmentalization.
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Second, the evolution of the core and antenna do-
mains of PsaB has been more tightly coupled than that
of the corresponding domains in PsaA. PsaB has been
more conserved not only between domains but across
known photosynthetic taxa, raising the logical argu-
ment that, because PsaB has undergone less overall
and change since duplication and heterodimerization,
it represents a closer analog to the ancestral homod-
imer. This difference in the inferred rate of amino acid
substitution could result from relatively slow evolution
of PsaB, most likely to purifying selection, or from ac-
celerated evolution of PsaA, as would be caused by pos-
itive selection. Deciphering where and when these dis-
parities arose within the two halves of the heterodimer,
and whether they were coupled to functional develop-
ment of the photosynthetic apparatus, remains an un-
dertaking of considerable interest.

III. The Soluble Electron Carriers
Ferredoxin and Flavodoxin

Following charge separation within the PS I core com-
plex, an electron is transferred to the [4Fe–4S] accep-
tor contained within the PsaC subunit on the stromal
side of the membrane and, ultimately, to ferredoxin or
flavodoxin as soluble electron carriers. Extensive dele-
tion, cross-linking, and mutagenesis studies have elu-
cidated PsaC, along with PsaD and PsaE, as primary
constituents of the so-called ferredoxin docking site,
which guides and stabilizes the interaction of the solu-
ble carrier with the stromal (cytoplasmic) side of the PS
I complex (Rousseau et al., 1993; Hanley et al., 1996;
Barth et al., 1998). This extrinsic complex has been
extensively studied in a number of organisms and ap-
pears to be highly conserved evolutionarily. Flavodoxin
and ferredoxin appear to be interchangeable as soluble
electron carriers in a number of different roles across
the tree of life, including that of primary electron ac-
ceptor from PS I of cyanobacteria, plants, and algae. In
cyanobacteria ferredoxin is found under conditions of
iron sufficiency whereas flavodoxin (IsiB) is induced
as part of the response to iron deficiency, along with an
antenna complex (IsiA) that forms a ring around PS I
and increases the overall photon capture cross section
by approximately 40% (Leonhardt and Straus, 1992;
Bibby et al., 2001; see Barber, this volume, Chapter
9). This permits cells to make fewer PS I complexes,
each of which contains 12 Fe atoms, under conditions
of iron deficiency.

Ferredoxin and flavodoxin show no clear homology
to each other in either sequence or domain structure—

ferredoxins are typically small iron–sulfur cluster-
containing proteins, whereas flavodoxins are flavopro-
teins of nearly twice the mass of the [4Fe–4S] ferredox-
ins they interchange with in oxyphototrophs. Intrigu-
ingly, structural alignments of the two proteins on the
basis of surface electrostatic potential indicate that the
two proteins have significant overlap in critical charged
residues and in their active sites. This helps to explain
how ferredoxin and flavodoxin are able to substitute for
one another effectively in some interactions while still
requiring explicit partners in others (Ullmann et al.,
2000). The history of these two electron transfer pro-
teins appears to be a remarkable example of evolution-
ary convergence.

IV. Ferredoxin Docking Site (PsaC, PsaD,
PsaE Subunits)

PsaC acts as the central conduit for transferring elec-
trons between FX of the PS I core to one of the solu-
ble electron carriers ferredoxin or flavodoxin. In as-
sociation with PsaD and PsaE, PsaC is part of the
binding pocket for ferredoxin or flavodoxin and is re-
quired for sequential transfer of photoexcited electrons
from the PS I core (Fig. 6). PsaC binds two [4Fe–
4S] clusters, with the first (FA) being proximal to FX

within the PS I core and the second (FB) located closer
to the ferredoxin/flavodoxin binding site (Golbeck,
1999). Though PsaC is the link through which elec-
trons flow from PS I, the process of interaction with and
charge transfer to the soluble electron carrier is a con-
certed one, and recent advances in mutagenesis have
begun to elucidate residues crucial for correct assem-
bly of the binding pocket, interaction with the soluble
carrier, and facilitation of charge transfer (Sétif et al.,
2002; see Sétif, this volume, Chapter 26). While Syne-
chocystis sp. PCC 6803 PsaD and PsaE knockout mu-
tants are still able to reduce ferredoxin or flavodoxin at
a much impaired rate, electron transfer to these proteins
is completely obliterated in the absence of PsaC (Sétif,
2001).

On the basis of sequence and structural similarities,
PsaC is a member of the ferredoxin superfamily, which
includes a remarkably diverse group of electron trans-
fer proteins (see Antonkine and Golbeck, this volume,
Chapter 8). As is observed in PsaC, many members of
this ferredoxin superfamily contain dicluster binding
motifs (CxxCxxCxxxCP, in PsaC and its closest ho-
mologs) localized to two tandem stretches of residues
separated by a solvent-exposed loop. Note that the
first three Cys residues in one motif along with one
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Fig. 6. Looking down at the ferredoxin/flavodoxin binding site, in a cleft bordered by a ∼30 Å cytoplasmic extension comprised of
PsaC, PsaD, and PsaE. Electron transfer proceeds from the special pair up a chain of secondary acceptors (bottom/distal), to [4Fe–4S]
clusters FX, FA, and FB, en route to the soluble electron carrier.

residue from the other motif coordinate one [4Fe–4S]
center, while the other motif has the reverse pattern.
Several residues within this loop are important in ferre-
doxin/flavodoxin interaction, as demonstrated by muta-
genesis experiments (Fischer et al., 1998). Homologous
proteins to PsaC are found throughout the three king-
doms, encompassing a wide swath of known and pu-
tative functional roles ranging from ferredoxins to het-
erodisulfide reductases. Importantly though, the PsaC
clade from cyanobacteria and photosynthetic eukary-
otes is absolutely distinct in sequence when compared
to all other known [4Fe–4S] motif-containing proteins.
Known PsaC proteins are very highly conserved in
all oxyphototrophs, not just in primary sequence but
also in total length – roughly 90% identity (79–100%
range) over exactly 81 amino acid residues in all but
a single case from SwissProt (PsaC from the marine
diatom Odontella sinensis has 82 amino acids by way
of a single insertion in the C-terminal region). This
extreme uniformity is uncharacteristic of photosystem
proteins and may reflect a relatively confined geom-
etry within which PsaC functions. The high identity
observed in PsaC proteins has the result that phylo-
genies are confounded by a lack of phylogenetically
informative positions. While some taxonomically con-
sistent groups can be discerned on the basis of sequence
synapomorphies—for example, the marine prochloro-
phyte/Synechococcus clade is unique at two positions
(A4 and D70)—overall the protein is too short and too

highly conserved to be robust for resolving phyloge-
nies.

In a mechanism highly analogous to that observed
in oxygenic phototrophs, green sulfur bacteria such as
Chlorobium tepidum transfer electrons via FX in their
homodimeric reaction center to FA and FB sites on
the so-called PscB protein. However, despite this com-
mon electron transfer pathway, the PsaC and PscB pro-
teins are only similar to one another at the C-terminal
domain. Beyond the shared, tandem [4Fe–4S] cluster
binding motifs, the overall similarity between PscB and
PsaC is unremarkable, and both proteins have more
closely related ferredoxin-type counterparts in non-
photosynthetic organisms. Even among known PscB
proteins from green sulfur bacteria, the C-terminal
FA/FB binding domain is highly conserved whereas
the N-terminal domain comprises a highly variable and
somewhat unusual looking (with respect to primary se-
quence) proline- and alanine-rich region with a num-
ber of sporadic insertions and deletions. Though the
function of this N-terminal extension found in PscB se-
quences is unclear, pro/ala-rich motifs are thought to be
important, for example, as flexible links to membrane
anchors, as observed in auracyanin and azurin-like H8
antigen (Bond et al., 2001), and proline-rich domains
have been widely implicated as structural motifs co-
ordinating protein–protein interaction and cell mem-
brane localization or translocation of enzymes. The
search for the FA/FB protein in the other group of type I



Chapter 39 Evolution of Photosystem I 677

Fig. 7. Neighbor joining phylogeny (JTT matrix, 100 bootstrap replicates) of PsaD proteins presently available in GenBank. Scale
bar indicates amino acid substitutions per site.

RC-containing organisms, the heliobacteria, is still on-
going but has yet to produce any primary sequence in-
formation for comparison, and whether an analogous
or homologous protein to PsaC exists in heliobacteria is
still unresolved (Neerken and Amesz, 2001; Heathcote
et al., 2003).

PsaD is the largest of the three stromal subunits com-
prising the ferredoxin/flavodoxin binding site of PS I,
though its encoded (preprocessed) size various from
around 15 kDa in cyanobacteria to 23 kDa in most
eukaryotes, the difference due largely to the plastid-
targeting N-terminal extension present in eukaryotic
transcripts. The sequence has a number of residues re-
quired for proper docking of flavodoxin or ferredoxin
at multiple spatially segregated contact points (Sétif,
2001), though PsaD-less mutants are able to reduce
ferredoxin with a roughly 100-fold increase in the dis-
sociation constant, supporting the idea of a binding
pocket comprised of and extending across multiple pro-
teins (Barth et al., 1998). Furthermore, PsaD appears to
impart structural stability not only during assembly of

the ferredoxin/flavodoxin docking site (Li et al., 1991;
Hanley et al., 1996), but also in the interaction of sev-
eral peripheral PS-I subunits and in formation of PS-I
trimers (Chitnis and Chitnis, 1993; Xu et al., 1994).

Whereas the short overall length and relatively high
degree of conservation of PsaC limits its phylogenetic
usefulness, the sequence of PsaD carries several dis-
tinct markers that allow for a strong reconstruction of
known oxyphototroph clades (Fig. 7). This contrasts
with the otherwise ambiguous signal in PsaC and PsaE
phylogenies (data not shown). For example, as men-
tioned above, the sequence from plants and Chlamy-
domonas reinhardtii possesses a 50–70 residue N-
terminal extension, that clearly demarcates this clade.
This extension contains a discernable plastid-targeting
motif consistent with a nuclear-encoded, chloroplast-
directed eukaryotic gene (also observed for PsaE,
though PsaC is plastid-encoded). Roughly 25 amino
acids extending beyond the plastid-targeting sequence
have been proposed to possibly direct proper cleav-
age of the transit peptide (Lagoutte et al., 2001).
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Table 1. PS I subunits, known or probable function, and distribution in oxyphototrophs

Subunit Function Distribution

PsaA Electron transfer cofactors, core antenna All oxyphototrophs
PsaB Electron transfer cofactors, core antenna All oxyphototrophs
PsaC Ferredoxin docking, FA and FB All oxyphototrophs
PsaD Ferredoxin docking All oxyphototrophs
PsaE Ferredoxin docking All oxyphototrophs
PsaF Plastocyanin docking (algae/plants) All oxyphototrophs
PsaG LHC binding Plastid only
PsaH LHC binding Plastid only
PsaI PsaL interaction, trimerization (cyanobacteria) Absent in Gloeobacter violaceus
PsaJ Unknown Absent in G. violaceus
PsaK LHC binding Absent in G. violaceus
PsaL Trimerization (cyanobacteria), PS I assembly All oxyphototrophs
PsaM Unknown Absent in some prochlorophytes
PsaN PS I assembly, plastocyanin interaction Plastid only
PsaO PS I assembly and function Plastid only
PsaX Unknown Absent in plants and several cyanos

Structural data suggest that this N-terminal extension
is distal to, and probably too far removed from the
ferredoxin/flavodoxin docking site to play a role in
recognition or binding (Fromme et al., 2003). Highly
similar duplicate copies of PsaD, indicating a rela-
tively recent gene duplication, have been found in
some genomes (e.g., Arabidopsis, spinach), and knock-
out/complementation studies in spinach have begun
to elucidate the important and putatively overlapping
function of these PsaD paralogs (Ihnatowicz et al.,
2004).

PsaE is approximately 70 residues in cyanobacteria
and about 50% larger in plants and algae, again largely
accounted for by a plastid-targeting N-terminal exten-
sion. Known PsaE proteins are highly conserved across
their shared residues though their short overall lengths
and lack of informative sites confound phylogenies. Of
note is a seven residue insertion largely specific to ma-
rine cyanobacteria (Prochlorococcus and Synechococ-
cus strains) but also found in Synechocystis sp. PCC
6803. The solution structure of PsaE determined that
the protein shows structural similarity with known SH3
domains (Falzone et al., 1994), found in a diverse set
of examples such as the recently determined structure
of ferredoxin:thioredoxin oxidoreductase (FTR) (Dai
et al., 2000); though the possible functional or evo-
lutionary significance of this similarity has not been
further investigated.

V. Peripheral Proteins

The peripheral subunits of PS I are a group of rela-
tively small transmembrane proteins that have differ-

entiated considerably since the divergence of plastids
and cyanobacteria, collectively exhibiting considerable
plasticity as compared to the highly conserved photo-
system core. Several peripheral proteins are exclusive
to specific clades of oxyphototrophs, making it likely
that they evolved after the cyanobacteria/plastid diver-
gence. PsaG, PsaH, PsaN, and PsaO are found only
in algal and plant lineages and at least two of these
(PsaG and PsaH) are argued to facilitate binding be-
tween the photosystem complex and the chlorophyll
a/b binding light harvesting complexes (LHCs) also
specific to these lineages (Ben-Shem et al., 2004; see
Nelson and Ben-Shem, this volume, Chapter 7). PsaX,
on the other hand, is a 4.8 kDa subunit that appears to be
specific to cyanobacteria, though not at all ubiquitous
within the clade. At least six other intrinsic subunits,
however, are found relatively widely across oxypho-
totrophs, with a few arguably lineage-specific cases of
gene loss as in Gloeobacter violaceus or within the re-
duced genomes of several prochlorophytes (Table 1).
Detection and analysis of these proteins, both exper-
imentally and computationally, is hindered by their
small size, functional variability, and limited distribu-
tion among oxyphototrophs and will not be consid-
ered at great length here, with the exception of PsaF.
While PsaF is in fact present in all oxyphototrophs
examined to date, it has nonetheless diverged consid-
erably in function (see Hippler and Drepper, this vol-
ume, Chapter 29). In plants, the two-domain protein
has an integral transmembrane helix and an extrinsic
helix that runs approximately parallel to the membrane
plane, with several cis-helical, positively charged lysine
residues in that interact with a negative patch on the
surface of plastocyanin (Hippler et al., 1998; Fromme
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et al., 2001). Along with interactions that may span
several other photosystem subunits including PsaB, this
domain of PsaF comprises a plastocyanin-recognition
site in plants and algae that facilitates electron transfer
from plastocyanin to P700 following photooxidation.
In cyanobacteria, and in particular in cytochrome c6

binding in lieu of plastocyanin, the role of PsaF is not
analogous to that in plants, as has been demonstrated in
PsaF− mutants and mutagenesis studies. Furthermore,
kinetic and structural studies support diffusion-limited
hydrophobic interaction (rather than electrostatic inter-
action) between cytochrome c6 and PS I (De la Rosa
et al., 2002; Fromme et al., 2003). De la rosa et al.
(2002) point out the remarkable feature that in numer-
ous organisms with both cytochrome c6 and plasto-
cyanin, presumed to be expressed in response to chang-
ing metal availability, the two proteins appear to have
co-evolved to retain very similar characteristics—such
as redox potential, mass, and pI—so as to remain in-
distinguishable to the photosystem complex (see de la
Rosa et al., this volume, Chapter 40).

VI. A Brief Discourse on the Nature of
Earliest Reaction Center Complex

While the availability of high-resolution structures for
photosystem and reaction center proteins has argued
resolutely for their common ancestry, unraveling the ar-
chitecture of the ancestral reaction center has remained
elusive. Extensive debate has centered on so-called fu-
sion versus fission hypotheses, which respectively pro-
pose that the ancestral RC contained five as opposed to
eleven transmembrane helices that were subsequently
either joined or split to give rise to the other RC fam-
ily, and multiple scenarios have been proposed for the
origin and subsequent distribution of photosynthetic
reaction centers (Olson and Pierson, 1987; Nitschke
and Rutherford, 1991; Blankenship, 1992; Baymann
et al., 2001; Fyfe et al., 2002; Heathcote et al., 2002;
Xiong and Bauer, 2002; Heathcote et al., 2003). Distin-
guishing between these two hypotheses should provide
clues to the function of the earliest RC, for example,
whether quinones versus iron–sulfur clusters were used
as terminal electron acceptors, and also may have some
bearing on whether any modern phototrophs represent
relict analogs of the earliest photosynthetic organism.

Following the sweeping impact of rRNA-based
molecular taxonomy, there was some notion that insight
into the earliest photosystem could be addressed by
identifying the earliest emerging family of phototrophs,
which, based on the rRNA tree of life, has consistently

been phylum Chloroflexi (Oyaizu et al., 1987). How-
ever, the remarkable chimeric nature of Chloroflexus
aurantiacus was noted early on as potentially con-
founding the phylogenetic picture (Blankenship, 1992),
and recent studies have further substantiated that the
evolution of photosynthesis has been markedly more
complex than the evolution of phototrophs, particularly
in light of notable examples of horizontal gene transfer
(Xiong et al., 2000; Raymond et al., 2002; Xiong and
Bauer, 2002; Boucher et al., 2003). Importantly, this
failure of organismal phylogeny in revealing the his-
tory of photosynthesis is not characteristic of reaction
center phylogenies. Conversely, the evolution of the two
RC families has followed a fundamentally linear trajec-
tory (Fig. 1), with representatives from several of the
intermediate developmental stages found in different
groups of modern phototrophs. The stumbling block
in understanding the nature of the ancestral reaction
center arises in inferring characteristics at the root of
the RC phylogenetic tree, and is an inherent obstacle in
most trees comprised of only two paralogous families
where parsimony has (by default) the same resolving
power as a coin toss.

Many thoughtful schema have arisen nonetheless
[recently reviewed in (Olson and Blankenship, 2004)],
invoking insights based on, for example, the argued an-
tiquity of iron–sulfur proteins and the apparent primi-
tiveness of homodimeric type I reaction centers (both
levied in favor of a type I-early scenario). However,
these points each elicit valid counterpoints; as coun-
terexamples to the above points, one can argue that
quinone analogs are a common currency in respiratory
electron transfer change across all three domains of
life and were likely utilized in the prephotosynthesis
progenitor of modern organisms (Castresana and Mor-
eira, 1999). Furthermore, while type I reaction centers
may appear relatively primitive, they are in fact remark-
ably complex structures that almost certainly evolved
from simpler photosynthetic machinery, quite plausi-
bly proceeding through an earlier developmental stage
with discrete core and antenna domains akin to type
II reaction centers. The cohesion of type I RC organ-
isms (cyanobacteria, heliobacteria, and green sulfur
bacteria), apparent in several different photorespira-
tory complexes (Schutz et al., 2000), has also been
argued to be consistent with RCI as predecessor to
RCII, the latter which evolved via gene duplication and
fission in an early cyanobacterium before horizontal
transfer to proteobacteria and filamentous anoxygenic
phototrophs such as Chloroflexus. This scenario pre-
dicts that in comparing extant type I to type II reaction
centers, PS I and PS II from cyanobacteria should be
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most similar as being temporally closest to the point
of RC duplication. However, quite possibly because of
the extensive divergence between the two types of RC’s
(and minding the old “absence of evidence. . . ” adage),
there is no such pattern apparent either in sequence
or structural data to corroborate this prediction. An-
other counterexample exists as well, in that this RCI-
early scheme can be inverted by the simple assumption
RCII had evolved earlier in a photosynthetic proteobac-
terium, subsequently giving rise to RCI via duplication
and divergence in the three type I clades, followed by
loss of RCII in heliobacteria and green sulfur bacte-
ria. Because RCII loss is required in green sulfur and
heliobacteria in the latter scenario, it is in fact less parsi-
monious, but garners the benefit of fitting phylogenetic
data both from analysis of pigment biosynthesis genes
as well as what can be inferred from RC evolution-
ary trees. Methods based on primary sequence analy-
sis for tackling this issue of the earliest reaction center
are still operating under limited data; there simply is
not enough signal left at the primary sequence level
to infer a robust evolutionary trajectory that connects
the two types of RC’s. Simply put, the alignments and
trees we can build today are no better than they were
15 years ago, even using the most penetrating models
that molecular evolutionists can come up with. Impor-
tantly, this shroud of data limitation shows some signs
of lifting in light of an essential and expanding database
of relevant structural data, especially in some clever re-
cent analyses that purport to couple structural evolution
with functional divergence in reaction center proteins.
Though the two conflicting predominant hypotheses
on early RC evolution have remained trenchantly em-
bedded in the status quo for nearly two decades,
new investigations are making what were previously
untenable forays attempting to integrate information
from structural and functional studies of photosyn-
thetic reaction centers within a molecular evolutionary
context.
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Summary

Cytochrome c6 and plastocyanin are an excellent case study of the convergent evolution of proteins. The two
molecules differ in their primary sequence and 3D structure but function in a similar way to transfer electrons from
cytochrome b6 f to Photosystem I. It seems that cytochrome c6 was first “discovered” by Nature when iron was
much more available than copper because of the reducing character of the Earth’s atmosphere. As the atmospheric
molecular oxygen concentration began to rise because of photosynthetic activity, the relative bioavailabilities of iron
and copper declined and rose, respectively, and cytochrome c6 was replaced with plastocyanin. Such a transition from
the heme protein to the copper protein would have indeed involved an evolution of the reaction mechanism, as inferred
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from the comparative analysis of the structure–function relationships of plastocyanin and cytochrome c6 isolated
from a number of differently evolved organisms. Three different kinetic models for the reaction mechanism have
been proposed: type I (an oriented collisional model), type II (a minimal two-step mechanism involving formation
of a transient complex), and type III (a mechanism requiring an additional rearrangement step to make the redox
centers orientate properly within the complex). The mechanism of heuristic searching in molecular recognition is
thus a product of evolution rather than an inherent feature of molecular interactions. In plants, cytochrome c6 is
not produced as such but there exists a cytochrome c6-like protein (herein called cytochrome cP) that could be
phyllogenetically related to cyanobacterial cytochrome cM.

I. Introduction

The membrane complexes cytochrome b6 f and Photo-
system I (PS I) are spatially separated, thereby requir-
ing a diffusible carrier that shuttles electrons between
them. The carrier must be suitably small to freely dif-
fuse within the thylakoid compartment, acquiring or
donating electrons as it transiently comes into contact
with the luminal faces of the two membrane complexes.
In plant chloroplasts, the carrier is the copper protein
plastocyanin. In eukaryotic algae and many, but not
all, cyanobacteria, the carrier is also plastocyanin, but
their metabolism is so versatile as to allow them to
adapt to changing environments: in copper-sufficient
cells, plastocyanin is used, but under copper deficiency
it is replaced by another metal-containing protein, cy-
tochrome c6, as an alternative redox carrier (Wood,
1978; Ho and Krogmann, 1984). In each organism, the
synthesis of either cytochrome c6 or plastocyanin is
controlled by copper availability, and so electrons can
flow through the heme protein rather than the copper
protein when the latter metal is in short supply. Finally,
there are some cyanobacteria that can only synthesize
cytochrome c6. For example, the absence of plasto-
cyanin has been reported for a strain of Arthrospira
maxima from Lake Texcoco (in the broad Valley of
Mexico), with a pH greater than 10 — at which copper
is insoluble (Cavet et al., 2003). From these findings,
a plausible hypothesis is that there has been a gradual
transition from cytochrome c6 to plastocyanin, with the
first being replaced by the latter at the end of the evo-
lutionary pathway.

Cytochrome c6 and plastocyanin are thus two dif-
ferent soluble proteins that can play the same physio-
logical role: the transfer of electrons between the mem-
brane complexes cytochrome b6 f and PS I (see Hervás

Abbreviations: BYA –billion years ago; KA – equilibrium con-
stant for complex association; ket – rate constant for electron
transfer; kobs – observed pseudo first-order rate constant; KR –
equilibrium constant for complex rearrangement; k2 – bimolec-
ular rate constant; PS I – photosystem I.

et al., 2003 and Hippler and Drepper, this volume,
Chapter 29, for recent reviews). However, a series of
questions arise. Why did photosynthetic organisms “in-
vent” two different proteins for the same function?
What was the driving-force? What is the structural basis
of such a functional interchangeability? Is cytochrome
c6 still present in plants? (Wastl et al., 2002; Molina-
Heredia et al., 2003).

II. Molecular Evolution and Geochemical
Environment

Since the origin of life on the planet, microbial life has
been able to colonize every habitat where biochemi-
cal molecules can function and to generate energy us-
ing virtually every thermodynamically favorable en-
ergy couple. For most of life’s history only prokaryotes
have existed, and so microorganisms have probably de-
termined the basic composition of Earth’s atmosphere
during the first half of Earth’s history (Kasting and
Seifert, 2003). During the latter half of Earth’s history,
microorganisms created the breathable, O2-rich air that
we enjoy today.

This accomplishment has been attributed to funda-
mental connections between the evolution of molecules
(mainly, nucleic acids and proteins) and the geochem-
ical environment. However, such a strong interplay of
geochemical change and biological evolution raises
questions about how new biochemical capabilities
arise and spread in response to environmental changes
in biogeochemical cycling (Macalady and Banfield,
2003).

A. Changes in Oxygen Content of Earth’s
Atmosphere

The evolution of Earth’s atmosphere is linked tightly
to the evolution of its biota. The planet is about
4.6 billion years old, and life (biosphere) appeared
about 3.8 billion years ago (3.8 BYA). The biosphere
was exclusively unicellular and was dominated by
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hyperthermophiles that utilized chemical sources of en-
ergy and employed a range of metabolic pathways for
CO2 assimilation (Des Marais, 1998). When the first
living organism, unicellular bacteria, appeared on the
primitive Earth, molecular oxygen did not exist in the
atmosphere. Nonoxygenic photosynthesis arose very
early, and the oxygen-evolving process arose later but
still prior to 2.7 BYA. It appears that oxygenic photo-
synthesis, an extremely complex biochemical process,
was “invented” only once, and a primitive cyanobac-
terium was the organism responsible. Cyanobacte-
ria elaborated an efficient light-driven machinery and
gradually developed into unicellular and multicellu-
lar photosynthetic organisms, which produced more
and more molecular oxygen. The transition toward the
modern global environment was paced by a decline
in volcanic and hydrothermal activity (Des Marais,
1998).

Figure 1 shows the increase in the oxygen content of
the atmosphere throughout the Earth’s life. During at
least 2 billion years of photosynthetic activity, molec-
ular oxygen did not enter the atmosphere and dioxy-
gen concentration remained stable at a low level be-
cause it was being used for chemical oxidation of huge
amounts of reduced compounds (namely sulfide and
ferrous iron) as long as cyanobacteria were producing
it. The oxygen concentration began to increase rapidly
and the limit marked by the Pasteur point (1% of present
level) was reached 0.6 BYA, thus allowing the appear-
ance of eukaryotic organisms. The Pasteur point, which
means that respiration consuming molecular oxygen
can produce energy much more efficiently than anaer-
obic fermentation, does represent the minimum to sus-
tain the aerobic life. Thereafter, photosynthetic oxy-
gen concentration increased exponentially to reach the
Berkner–Marshall point (10% of present level), which
marks the formation of a substantial ozone layer in the
upper atmosphere along with the land colonization by
plants and animals (Peschek, 1999). Berkner and Mar-
shall (1965) proposed that the invasion of land 0.42
BYA was dependent upon the build-up of atmospheric
oxygen and the formation of the ozone shield that would
have reduced the ultraviolet flux.

Atmospheric evolution is determined largely by its
microbial populations, but also is intimately linked with
the evolution of new microbial traits and capabilities.
Although multicellular organisms such as fungi, algae,
plants, and humans have made a significant mark on
Earth’s geochemistry, averaged over geologic time, it
is clear that the most important agents by far have been
unicellular organisms. Microbes affect the chemistry
and distribution of nearly all elements in the Periodic

Fig. 1. Time course of changes in atmospheric oxygen content
(upper) and bioavailability of the chemical elements iron and
copper (lower) along the Earth’s life.

Table and, thus, directly influence their bioavailability
(Newman and Banfield, 2002).

B. Changes in Iron and Copper
Bioavailabilities

With the appearance of cyanobacteria and hence
dioxygen-generating photosynthesis, the solubility of
metals was altered on a global scale as a by-product.
The oxygen released changed the world from anaero-
bic to aerobic and made possible the last great advance
in energy-yielding metabolism, aerobic respiration. It
should thus be emphasized the role of the environment
as the driving force behind the evolution of internal
cellular mechanisms (Williams and Fraústo da Silva,
1997).

The advent of oxygen was a catastrophic event for
most living organisms, which can be considered to be
the first general irreversible pollution of the Earth. On
one hand, oxygen acted as a poison for organisms suited
to an anaerobic environment, thus being discarded by
living cells as a toxic by-product. On the other hand,
the slow development of a dioxygen atmosphere had a



686 Miguel A. De la Rosa, Fernando P. Molina-Heredia, Manuel Hervás and José A. Navarro

gradual effect on many elements of the surface of the
Earth and in the sea. In fact, there was a gradual rise in
redox potential of the surface of the sea as the partial
pressure of O2 rose. The change was slow and remains
far from complete since the reducing components of
the early surface and sea formed a large redox buffer,
especially through iron sulfides. The elements had to
change to higher redox states and some elements, like
copper, became more available and some others, like
iron, became of greatly reduced availability (Fig. 1)
(Williams and Fraústo da Silva, 1997).

Bioavailability of the elements does depend on such
variables as their individual solubilities and how in turn
these depend on their chemical properties as well as
on environmental variables such as temperature. The
more soluble a metal complex, the more available it is
to life. Sodium, magnesium, calcium, and potassium
were very common in the sea and these were used by
early life forms. However, copper was relatively un-
available as it had a very low solubility in a reducing
environment. Thus early life forms did not use copper in
their metabolic processes. As oxygen levels increased,
copper became more and more available (Williams and
Fraústo da Silva, 1997).

Iron and copper are indeed metals that play an impor-
tant role in the living world. From a brief consideration
of their chemistry and biochemistry it can be concluded
that the early chemistry of life used water-soluble fer-
rous iron while copper was in the water-insoluble Cu(I)
state as highly insoluble sulfides. In contrast to the oxi-
dation of iron and its loss of bioavailability as insoluble
Fe(III), the oxidation of insoluble Cu(I) led to soluble
Cu(II) (Crichton and Pierre, 2001). In summary, life’s
“addiction” to iron is thought to reflect this early evolu-
tion in an iron-rich reducing environment. Large-scale
seeding experiments confirm that today iron availabil-
ity limits growth of oceanic cyanobacteria possibly due
to its requirement in photosynthesis and nitrogen fix-
ation (Cavet et al., 2003). On the other hand, copper
is contained in a number of enzymes and proteins, but
most of them are found only in eukaryotes (Ochiai,
1983).

On the basis of the changing bioavailabilities of
iron and copper throughout the Earth’s life, the tran-
sition form cytochrome c6 to plastocyanin can be in-
terpreted as a consequence of microbial adaptation
to environmental conditions. This means that the first
O2-generating photosynthetic organisms produced the
heme protein, as iron was much more abundant than
copper, to transfer electrons from cytochrome b6 f to
PS I. When copper became available as the atmosphere
turn from reducing to oxidizing, the photosynthetic or-

ganisms learnt to use such a “novel” metal and incor-
porated it into proteins to play the same role as some
of the “old” iron proteins.

III. Plastocyanin and Cytochrome c6:
Two Structurally Unrelated Proteins

Plastocyanin and cytochrome c6 are by now well-
characterized proteins. A great number of crystal and
solution structures are already available for the two
molecules from both prokaryotes and eukaryotes. On
the basis of such a structural background, a compara-
tive analysis is here performed not only to emphasize
the main general features but also to highlight the par-
ticular characteristics of each protein depending on the
organism from which it is isolated.

A. Description of the Structures

1. Plastocyanin

Plastocyanin, a classical member of the family of type
I blue copper proteins, contains a single metal atom
bound to a relatively small polypeptide chain (molec-
ular mass, ca. 10.5 kDa) (Sigfridsson, 1998). All plas-
tocyanins from plants, green algae and cyanobacteria
possess a similar folding pattern: a β-barrel formed
by eight β strands with an additional loop forming
in most cases a short α-helix (Guss and Freeman,
1983; Guss et al., 1986; Romero et al., 1998; Kohzuma
et al., 1999). According to the typical orientation of
the molecule, the copper atom is located at the top
of the barrel, thus defining the “northern end” of the
molecule (see below), close to the protein surface but
not solvent-exposed (Fig. 2). The coordination sphere
of the copper atom consists of two histidines, one cys-
teine, and one methionine in a distorted tetrahedral ge-
ometry (Guss and Freeman, 1983; Sigfridsson, 1998).
His87 (according to plant residue numbering) is the
only ligand exposed to the solvent, thus establishing the
electron transfer pathway to and from the metal atom
(see below).

The amino acid sequence of plastocyanin is highly
conserved in plants and green algae, but shows larger
variations in cyanobacteria (Ullmann et al., 1997; Dı́az-
Quintana et al., 2003). Conserved residues in all plas-
tocyanins include the four copper ligands, whereas the
number of acidic and basic residues on the protein sur-
face varies drastically from one organism to another.
Actually, the isoelectric point is ca. 4 in eukaryotes
(green algae and plants), but in cyanobacteria can vary
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Fig. 2. Overall folding (a) and surface electrostatic potential distribution (b) of cytochrome c6 (upper) and plastocyanin (lower) from
different organisms. See Color Plate 16, Fig. 1.

from 6 (Synechocystis sp. PCC 6803) to 9 (Nostoc,
formerly Anabaena sp. PCC 7119) (De la Rosa et al.,
2002).

The first 3D structure of plastocyanin was solved
by X-ray crystallography for the protein from poplar
(Guss and Freeman, 1983; Guss et al., 1986). Two well-
defined areas were identified at the surface level: a flat
hydrophobic patch around His87 (the so-called north
pole, or site 1), and a negatively charged region around
Tyr83 that includes several aspartates and glutamates
at positions 42–45 and 59–61 (the so-called east face,
or site 2) (Guss et al., 1986; Sigfridsson, 1998). The
hydrophobic patch is highly conserved in all plasto-
cyanins, either from eukaryotes or prokaryotes, but the
acidic residues of the negative patch are replaced by
neutral or positively charged groups in cyanobacteria
(Navarro et al., 1997; De la Rosa et al., 2002). Two strik-
ing exceptions to this general pattern have been recently
reported. The first is plastocyanin from the cyanobac-
terium Prochlorothrix hollandica, whose hydrophobic
patch is drastically modified by the presence of proline
and tyrosine residues (Babu et al., 1999). The second is
fern plastocyanin, which exhibits very distinct electro-
static properties as the acidic region is shifted from the

east to the north and surrounds the hydrophobic patch
(Kohzuma et al., 1999).

2. Cytochrome c6

Cytochrome c6 is a typical class I c-type cytochrome, in
which the heme group is covalently attached to a single
polypeptide chain (molecular mass, ca. 9.5 kDa) with
an α-helix folding pattern (Frazão et al., 1995; Ker-
feld et al., 1995; Beißinger et al., 1998; Sawaya et al.,
2001). According to the residue numbering for the pro-
tein from the green alga Monoraphidium braunii, the
heme iron is axially coordinated by His19 and Met61.
The surface exposure of the heme group is ca. 6%,
with the edge of pyrrole ring C and the ring D propionic
group being solvent accessible and making this area the
most probable electron transfer port of the protein (Fig.
2). The heme-binding Cys-Ala-X-Cys-His motif, some
of the residues that form the hydrophobic pocket sur-
rounding the heme group and the loop containing the
axial ligand Met61 are highly conserved (Kerfeld et al.,
1995; Ullmann et al., 1997). Like plastocyanin, cy-
tochrome c6 from eukaryotes is mostly acidic, whereas
the prokaryotic protein can be either neutral or basic. In
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fact, a negatively charged area formed by aspartate and
glutamate residues at positions 69–72 is well conserved
in eukaryotic but not in cyanobacterial cytochrome c6

(Ullmann et al., 1997; Dı́az-Quintana et al., 2003). The
relevance of such a parallel diversity in charged groups
of plastocyanin and cytochrome c6 on their physiolog-
ical function is discussed below.

B. Structural Similarities Between the Two
Proteins

Although cytochrome c6 and plastocyanin are two
structurally unrelated proteins, there exist a number
of common structural features that explain their func-
tional equivalence, so making the two proteins replace
each other inside the cells. First, cytochrome c6 and
plastocyanin exhibit similar values for some physic-
ochemical parameters, namely molecular mass (see
above) and midpoint redox potential (ca. 350 mV at
pH 7). The isoelectric point is also similar when the
two proteins are isolated from the same source, but it
can vary accordingly from one organism to another (De
la Rosa et al., 2002). Such a difference, which reveals
the parallel variation of charged residues at the respec-
tive protein surfaces, is one of the most striking as-
pects of the evolutionary analysis of these two proteins
(Fig. 2).

In eukaryotes, the negatively charged area formed
by residues 69–72 of cytochrome c6 (see above) is sim-
ilar to that at the “east site” of plastocyanin (Frazão
et al., 1995; Ullmann et al., 1997; Dikiy et al., 2002).
In cyanobacteria, such an equivalent electrostatic area
varies in the two proteins in parallel according to their
respective isoelectric points. In fact, the electrostatic
patch is positively charged in Nostoc sp. PCC 7119
and almost neutral in Synechocystis sp. PCC 6803 (De
la Rosa et al., 2002). The concomitant changes of cy-
tochrome c6 and plastocyanin at one of their critical
functional sites (see below) thus represent an interest-
ing case study of biological evolution at the molecular
level that is not only convergent but also parallel: two
different proteins that have evolved to play the same
physiological role, and so exhibit a number of identi-
cal physicochemical properties but show some others
that are similar within the same organism and different
from one organism to another.

The homology between plastocyanin and cy-
tochrome c6 does not only relate to the charged groups
but can also be extended to the hydrophobic residues.
In fact, the hydrophobic patch of plastocyanin around
His87 (site 1) is equivalent to that in cytochrome c6

formed by the hydrophobic residues that surround the

heme accessible part, including a hydrophobic residue
in position 25 and the conserved Pro59 (Frazão et al.,
1995; Ullmann et al., 1997; Dikiy et al., 2002).

The structural comparison between plastocyanin and
cytochrome c6 allowed us to propose that their respec-
tive hydrophobic and electrostatic areas, namely sites 1
and 2, are functionally equivalent when these two pro-
teins interact with their two physiological membrane-
embedded partners, PS I and cytochrome b6 f (Frazão
et al., 1995; Ubbink et al., 1998; Crowley et al., 2002;
Dı́az-Quintana et al., 2003; Dı́az-Moreno et al., 2005).
The structural data of the transient complexes formed
by cytochrome c6 and plastocyanin with cytochrome f
obtained by NMR spectroscopy (Ubbink et al., 1998;
Crowley et al., 2002; Dı́az-Moreno et al., 2005), along
with the comparative kinetic analysis of the electron
transfer from wild-type and mutant species of plasto-
cyanin and cytochrome c6 to PS I and from cytochrome
f to wild-type and mutant plastocyanin (Lee et al.,
1995; De la Cerda et al., 1999; Molina-Heredia et al.,
1999, 2001; Hart et al., 2003; Albarrán et al., 2005),
have unequivocally shown that these two soluble redox
carriers use the same areas for interacting with their two
physiological counterparts. On the basis of these find-
ings, it has been proposed that the electrostatic patch is
responsible for the formation of the transient complex
between the membrane system and soluble proteins,
whereas the hydrophobic area is used to establish the
pathway for electron transfer both to PS I and from
cytochrome f . The electrons go into and out the pro-
teins via His87 in plastocyanin and the heme accessible
ring C in cytochrome c6 (Frazão et al., 1995; Ubbink
et al., 1998; Crowley et al., 2002; Dı́az-Moreno et al.,
2005).

It is also noteworthy that cyanobacterial plasto-
cyanin and cytochrome c6 possess just one arginine
each that is similarly located between the hydrophobic
and electrostatic patches. In plastocyanin, such residue
(Arg88) is required for the efficient transfer of elec-
trons from cytochrome f to the copper protein and
from it to PS I (Molina-Heredia et al., 2001; Albarrán
et al., 2005). The equivalent residue in cytochrome
c6 (Arg67) is also required for the reduction of PS
I (see below and Hippler and Drepper, this volume,
Chapter 29).

Thus the fine details of the evolutionary trajecto-
ries of plastocyanin and cytochrome c6 at the protein
surface level can be quite similar even within a sin-
gle organism. In fact, the comparison makes evident
that these two proteins possess similar interaction ar-
eas, thereby explaining their functional equivalence and
physiological interchangeability.
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IV. Evolution of the Reaction Mechanism
of PS I Reduction

The electron transfer from soluble metalloproteins to
PS I can be easily observed by following the spe-
cific absorbance changes of the special chlorophyll pair
P700 in the near infra-red at 820 nm, where it presents
an extinction coefficient of 6.5 mM−1cm−1 (Mathis
and Sétif, 1981). The reaction can be triggered by a
short (within the range of nanoseconds), high-energy
laser flash at any actinic wavelength. A detailed kinetic
study of the interaction between the alternative elec-
tron donor proteins (plastocyanin and cytochrome c6)
and PS I has been carried out in an ample variety of
differently evolved photosynthetic organisms, ranging
from cyanobacteria to plants (see Hope, 2000; Dı́az-
Quintana et al., 2003; Hervás et al., 2003, for reviews).
This comparative evolutionary analysis of PS I reduc-
tion by its two donor proteins has provided relevant in-
formation on the reaction mechanism and its evolution
to improve the kinetic efficiency of the redox reaction.

A. Kinetic Models for the Reaction
Mechanism

The reaction course of PS I reduction by plastocyanin
and cytochrome c6 varies drastically among organisms.
To simplify the analysis of experimental data, we have
proposed (Hervás et al., 1995; De la Rosa et al., 2002)
three different kinetic models: type I, when PS I inter-
acts with plastocyanin or cytochrome c6 by following
a collisional reaction mechanism, with no formation of
any kinetically detectable transient complex; type II,
when an intermediate complex between PS I and its
donor protein is detected; and type III, when it is also
possible to observe an additional step resulting from
the rearrangement of the two redox partners within the
complex prior to electron transfer. The three kinetic
models are represented in the following scheme:

I) PS Iox + Dred
k2→ PS Ired + Dox

II) PS Iox + Dred
KA↔ [PS Iox + Dred]

ket→ PS Ired + Dox

III) PS Iox + Dred
KA↔ [PS Iox + Dred]

KR↔ [PS Iox

+ Dred]∗
ket→ PS Ired + Dox

where PS I and D stand respectively for PS I and donor
protein (cytochrome c6 or plastocyanin), the brackets
indicate formation of the transient complex, and the as-
terisk denotes partners rearrangement within the tran-
sient complex. Whichever the kinetic model is applied
in every case will depend on the relative values of the

equilibrium constants for complex association (KA)
and rearrangement (KR), as well as of the rate con-
stant for electron transfer itself (ket). As noted by Hope
(2000), the Type III model does correspond to the full
description of the whole reaction in all systems. The
differences among the three kinetic models rather lie
on their relative rate-limiting steps, with the kinetics be-
ing describable by different equations mainly because
of the relative speeds of the electron transfer and rear-
rangement steps.

The kinetics of PS I reduction are typically monopha-
sic for Type I, either monophasic or biphasic for Type
II, and biphasic for Type III. In the two-phase pro-
files, the lifetime of the first, fast phase is within the
range of several microseconds and that of the second,
slower phase is usually one or two orders of magnitude
higher. For the Type I model, the observed rate constant
(kobs) of the monoexponential kinetics increases lin-
early with increasing protein concentration. For Types
II and III models, however, the values for kobs of the
slow phase in biphasic kinetics and that for the only
phase in monophasic curves show a hyperbolic depen-
dence on the donor protein concentration up to reach a
saturating plateau. The value for kobs at such saturating
donor protein concentration is assumed to be the rate
constant for electron transfer (ket) in Type II but that for
donor/PS I complex rearrangement in Type III. In fact,
the latter rate constant would be the rate-limiting step
for Type III at high donor concentration, with the ob-
served rate constant of the fast phase corresponding to
ket. In most donor protein/PS I systems so far analyzed
from different organisms, the kinetics of PS I reduc-
tion can be well fitted to one of such kinetic models
(Hervás et al., 1995; Sigfridsson et al., 1995; Hippler
et al., 1997).

B. Evolutionary Optimization of the
Reaction Mechanism

On the basis of the above kinetic models for the re-
action mechanism of PS I reduction by cytochrome c6

and plastocyanin, the comparative analysis of the redox
reaction in a great number of different organisms —
namely, cyanobacteria, green algae, ferns, and plants —
shows that the whole process has linearly evolved from
Type I to Types II and III up to reach the maximum ef-
ficiency (Fig. 3) (Hervás et al., 2003). Thus the type
I (or collisional) model is found in some primitive
cyanobacteria (Synechocystis sp. PCC 6803, Phormid-
ium laminosum) with slightly acidic donor proteins,
which are unable to form a kinetically detectable
transient complex with PS I because of electrostatic
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Fig. 3. Scheme showing the evolutionary transition from cy-
tochrome c6 to plastocyanin in different photosynthetic organ-
isms. The kinetic mechanism of PS I reduction by either cy-
tochrome c6 or plastocyanin would have evolved from type I to
type II and III.

repulsion (Hervás et al., 1994). The Type II model
is exhibited by some other cyanobacteria, in which
the observed transient complex can be either electro-
static (most cases) or hydrophobic (Prochlorothrix hol-
landica plastocyanin) (Navarro et al., 2001b). Finally,
the Type III model is mostly shown by eukaryotic or-
ganisms — and some cyanobacteria with positively
charged donor proteins (see below) — in which the
intermediate complex is first formed by electrostatic
attractive forces and further rearranged to establish a
hydrophobic interface and accommodate the two re-
dox centers in the right way as to allow a fast electron
transfer (Hervás et al., 1995).

The evolutionary story would start with the ancient
donor, the heme protein. So the interaction with PS
I was first optimized with cyanobacterial cytochrome
c6, which follows a reaction mechanism ranging from
Types I to III, whereas cyanobacterial plastocyanins
follow a Type I model with no kinetically detectable
complex formation (Dı́az-Quintana et al., 2003; Durán
et al., 2004). In most primitive eukaryotes, namely
green algae, plastocyanin started to “learn” to play ac-
cording to the rules of the Type III model up to be even
more efficient than cytochrome c6, which continued on
its own way. Finally, in plants cytochrome c6 lost its
original function and plastocyanin definitely replaced
the heme protein as the electron donor for PS I (Fig. 3).

The extensive analyses of the effect of ionic strength
on the interactions of cytochrome c6 and plastocyanin
with PS I have yielded relevant information on the na-
ture of the forces involved in the different steps of
the whole process. In agreement with the changes in
electrostatic properties and isoelectric points of the
two metalloproteins (see above), the profiles for the
ionic strength dependence of the PS I reduction rate
constant are practically identical for the two proteins
isolated from the same source, but vary drastically

Fig. 4. Dependence on ionic strength of the second-order rate
constant (k2) and the observed rate constant (kobs) for the re-
duction of PS I by cytochrome c6 (circles) and plastocyanin
(triangles) in Synechocystis, Nostoc and Monoraphidium. In all
cases, the ionic strength was adjusted by adding small amounts
of a concentrated NaCl solution. The continuous lines corre-
spond to the theoretical fits of experimental data according to
the formalism developed by Watkins et al. (1994).

from one organism to another (Fig. 4). In prokaryotes,
the ionic strength curves usually vary monotonically
although the rate constant can either increase, as is
the case with the slightly acidic proteins from Syne-
chocystis sp. PCC 6803 and Phormidium laminosum
(Hervás et al., 1994), or decrease, as is the case with the
positively charged donors from Nostoc sp. PCC 7119
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(Molina-Heredia et al., 1999), with increasing ionic
strength. In other cyanobacteria with neutral donor pro-
teins, like Arthrospira maxima, the reaction is wholly
independent of ionic strength (Hervás et al., 2005). Eu-
karyotic organisms, by contrast, exhibit a biphasic de-
pendence of the rate constant on ionic strength, with a
typical bell-shaped profile (Fig. 4) (Hervás et al., 1995).
According to the formalism by Watkins et al. (1994),
such a biphasic dependence of eukaryotes could be ex-
plained by assuming that the monopolar and dipolar
energy terms are of opposite sign but thus is physically
unlikely. An alternative explanation is that the elec-
trostatic complex may not be optimized for electron
transfer and thus requires certain rearrangement (Type
III model) involving hydrophobic interactions.

Hydrophobic forces are non-specific, but ionic bonds
exhibit directionality and require matching parts with
opposite polarities, just like Velcro fasteners’s loops
and hooks (Hong, 2004). It is thus the pairing of
complementary charges that defines the specificity for
molecular recognition. It should also be noted that the
asymmetric charge distribution at the protein surface
forms an electric dipole (Frazão et al., 1995), with the
interaction of two encountering electric dipoles help-
ing the approaching proteins align prior to collision.
Thus electrostatic interactions would have a double ef-
fect: homing (oriented collision) and defining the speci-
ficity of transient complex formation (docking) (Hong,
2004). From an evolutionary point of view, it seems that
molecular recognition starts as exploration by means of
random diffusion and collisions but further switches to
a more deterministic search (see below).

When investigating the cross-reactions between cy-
tochrome c6 and PS I from different cyanobacteria
whose donor proteins are either acidic, neutral, or ba-
sic, interesting findings on the evolution of the reaction
mechanism can be obtained. In fact, the ionic strength
dependence profile of the rate constant for PS I re-
duction is not determined by PS I but cytochrome c6

(Hervás et al., 2005). In other words, the specific struc-
tural features of each cytochrome c6 molecule are re-
sponsible for the differences in reactivity toward PS
I, whereas the cyanobacterial photosystems are struc-
turally quite similar to each other and have no signif-
icant effect on the kinetic differences. From an evolu-
tionary point of view, this finding speaks in favor of the
hypothesis that PS I is less specific in cyanobacteria —
in which the interaction area and binding site are still
poorly defined — than in eukaryotes (see below).

With regards to the relative involvement of hy-
drophobic and/or electrostatic forces in driving the in-
teraction between the donor proteins and PS I through-

out evolution, it seems to be clear that the electrostatic
attractive movement has gradually gained more rele-
vance in determining complex formation from prokary-
otes to eukaryotes, but not within the cyanobacterial
group. It is noteworthy that such an evolutionary ten-
dency is not related with the global electrostatic charge
of the donor proteins: Both Arthrospira maxima cy-
tochrome c6, which is neutral, and Prochlorothrix hol-
landica plastocyanin, which is a basic protein, interact
with PS I by means of hydrophobic forces (Navarro
et al., 2001b). We can thus conclude that the predom-
inant use of electrostatic or hydrophobic interactions
by the cyanobacterial heme and copper proteins has
been evolutionarily driven by environmental factors
like temperature, ionic strength, pH, and others.

C. Improvement in Specificity and
Efficiency

A number of relevant questions can be addressed when
comparing the kinetics of PS I reduction in eukary-
otic and prokaryotic organisms: Is the reaction mech-
anism really different? If the answer is yes, is it due to
structural differences? If also yes, could they have any
evolutionary implications?

A plausible proposal is that cytochrome c6 was first
“discovered” by Nature, when cyanobacteria started to
perform oxygenic-photosynthesis, and its redox inter-
actions with PS I were gradually optimized with time.
In seeking for the highest efficiency, the structural core
of the heme protein was well preserved along evolu-
tion but its surface properties were modified to bet-
ter recognize and react with the chlorophyll-containing
photosystem. The large number of differently evolved
cyanobacterial organisms is today reflected by the am-
ple variety we observe in the surface properties of cy-
tochromes c6 (and plastocyanins). In fact, the interac-
tion area of cyanobacterial PS I is poorly defined, thus
consisting of a lumenal region formed by the H loop
of the PsaB subunit with some negative residues (Sun
et al., 1999; Fromme et al., 2001; Navarro et al., 2001a),
whereas the PsaF subunit — which is required for the
efficient binding of plastocyanin in plants — does not
play any functional role (Chitnis et al., 1991; Xu et al.,
1994).

As the primitive cyanobacterial PS I is able to work
at a reasonable efficiency, by means of repulsive or at-
tractive interactions with acidic, basic, or even neutral
donor proteins, it can be inferred that the hydropho-
bic patch was developed in cytochrome c6 and plas-
tocyanin from the very beginning, whereas the elec-
trostatic patch was elaborated later on. The further
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evolutionary steps to improve the whole process in
eukaryotic organisms would have involved a series of
concerted modifications not only in PS I but also in the
two donor proteins. On one hand, cytochrome c6 and
plastocyanin would acquire a well-defined negatively
charged patch for the electrostatic interaction with PS I.
The relevance of such area becomes evident when com-
paring the kinetics of PS I reduction by plastocyanin
from ferns, in which the acidic residues are shifted to-
ward the north site – and plants: the fern system lacks
the fast phase of electron transfer and follows a type
II kinetic model (Navarro et al., 2004). On the other
hand, the PsaF subunit of PS I would develop a lysine-
rich (positively charged) patch that could serve as an
electrostatically complementary site for binding of the
donor protein (Haehnel et al., 1980; Hippler et al., 1997;
Sommer et al., 2002), thereby increasing the specificity
and efficiency of the eukaryotic systems. Hippler et al.
(1999) have modified the PsaF subunit of cyanobacte-
rial PS I by inserting the typical eukaryotic lysine-rich
patch, so making the membrane complex recognize and
interact efficiently with the eukaryotic donor proteins.

V. Evolution of the Donor Proteins
in Plants

It seems that it is the whole process of PS I reduc-
tion by either plastocyanin or cytochrome c6 that has
experienced a long evolutionary development involv-
ing many structure-based functional changes. In short,
the most interesting evolutionary aspects concern the
molecular progression which has been mainly conver-
gent (two different proteins adapting to each other to
play the same role), but also divergent (the two donor
proteins have independently evolved from one organ-
ism to another) and parallel (cytochrome c6 and plasto-
cyanin have accordingly progressed within each organ-
ism). The evolutionary development would be linearly
aimed at optimizing the electron transfer efficiency, but
it should simultaneously have to overcome a series of
drawbacks coming from environmental changes. The
process has thus leaded to the enhancement of the ki-
netic behavior, as well as to the definite substitution of
cytochrome c6 by plastocyanin in plants.

For many years, it was widely accepted that plants
had lost cytochrome c6 after living in an environment
where copper never is a limiting nutrient, whereas
cyanobacteria and green algae would have preserved
the capacity to synthesize the heme and copper proteins
to tune their metabolism to changing metal bioavail-
abilities in lakes, rivers, and seas. In 2002, however,

two independent groups detected the presence of a cy-
tochrome c6-like protein in plants (Gupta et al., 2002;
Wastl et al., 2002), and a lively debate was launched
(Molina-Heredia et al., 2003; Weigel et al., 2003a,b;
Wastl et al., 2004a).

A. Cytochrome c6-like Protein in Plants

In the light of the analysis of cDNA libraries from
nonphotosynthetic tissues, the ETS sequences of a cy-
tochrome c6-like protein in several plants were reported
(Wastl et al., 2002). The sequence comparison revealed
an additional stretch of 12 amino acids that is highly
conserved in the plant protein but absent in all known
sequences of cyanobacterial and algal cytochrome c6,
thereby suggesting that such a modified plant heme
protein would have lost its original function as elec-
tron donor to PS I. On the other hand, Gupta et al.
(2002) found a cytochrome c6-like protein in Arabidop-
sis thaliana when screening for proteins interacting
with inmunophilins, and performed a series of genetic
and biochemical analyses to demonstrate its capacity
to shuttle electrons between cytochrome b6 f and PS I.

The structural and functional comparison of Ara-
bidopsis cytochrome c6-like protein with Arabidopsis
plastocyanin, and also with Monoraphidium braunii cy-
tochrome c6 allowed us to conclude unequivocally that
the heme-protein cannot play in plants the same phys-
iological role as plastocyanin (Molina-Heredia et al.,
2003). This assessment was in part attained from the
physicochemical features of Arabidopsis cytochrome
c6-like protein, but also from its lack of reactivity to-
ward PS I. With a value of 140 mV at pH 7, the midpoint
redox potential of Arabidopsis cytochrome c6-like pro-
tein is ca. 200 mV lower than that of algal cytochrome
c6 (ca. 350 mV), and so it is thermodynamically incom-
petent to be efficiently reduced by cytochrome f , with a
redox potential of 320 mV (Metzger et al., 1995). Even
though Arabidopsis cytochrome c6-like protein could
still donate electrons to PS I, the laser flash-induced ki-
netic analysis demonstrated its lack of reactivity toward
the photosystem (Molina-Heredia et al., 2003).

The same conclusion was further inferred from ge-
netic analyses by Weigel et al. (2003b), who reported
that the simultaneous mutation of the two plastocyanin-
coding genes in Arabidopsis promotes a complete
blockage of light-driven electron transport in spite
of the presence of a functional cytochrome c6-like
protein. Because the function of this cytochrome c6-
like protein of Arabidopsis obviously differs from that
of cytochrome c6 from cyanobacteria and algae, its



Fig. 5. Phylogenetic trees of soluble monoheme cytochromes with His-Met iron axial coordination in photosynthetic organisms.
(A) Rooted tree using respiratory cytochrome c as outgroup. (B) Tree drawn as a rectangular cladogram. (C) Radial unrooted tree,
in which the bold lines divide the proteins in three major groups according to its redox potential value at pH 7, as indicated, and
the dashed lines separate subgroups of proteins inside the same major group according to their typical classification. The trees were
constructed by protein maximum likelihood with PROTML (MOLPHY). Branch lengths reflect the estimated number of substi-
tutions/100 sites. Aegil (Aegilops), Arabi (Arabidopsis), Brady (Bradyrhizobium), Chlamy (Chlamydomonas), Chlore (Chlorella),
Clado (Cladophora), Enpha (Enteromorpha), Gloeo (Gloeobacter), Horde (Hordeum), Medic (Medicago), Mono (Monoraphidium),
Nostoc (Nostoc), Oryza (Oryza), Procus (Prochlorococcus), Proix (Prochlorothrix), Rbacter (Rhodobacter), Rllum (Rhodospirillum),
Rmonas (Rhodopseudomonas), Roter (Rhoseobacter), Rvulum (Rhodovulum), Solan (Solanum), Sycus (Synechococcus), Synecho
(Synechocystis).
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designation as cytochrome c6 could be misleading and
so the protein will be hereinafter called “cytochrome
cP” (the subscript “P” refer to plants) until its biochem-
ical function is clarified.

The differences between cytochrome cP and
cyanobacterial and algal cytochrome c6 were first as-
cribed to the 12 amino acid extra loop of the plant
protein (see above). Notwithstanding, we have recently
reported that a mutant form of Arabidopsis cytochrome
cP in which the entire extension was deleted is still in-
competent to transfer electrons to PS I, concluding that
the sequence extension in the plant protein has a func-
tion that is not yet identified (Wastl et al., 2004a).

As plant cytochrome cP can interact with chloro-
plast immunophilin and its extra loop contains two cys-
teine residues, some authors have proposed that it could
serve a regulatory function (Wastl et al., 2002; Weigel
et al., 2003a). Whatever the physiological role of plant
cytochrome cP is, the question on its structural and
evolutionary relations to algal and cyanobacterial cy-
tochrome c6 remains unanswered: Is plant cytochrome
cP another member of the cytochrome c6 family or does
it belong to a new group of heme proteins?

B. Where Does Plant Cytochrome cP

Come From?

Preliminary phylogenetic analyses performed by
Weigel et al. (2003b) suggested that plant cytochrome
cP is distantly related to cytochrome c6 from cyanobac-
teria and green algae, but has diversified in sequence
and acquired a new function, other than transferring
electrons to PS I.

In order to elucidate its evolutionary origin, we
have compared the amino acid sequences of plant cy-
tochrome cP with those of the four other soluble mono-
heme cytochromes with His-Met axial metal coordi-
nation of photosynthetic organisms: cytochrome c2

(nonoxygenic bacteria), cytochrome cM (cyanobacte-
ria), cytochrome c6 (cyanobacteria and green algae),
and respiratory cytochrome c (algal and plant mito-
chondria). As can be seen in Fig. 5A and B, all plant
cytochrome cP proteins constitute by themselves a new
clade as they are all in a single branch that is indepen-
dent not only of algal and cyanobacterial cytochrome
c6, but also of the other heme proteins. Cytochrome c6

seems indeed to sequentially evolve in a linear branch
from prokaryotes to eukaryotic algae, whereas plant
cytochrome cP would follow another pathway that had
previously diverged from cytochrome c6. This is also
in agreement with the different physicochemical prop-
erties of cytochromes c6 and cP (Molina-Heredia et al.,

2003; Wastl et al., 2004a), and so we can conclude that
cytochrome cP is a “novel” heme protein of plants.

When the five c-type cytochromes from photosyn-
thetic organisms are classified according to their re-
spective redox potential values (Fig. 5C), plant cy-
tochrome cP is surprisingly placed in the same group
as cytochrome cM (Em, pH 7, ca. 150 mV) (Molina-
Heredia et al., 2002), but cytochrome c6 constitutes
an independent group (Em, pH 7, ca. 350 mV). Along
with the phylogenetic data, this finding suggests that
plant cytochrome cP could be evolutionarily closer to
cyanobacterial cytochrome cM and that they could both
be functionally related as well.

VI. Addendum

After submission of this manuscript, Wastl et al.
(2004b) reported the presence of two different genes in
the eukaryotic green alga Chlamydomonas reinhardtii,
one coding for cytochrome c6 and the other coding for
a heme protein which corresponds to the herein called
cytochrome cP.
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resolution: evidence for functional oligomerization. J Mol Biol
250: 627–647

Kohzuma T, Inoue T, Yoshizaki F, Sasakawa Y, Onodera K, Na-
gatomo S, Kitagawa T, Uzawa S, Isobe Y, Sugimura Y, Go-
towda M and Kai Y (1999) The structure and unusual pH de-
pendence of plastocyanin from the fern Dryopteris crassirhi-
zoma. The protonation of an active site histidine is hindered
by �–� interactions. J Biol Chem 274: 11817–11823

Lee BH, Hibino T, Takabe T, Weisbeek PJ and Takabe T (1995)
Site-directed mutagenetic study on the role of negative patches
on silene plastocyanin in the interactions with cytochrome f
and photosystem I. J Biochem Tokyo 117: 1209–1217

Macalady J and Banfield JF (2003) Molecular geomicrobiology:
genes and geochemical cycling. Earth Planet Sci Lett 209:
1–17

Mathis P and Sétif P (1981) Near infra-red absorption spectra of
the chlorophyll a cations and triplet state in vitro and in vivo.
Isr J Chem 21: 316–320

Metzger SU, Pakrasi HB and Whitmarsh J (1995) Characteriza-
tion of a double deletion mutant that lacks cytochrome c6 and



696 Miguel A. De la Rosa, Fernando P. Molina-Heredia, Manuel Hervás and José A. Navarro
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standard enthalpy of reduction (�H) 507

standard entropy of reduction (�S) 507

temperature-dependent redox potential 507

tetragonal copper ligands 506

trigonal-planar copper ligands 506

type II kinetic model 689, 690

Plastocyanin/cytochrome c6,

Type I reaction mechanism 689, 690

Type II reaction mechanism 689, 690

Type III reaction mechanism 689, 690
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Plastocyanin-PS I

crosslinking 506, 507

equilibrium constant 510

intermolecular electron transfer 507

transient complex 508

Plastoquinone-9 206, 210–218, 373, 376–384, 517, 525, 589–592,

615, 634, 641, 659, 662–665

biosynthetic pathway 215

diffusion of 642

substitution in menB mutants 589–592

Point-dipole approximation 599

Polysomes 521

Post-translational maturation 531, 539

Primary charge separation 291, 294, 613, 615, 619, 623, 634

Primary electron acceptor 293

Primary electron donor 292, 245

Protein vibrations 605

Protein/flavin interactions 459

Protein-cofactor interactions 361–363, 373–376, 381–385

Protein-quinone interactions 376, 382

Proteoliposomes 324–328, 333

Photosystem I

accumulation of P430− 18

accumulation of P700+ 18

assembly of 80, 82, 89, 95, 96, 515–525, 550–565

charge recombination 18

core complex 24

cyanobacterial 2.5 Å crystal structure 60. 80, 82–85, 89, 91

cyclic electron transport 18

ferredoxin complex 555

ferredoxin co-crystal 556

five possible reaction pathways 17–19

Hg-treated 337

monomer in plants 63, 72–75

noncyclic electron flow 18

plant 4.4 Å crystal structure 76

quantum yield 604, 659, 664

spectral heterogeneity 179

subchloroplast particle 20, 33, 34, 37

trimer in cyanobacteria 48–52, 56, 74, 75

PSI-D, (see also PsaD) 143

PS I-200 particle 147, 164, 189

PS I-LHCI 43, 44

stoichiometry 130, 131

supercomplex 120, 122, 131, 170, 399–402, 405, 407

PSI-LHCII 41, 43

PsaA branch electron transfer 399–407

PsaA/PsaB heterodimer 531

PsaB branch electron transfer 399–407

PsaC 207, 241, 215

C-terminus 560, 564

Fe/S cluster reconstitution 80

N-terminus 558

structure by NMR 83–89

PsaD

C-clamp 561

NHS-biotin labeling 55

N-terminus 551, 553, 559, 560

pre 552, 559, 560

Pseudoazurin 509

Pseudo-cyclic 640

Pseudouridine synthase 518

Pulsed photoaccoustics 575

Pump-probe spectroscopy 159, 160, 394, 399, 416, 423–428, 430

Putidaredoxin reductase 459

Pyridine nucleotide transhydrogenase 1, 6

pyroChl a 272, 273

Q-cycle 641, 647

QKA 62, 63, 391, 392, 400–407

QKB 62, 63, 391, 392, 400–407

Quantized nuclear vibrations 584

Quantum beat oscillations 342, 351–356, 361, 366, 383, 385

Quantum chemical calculations 287, 599, 600

Quantum teleportation 366

Quencher 163

Quinone 557, 583–592

deuteration 372

binding pocket 227, 228, 236–238, 241

exchange 419, 428

pool 42

reconstitution 208, 213, 214

reoxidation 224–239, 241

H-bonding 361, 376–379, 381, 382

��-stacking 361, 381

Radical pair 33, 36, 37

Reaction center

ancestral 675, 679

closed 160–163, 185

kinetic description 615, 617

open 160, 185

Reaction mechanism 689

Reactive oxygen species (ROS) 218, 658–664

Red (long wavelength) chlorophylls 64, 122–134, 162, 165, 170,

178–189, 596, 604

Red enzyme 4

Redfield theory 604

Redox

equilibration 583, 589

homeostasis 149

mediators 573

poising 641–645, 663

potential 456, 459–471, 572–574

response 539, 543

titration 584, 585

Regulon 535, 543

Relaxation, dynamic solvation model 335

Relaxation, primary radical pair 335

Reorganization energy 228, 229, 232, 237, 240, 403, 583–592, 601,

628

Repressor 534, 543

Resonance energy transfer narrowing 601

Resonance Raman spectroscopy 483, 484

Reverse rate constants 573

RHF-INDO/SP calculations 261–264

Rieske iron-sulfur protein 13, 648

RNA interference 521

rRNA-based molecular taxonomy 679

Rubisco 661, 662

Rubredoxin 530, 539, 540

S = 5/2 ferric ions 458

S-adenosylmethionine decarboxylase 663
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Scaffold protein 531–534, 541, 542

Scavenging enzymes 662

Schiff base 537

Semiquinone radical 389, 402, 406

Senescence 660

Sequential radical pairs 395, 396, 400

SH3-like domain, PsaE 562

Signal I 11

Signal II 11

Singlet oxygen 64

Singlet radical ion pair state 369

Singlet-singlet annihilation 159

Singlet-triplet mixing 428, 429

Siroheme iron 482, 483, 490

Siroheme/NO complex 484

Site energies 598

Spectral density 601

Spin correlated radical pair 341, 342, 395

Spin density 233

Spin dynamics 366, 369, 386, 396, 397, 402

Spin echo 395

Spin Hamiltonian 366, 367

nonadiabatic change 352

radical pair 352

Spin orbit coupling 248, 260

Spin polarization 225, 395–405

mechanism 367

relaxer 370

Spin-correlated radical pair

dipole-dipole interactions 342

exchange interactions 341

Spin-spin coupling 395, 396, 402

Spreading of equilibrium model 619, 634

Standard hydrogen electrode (SHE) 573

Stark spectroscopy 182

State 1 41–45, 121, 149–151, 649–651

State 2 41–45, 121, 149–151, 649–651

State transitions 42–45, 121, 518, 522, 645, 651

role of PSI-H, PSI-I, PSI-L, PSI-O 149

Stepanov-Kennard relation 164

Stigmatellin 640, 641

Stimulated emission 159, 294–298

Stokes shift 182, 600

Stopped-flow spectrophotometry 467–469

Stretched exponential 589, 628–631

Stroma lamellae 642

Stromal ridge 51–55, 63, 80–84, 94, 95, 440, 446, 447, 563, 564

Strongly coupled pigments 602

Structural heterogeneity 417, 418, 426, 427, 432

STT7 kinase 42

Succinate quinol oxidoreductase 650

suf regulon 535, 543

SUF system 534, 535, 539, 540, 541

Sulfite reductase 478, 482, 483, 488, 489

Sulfite reductase, redox potential 489

Sulfur metabolism 440

Sulfur mobilization 537

Superoxide anion radical 660

Superoxide dismutase 661, 662

Suppression, antisense 145–148

Suppression, Co- 145, 148–150

Supramolecular organization of thylakoid membranes 642

Surface electrostatic potential 675

Surface plasmon resonance 556

Susceptibility tensor, symmetry axis 347–351

Symmetry breaking 91–94, 672

TAK kinases 42

Temperature stress 657, 658

Thermal expansion/contraction 575

Thermodynamics 572, 573, 577

Thioredoxin 144, 490–494, 651, 652

Thioredoxin reductase 478, 493

Third observer spin 367

Thylakoid membranes, arrangement 350, 351

Time-dependent two-state approximation 620

TMPD 328, 329

TPN reducing factor (TRF) 1

TPN reductase 1, 6, 7

TPNH diaphorase 1, 6

Trans-acting factors 518–520, 523

Raa1 517–520

Raa2 517–519

Raa3 517–520

Transcription factor 543

Transcriptional control 517

Transfer limited excited state dynamics 604

Transfer-to-trap-limited model 164, 165

Transhydrogenase 1, 2, 6, 7

Transition density cube method 600

Transition density quantum chemical methods 599

Transition dipole moment 182, 183

pigments 599, 602

Transition energies 598

Transition monopole method 600

Transmembrane electric potential (�� ) 226, 239, 321–328, 333,

334, 644, 424

Transposon tagging 144, 147

Trans-splicing reactions 517–520, 525

Trap limited excited state dynamics 604

Trapping time 597, 604

Trimerization domain 51, 56, 58, 105

Trinucleotide phosphate (TPN) 1–7

TRIPLE, general 252, 264

TRIPLE, special 252

Triplet exciton 248, 261

Triton X-100 34–38

TROSY-based NMR 95, 96

Tunneling analysis 583–592

Two domain proteins 678

Type I blue copper proteins 686

Type I reaction center, evolution of 670, 676–680

Ultrafast optical spectroscopy 158–160, 416, 428, 430, 433

Unidirectional electron transfer 200, 239–402, 415–418, 422–434

Unresolved proton hyperfine coupling 372

Upconversion 159

Uphill electron tunneling reaction 587–590

Uphill energy transfer 178

Vibrational modes 403, 404

Violaxanthin de-epoxidase 144

Violaxanthin 141, 144

in Lhc complex 125, 129, 130, 134
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Vitamin E 206

Vitamin K 640

Vitamin K1, 2-methyl-3-phytyl-1,4-naphthoquinone 206

Vitamin K2, 2-methyl-3-polyprenyl-1,4-napthoquinone 206

Wavepacket, nuclear 294–298

Weakly coupled pigments 601

Weibull distribution 628

Xanthophyll cycle 663

Xanthophyll, in Lhc protein 120, 127–130, 133, 134

X-ray small angle scattering 488

Yeast mitochondria 532

Zero-field splitting (of triplet state) 367

Zero-field splitting parameters 343, 346
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Acaryochloris marina 101, 109, 110, 112, 285, 294

Algae 659

Anabaena sp. PCC 7119 328, 445, 451, 452, 479, 480, 482, 500,

508, 687

Anabaena sp. PCC 7120 109, 110, 440, 442, 443, 445, 449–452,

484

Anabaena variabilis 59, 209, 210, 456–459, 462, 464–466,

468–470, 557

Anabaena variabilis ATCC 29413 141

Anacystis nidulans 21

Arabidopsis thaliana 41, 42, 122, 123, 126, 127, 140–145, 148,

150, 189, 209–212, 218, 516, 518, 519, 521, 535, 536, 538, 646,

647, 651, 652, 660, 663, 692–694

Arthrospira maxima 684, 691

Arthrospira platensis 179–182, 185, 186

Azotobacter vinelandii 532, 539

Bacillus cereus 210

Bacillus subtilis 209–211

Barley 142, 148, 521, 658, 661, 663, 664

Blastochloris viridis 331, 332

Chlamydomonas reinhardtii 36, 41, 42, 44, 45, 62, 133, 134, 142,

145, 161–164, 168–170, 184, 200–202, 218, 227–231, 233–237,

247, 249, 250, 257–259, 261, 264, 274–279, 281, 282, 284, 286,

302, 306, 307, 316, 363, 385, 398–400, 403, 405, 425, 426, 427,

441–448, 485, 500–505, 508, 509, 516, 518–525, 551–553, 555,

560, 563, 585, 647, 650, 660, 677, 693

Chlorella 3, 4, 178

Chlorella fusca 460

Chlorella sorokiniana 168, 225, 234, 424

Chlorella vulgaris 576, 577

Chlorobium 374

Chlorobium tepidum 209–211, 275, 308, 676

Chloroflexus aurantiacus 679

Chondrus crispus 460

Chromatium vinosum 542

Clostridium acetobutylicum 210

Clostridium acidi urici 83, 85

Clostridium pasteuranium 9, 83, 85, 202

Coffee 658, 659, 661

Common bean 658

Cotton 658, 662

Crocosphaera watsonii 209, 210, 673,

674

Cucumber 658, 659, 660, 661, 662, 664

Cyanidioschyzon merolae 211, 535

Cyanidium caldarium 211, 212, 535

Cyanobacteria 659, 660, 662

Cyanophora paradoxa 535

Dunaliella salina 661

Erwinia chrysanthemi 538

Escherichia coli 81, 82, 205, 208–212, 215–217, 464, 469, 536,

537, 539, 541, 542, 543, 555

Euglena gracilis Klebs (strain Z) 212

Ferns 687, 689, 692

Fischerella musccola 109, 110

Galdieria sulphuraria 535

Galium mollugo 208

Giardia intestinalis 547

Gleobacter violaceus 205, 209–212, 670, 671, 678

Green algae 643, 651, 652

Green sulfur bacteria 20, 113

Guillardia theta 535, 536

Halobacterium sp. NRC-1 209–211

Heliobacteria 113, 374, 383, 669, 670, 677, 679, 680

Heliobacterium chlorum 186

Heliobacterium modesticaldum 95, 374, 384

Maize 456, 465, 466, 469, 470, 479–481, 489–490, 644, 658, 660,

661

Marchantia polymorpha 151
Mastigocladus laminosus 551–553, 560, 561

Monoraphidium braunii 440, 442, 687, 690, 692, 693

Morinda lucida 208

Nicotiana sylvestris 143

Nostoc punctiforme 209–211

Nostoc sp. PCC 7119 687, 688, 690, 693

Nostoc sp. PCC 7120 209–211

Nostoc sp. PCC 8009 562

Odontella sinensis 535, 676

Parsley 4

Peptococcus aerogenes 83

Phormidium laminosum 643, 689, 690

Pinus thunbergii 151

Pissum sativum var. Alaska (pea) 71, 72

Plectonema boryanum 664

Porphyra purpurea 535

Porphyra umbilicalis 460

Porphyridium cruentum 178

Potato 658, 659, 662

Prochlorococcus 678

Prochlorococcus marinus 101, 107-110, 112, 113

Prochlorococcus marinus MED4 209–211

Prochlorococcus marinus MIT9313 209–211

Prochlorococcus marinus SS120 209–211

Prochloron didemni 101, 107–110, 112

Prochlorothrix hollandica 101, 107–110, 112, 687, 690, 691,

693

Pseudanabaena sp. PCC 6903 328

Pumpkin 658

R. sphaeroides R26 36

Red algae 101

Rhodobacter sphaeroides 275, 279, 294–297, 330, 335, 336, 337,

340, 343, 344, 373, 385, 386, 415, 574

Rhodococcus sp. NCIMB 9784 209
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Rhodopseudomonas viridis 186, 331, 336, 338

Rhodospirillum rubrum 333, 336, 337, 640

Saccharomyces cerevisiae 546

Scenedesmus obliquus 343

Scots pine 662

Spinach 3, 4, 6, 7, 11, 17, 20, 23, 26, 148, 166, 167, 212, 224, 234,

405, 440–442, 444–447, 451, 456, 457, 459–462, 464, 465, 470,

555, 560, 658, 659, 661

Spirulina platensis 162, 163, 165, 180, 450, 461, 463,

556

Steinernema carpocapsas 546

Sulfolobus acidocaldarius 545

Sunflower 646

Sweet pepper 658, 661

Synechococcus elongatus 13, 48, 57–59, 145, 146, 150, 155, 162,

163, 165, 180, 206, 209–211, 277, 283, 320, 328, 333, 336, 338,

546, 551–553, 555–557, 595, 615

Synechococcus lividus 340, 343, 347, 348, 352, 354, 355

Synechococcus sp. 21, 24

Synechococcus sp. PCC 6301 21, 24, 239, 555

Synechococcus sp. PCC 6803 643, 650

Synechococcus sp. PCC 7002 83, 87, 209, 210, 212–214, 239,

307–315, 363, 386, 401, 402, 509, 534, 535, 539, 540, 543, 558,

562, 564, 576

Synechococcus sp. PCC 7942 102, 103, 180, 186, 481, 482, 509

Synechococcus sp. WH8102 110, 113, 209–211

Synechocystis sp. 24, 158, 160–162, 165–169

Synechocystis sp. PCC 6803 56, 59, 62, 100, 102–107, 110, 112,

141, 144, 160, 186, 180, 185, 186, 188, 200–202, 225, 227–229,

231–237, 277–285, 294, 302, 305–311, 313–315, 326, 328, 336,

363, 398–400, 441–443, 445–451, 486, 487, 488, 489, 491, 492,

500, 501, 503, 534, 535, 539, 542, 551–553, 555–558, 560,

562–564, 574, 577, 629, 630, 663, 664, 673, 675, 678, 687–690,

693

Thauera aromatica 84

Thermosynechococcus elongatus 100, 103, 104, 106, 109, 179,

180, 182–189, 194, 202, 209–211, 224, 227, 229, 231, 236, 246,

247, 249, 250, 253, 254, 262, 263, 363, 415, 439–441, 444,

446–448, 450, 595, 596, 602–604, 607, 608

Thermosynechococcus vulcanus 59, 333, 337

Thermotoga maritme 538

Tobacco 658, 662, 663

Trichodesmium erythraeum 209–211

Trichomonas vaginalis 547

Winter rye 658

Xenorhabdus nematophila 533
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apoI mutant 521

Arg674PsaB to Ala (Synechocystis sp. PCC 6803) 379, 380, 392,

400, 426, 427

Asn591PsaB to Asp (Chlamydomonas reinhardtii) 430

Asn611PsaA to Asp (Chlamydomonas reinhardtii) 430

Asp575PsaB to Lys or Ala (Synechocystis sp. PCC 6803) 432

btpA deletion mutant (Synechocystis sp. PCC 6803) 564

CDK25 strain (Synechocystis sp. PCC 6803) 557

Chl27 mutant (Arabidopsis) 524

chlL mutant (Plectonema boryanum) 664

Chlorina f2 126, 130

Crd1 mutant (Chlamydomonas reinhardtii) 517, 519, 524, 525

CRR2 mutant (Arabidopsis) 647

Cys556PsaA to Ser, Asp, His (Synechocystis sp. PCC 6803) 201

Cys565PsaA to Ser, Asp, His (Synechocystis sp. PCC 6803) 201

E93-95 mutant (Synechocystis sp. PCC 6803) 555

F14-tab2 mutant (Chlamydomonas reinhardtii) 519, 520

F15-tab1 mutant (Chlamydomonas reinhardtii) 519, 520

F24 mutant (Chlamydomonas reinhardtii) 520

fdx (slr0148) mutant (Synechocystis sp. PCC 6803) 534

Ferredoxin mutants 449, 450

Flavodoxin mutants 444, 449, 451–452

Gly693PsaA to Trp (Chlamydomonas reinhardtii) 228, 229, 426,

432

HCF101 mutant (Arabidopsis) 517, 519, 524, 534, 540

hcf145 mutant (Arabidopsis) 521

His651PsaB to Cys, Gln, Leu (Synechocystis sp. PCC 6803) 279

His656PsaB to Asn, Ser (Chlamydomonas reinhardtii) 194

His656PsaB to Gln (Chlamydomonas reinhardtii) 258, 274, 279

His656PsaB to Asp (Chlamydomonas reinhardtii) 164

His676PsaA to Gln (Chlamydomonas reinhardtii) 258

His676PsaA to Ser (Chlamydomonas reinhardtii) 279

I12V/T15K/Q16R mutant (Chlamydomonas reinhardtii) 555

iscA mutant (Synechococcus sp. PCC 7002) 534

iscR mutant (Synechococcus sp. PCC 7002) 534

iscS mutant (Escherichia coli) 536

iscS1 mutant (Synechocystis sp. PCC 6803) 534

iscS2 mutant (Synechocystis sp. PCC 6803) 534

iscSUA mutant (Escherichia coli) 536

laf6 mutant (Arabidopsis) 536

Lhca, antisense suppression (Arabidopsis) 147

menA mutant (Synechocystis sp. PCC 6803) 205, 213, 214, 574,

577, 578

menB mutant (Synechococcus sp. PCC 6803) 205, 210, 381, 385,

213, 214, 574, 577, 578

menF mutant (Synechococcus sp. PCC 7002) 213

menG mutant (Synechocccus sp. PCC 7002) 205, 213, 214, 377,

385

Met664PsaB to His, Ser, Leu (Chlamydomonas reinhardtii) 197,

198

Met668PsaA to Leu, Arg, His (Synechocystis sp. PCC 6803) 168

Met668PsaB to His, Leu (Chlamydomonas reinhardtii) 428, 429

Met668PsaB to Leu, Asn (Synechocystis sp. PCC 6803) 231, 233,

428–429

Met668PsaB to Leu, His (Chlamydomonas reinhardtii) 231, 232

Met684PsaA to His, Ser, Leu (Chlamydomonas reinhardtii) 197,

198

Met688PsaA to His, Leu (Chlamydomonas reinhardtii) 428–430

Met688PsaA to Leu, Arg, His (Synechocystis sp. PCC 6803) 168

Met688PsaA to Leu, Asn (Synechocystis sp. PCC 6803) 231, 233,

428–430

Met688PsaA to Leu, His (Chlamydomonas reinhardtii) 230–233

ndhB mutant (tobacco) 663

ndhB/PsaE (Synechocystis sp. PCC 6803) 663

ndhCKJ mutant (tobacco) 663

ndhF mutant (Synechococcus sp. PCC 7002) 650

ndhF mutant (Synechocystis sp. PCC 6803) 650

Pc (plastocyanin) mutants (Arabidopsis) 145

PGR5 mutant (Arabidopsis) 663

pgsA mutant (Synechocystis sp. PCC 6803) 564

Phe560PsaB to Ala or Leu (Chlamydomonas reinhardtii) 262

Phylloquinone pathway deletion mutants 385

psaA mutant (Chlamydomonas reinhardtii) 520

psaB mutant (Chlamydomonas reinhardtii) 520, 660

psaC (cyanobacteria) 141

psaC (green algae) 142

psaC mutant (Chlamydomonas reinhardtii) 660

psaC mutant (Synechocystis sp. PCC 6803) 557, 558

psaC mutants 404, 446–448, 451

psaC mutants, cysteine ligands to Fe/S clusters 83

psaC pseudorevertants 534

psaC, inactivation (Chlamydomonas reinhardtii) 521

psaD deletion strain (cyanobacteria) 144

psaD deletion mutant 446, 447

psaD deletion strain (Synechocystis sp. PCC 6803) 80, 81

psaD – less mutant 677

psaD mutant (Synechocystis sp. PCC 6803) 553, 555, 560

PsaD mutants 446–448

psaD, inactivation (Arabidopsis) 521

psaD1-1 mutant (Arabidopsis) 143

psaD1-1 PsaD2-1, double mutant (Arabidopsis) 143

PsaD2-1 mutant (Arabidopsis) 143

psaE deletion mutant 446–448, 451

psaE deletion strain (Synechocystis sp. PCC 6803) 80, 81

psaE mutant (Synechocystis sp. PCC 6803) 555, 556, 562

psaE mutant, transposon tagged (Arabidopsis) 144

PsaE mutants 446–448

psaE/psaF deletion mutant 399–401

psaE� mutant (Synechococcus sp. PCC 7002) 427

psaE1, inactivation (Arabidopsis) 522

psae1-1 mutant (Arabidopsis) 562

psaF mutant (Arabidopsis) 660

psaF mutant (Chlamydomonas reinhardtii) 660
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psaF, inactivation (Chlamydomonas reinhardtii) 522

psaF� mutant (Synechococcus sp. PCC 7002) 427, 433

psaG, inactivation (Arabidopsis) 522

psaH, inactivation (Arabidopsis) 522

psaI, inactivation (Arabidopsis) 521

psaK, inactivation (Arabidopsis) 522

psaL, inactivation (Arabidopsis) 522

psaN, inactivation (Arabidopsis) 522

PSI-D, antisense suppression of (Arabidopsis) 143, 144

PSI-E mutant, antisense suppression of (Arabidopsis) 144

PSI-F mutant (Arabidopsis) 145

PSI-F mutant (green algae) 145

PSI-G mutant (Arabidopsis) 146

PSI-H, cosuppression of (Arabidopsis) 142, 144, 148, 149

PSI-J deletion, (cyanobacteria, green algae, plants) 145

PSI-K mutant (Arabidopsis) 146

PSI-L mutant, antisense suppression of (Arabidopsis) 148, 149, 150

PSI-N cosuppression of (Arabidopsis) 144, 145

PSI-O 148, 149

rubA menB mutant (Synechocccus sp. PCC 7002) 214

rubA mutant (Synechocccus sp. PCC 7002) 214, 401, 402, 420,

422, 431, 534, 539, 564, 629, 631, 633

Ser603PsaA to Gly (Synechocystis sp. PCC 6803) 283

Ser672PsaB to Ala (Chlamydomonas reinhardtii) 426, 428

Ser672PsaB to Cys (Synechocystis sp. PCC 6803) 228, 229, 380,

392, 400, 426, 428

Ser692PsaA to Ala (Chlamydomonas reinhardtii) 426–428

Ser692PsaA to Cys (Synechocystis sp. PCC 6803) 228, 229, 379,

380, 392, 400, 426–428

sufA mutant (Synechococcus sp. PCC 7002) 534, 539

sufB mutant (Arabidopsis) 538

sufC mutant (Arabidopsis) 538

sufC mutant (Escherichia cgrysanthemi) 538

sufD mutant (Escherichia cgrysanthemi) 538

sufR null mutant (Synechococcus sp. PCC 7002) 534, 543

sufS mutant (Escherichia coli) 536

Thr718PsaB to Thr (Synechocystis sp. PCC 6803) 277

Thr739PsaA to Ala (Chlamydomonas reinhardtii) 195

Thr739PsaA to Phe (Synechocystis sp. PCC 6803) 282–284

Thr739PsaA to Tyr, His, Val (Chlamydomonas reinhardtii) 281,

282

Thr739PsaA to Tyr, His, Val, Ala (Chlamdomonas) 281–283

Thr739PsaA to Val 608

Thr739PsaA to Val, His, Tyr (Chlamydomonas reinhardtii) 247,

258, 259

Thr743PsaA to Ala (Chlamydomonas reinhardtii) 231, 233, 431

Trp673PsaA to Phe, His, Leu (Chlamydomonas reinhardtii) 201

Trp673PsaB to Gly (Chlamydomonas reinhardtii) 426

Trp673PsaB to Leu, His (Chlamydomonas reinhardtii) 399, 400,

406

Trp677PsaA to Phe (Synechocystis sp. PCC 6803) 227–229, 239,

240

Trp677PsaB to His, Leu (Chlamydomonas reinhardtii) 425, 426

Trp677PsaB to Phe (Chlamydomonas reinhardtii) 237, 240

Trp677PsaB to Phe (Synechocystis sp. PCC 6803) 380, 392, 400,

425, 426

Trp693PsaA to His, Leu (Chlamydomonas reinhardtii) 399–401,

406

Trp693PsaA to Phe, His, Leu (Chlamydomonas reinhardtii) 201

Trp697PsaA to His, Leu (Chlamydomonas reinhardtii) 425, 426,

428

Trp697PsaA to Phe (Chlamydomonas reinhardtii) 227–229, 239,

240

Trp697PsaA to Phe (Synechocystis sp. PCC 6803) 201, 227–229,

379, 380, 392, 400, 425, 426, 428

Trp697PsaA/Trp677PsaB to Phe/Phe (Chlamydomonas reinhardtii)
227, 229

Tyr599PsaA to Leu (Synechocystis sp. PCC 6803) 283

Tyr676PsaB to Phe (Chlamydomonas reinhardtii) 424, 428,

429*(anothr entry, no pages)

Tyr696PsaA to Phe (Chlamydomonas reinhardtii) 230, 231, 424,

428, 429

viridis-zb63 barley mutant 521

Ycf3 mutant 563

ycf3, inactivation 517, 519, 523

Ycf4 mutant 563

ycf4, inactivation 517, 519, 523
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Arh1 533

At1g08490 536

At1g54500 539

AtABC1 539

AtCnfU-V 564

Atm1 533, 534

AtNAP6 (SufD) 536

AtNAP7 (SufC) 536, 538

AtNFS1 536

AtNFS2 536

AtNFU1-5 533, 541, 542

BtpA 522, 523, 564

cab genes 101, 107

Cab proteins 107, 107, 112

C-DES (cysteine desulfurase) 534, 537

Crd1 524

DnaJ 533

DnaK 533

Erv1p 533

fdx 532, 539

Ferredoxin 140,143

Flavodoxin (IsiB) 675

FNR 143, 541

ftrC 535, 543

Grx5 534

HCF101 540

HiPIP 542

HisP 538

hscA 532, 534, 539

hscB 532, 534, 539

Isa1p 533

Isa2p 533

IscA 524, 530, 533, 534, 539, 543

IscR 530 532, 534, 543

iscR-iscS-iscU-iscA-hscB-hscA-fdx-ORF3 532

IscS 532, 533, 534, 537

IscS1 534

IscS2 534

IscU 524, 532, 534, 543

IscU1p 533

IscU2p 533

IsiA 52, 58, 59, 100, 102, 140, 675

isiAB operon 102-110, 112, 113

IsiB 102

Jac1 533

laf6 536

Lhca 170

Lhca1 72–75, 140, 145, 184, 189

Lhca1/Lhca4 dimer 121, 125, 140, 147, 189

Lhca1-4 42, 120–134

Lhca2 72–75, 140, 146, 147, 184, 189

Lhca2/Lhca3 dimer 125, 140, 147

Lhca3 72–75, 140, 146, 147, 180, 189, 522, 524

Lhca4 72–75, 140, 145, 180, 184, 188, 189

Lhca5 140

Lhca5–6 122, 134

Lhca7–9 134

Lhcb1–3 42

LHCI 140–147, 151

LHCII 140, 144, 149, 150

menA 418, 419

MenA, DHNA polyprenyltransferase 208–214

menB 381, 385, 419

MenB, 1,4-hydroxynaphthoyl-CoA synthase 208–214, 218

MenC, o-succinylbenzoate synthase 208–212

MenD, 2-succinyl-6-hydroxy-2,4-cyclohexadiene-1-carboxylate

synthase 208–213

MenE, o-succinylbenzoate-CoA synthetase 208–213

MenF, isochorismate synthase 208–213

menG 377, 385, 419 ,436

MenG, 2-polyprenyl-1,4-naphthoquinone methyltransferase

208–214, 217

MenH, 1,4-hydroxynaphthoyl-CoA thioesterase 208–212

Mge1 534

narB 481

Ndh, co-transcribed with psaC 551

ndhB 663

ndhCKJ 663

Nfs1p 533

NFU 524, 533, 541, 542

NfuI 524

NifS 524, 532, 537

NifU 524, 532, 533, 541, 542

ORF3 532

OxyR 539, 543

Plastocyanin 140, 144, 147

pcb genes 107–113

pcbA 107–110

pcbB 108–110

petD 520

pgr5 663

psaA 433

PsaA 13, 35, 36, 82, 84–96, 100, 106, 302, 320, 321, 329, 330, 416,

434, 440, 447, 500–508, 516, 520, 531, 541, 660, 670–675, 678

pea 71, 74

Thermosynechococcus elongatus 49–53, 55–65

PsaA/PsaB 52

psaB 433

psaB1 671

psaB2 671
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PsaB 13, 35, 36, 82–85, 89–96, 100, 106, 188, 302, 320, 321, 329,

330, 416, 434, 440, 500, 503, 504, 506, 508, 516, 520, 521,

531, 541, 660, 661, 670–675, 678, 679

pea 71, 74

Thermosynechococcus elongatus 59–53, 55, 56, 58–61, 63, 65

psaC 521

PsaC 13, 23–25, 35, 36, 207, 214, 215, 320, 330, 336, 338, 415,

416, 420, 421, 437, 440, 447–451, 550, 551–564, 531–535,

540, 613–615, 660

180• rotation around C2 symmetry axis 91–93

amino acid sequence 83

apo 80

comparison with dicluster ferredoxins 82–85, 88–91

conformation of C-terminus 84–89, 91–96

conformation of N-terminus 85, 86, 88, 96

conformational change on binding 88, 93–95

contact shifted NMR signals 83, 84

crosslinking with ferredoxin 555

C-terminus binds first hypothesis 94, 95

evolution 95, 675–678

inter-subunit contacts with PsaA/PsaB 91–93

iron-sulfur core binds first hypothesis 94, 95

local C2 symmetry 83

medium and long-range NOE constraints 84, 85

NMR resonances 84

PsaC, PsaD and PsaE, ferredoxin docking site 439, 440, 446–450

pseudo C2 symmetry of 83, 94,

site-directed mutagenesis of 83

specific sequence insertion of 85

symmetry breaking contacts with PsaA/PsaB 91, 93

Thermosynechococcus elongatus 49, 51–56,63, 65

unbound recombinant protein 84

PsaD 36, 80–82, 90–96, 207, 214, 215, 440, 446–450, 516, 522,

531, 540, 550–565, 660

crosslinking with ferredoxin 552, 555

crosslinking with flavodoxin 554

evolution 675–678

KD value with ferredoxin 555, 556

leader peptide in eukaryotes 551

N-terminal extension in eukaryotes 677

role in ferredoxin docking 54

susceptibility to proteolysis 559, 560

Thermosynechococcus elongatus 49, 51, 53–56, 63, 65

psaD1 142

psaD2 142

psaE (Arabidopsis) 522

psaE 663

psaE1 562

psae1-1 562

psae1-2 562

psaE2 562

PsaE 36, 399, 401, 427. 440, 446–451, 516, 531, 540, 550, 551–565

evolution 675–678

interaction with ferredoxin 553

leader peptide in eukaryotes 553

NMR structure 55, 96

N-terminal extension in eukaryotes 678

role in cyclic electron transport 56

susceptibility to proteolysis 561

Thermosynechococcus elongatus 49, 51, 53–56, 58, 63, 65

PsaF 184, 399, 405, 427, 433, 437, 447, 500–503, 505, 506, 508–510,

516, 522, 660

cross-linked product 501, 502, 505–507

chimeric protein 502, 503

electrostatic interaction 503

interaction with Lhca 121

N-terminal domain 501, 502, 505

pea 73, 74, 76

presequences in plants 58

role in plastocyanin docking in plants 53, 73

Thermosynechococcus elongatus 49, 51, 53, 55, 58, 59

PsaF/PsaJ interaction 561

PsaG 105, 516, 522, 678

evolution by gene duplication 59

interaction with Lhca 121

pea 73, 74, 76

PsaH 516, 522, 678

pea 73, 74

PsaI 516, 522

Thermosynechococcus elongatus 49, 51, 56, 57

PsaJ 184, 447

deletion mutant 505

interaction with Lhca 121

pea 74

Thermosynechococcus elongatus 49, 51, 58, 59

PsaK 106, 107, 516, 522, 524

interaction with Lhca 121

pea 74, 76

positive inside rule 59

Thermosynechococcus elongatus 49, 51, 58, 59

PsaL 105, 179, 184, 516, 522

Ca2+ binding 56

pea 73, 74

role in trimerization domain 56

Thermosynechococcus elongatus 49, 51, 55–57, 65

PsaM, Thermosynechococcus elongatus 49, 51, 56–58

PsaN 516, 678

Role in binding of plastocyanin 505, 506

PsaO 678

PsaX 188, 678

Thermosynechococcus elongatus 49, 51, 58, 59, 65

PsbB/PsbC, similarity in arrangement to PsaA/PsaB 52

PsbS 144

PscB, Chlorobium 95, 676

PSI-A (see also PsaA) 42, 44, 140

PSI-B (see also PsaB) 140

PSI-C (see also PsaC) 140–146, 150

PSI-D (see also PsaD) 140–146, 148, 150

N-terminal extension in plants 142

PSI-E (see also PsaE) 140–146, 150

N-terminal extension in plants 143

PSI-F (see also PsaF) 140–146, 148

N-terminal extension in plants 144

role in binding LHCI 145, 146

PSI-G (see also PsaG) 42, 44, 140, 146, 147

location in plant PS I 146

role in binding LHCI 147

role in binding plastocyanin 147, 148

PSI-H (see also PsaH) 42–45, 140–142, 144, 148–151

role in binding LHCII 149

PSI-I (see also PsaI) 140, 141, 148, 150

PSI-J (see also PsaJ) 140, 141, 145, 146

role in binding LHCI 146

PSI-K (see also PsaK) 42–44
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PSI-K and PSI-G, role in energy transfer 146, 147

PSI-K 140, 146, 147

location in plant PS I 146

role in binding LHCI 146

PSI-L (see also PsaL) 43, 44, 140–142, 144, 148–150

role in binding LHCII 149

PSI-M (see also PsaM) 140, 151

PSI-N (see also PsaN) 140, 144, 145, 148, 151

role in oxidizing plastocyanin 145

PSI-O (see also PsaO) 140, 141, 148, 149, 150, 151

role in binding LHCII 149, 150

RubA 63, 530, 531, 534, 539, 540, 541, 542, 544

RubA 564

ScNFU1 in Arabidopsis 542

sll0088 in Synechocystis sp. PCC 6803 534

sll0704 in Synechocystis sp. PCC 6803 534

slr0387 in Synechocystis sp. PCC 6803 534

slr1417 in Synechocystis sp. PCC 6803 534, 539

slr1565 in Synechocystis sp. PCC 6803 534

SoxR 530, 543

Ssq1 533

Subunit III (PsaF) 501

SufA 530, 534 , 535, 536, 539

SufB 530, 534, 535, 536, 538, 543

SufBCD, role in mobilizing iron 538

SufC 530, 534, 535, 536, 538, 543

SufD 530, 534, 535, 538, 543

SufE 530, 534, 537, 538

X-ray crystal structure 537

SufR 530, 535, 542, 543, 544

SufS 530, 535, 536, 537, 538, 543

X-ray crystal structure 536, 537

SufS/SufE, role in mobilizing sulfur 537

tab1 in Chlamydomonas reinhardtii 520, 521

tab2 in Chlamydomonas reinhardtii 520, 521

Thioredoxin 144

tscA in Chlamydomonas reinhardtii 518, 519

Yah1p 533

ycf16 535, 538

ycf24 535, 538

Ycf3 522, 523

Ycf4 522, 523

ycf83 535

Yfh1/frataxin 534



Series editor: Govindjee, University of Illinois, Urbana, Illinois, U.S.A.

1. D.A. Bryant (ed.): The Molecular Biology of Cyanobacteria. 1994
ISBN Hb: 0-7923-3222-9; Pb: 0-7923-3273-3

2. R.E. Blankenship, M.T. Madigan and C.E. Bauer (eds.): Anoxygenic Photosynthetic
Bacteria. 1995 ISBN Hb: 0-7923-3681-X; Pb: 0-7923-3682-8

3. J. Amesz and A.J. Hoff (eds.): Biophysical Techniques in Photosynthesis. 1996
ISBN 0-7923-3642-9

4. D.R. Ort and C.F. Yocum (eds.): Oxygenic Photosynthesis: The Light Reactions.
1996 ISBN Hb: 0-7923-3683-6; Pb: 0-7923-3684-4

5. N.R. Baker (ed.): Photosynthesis and the Environment. 1996
ISBN 0-7923-4316-6

6. P.-A. Siegenthaler and N. Murata (eds.): Lipids in Photosynthesis: Structure, Function and
Genetics. 1998 ISBN 0-7923-5173-8

7. J.-D. Rochaix, M. Goldschmidt-Clermont and S. Merchant (eds.): The Molecular Biology of
Chloroplasts and Mitochondria in Chlamydomonas. 1998 ISBN 0-7923-5174-6

8. H.A. Frank, A.J. Young, G. Britton and R.J. Cogdell (eds.): The Photochemistry of
Carotenoids. 1999 ISBN 0-7923-5942-9

9. R.C. Leegood, T.D. Sharkey and S. von Caemmerer (eds.): Photosynthesis: Physiology
and Metabolism. 2000 ISBN 0-7923-6143-1

10. B. Ke: Photosynthesis: Photobiochemistry and Photobiophysics. 2001
ISBN 0-7923-6334-5

11. E.-M. Aro and B. Andersson (eds.): Regulation of Photosynthesis. 2001
ISBN 0-7923-6332-9

12. C.H. Foyer and G. Noctor (eds.): Photosynthetic Nitrogen Assimilation and Associated
Carbon and Respiratory Metabolism. 2002 ISBN 0-7923-6336-1

13. B.R. Green and W.W. Parson (eds.): Light-Harvesting Antennas in Photosynthesis.
2003 ISBN 0-7923-6335-3

14. A.W.D. Larkum, S.E. Douglas and J.A. Raven (eds.): Photosynthesis in Algae. 2003
ISBN 0-7923-6333-7

15. D. Zannoni (ed.): Respiration in Archaea and Bacteria. Diversity of Prokaryotic Electron
Transport Carriers. 2004 ISBN 1-4020-2001-5

16. D. Zannoni (ed.): Respiration in Archaea and Bacteria. Diversity of Prokaryotic Respiratory
Systems. 2004 ISBN 1-4020-2002-3

17. D. Day, A.H. Millar and J. Whelan (eds.): Plant Mitochondria. From Genome to Function.
2004 ISBN 1-4020-2399-5

18. H. Lambers and M. Ribas-Carbo (eds.): Plant Respiration. From Cell to Ecosystem. 2005
ISBN 1-4020-3588-8

19. G. Papageorgiou and Govindjee (eds.): Chlorophyll a Fluorescence. A Signature of
Photosynthesis. 2004 ISBN 1-4020-3217-X

20. Govindjee, J.T. Beatty, H. Gest and J.F. Allen (eds.): Discoveries in Photosynthesis.
2005 ISBN 1-4020-3323-0

21. B. Demmig-Adams, W.W. Adams III and A. Mattoo (eds.): Photoprotection, Photoinhibition,
Gene Regulation, and Environment. 2005 ISBN 1-4020-3564-0



22. T.J. Wydrzynski and K. Satoh (eds.): Photosystem II. The Light-Driven Water:Plastoquinone
Oxidoreductase. 2005 ISBN 1-4020-4249-3

23. R.R. Wise and J.K. Hoober (eds.): The Structure and Function of Plastids. 2006
ISBN 1-4020-4060-1

24. J.H. Golbeck (ed.): Photosystem I. The Light-Driven Plastocyanin:Ferrodoxin Oxido-
reductase. 2006 ISBN 1-4020-4255-8
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