SSSSS

OR ESSENTIALS

OPERATIONAL
RESEARCH FOR
EMERGENCY PLANNING
IN HEALTHCARE:
VOLUME 2

EDITED BY
NAVONIL MUSTAFEE



Operational Research for Emergency Planning in
Healthcare: Volume 2



The OR Essentials series
Series editor: Simon JE Taylor, Brunel University, UK

The OR Essentials series presents a unique cross-section of high quality research work fun-
damental to understanding contemporary issues and research across a range of Operational
Research (OR) topics. It brings together some of the best research papers from the highly
respected journals of the Operational Research Society, also published by Palgrave Macmillan.

OR deals with the use of advanced analytical methods to support better decision making. As
a multidisciplinary field, it has strong links to management science, decision science, com-
puter science and has practical applications in areas such as engineering, manufacturing,
commerce, healthcare and defence.

OR has long-standing historical roots. However, as a modern discipline its origins lie in the
years immediately before World War II when mathematical techniques were developed to
address urgent defence problems. Now it is commonplace and a key discipline taught in
universities across the world, at undergraduate and postgraduate levels. There are several
international societies dedicated to the advancement of OR (e.g. the Operational Research
Society and INFORMS - The Institute for Operations Research and the Management
Sciences) and there are many high quality peer-reviewed journals dedicated to the topic.

The OR Essentials books are a vital reference tool for students, academics, and industry
practitioners, providing easy access to top research papers on cutting-edge topics within the
field of Operational Research.

Titles include:

Navonil Mustafee (editor)
OPERATIONAL RESEARCH FOR EMERGENCY
PLANNING IN HEALTHCARE: VOLUME 2

Simon JE Taylor (editor)
AGENT-BASED MODELLING AND SIMULATION

Roger A Forder (editor)
OR, DEFENCE AND SECURITY

Mike Wright (editor)
OPERATIONAL RESEARCH APPLIED TO SPORTS

John S Edwards (editor)
THE ESSENTIALS OF KNOWLEDGE MANAGEMENT

Navonil Mustafee (editor)
OPERATIONAL RESEARCH FOR EMERGENCY
PLANNING IN HEALTHCARE: VOLUME 1

The OR Essentials series
Series Standing Order ISBN 978-1-137-45360-0
(outside North America only)

You can receive future titles in this series as they are published by placing a standing order.
Please contact your bookseller or, in case of difficulty, write to us at the address below with
your name and address, the title of the series and the ISBN quoted above.

Customer Services Department, Macmillan Distribution Ltd, Houndmills,
Basingstoke RG21 6XS




Operational Research
for Emergency Planning
in Healthcare: Volume 2

Edited by

Navonil Mustafee
Senior Lecturer in Operations Management,
University of Exeter Business School, UK



Selection, Chapter 1 and editorial matter © Navonil Mustafee 2016
Individual chapters © Operational Research Society 2016

Softcover reprint of the hardcover 1st edition 2016 978-1-137-57326-1
All rights reserved. No reproduction, copy or transmission of this
publication may be made without written permission.

No portion of this publication may be reproduced, copied or transmitted
save with written permission or in accordance with the provisions of the
Copyright, Designs and Patents Act 1988, or under the terms of any licence
permitting limited copying issued by the Copyright Licensing Agency,
Saffron House, 6-10 Kirby Street, London ECTN 8TS.

Any person who does any unauthorized act in relation to this publication
may be liable to criminal prosecution and civil claims for damages.

The authors have asserted their rights to be identified as the authors of this
work in accordance with the Copyright, Designs and Patents Act 1988.

First published 2016 by
PALGRAVE MACMILLAN

Palgrave Macmillan in the UK is an imprint of Macmillan Publishers Limited,
registered in England, company number 785998, of Houndmills, Basingstoke,
Hampshire RG21 6XS.

Palgrave Macmillan in the US is a division of St Martin’s Press LLC,
175 Fifth Avenue, New York, NY 10010.

Palgrave Macmillan is the global academic imprint of the above companies
and has companies and representatives throughout the world.

Palgrave® and Macmillan® are registered trademarks in the United States,
the United Kingdom, Europe and other countries.

ISBN 978-1-349-56811-6 ISBN 978-1-137-57328-5 (eBook)
DOI 10.1007/978-1-137-57328-5

This book is printed on paper suitable for recycling and made from fully
managed and sustained forest sources. Logging, pulping and manufacturing
processes are expected to conform to the environmental regulations of the
country of origin.

A catalogue record for this book is available from the British Library.

A catalog record for this book is available from the Library of Congress.

Typeset by MPS Limited, Chennai, India.



Contents

List of Figures and Tables

1 Operational Research for Healthcare Emergency
Planning at a Strategic Level
N. Mustafee

Part IV OR for Assessment and Review of Emergency Services

2 Emergency and On-Demand Healthcare:
Modeling a Large Complex System
S. C. Brailsford, V. A. Lattimer, P. Tarnaras and J. C. Turnbull

3 Assessing the Impact of Systems Modeling in the
Redesign of an Emergency Department
G. Mould, ]. Bowers, C. Dewar and E. McGugan

4 Using Simulation to Assess Cardiac First-Responder
Schemes Exhibiting Stochastic and Spatial Complexities
K. J. Cairns, A. H. Marshall and F. Kee

Part V. OR for Policy Formulation in Emergency Services

5 The DH Accident and Emergency Department Model:
A National Generic Model Used Locally
A. Fletcher, D. Halsall, S. Huxham and D. Worthington

6 Looking in the Wrong Place for Healthcare Improvements:
A System Dynamics Study of an Accident and
Emergency Department
D. C. Lane, C. Monefeldt and ]. V. Rosenhead

Part VI OR for Broader Engagement in Planning
for Emergency Services

7 System Dynamics Mapping of Acute Patient Flows
D. C. Lane and E. Husemann

8 Planning for Disaster: Developing a Multi-Agency
Counselling Service
W. J. Gregory and G. Midgley

9 Simulations for Epidemiology and Public Health Education
C.-Y. Huang, Y.-S. Tsai and T.-H. Wen

A%

vii

13

31

48

71

92

125

148

176



vi Contents

10 Proposing a Systems Vision of Knowledge Management
in Emergency Care
J. S. Edwards, M. ]. Hall and D. Shaw

Part VII Application of OR within the
Wider Healthcare Context

11 An Analysis of the Academic Literature on Simulation
and Modeling in Health Care
S. C. Brailsford, P. R. Harper, B. Patel and M. Pitt

12 Applications of Simulation within the Healthcare Context
K. Katsaliaki and N. Mustafee

13 System Dynamics Applications to European

Healthcare Issues
B. C. Dangerfield

14 One Hundred Years of Operational Research in
Health—UK 1948-2048
G. Royston

Index

203

231

252

296

316

339



List of Figures and Tables

Figures

2.1 Simplified ‘conceptual map’ of the emergency
healthcare system in Nottingham

2.2 The NHS Direct submodel of the STELLA model

2.3 Model validation, using total daily bed occupancy
of NCH for 2000-2001

3.1 An x-ray sub-pathway map using stylized icons
distinguishing patient and information flows

3.2 Emergency Department (A&E) simulation model

3.3 Variations in the mean ED arrivals compared with
staff provision

3.4 Proportions of patients treated within the target times

4.1 Cumulative response-time distributions for
the NI-PAD trial

4.2 Model schematic of the timeline of Sudden Cardiac
Arrest patients

4.3 The NI-PAD trial FR response-time data

4.4 Map illustrating the geographical region where the impact
of a FR scheme has been assessed through simulation

4.5 Figure illustrating the number of FRs that would typically
respond to paged SCA incidents in the selected
geographical region

4.6 Figure illustrating the probability distribution for the
number of additional lives saved due to the FR scheme
in the selected geographical region

5.1 Flows of admitted patients through A&E departments

5.2 Example outputs from one run of the National A&E model

6.1 Schematic representation of A&E elements, processes
and pathways included in the system dynamics model

6.2 Causal loop diagram of the main effects determining

waiting times in an A&E department

vii

19
21

24

36
38

39
40

50

53
60

62

63

64
77
78

97

101



viii List of Figures and Tables

6.3
6.4

6.5

6.6
6.7
6.8

7.1

7.2
7.3
7.4
7.5

8.1
8.2
8.3
8.4
9.1

9.2

9.3

9.4

9.5

9.6

10.1
10.2

Stock/flow diagram of the A&E system dynamics model

Average number of emergency patients arriving in A&E
department in hourly intervals

Emergency patient waiting time to reach different stages
in A&E (Base Case simulation output)

Outputs from the Base Case run of the model
Simulation of a crisis event

Comparison of total waiting time under normal
conditions (Base Case) and in the scenario of
combined demand increase and bed reduction

Preliminary activities in the acute patient flow
mapping project

Workshop activities

Conceptual framework for NHS resources and pathways
Core Map of pathways for acute patients

Sub-map of the acute patient flows into and
out of a hospital’s main ward

Soft systems methodology (from Checkland)

Whole system model of the disaster response system
Conceptual model of ‘informing victims’

Conceptual model of ‘delivering psycho-social support’

Cellular Automata and Social Mirror Identity
Model (CASMIM)

Bipartite relations among injecting drug users (IDUs)
and their meeting locations

A comparison of actual and predicted HIV epidemic
curves from 2003 to 2010 in Taiwan

Epidemiological progress states of epidemic influenza
disease manifestations for four age categories with no
treatment (Longini et al., 2005; Stroud et al., 2007)

Northern Taiwan commuter network

Multi-scale framework for epidemiologic dynamics
simulation

An extract of a map from Hospital (to illustrate structure)

An extract from a map from Ambulance (to illustrate local

and global knowledge)

102

104

105
107
114

115

130
131
134
136

138
156
163
165
167

183

187

189

194

195

199
211

212



11.1
11.2

11.3
11.4
11.5

11.6
11.7
12.1
12.2

13.1

13.2

13.3

13.4

13.5

13.6

13.7

13.8

14.1

14.2

List of Figures and Tables ix

Stages of the review methodology

Analysis of method by primary and subsidiary
classifications

Analysis of method by year
Primary source of funding by method

Distribution of function by primary and subsidiary
classifications

Relationship between function and method
Level of implementation by method
The literature profiling methodology

Number of papers per simulation techniques
over the years

Main feedback loops emerging from the case study
in community care (due to Wolstenholme)

Influence diagram showing the two main loops
involved in the management of short-term psychiatric
patients (due to Coyle)

Enhanced influence diagram introducing two new
controlling loops in the management of short-term
psychiatric patients (due to Coyle)

Simplified influence diagram showing how the waiting
list can regulate demand (due to van Ackere)

Enhanced influence diagram showing a wider view of
the causes and effects of the waiting list phenomenon

Comparison between density and hazard functions for
a three stage distribution with stages equal
(Erlang type 3) and unequal

Two peaks of viral load during the AIDS incubation
period

Schematic flow diagram showing staging of the
incubation distribution and the incorporation of
pre-AIDS treatment

Some UK milestones in health care and health care
management 1948-2007

OR has contributed to a number of milestones in UK
health care policy and management

236

241
243
244

245
246
247
257

290

301

302

304

305

306

310

311

312

319

325



x List of Figures and Tables

14.3

14.4

14.5

14.6

A simple system view of external factors impacting
on future health and care

There are many possible futures for health OR—depending
on its impact and its visibility

We have a spectrum of methods to scan for and assess
challenges on the horizon

Look for simple but powerful generic messages that will
stick in users’ minds

Tables

1.1

2.1

2.2

2.3
3.1

3.2
3.3
4.1
4.2
4.3
4.4
4.5

5.1
5.2

An outline of volume 2 presented through the triple
lens of technique-domain-context

Increases on the previous year’s emergency admissions
to Nottingham hospitals

Average percentage occupancy of both hospitals,
assuming a sustained year-on-year decrease of 3% in
emergency admissions of people aged over 60 years

Results from the A&E streaming model

Comparing patient-times in ED weekdays before and
after the implementation of the new staff roster

Comparing patient-times in ED at weekends
Incorporating the effect of experience and activity

Input data for simulation model: costs

Input data for simulation model: short-term survival
Input data for simulation model: long-term survival

Input data for simulation model: parameters of FR scheme

Comparison of key statistics observed from the
observational trials in North and West Belfast (NWB)

and Antrim, Ballymena and Magherafelt (ABM), compared
with model output (median values together with 95%
central confidence intervals are indicated)

Data used to populate the national A&E model

The consultancy process—numbers of trusts reaching
each stage

328

331

332

334

15

26
28

42
43
44
55
56
57
59

61
80

85



6.1
6.2

7.1
7.2

9.1

9.2

9.3

9.4

10.1
11.1
11.2

11.3

11.4
12.1
12.2

12.3
12.4
12.5
12.6
12.7
12.8
12.9
12.10
12.11

List of Figures and Tables xi

Performance measures for the Base Case Model run

Consolidated performance measures for the various
policy analysis runs of the model

Format of the three workshops

Detailed task structure for acute patient flows into
and out of a hospital’s main wards

Numbers of HIV-1 infections in Taiwan from
January 1984 to December 2008

Statistical results for (a) HIV and (b) Flu simulations
pre-tests and post-tests

Statistical of numbers of persons in regularly visited

locations such as households, workplaces and classrooms

Comparisons of (a) prevention effects and
(b) cost-efficacies among five public health policies

Notable stages in the research methodology
Information items included in the RIT

Publication counts for the three stages of
literature review

Table of association between primary
and subsidiary methods

Number of articles for each sub-category of method
Number of identified and selected papers

Categories and number of papers in healthcare
simulation per simulation technique

MCS papers included in the present study
DES papers included in the present study
SD papers included in the present study
ABS papers included in the present study
Publications with high number of citations
Research funding sources

Monte Carlo Simulation software

Discrete Event Simulation software

System Dynamics Simulation software

104

111
137

139

185

191

192

196
209
235

237

242
243
258

260
261
275
281
283
285
287
287
288
288



xii List of Figures and Tables

14.1  OR publications in health have grown considerably, but
not in the literature that managers and clinicians read

14.2  OR can help meet the future challenges of change
in health and health care

14.3  Factors affecting success or failure of OR applications

324

329
330



1

Operational Research for
Healthcare Emergency
Planning at a Strategic Level

N. Mustafee

1.1 Context

Operational Research (OR) is the discipline that applies analytical methods
to help make better and more informed decisions. Most of the quantita-
tive techniques (‘Hard OR’) are mathematical, statistical or computational
in nature; they are frequently used to arrive at optimal or near-optimal
solutions to complex decision-making problems. ‘Hard’ OR is based on
the assumption that systems are objective aspects of reality — they are
generally independent of the observer; ‘Soft” OR methods by contrast can
best be characterized as assuming that a system is defined subjectively - it
is a reflection of the observer’s worldview (Wienke and Mustafee, 2015).
Thus, ‘Soft’ OR expects the presence of a range of decision-makers or
stakeholders who may all have differing and even conflicting objectives.
The application of qualitative OR techniques in this sphere is to guide
and structure the various stakeholders’ discussions and build a shared
understanding. Strategic level planning (which is the focus of Volume 2
of this book) is generally characterized by the presence and the active
involvement of various actors in the decision-making process. Thus, ‘Soft’
OR can be used as a starting point for discussion regarding an appropriate
resolution approach that all participants are prepared to implement.

OR is a vast field of study! A reference to the ‘Wiley Encyclopedia of
Operations Research and Management Science’ (Cochran et al., 2011) pro-
vides scholarly insights into the enormity of this discipline. The encyclo-
paedia is marketed as an ‘unparallel undertaking’ that is devoted towards
the advancement of OR and is an eight-volume authoritative reference
set made up of over 6,000 pages! The field of OR is also expanding! The
International Abstracts in Operational Research (IAOR, n.d.) is an indica-
tor of the growing literature in OR. IAOR indexes abstracts from OR/

1



2 N. Mustafee

MS journals as well as some specialized journals that are relevant to OR/
MS research (IAOR, n.d.). It is maintained by the International Federation
of Operational Research Societies (IFORS) and is quoted to be the ‘the only
dedicated source for bibliographic and abstract information in operations
research and management science’ (IFORS, n.d.). It consists of 68,000
abstracts from over 145 journal titles (Miser, 2000); the number of jour-
nals has now increased to approximately 180. Mustafee and Katsaliaki
(n.d.) report that in 1961 the first issue of IAOR listed work on models of
common processes in 35 categories, on problems in 11 arenas of applica-
tion and on 31 types of related theory development. By 1975, the num-
bers in these categories had reached 47, 34 and 53, respectively, and by
1998 they were 66, 43 and 77. In the specific case of healthcare OR there
is evidence that this continues to be a growing area of research (Brailsford
et al., 2009; Mustafee et al., 2010; Katsaliaki and Mustafee, 2011).

1.2 The triple lens

A way to describe the sheer enormity of OR content is through the iden-
tification of broad categories of OR techniques, their domain of application
(application area) and application context. As mentioned in the introduc-
tory chapter of Volume 1 of this book, this is important because readers
must not only build an understanding of the analytical methods that
are discussed in this book, they should in addition possess domain
knowledge which is specific to their area of work or study, and further,
they should carefully consider the context of application since the
choice of particular OR techniques can be largely dictated by specific
problems that are to be solved! It therefore follows that this triple lens
of technique-application-context will help readers to better appreciate
the practical application of OR, and the 26 studies that have been pre-
sented in Volumes 1 and 2 of this book have been structured keeping
this in mind (an outline of Volume 2 is presented in Table 1.1). Readers
are referred to Chapter 1 of Volume 1 for examples of the broad catego-
ries of technique, application and context, which is based on a separate
piece of research that focuses on the development of a classification
scheme for OR/MS (Mustafee and Katsaliaki, n.d.).

1.3 Structure of volume two: a triple lens
approach for the study of OR for emergency
planning at a strategic level

The application of OR methods in healthcare has been widely reported
in literature (Jun et al., 1999; Brailsford et al., 2009; Mustafee et al., 2010,
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2013; Katsaliaki and Mustafee, 2011; Rais and Viana, 2011; Mustafee and
Katsaliaki, 2015). Several studies have used these methods for emergency
planning in healthcare. The two volumes of this book showcase studies
that have applied OR methods for achieving heightened preparedness,
better planning, and faster response to A&E and public health emergen-
cies. The book covers four broad themes that are relevant to healthcare
emergency planning. These are A&E, ancillary services, outbreak of epi-
demic and public health emergency response. A&E is core to emergency
planning and the availability of adequate resources is crucial to saving
lives. The second theme is that of ancillary services like ambulance
service and healthcare supply chain. They support A&E and the wider
healthcare operations. Planning for epidemics (the third theme) enables
public health institutions to minimize the effect of outbreaks among
the population. The final theme is on public health emergency response
and it acknowledges the need for multi-agency planning using a qualita-
tive approach to problem-solving. These themes intersect through the
various parts and chapters of both the volumes of this book.

The focus of Volume 1 was on OR for Emergency Planning at an Operational
Level. It consisted of 13 studies which were presented in three parts,
namely, OR for Locating Emergency Services (Part I; three chapters), OR for
Operational Planning in Emergency Services (Part II; six chapters) and OR
for Inventory Management in Emergency Services (Part III; four chapters).
The chapters included the application of mainly ‘Hard” OR techniques,
for example, mathematical modeling, MCDA, Bayesian decision model
and discrete-event simulation (DES).

Volume 2 of this book is mainly on the application of OR for Healthcare
Emergency Planning at a Strategic Level. It also includes a few literature
review papers. Like Volume 1, this book consists of 13 studies which
are organized under specific parts, namely, OR for Assessment and Review
of Emergency Services (Part IV; Chapters 2-4), OR for Policy Formulation
in Emergency Services (Part V, Chapters 5-6), OR for Broader Engagement
in Planning for Emergency Services (Part VI, Chapters 7-10) and Application
of OR within the Wider Healthcare Context (Part VII, Chapters 11-14). The
chapters included in this volume are outlined in Table 1.1; for every
chapter (except for Part VII) the table lists the OR technique, domain of
application and context of use.

1.4 Overview of volume 2: A focus on strategic
level planning

Following this introductory chapter, the book consists of 13 chapters that
are organized into four parts. Part IV focuses on the OR for Assessment



Table 1.1 An outline of volume 2 presented through the triple lens of
technique-domain-context

Volume 2 The Triple Lens of Technique-Domain-Context
Chapter
Number OR OR Application Area  OR Application
Technique (General / Specific) Context
Chapter 2 System Dynamics; Emergency Services / Whole-system
Whole-systems Emergency and review
Approach On-demand Health
Chapter 3 Process Mapping; Emergency Services / Assessing the
Discrete-event A&E Department impact of systems
Simulation modeling in care
redesign
Chapter 4 Monte Carlo Emergency Services / Assessment of
Simulation First Responder cardiac first
responder schemes
Chapter 5 Discrete-event Emergency Services / Informing
Simulation A&E Department national policy
development in
A&E
Chapter 6 System Dynamics  Emergency Services / Policy formulation
A&E Department in A&E
Chapter 7 Qualitative Emergency Services / Mapping of acute
System Dynamics  Acute Hospital patient flows
within the NHS
Chapter 8 Critical Systems Public Health/ Planning for a
Thinking; Emergency Response  multi-agency
Soft Systems counselling service
Methodology that could be
activated in
the event of an
emergency
Chapter 9 Network-based Public Health/ Simulations for
Simulation Control of Epidemic  epidemiology as a
pedagogical tool
for public health
education
Chapter 10  Knowledge Emergency Services / Importance of
Management Hospital and taking a systems
Ambulance Service view of knowledge
management
Chapter 11  Literature review in the area of healthcare OR and modeling &
simulation
Chapter 12 Literature Review in the area of healthcare modeling & simulation
Chapter 13  Literature review focusing on System Dynamics applications to
European healthcare issues
Chapter 14  Viewpoint on the contribution of OR in health from the context

of UK NHS
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and Review of Emergency Services and is the subject of the next three
chapters. In Chapter 2 Brailsford et al. describe their use of qualitative
and quantitative System Dynamics (SD) as part of a study that looked
into whole-system review of emergency and on-demand healthcare in a
city in England. They used interview data and qualitative SD to develop
a conceptual map of possible patient pathways through the system; a
quantitative SD model (stock-flow model) was then developed to simu-
late patient flows and to identify system bottlenecks. Mould et al. assess
the impact of systems modeling in the redesign of an emergency depart-
ment (Chapter 3) through two complimentary techniques, namely,
process mapping and DES. One finding from the study is that both
process mapping of the patient pathway and simulation of the A&E can
be valuable, though in some applications the simpler pathway mapping
may alone be sufficient. Cairns, Marshall and Kee are the authors of
Chapter 4 in which they report the use of Monte-Carlo simulation to
assess the effectiveness (including cost-effectiveness) of a public health
scheme involving volunteer cardiac first responders. The scheme being
assessed aims to improve survival of sudden cardiac arrest patients by
reducing the time of emergency treatment (life-saving defibrillation);
this is achieved through the active involvement of volunteers who
are paged to respond to possible cardiac arrest incidents alongside the
emergency medical services.

Part V of the book includes two studies on OR for Policy Formulation
in Emergency Services. The study by Fletcher et al. (Chapter 5) describes
a generic A&E simulation model that was developed by OR analysts
within the Department of Health (DH). The primary purpose of the
model was to inform the national policy team of significant barriers in
achieving the national targets related to A&E. The model was used by
stakeholders at the national level (DH, national A&E team) to discuss
patient flows and the impact of potential policies. As the A&E model
was developed to be a generic model its application was also possible
at the local level, and indeed it was used as a consultancy tool to aid
hospital trusts to improve their A&E departments. Chapter 6 is a study
by Lane, Monefeldt and Rosenhead, which was motivated by public
concern over long waiting times for admissions. The authors developed
a SD model to capture the interaction of demand pattern, A&E resource
deployment, other hospital processes and bed numbers. The study
revealed the interconnectedness of A&E service levels, bed provision
and the experience of patients on waiting lists. One principal message
that came out was that using A&E waiting times alone to judge the
effect of bed reductions was a naive approach.
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Part VI is the Penultimate part of the book and concentrates on OR
for Broader Engagement in Planning for Emergency Services and it
consists of four chapters. Lane and Husemann present a study that uses
qualitative SD for mapping the flows of acute patients within the NHS
(Chapter 7). The UK Department of Health provided funding and broad
direction for this study. The chapter mainly focuses on the activities
associated with the three workshops wherein NHS staff were able to pro-
pose ideas for improving patient flows and on the basis of which a suite
of maps of general acute hospitals were drawn up. The maps and ideas
were then communicated back to the DoH and subsequently informed
about the modernization of A&E. Chapter 8 focuses on OR for disaster
response. Planning related to Disaster Operations Management (DOM)
generally takes place in multi-stakeholder environments, consisting of,
for example, representatives from healthcare, fire brigade, police, disas-
ter relief terms, politicians and indeed the vulnerable group who stand
to be affected. In such environments the use of Soft OR methods like
Soft Systems Methodology (Checkland, 1981), Qualitative SD, Strategic
Option Development Analysis, etc. can be used for developing a shared
understanding within this diverse group (Wienke and Mustafee, 2015).
In Chapter 8 authors Gregory and Midgley report on one such ‘Soft
OR’ study on multi-agency planning for disaster-response. The chapter
describes how Critical Systems Thinking and methods from SSM were
used in six, one-day workshops that were attended by representatives
from 19 agencies (including four health authorities and the ambulance
service) who came together to plan the basis for a counselling network
that could be activated during an emergency. Further to the use of ‘Soft
OR’ techniques (which are qualitative in nature), mathematical mod-
eling, fuzzy sets, statistical techniques, decision theory and queuing
theory have been used in relation to DOM, for example, for predict-
ing environmental disasters, estimating damage, evacuation planning,
among others (Wienke and Mustafee, 2015). Huang, Tsai and Wen are
the authors of Chapter 9. The chapter focuses on the use of network-
based simulation for teaching epidemiology. It is arguable that the use
of public health simulations as a pedagogical tool enables students to
better understand spreading situations; further it allows the analysis
of disease patterns, prediction of epidemic dynamics and allows a safe
environment for testing the possible effectiveness of public health
interventions, all of which contribute towards better planning of emer-
gencies associated with epidemic outbreak. There are also examples in
Operations Management literature where business-simulation games
like the Blood Supply Chain Game (Katsaliaki et al., 2014) have been used
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to train participants in making better decisions under pressure and in
complex situations where an outcome arises from the interaction of
multiple factors and interventions. A systems vision of knowledge man-
agement in emergency care is presented by authors Edwards, Hall and
Shaw in Chapter 10; it draws upon research conducted in two health-
care organizations that appeared to be approaching knowledge manage-
ment in a fragmented way and which prevented them from having a
holistic view of the whole of the care process. The chapter explores the
complexity of knowledge management in emergency healthcare and
draws the distinction for knowledge management between managing
local and operational knowledge, and global and clinical knowledge. As
a summary of this part of the book, broader engagement in emergency
planning could be achieved by involving multiple stakeholders (includ-
ing the public) in the decision process, knowledge management and
through the introducing of simulation and game-based learning.

Part VII of the book consists of four chapters and it focuses on the
Application of OR within the Wider Healthcare Context; its purpose
is to inform readers of the OR techniques that have been used in
the wider healthcare context (which also includes emergency planning).
The first three chapters are literature reviews in healthcare and provides
evidence of the application of OR. In Chapter 11 authors Brailsford
et al. present a systematic approach towards the analysis of academic
literature on modeling in healthcare. The aim of their study was to
analyse the range of OR modeling approaches (this included qualita-
tive systems modeling, mathematical modeling, statistical modeling,
statistical analysis and simulation), together with the specific domains
of application and the level of implementation. Katsaliaki and Mustafee
(Chapter 12) employ a methodological approach for conducting a
review of literature pertaining to healthcare simulation. Their review
was restricted to the following four simulation techniques — Monte
Carlo Simulation, DES, SD and Agent-based Simulation. They reviewed
approximately 250 high-quality journal papers published between 1970
and 2007. The results present a classification of the extant literature
according to the simulation techniques they employ; the impact of pub-
lished literature in healthcare simulation; a report on demonstration
and implementation of the studies’ results; the sources of funding; and
the software used. In Chapter 13, author Dangerfield takes a European
perspective to review both qualitative and quantitative SD models that
address healthcare issues. Bearing in mind the strategic orientation of
SD modeling, the author highlights two main purposes for developing
SD models in healthcare, namely, the model as a tool of persuasion
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and the model as a frame for evaluation of tactical studies. Chapter 14
is the concluding chapter of this two-volume book. It presents a view-
point by Royston on the past, present and future contribution of OR in
UK healthcare. The viewpoint is also a piece of insightful commentary
that draws on 30-odd years of the author’s personal experience working
in this area. The aim of this chapter is to stimulate reflective thinking
and to promote proactive action among the readers of this book, who
are indeed the OR practitioners, researchers, healthcare managers and
policymakers of the future!

1.5 Chapter summary

This book (Volume 2) presents a collection of studies that have
applied both qualitative OR (e.g., Problem Structuring Methods, Soft
Systems Methodology, Critical Systems Thinking and Qualitative
System Dynamics) and quantitative methods (e.g., Quantitative System
Dynamics, Monte Carlo Simulation and Discrete-event Simulation)
for strategic-level decision-making in the context of healthcare emer-
gency planning. The studies focus on the use of OR for assessment of
emergency services, its application in policy formulation and how such
methods facilitate broader public engagement in emergency prepared-
ness and response. Further the book presents rigorous reviews on the
application of OR in the wider healthcare context. It is expected that
the book will serve as an important reference source for policymakers,
NHS trusts, managers, clinicians, researchers and OR practitioners working
in this area.
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This paper describes how system dynamics was used as a central part of a
whole-system review of emergency and on-demand healthcare in Nottingham,
England. Based on interviews with 30 key individuals across health and social
care, a ‘conceptual map’ of the system was developed, showing potential
patient pathways through the system. This was used to construct a stock-
flow model, populated with current activity data, in order to simulate patient
flows and to identify system bottle-necks. Without intervention, assuming
current trends continue, Nottingham hospitals are unlikely to reach elective
admission targets or achieve the government target of 82% bed occupancy.
Admissions from general practice had the greatest influence on occupancy
rates. Preventing a small number of emergency admissions in elderly patients
showed a substantial effect, reducing bed occupancy by 1% per annum over
5 years. Modelling indicated a range of undesirable outcomes associated with
continued growth in demand for emergency care, but also considerable poten-
tial to intervene to alleviate these problems, in particular by increasing the
care options available in the community.

2.1 Introduction

In this paper, we describe an application of system dynamics to a
very large, complex system: the entire healthcare system in the city of

Reprinted from Journal of the Operational Research Society, 55: 34-42, 2004,
‘Emergency and On-Demand Healthcare: Modeling a Large Complex System’, by
S. C. Brailsford, V. A. Lattimer, P. Tarnaras and J. C. Turnbull. With kind permission
from Operational Research Society Ltd. All rights reserved.
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Nottingham, England, or to be more precise that part of it concerned
with the delivery of emergency or ‘unscheduled’ care. The model was
developed as part of a research project led by Dr Valerie Lattimer of the
School of Nursing and Midwifery at the University of Southampton.
This project, commissioned in 2001 by the (then) Nottingham Health
Authority, was itself part of a larger, ongoing project in Nottingham,
known as the Emergency Care-On Demand (ECOD) project.! In
Nottingham, emergency hospital admissions have risen dramatically
in recent years. The ECOD project was designed to look at the whole
healthcare system, to determine why demand is so high, and to inves-
tigate what could be done to alleviate this pressure. The Southampton
contribution involved carrying out a system review and providing
research support to the ECOD project.

Emergency or unscheduled care can be provided either in hospital
(the secondary sector) or in the community (the primary sector). Many
emergency hospital admissions occur as a result of patient visits to a
hospital Accident and Emergency (A&E) Department. Patients can also
be admitted directly to the wards, usually as a result of a referral by a
General Practitioner (GP). In both cases, some patients may arrive by
ambulance whereas others travel to hospital independently. A third
group of emergency patients are admitted directly from outpatient clin-
ics. In the community, unscheduled care is provided in a number of
ways. In normal surgery hours, patients may request urgent or same-day
GP appointments. After the surgery is closed, patients wishing to see a
doctor urgently usually need to contact an out-of-hours GP service. This
may be a cooperative of local GPs or a commercial deputizing service.
Very few individual GPs now provide their own out-of-hours cover.
Other services are available, including NHS Direct, a national 24/7
telephone help-line where people can seek medical advice and infor-
mation. Staffed by nurses, who can seek medical opinion or summon
an ambulance if necessary, this service was intended to enable people
to make better decisions about accessing healthcare. Nottingham has
a well-established NHS Direct, which is integrated with the largest GP
cooperative Nottingham Emergency Medical Services (NEMS). Patients
calling out of surgery hours simply dial the NHS Direct number, and if
a doctor’s visit is required, will be transferred directly through to NEMS
and given an emergency appointment.

Another Government initiative, launched a couple of years after
NHS Direct, was the introduction of ‘Walk-in Centres’, often located
in shopping centres or supermarkets,-where people can attend without
an appointment. This is also a nurse-run system whose aim is to treat,
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or advise about, minor conditions, thus (in theory) freeing up the time
of GPs and hospital A&E Departments to deal with more serious cases.
Nottingham has had a Walk-in Centre since June 2000. Other com-
munity services providing health advice or access to the healthcare sys-
tem include Social Services, pharmacist shops, the dental services, and
community mental health teams. Finally, the ‘999’ emergency services—
Fire, Police and obviously the Ambulance Service—provide emergency
care and access to the NHS system.

2.2 Background to the problem

Nottingham is a city of about 640 000 inhabitants in the East Midlands
of England. The city is served by two acute NHS Hospital Trusts, Queens
Medical Centre (QMC) and Nottingham City Hospital (NCH). Both are
teaching hospitals. NCH has approximately 1000 beds. Of 77 230 admis-
sions to NCH between April 2000 and March 2001, 25755 (33%) were
emergency admissions. QMC has 1441 beds, including approximately
1000 acute beds. QMC admitted 97 850 patients in 2000-2001, of whom
37789 (39%) were emergency admissions. QMC has the only A&E
department in the city. Outpatient attendances and in-patient admission
rates are approximately three times the national average, although A&E
attendances decreased slightly (1.5%) in 2000-2001 over the previous
year. At both hospitals, there has been an increase in people needing
emergency care for the past 3 years (see Table 2.1). The A&E department
at QMC is one of the busiest in England, seeing over 120000 patients
between April 2000 and March 2001. All areas of the system are experi-
encing increasing pressures, manifesting itself in long waiting times for
patients, stressed and overworked staff, hospital wards running close to
capacity limits, and fewer elective (planned) admissions as the hospitals
struggle to cope with the workload generated by the emergencies.

This problem is by no means confined to Nottingham. Recent reports
by the UK Audit Commission?3 have highlighted the fact that despite

Table 2.1 Increases on the previous year’s emergency
admissions to Nottingham hospitals

1999-2000 2000-2001

QMC 4.7% 5.6%
NCH 2.3% 10.1%
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some improvements in a few areas, by and large in England and Wales
A&E waiting times, both to see a doctor and also to be admitted to
hospital, have increased steadily since 1996. In 1996, about 72% of all
patients were seen within 1 h of arrival in A&E, but this had fallen to
about 53% by 2000. In 1996, about 89% of patients who needed in-
patient care were admitted within 4 h, but this had fallen to 76% by
2000.2 There is also significant unexplained variation between depart-
ments; there is a tendency for larger departments to have longer waits,
but the association is weak—in fact, the Audit Commission found that
the most significant single factor influencing waiting time was location
in or out of London. Since 1996 patient numbers attending A&E in
England and Wales have increased by 1% per annum, whereas the num-
ber of nurses has remained roughly the same.? Nurse workloads vary
widely between departments (from less than 1000 to more than 2000
patients per nurse per annum). However, the total number of doctors
has increased by 10% since 1998, especially in the more senior ‘non-
consultant career grades’.3 This is not, therefore, a simple problem of
supply and demand, neither is it a straightforward issue of maximizing
the throughput of a production system. The Audit Commission report
suggests that long waiting times are caused by ‘a host of managerial and
organizational differences as much by resources and staff levels’.?

The ECOD project grew out of an earlier initiative for winter crisis
planning in Nottingham, when it became apparent that the ‘crisis’ was a
chronic state of affairs rather than a temporary acute problem. A Steering
Committee was set up early in 2001, containing representatives from
all the healthcare providers in Nottingham, and a Project Team formed,
chaired by a local GP and including a full-time project manager. The aim
of the ECOD project was to develop a new Local Services Framework
for emergency care, which would form the basis of future strategy in
Nottingham. The University of Southampton team began work in August
2001 and completed the research project in April 2002. There were four
key research questions to be addressed:

e How is the emergency/on demand system currently configured and
what organisational systems, processes and responsibilities support it?

e What characteristics of demand, demand management and patient
flows can be identified from retrospective analysis of activity data,
observational data and the views of key informants?

e How should the emergency care/on demand system be developed to
respond to health policy and local needs, and what are the economic
implications?
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e To what extent do community preferences account for current use
of the emergency care/on demand system and how can they inform
its development?

The research project itself has been described elsewhere* and comprised
several strands, involving a literature review, activity data collection and
analysis, stakeholder interviews and a patient preference survey.® In this
paper, we shall describe the contribution of two simulation models, a
system dynamics model of the whole system and a smaller discrete-
event simulation model of the A&E department, in helping to provide
answers to the first three of these four questions.

2.3 Choice of modelling approach

An early decision was whether to adopt a discrete or continuous simu-
lation approach. Historically, there have been very few examples in
the healthcare modelling literature of discrete-event simulation (DES)
models for very large populations.® This is essentially because a DES
model with over a hundred thousand entities (ie patients) would require
a vast amount of computer memory and would be very slow to run.
Despite advances in computing power and the use of efficient queue sort-
ing techniques, DES models are still time-consuming to run, since every
individual patient’s ‘life history’ is modelled. Moreover, multiple iterations
must be performed to account for random variation. These problems do
not arise for system dynamics, which is not stochastic and does not
model patients at the individual level.

System dynamics (SD) is an analytical modelling approach originally
developed by Jay Forrester’® in the 1960s in his work on ‘industrial
dynamics’. SD combines qualitative and quantitative aspects, and aims
to enhance understanding of a system and the relationships between
different system components. The concepts of feedback and causal
effects are important in SD. Surprisingly, perhaps, there have been
relatively few applications of SD in healthcare, compared with the vast
number of DES applications.® Dangerfield and Roberts’ SD models for
HIV/AIDS are well known.!® A more recent example is Townshend and
Turner’s model!! for screening for Chlamydia, a major cause of infertil-
ity. Townshend and Turner chose SD partly because the populations
in this model were large, and partly because SD could incorporate the
feedback effects due to re-infection of treated people, and the reduc-
tion in the prevalence of Chlamydia after screening. Wolstenholme’s
model'? was one of the first well-known applications of qualitative SD
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in healthcare, and showed that an (unintended) effect of the UK’s 1993
Community Care Act would in fact be to increase social service spend-
ing. Another well-known SD example, focusing on A&E, is David Lane’s
model,'3 which was designed to explore the relationships between wait-
ing times in A&E and bed closures. The argument was that bed reduc-
tions led to cancelled elective admissions and this led to more people
presenting in A&E, partly as a direct result of the deterioration in their
health and partly as a behavioural response by doctors wishing to get
their patients admitted ‘by the back door’. The key finding was that the
major impact of bed shortages was not on emergency admissions, but
was felt first on elective admissions, so that using A&E waiting times to
measure the effect of bed shortages was misleading.

In the Nottingham study, we were dealing with a very large, com-
plex system involving a population of over 600 000 potential patients.
Furthermore, we considered that although the specific pathways followed
by individual patients were of interest, they were of less importance
than understanding the major flows of people through the ‘front doors’
to the NHS, and gaining insight into the general structure of the system
and the relationships between its component parts. The problems expe-
rienced in A&E, for example, were not principally felt to be due to high
variability in casemix or staffing levels, but more to the sheer volume
of demand and consequent pressure on resources. Finally, we were less
concerned with the waiting times of individual people than with the
general flow of patients through the system, in order to identify bottle-
necks. Thus, system dynamics was chosen as our modelling approach
and we used both qualitative and quantitative aspects.

2.4 Phases of model development

2.4.1 Qualitative phase

The aim of this phase was to develop understanding of the ECOD
system, not only by the research team but also by the stakeholders in
the system. It was not merely a preliminary stage to the quantitative
modelling, but was important in its own right. Many useful insights
were gained as a result of the development of the conceptual map and
through the interview process.

During August 2001, the research team made an orientation visit to
Nottingham, in which a first-pass ‘conceptual map’ of the system was
drawn up. The first stage of this was to list the ‘front doors’ or access
points to the healthcare system, and then to expand this to show the
connections between these access points and the other parts of the
system. A highly simplified version of this map is shown in Figure 2.1.
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The diamond on the far left-hand side represents the patient’s initial
decision to contact the health service. The conceptual map was printed
on A3 paper and used as the basis of 30 semi-structured interviews with
key individuals from all the main healthcare providers, together with
patient representatives. These interviews took place between September
and November 2001. These ‘stakeholders’ were selected in consultation
with the Project Team and the Steering Committee. The participants’
initial agreement was sought by telephone and they were sent a copy
of the interview schedule in advance, to allow time for preparation. All
but one of the interviews were tape-recorded and later transcribed for
analysis.

During the interviews, participants were asked about their work roles
and the capacity they felt they had to influence the interface between
their part of the system and other components. This led on to a discus-
sion of the interfaces between components and the factors that might
influence patient flows through the system. Participants were asked to
draw on the map to show these influences and to annotate or alter the
map in any way they felt appropriate. As a result a final agreed version
of the map was derived, which was later used as the basis for a quantitative
computer model of the system using the software STELLA.4

2.4.2 Quantitative phase

The aim of this phase was to facilitate experimentation with various
potential changes in service configurations and demand rates. A stock-
flow modelling approach was used, where stocks represented accumula-
tions of patients (eg, waiting to see a GP, waiting for treatment in A&E,
or occupying a bed in an acute admission ward) and the flows were the
admission, transfer, treatment and discharge rates.

STELLA (also known as ithink) is a user-friendly package with a
drag-and-drop user interface which allows the modeller to develop the
model without the need for programming. The layout of the computer
screen followed that of the conceptual map, so that the top half repre-
sented the primary care sector (in-hours and out-of-hours GP surgeries,
NHS Direct and the Walk-in Centre) and the bottom half represented
the secondary sector (the two main hospitals). In the middle was the
Ambulance Service, Social Services and the A&E Department. We did
not attempt to model every single hospital ward, but just the admis-
sions wards. Onward transfers to the main specialty wards after a stay in
an admissions ward were not modelled in detail, as we were concerned
principally with patient flows within the emergency system. STELLA
uses submodels to make the model more transparent by concealing
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detail, and these were used for each of the sectors. We used a single
submodel to represent all the main specialty wards in each hospital.

For example, Figure 2.2 shows the internal flows within the NHS
Direct submodel. As a result of the integration of NHS Direct with the GP
out-of-hours cooperative NEMS, patients may arrive from two sources,
depending on the time of day. During surgery hours, every caller is an
NHS Direct ‘self-referral’, but outside surgery hours some patients will
be calling NHS Direct in order to contact NEMS. Inside the NHS Direct
submodel, patients are routed on to one of seven possible destinations:
the Walk-in Centre, the ambulance service, NEMS, the commercial out-
of-hours GP deputizing service HealthCall, the in-hours GP surgery,
A&E, or ‘home’, meaning given self-care advice over the telephone. In
this and the other front door submodels, we were not concerned with
patient waiting times, but rather with the proportions of patients routed
on to other providers. The outflows from the NHS Direct submodel
become inflows to the seven destination sectors.

Other submodels, for example, the Assessment Unit (the acute admis-
sions unit at NCH) contain information about the bed capacity and the
influence of various factors, such as patient age, bed occupancy rates
and day of week on the length of stay. The model thus allowed a top-
level, global view of the whole system, with the capability of drilling
down to lower levels of detail in specific areas if necessary.

The STELLA model was populated with data for the year April 2000-
March 2001, obtained from the various providers in Nottingham.
These comprised the patient arrivals, broken down where possible
by hour and day, sex and age band and where appropriate category
of urgency; the source of the arrival, and the destination (eg emer-
gency hospital admission, discharge home or elsewhere). Hospital
length of stay data were derived from the Hospital Episode Statistics
provided by the Department of Health.!® This enabled flow balance
cross-checking to be carried out, although the quality and level of
detail of the data were variable. The outflow to B reported by A must
equal the inflow from A reported by B. Unfortunately, no system-wide
data were available for the in-hours GP sector, although we collected
prospective data for a single week from four individual practices. We
therefore had to rely solely on the hospital data regarding GP admis-
sions, which essentially produced a discontinuity in the model for this
particular flow.

As in all stock-flow systems, the contents of each stock or reservoir
are updated at regular intervals by solving a set of difference equations
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representing the inflows and outflows from that stock. The choice of
the time-step dt was difficult, given the wide range in activity durations
(some only took minutes, others took days or even weeks), but we chose
a value of dt equal to 2.4 h (0.1 days, 144 min). STELLA presents results
in the form of graphs and tables, but most of our output was exported to
Excel for analysis and presentation purposes. The output included the
throughput of each ‘front door’ and the occupancy rates of each of the
wards and hospital departments. STELLA allows the user to break down
stocks and flows into subscripted arrays; for example, to classify patients
by age, but it is not possible to combine an arrayed model with submod-
els. We decided that the benefits of using submodels outweighed the
benefits of arrays, as we were able to account for age where necessary
by using extra stocks, flows and auxiliary variables.

2.4.3 Model validation

The validation of SD models is a thorny topic. It has been argued'®
that validation of qualitative models should be carried out with the
client as an ongoing dialogue during the model-building process, and is
essentially a ‘white box’ process,!” where the client knows, understands
and trusts the internal structure of the model. The aim of qualitative
models is not to produce point estimates or to ‘optimize’, but to gain
insights into the system and learn about the way it behaves. On the
other hand, quantitative SD models can be validated, in the same way
as any other numerical simulation model,!® by a ‘black box’ process!’
where emphasis is not on the model structure, but on the output it
produces.

In our case, we used both approaches. We developed the model in
close collaboration with the Steering Group during frequent visits
to Nottingham. In addition to the inflow-outflow balance checking
described above, we carried out ‘black box’ validation by running the
model for the period April 2000 to March 2001, using the known arrivals
data, and comparing the model output with real-life system perfor-
mance data which had not been used in the construction of the model.
For example, we used the total daily bed occupancy (formerly known
as ‘midnight bed state’ data) supplied by the hospitals’ Information
Management and Technology Departments, and compared this with
the corresponding model output by aggregating all the individual ward
bed occupancies (see Figure 2.3), to give confidence that the model was
producing sensible output. Similar plots were obtained for other output
parameters such as individual ward occupancies.
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2.5 Scenario testing: model results

The Steering Committee suggested a range of scenarios for testing, based
on the comments of the interview participants. For example, it was sug-
gested that GPs are admitting some patients as emergencies in order to
get investigations carried out, which could equally well be performed as
day cases or even outpatients, because of the lack of suitable facilities.
This is a similar behavioural response to that identified in Lane’s study
in London.? A community Diagnostic and Treatment Centre (DTC)
where such tests could be carried out could therefore prevent many
‘unnecessary’ admissions.

A planning horizon of 5 years was used. The scenarios included the
‘Doomsday scenario’ (maintaining current growth in demand with no
additional resources) and a variety of possible alternatives, including:

e 3% year-on-year growth in GP referrals for planned admissions,

e reduced emergency admissions for certain patient groups (eg the
elderly or people with respiratory disease), for example, by the use of
a DTC or other community initiatives,

e carlier discharge of the elderly to nursing homes,

e the effects of ‘streaming’ in the A&E department, that is, separate
resources for certain patient groups.

The key outputs from the system map and STELLA model were initially,
the insights gained into different parts of the system by people seeing it
as a whole for the first time. Simple influence diagrams describing parts
of the system were found to be a powerful tool in stimulating debate.
For example, it could be argued that long waiting times in A&E are not
necessarily always a bad thing, in that the expectation of a long wait
might discourage ‘inappropriate’ attenders and lead them to seek help
elsewhere, perhaps in the Walk-in Centre or by phoning NHS Direct.
The patient preference study® showed that many people were indeed
deterred by the prospect of a long wait and would only go to A&E if
they felt they really needed to be there (eg, if they thought they needed
an X-ray). Thus, inadequately thought-out initiatives designed to reduce
waiting times in A&E might actually turn out to be counterproductive.

The first main result from the scenarios was that the system is cur-
rently operating dangerously close to capacity. This reinforced the message
coming across from many of the stakeholder interviews. The model
showed that if growth in emergency admissions continues at the cur-
rent rate, both hospitals will see a significant decrease in the number
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Table 2.2 Average percentage occupancy of both hospitals,
assuming a sustained year-on-year decrease of 3% in emergency
admissions of people aged over 60 years

NCH QMC
‘Status quo’ 86.7 84.7
2000-2001 85 83
2001-2002 84 82
2002-2003 83 81
2003-2004 82 80
2004-2005 80 79

of elective admissions within 4 years. City Hospital, for example, could
expect to see at least a 25% drop in elective admissions by 2005 (from
1100 per month in 2000-2001, to 700 in 2004-2005). The scenario
where planned GP admissions were constrained to increase by 3% per
annum was even worse, with average bed occupancies exceeding 100%
by 2005 (assuming no additional resources).

The model also showed how small changes to one part of the system
can have a considerable impact elsewhere in the system. For example,
the effect on average total bed occupancy of sending 3% of patients aged
over 60 to a DTC instead of admitting them is shown in Table 2.2. If a 3%
reduction were maintained year-on-year for 5 years, a significant decrease
in total occupancy could be achieved. The bed occupancy target for 2004
set by Government'® is 82% and the current figures for QMC and NCH
are 84.7 and 86.7%, respectively. Bagust et al'® have used DES to show
that it is risky to have average occupancy figures higher than 85%.

Interventions targeted at patients with specific health problems, such
as respiratory conditions or ill-defined diagnoses, did have an effect,
although it was not large. Reducing emergency admissions for patients
with respiratory problems (by 20% per annum year on year for four
years) reduced overall bed occupancy by approximately 2%, a small
annual effect. However, the seasonal nature of the reductions in admis-
sions gave increased benefits, as the January peak in occupancy was
more significantly reduced relative to other months.

Interventions aimed at preventing 3 or 6% emergency admissions of
patients over 60 years of age made a substantial difference in the model.
Even without assuming any decrease in average length of stay, bed occu-
pancy in both hospitals was reduced by 1% per annum over the 5-year
duration. This is to be expected since people in this age group comprise
around about half of all emergency admissions.
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We evaluated the effect of early discharge for patients admitted as
emergencies, who were subsequently discharged to nursing homes.
Despite the common perception of ‘bed-blockers’, discharging these
patients 2 days early made hardly any difference to overall occupancy
rates, and there appeared to be surprisingly little potential for improve-
ment in this area. We also investigated the effects of 7-day-a-week
discharging from hospital. This showed a small decrease in occupancy,
although care needs to be taken in interpreting the model results here,
since the admission days for elective patients are currently planned to
accommodate weekday discharging. However, some benefit might still
be achieved. Overall, though, the model showed that the effects of dis-
charging these people earlier were minimal compared with the effects
of keeping them out of hospital in the first place.

2.6 The A&E model

We were asked to investigate the Government suggestion'® that waiting
times in A&E could be reduced by the provision of ‘fast track’ systems
for minor injuries or illnesses. Patients streamed in this way would
have their own waiting area and dedicated staff, and would not share
resources with other A&E patients. Streaming patients appears counter-
intuitive from a queueing theory perspective, until we take into account
the fact that different categories of patients have different acceptable
waiting times and hence different targets. Thus although some patients
may have to wait for longer, their waiting time could still be within
acceptable limits. For a description of how such a system might be
implemented in practice, see Cooke et al.?°

Unfortunately, system dynamics does not ideally lend itself to narrowly
focussed systems involving resource-constrained queueing networks.
For problems requiring this level of individual detail, discrete-event sim-
ulation is the method of choice.® A separate, very simple DES model for
A&E was therefore rapidly developed using the software Simul82! and
was populated with patient arrival and staff resource level data from the
A&E department at QMC. Activity duration data were derived from the
literature??? as there was no time to gather primary data in this study.

On arrival in A&E, patients are initially prioritised into five urgency
categories, where 1 denotes life-threatening conditions and 5 denotes
minor injury or illness. This process is called triage. Category 1 patients
are always seen immediately, but lower category patients are seen in
priority order as resources permit and may have to wait. We investigated
the streaming of minor cases (triage categories 4 and 5). We found that
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Table 2.3 Results from the A&E streaming model

Performance indicator Without Streaming
streaming minor cases

Shared doctors % Utilisation 70 73
Stream doctors % Utilisation — 58
Cat 2 treatment % Queued less than 10 min 96 83
Cat 3 treatment % Queued less than 60 min 99 70
Cat 4 treatment % Queued less than 120 min 87 100
Cat 5 treatment % Queued less than 240 min 86 99

the permanent streaming of minor injuries was not an efficient use
of clinical resources. Improvements were observed for the less urgent
patients, but these were at the expense of patients in categories 2 and 3.
The results for this scenario are shown in Table 2.3.

A flexible system appears to be required in which streaming is only
triggered when waiting times reach a certain threshold. This is in
accordance with the findings of Cooke et al.? A compromise solution
for Nottingham may be to dedicate one doctor to the fast track patients,
and have a second doctor on standby to join the first doctor if there
is a sudden rush of minor cases. Other solutions may well involve the
use of Emergency Nurse Practitioners to deal with less serious patients,
releasing doctors to work with the more serious cases. Further simula-
tion modelling work could help here, for example, in determining the
threshold for initiating streaming.

2.7 Discussion

Both the qualitative and quantitative aspects of the system dynamics
approach proved to be very useful in this project. The conceptual map
provided a helpful structure around which to base the stakeholder inter-
views. Many participants commented on the value of seeing the whole
system in its entirety, often for the first time, and on the insights they
gained about how other parts of the system related to the part with
which they were familiar. Although causal loop (influence) diagrams
were not constructed for the entire system, they were used to gain
insight into the behaviour of parts of the system.

The STELLA model was useful on two levels—firstly, naturally, for
investigating specific scenarios in terms of patient flows and bottlenecks,
but secondly (and perhaps equally importantly) as a device for provok-
ing and facilitating discussion and comment. Interestingly, although the
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Nottingham Steering Group were initially fascinated by the computer
model and the visual and numerical output, they readily accepted the
idea that the model gave an indication of the relative effects of different
interventions rather than mathematically precise forecasts or point pre-
dictions. They were very keen to suggest alternative scenarios for testing,
arising from the findings of earlier runs of the model.

This study was conducted in partnership with a health and social
care community in Nottingham already committed to the concept of
partnership working and the need for a ‘whole systems approach’ to
development. The process and findings of this independent enquiry
appear to have contributed to sustained local efforts to find bet-
ter solutions for the benefit of the people of Nottingham, and have
informed the articulation of a local service framework for emergency
care. The SD model we have constructed has the potential to evaluate
the impact of the real system developments that are now envisaged in
Nottingham.

The approach adopted in Nottingham could easily be applied else-
where. The process of stakeholder interviews and the development of a
conceptual system map is a generic one which could be used anywhere.
Emergency and on-demand healthcare systems in different geographical
areas may differ slightly but will share many common features, and the
STELLA model for Nottingham could easily be reconfigured for a differ-
ent location and repopulated with the appropriate data. Much of the
necessary data are now routinely collected by Trusts for management
purposes. We believe this approach could make a substantial, practical
contribution to the improvement of emergency healthcare delivery.
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Assessing the Impact of Systems
Modeling in the Redesign of
an Emergency Department
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Systems modeling has been used to redesign care in the National Health
Service in the United Kingdom. However, assessing the benefits of such
modeling is problematic. This paper examines the impact of two comple-
mentary techniques, process mapping and simulation, in the redesign of
Emergency Department (ED) systems. Using the example of one significant
change prompted by systems modeling, the introduction of a new staff roster,
the impact on patient-time in the ED is examined. Any assessment has to
recognize the effect of changes in the environment, notably staff experience
and volume of activity. Using a performance model that incorporates these
variables, the main quantifiable impact of the new roster was identified as
a reduction in the mean patient-time of 16 min, for the 87% of ED patients
classified as minor. Attributing credit for any improvement requires care but
systems modeling can provide valuable insights into the design of ED systems
resulting in quantifiable improvements.

3.1 Introduction

Many models of industrial and commercial operations management are
being deployed in efforts to improve the delivery of healthcare services. In
particular, the benefits of a variety of systems analysis and modeling tools
have been demonstrated in many applications and there is now a major
movement in the National Health Service (NHS) of the United Kingdom
to exploit their potential on a wider scale (Proudlove et al, 2008). The

Reprinted from Health Systems, 2: 3-10, 2013, ‘Assessing the Impact of Systems
Modeling in the Redesign of an Emergency Department’, by G. Mould, J. Bowers,
C. Dewar and E. McGugan. With kind permission from Operational Research
Society Ltd. All rights reserved.
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current paper explores the experience of using such tools in the redesign
of an Emergency Department (ED) and in particular the application of
the complementary techniques of process mapping and simulation.

Mapping the patient pathway is a well-established concept in health-
care and provides a practical basis for redesign. The pathway can be most
useful in visualizing the patient’s experience and the interdependence
of the various processes, encouraging a systemic approach to improve-
ment (Bragato & Jacobs, 2003). Pathway mapping can fulfill a variety of
roles but its key benefit lies in its disciplined approach to assimilating
knowledge from all those involved during the patient’s care: a critical
first step in the redesign process for any service (Mould et al, 2010). The
patient pathway can take many forms: it may be a traditional systems
analysis flow chart, a collection of post-it notes representing contribu-
tions from many staff, or an interactive computer-based model with
capabilities such as hierarchical maps and electronic dissemination. The
key challenge of mapping is to provide a high-level view, such that staff
can develop a vision of the whole care system, while retaining the detail
vital for safe and effective healthcare. Accessibility is a crucial character-
istic and the pathway mapping has to encourage all staff to contribute,
avoiding technical barriers that might discourage full staff participation
in the redesign exercise.

In many examples of redesign, process mapping alone may be suf-
ficient. However, some proposals require a more rigorous analysis and
discrete event simulation provides a natural extension of process map-
ping. Simulation populates the pathway with flows of patients through
the sequences of processes competing for limited resources, often within
a stochastic environment. Simulation has been used in many studies of
healthcare systems (Jun et al, 1999; Fone et al, 2003) to analyze current
and proposed designs: it provides a basis for experiments with redesign
options, assessing the service levels and developing insights into the
system’s constraints and identifying the resource contingencies required
to deliver the desired service. In particular, simulation has been used in
various studies of EDs (Fletcher et al, 2007; Kolker, 2008; Bowers et al,
2009; Gunal & Pidd, 2009). Although simulation has been employed
widely, a systematic review (Fone et al, 2003) observed that there is little
reported evidence describing the outcomes from healthcare simulation
studies. The review was generally positive about the value of simulation
in healthcare but the authors were uncomfortable about the lack of
quantifiable evidence of the benefits.

The long-term success of systems’ modeling in healthcare depends
on feedback, and reviewing the impact of any intervention should be
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common good practice (Harper & Pitt, 2004). However, measuring this
impact can be difficult and there are various possible explanations for
the lack of published quantitative evidence about the benefits of systems
modeling. The timescale implied by a longitudinal study can be prob-
lematic and it is often difficult to motivate the data collection required
for pre- and post-implementation studies. Redesign interventions are usu-
ally part of an evolving program within a changing environment and
attributing improvements to any one factor is difficult. While there are
some exceptions (Vishwanath et al, 2010), rigorous comparisons of
pre- and post-implementation are rare in the accounts of service
innovations.

This paper examines the role of system’s modeling and its impact
on performance using a specific redesign intervention in an ED as an
example. The study was part of a 3-year Knowledge Transfer Partnership
between the University of Stirling and NHS Fife Health Board. The
project explored the use of a variety of modeling methodologies in
the support of the redesign of healthcare services. The objective was to
assess the practical value of these approaches in a series of case studies,
identifying good practice for wider dissemination.

3.2 Methods used for the redesign of Emergency
Department systems

The NHS launched a widespread program of redesign across the United
Kingdom (Department of Health, 2000), encouraging the use of various
tools and techniques that have been found to be effective in industry.
The intention was to transfer good practice into the NHS, while recog-
nizing that some refinement in the tools and their implementation is
often necessary to retain the critical focus on the needs of the patient
(Bell et al, 2006). The redesign program was driven by a series of targets;
one notable target is that patients attending an ED should not spend
more than 4 h between arrival and their being discharged or admitted
to a ward. In July 2005, NHS Scotland formed the Unscheduled Care
Collaborative Programme (Scottish Executive, 2005) involving all 14
Health Boards in Scotland. This provided the forum for a nationwide
redesign initiative to deliver improved services and most importantly
faster treatment for patients. The program recommended that five ‘Flow
Groups’ be formed to manage the redesign of unscheduled care, sup-
ported by a series of national events disseminating good practice. Flow
Group 2 was responsible for the redesign of ED services but there was
inevitably significant overlap with other Flow Groups, such as those
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examining medical admissions. The Flow Group was chaired by an ED
consultant, with managers and clinicians from ED and associated ser-
vices such as radiology, diagnostic laboratories and patient transport.
Other members of the Flow Group provided statistical and analytical
support, including systems modeling. The use of such multidisciplinary
teams, with the genuine involvement of front line staff, has been
identified as critical in transforming patient processes (Locock, 2003;
Newell et al, 2003). The Flow Group met regularly to review progress
against the 4-h target. Staff were very positive and were willing to offer
suggestions for improving the organization of care, and contributed to
implementing proposals. The initial work of Flow Group 2 in NHS Fife
concentrated on three areas:

e Mapping the patient pathway through the ED and developing a com-
plete, shared understanding of all of the activities and inter-related
services involved in delivering ED care. This provided a basis for a
structured, qualitative analysis of the system constraints.

e Matching resources with demand; an information system had
been established that recorded the admission and discharge times
of the patients in the ED, providing reliable data describing the
patterns, and variability, in patient attendances at the ED. These
demand data were compared with the availability of facilities and
resources.

e Identifying and investigating the major causes of patients spending
longer than the target 4 h in an ED. Typical problems may include
waiting for assessment by a doctor, admission to a ward or transport
home. Some issues may be within the control of the ED itself but
others may arise from the dependencies on the operation of the
whole hospital; interactions with other competing hospital systems
may lead to delays in patient care.

3.2.1 Process mapping

The initial task was to examine patient flows through the ED mapping
the processes involved in organizing and delivering treatment. The form
of these pathway maps evolved during the study beginning with simple
paper-based formats, then adapting more formal traditional flow-charting
techniques with the aid of Microsoft Visio. This approach provided a
more rigorous representation of the patient pathway but some staff
found that the symbols acted as a barrier discouraging full participation
in the redesign process. Furthermore, the map appeared complex: it was
difficult to identify redundant tasks and the information flows and the
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physical flows of patients could not easily be distinguished. These prob-
lems were addressed by adopting a more sophisticated mapping tool.
This made use of stylized icons, with clear signage distinguishing flows
of patients and information, as illustrated in the x-ray sub-pathway of
Figure 3.1. The maps were produced in HTML format to help their dis-
semination, via the intranet or in presentations, allowing for more feed-
back, and acceptance. Hyperlinks were adopted to support a hierarchy
of maps: a high-level map depicted the overall pathway while the user
could drill down for precise details of individual sub-pathways or pro-
cesses in the overall map. The hyperlink capability also allowed addi-
tional information to be attached, describing timings, staff availabilities
and resource requirements.

Pathway maps were constructed for each of four acute emergency
pathways: Minor injuries; Emergency Department; Emergency Medical
Admissions; Emergency Surgical Admissions. The new pathway maps
had some unexpected benefits. The maps improved the group dynam-
ics by encouraging junior staff to contribute to the review process: they
were able to view the maps in their own offices and send comments
by email, whereas in group discussions they might feel intimidated by
more senior colleagues. Staff were able to appreciate the work done by
others and could better understand their own role in the overall treat-
ment plan. The pathway maps highlighted duplicate processes and the
number of handovers between staff, encouraging critical questioning
of current practice. In addition, the maps were a valuable training aid
for clinical staff, in particular for Junior Doctors who spend six months
in EDs as part of their general clinical training. The use of a consistent
form of mapping also facilitated comparisons of the organization of ED
care across different hospitals, helping identify good practice. In this
example the comparison resulted in opening a more comprehensive
medical assessment unit and a larger discharge lounge facilitating the
flow of patients out of the ED.

The maps were developed over a period of two months and were
used with considerable success, facilitating discussions about possible
improvements among the full range of staff involved in ED care. This
process led to many modifications in the patient pathway. Patients with
‘minor’ injuries were distinguished, allowing senior doctors to concen-
trate on more seriously ill ‘major’ patients. A dedicated ED porter was
recruited to reduce delays for patients waiting to be transferred to other
departments. The need for services such as physiotherapy and occupa-
tional therapy was considered at an earlier stage, organizing their pro-
vision in tandem with other processes and avoiding delays at the end
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of the patient pathway. Another significant source of delay was patient
transport and these problems were reduced by the provision of a vehicle
specifically for inter-hospital transfers.

3.2.2 Discrete event simulation

Many of the pathway modifications resulting from the process map-
ping were relatively cheap and their implementation was uncontro-
versial. However, the pathway mapping also identified a number of
problem areas requiring a more substantial, quantitative analysis: pro-
cess mapping alone did not have the capability to specify the details
of a solution or provide a convincing justification for radical change.
In particular, the pathway mapping focused debate on matching staff
shift patterns with the typical demand for ED services. The problem
had already been recognized, and a likely solution identified, but a
more substantial analysis was desirable in order to persuade staff of
the value of changing their working practices. A simulation model
was developed using Simul8 to help provide these more rigorous
quantitative analyses. A high-level illustration of the logic is shown
in Figure 3.2.

Given the objective to match staff and demand more effectively, a
key component of the simulation was the model of arrivals at the ED,
and the services required by different categories of patients. Patients
come from a variety of sources; their arrival is stochastic but the hourly
mean arrival rate follows a clear profile as illustrated in Figure 3.3. This
arrival pattern was captured with a non-homogeneous Poisson model,
as employed in other analyses of service industries and unscheduled
healthcare in particular (Swisher et al, 2001; Alexopoulos et al, 2008).
In addition to the weekly patterns of demand, there was evidence of
seasonal variation and a trend of increasing ED attendances. These
variations were incorporated in a series of sensitivity analyses explor-
ing different assumptions about future demand, and also the supply of
resources. The ED distinguished patients as ‘minor’, requiring relatively
simple treatment, or ‘major’, needing more sophisticated care and often
admission to a hospital ward. These two categories were modeled as
separate sources of arrivals, with a sub-category specifying the detailed
pathway of the patient through the ED. The detailed pathways were
modeled as sequences of activities describing the patient’s route through
the range of services illustrated in Figure 3.2. The ED has to interact with
many hospital services shared with patients from other specialties, for
example, inpatient wards, radiology, laboratories and patient transport.
Furthermore, coordination with physiotherapy, occupational therapy
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Figure 3.3 Variations in the mean ED arrivals compared with staff provision

and social services may be needed before patients can be discharged.
One of the modeling challenges was to capture the critical details of
these interactions without attempting to model the whole hospital
(Gunal & Pidd, 2011): the interactions were modeled as restrictions on
the availabilities of these shared services reflecting the patterns of use
by non-ED patients.

Data from the routine information systems provided the basis for
understanding the arrival patterns and the overall durations of patients’
visits to the ED but these data were complemented by a patient track-
ing exercise providing detailed timings of the various activities. Normal
distributions were adopted as models for the activity durations of most
services. Many files of data were available from existing systems but it
was not readily apparent which were really critical to the management’s
decisions; other vital data, such as the detailed activity durations, were
missing and the focus of the simulation helped specify the additional
data requirements clearly, as in the patient tracking exercise. The process
of constructing the simulation enforced a disciplined data collection;
this is a major benefit to simulation, providing practical assistance
in establishing a basis for ‘evidence-based management’ (Walshe &
Rundall, 2001).
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3.3 Results

3.3.1 Addressing the 4-h breaches

The simulation outputs were designed to serve the key objective of
reducing the number of patients spending more than 4 h in the ED.
Figure 3.4 provides one example of an output, depicting the proportion
of patients meeting the 4-h target as a function of the time of arrival at
the ED, based on repeated trials of a simulation of ED activity for May-
July a 24-h warm-up period was used with 20 trials for the duration of
the period. This output contributed to the validation of the simulation,
confirming that the model was a reasonable reflection of reality and
a sound basis for assessing proposed changes. Figure 3.4 also provides
estimates of the proportions being treated within 3 and 2 h to help
staff appreciate the challenges of meeting tougher targets in the future.
Other simulation outputs were designed to help understand possible
causes of the breaches, summarizing key statistics such as intermediate
waits for different services and the utilization of key staff.

3.3.2 Modifying staff allocation

Figure 3.3 incorporates data describing the typical shift pattern over a
typical week. The time taken to treat a patient was dependent on the
doctor’s grade, for example a staff grade doctor could be expected to
treat approximately twice as many patients as a Senior House Officer
(SHO). The staff provisions were weighted to reflect this variation in
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doctors’ capacities, producing a simple measure of ‘SHO equivalent’.
Figure 3.3 suggested a possible mismatch of demand and staffing
with relatively few staff compared with patient arrivals on Monday,
Wednesday and Friday. The effects of this staffing profile are apparent
in Figure 3.4: the simulation suggested that fewer patients are treated
within the target times on these days. This result corresponded with
experience and, having established that the model was reasonably accu-
rate, a number of simulation experiments were undertaken to explore
various options and notably new staffing profiles. These experiments
suggested that some small but useful reductions in patient-time in the
ED could be achieved relatively easily. The simulation experiments and
the comparisons of supply and demand resulted in changes to the staff
roster. ED staff judged the innovation to be successful, contributing
to an overall reduction in patient-time in the ED. But rigorous assess-
ment of the impact of such interventions and attributing the improve-
ments to specific interventions is problematic. Innovations were often
undertaken in parallel while the large variability in patient need made
it difficult to detect unambiguous evidence of reductions in patient-
time. However, the introduction of the new staff roster provided an
opportunity to attempt a more rigorous assessment: the roster was a
specific, well-defined and independent innovation; a comparison of
performance pre- and post-implementation should provide quantitative
evidence of its impact.

3.3.3 Measuring Emergency Department performance

One recommended route to long-term success in healthcare systems’
modeling is to adopt a complete project life cycle incorporating a project
review and an assessment of the outcome of any intervention (Harper &
Pitt, 2004). In attempting to identify evidence of an impact of systems
modeling in the ED, the scope of the quantitative assessment was lim-
ited to just one innovation, the introduction of the new staff roster, and
a single measure, the patient-time in the ED. This was a clearly defined
change at a specific date with a relatively simple quantitative measure;
hence, it might be expected that the impact could be easily detected.
The use of patient-time as a target has received much attention in the
U.K.’s NHS and there is considerable debate about the possibility of the
target distorting clinical decisions (Bevan & Hood, 2006; Bevan, 2009;
Gubb, 2009). However, evidence from both statistical analyses of mor-
tality data (Freeman et al, 2010) and interviews with staff (Mortimore &
Cooper, 2007) suggest that while there is potential for an adverse effect
on the quality of care, this is not a widespread problem. Given the
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prominence of the target, considerable efforts were taken to ensure the
integrity of the data: gaming was possible but the patient-time data can
generally be regarded as robust. Other countries do not adopt a single
target for patient-time and other measures of performance may be used
though these measures are usually inter-related; one alternative measure
is the proportion of ambulance diversion due to a lack of capacity in the
ED but this is strongly related to patient-time (Kolker, 2008). Simplistic
implementation of a single target for patient-time in an ED can produce
adverse effects but the target provides a useful focus that improves care
for many patients.

3.3.4 Assessing the impact of the change in staffing

The study examined the change in time spent by patients in the ED
during the six months spanning the implementation of the new staff
roster at the beginning of August. This roster entailed a general increase
in staffing mainly junior doctors to enable a better match of resources
to demand on weekdays but no change at weekends as demand was
lower and staffing was judged to be adequate. Table 3.1 notes that the
mean time in the ED for minor patients on weekdays fell from 100 min to
94 min, with a reduction from 200 to 195 min for major patients. There
was an associated fall in the number spending more than 4 h in the ED,
suggesting the new staff roster may have improved performance, though
further changes were needed if the 4-h target was to be met.

However, this simple comparison of mean times in the ED is mislead-
ing: it ignores the fact that there was a reduction of 8% in the number of
patients attending the ED. A further factor that might have influenced

Table 3.1 Comparing patient-times in ED weekdays before and after the
implementation of the new staff roster

Minor Major

May-Jul Aug-Oct May-Jul Aug-Oct
Mean time (mins.) 100 94 200 195
No. patients
Total 6376 5814 1255 1208
>4 hours 285 223 303 277
3-4 hours 498 444 353 348
2-3 hours 1040 887 327 292
%>4 hours 4.5% 3.8% 24.1% 22.9%
%3-4 hours 7.8% 7.6% 28.1% 28.8%

%2-3 hours 16.3% 15.3% 26.1% 24.2%
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Table 3.2 Comparing patient-times in ED at weekends

Minor Major
May-Jul Aug-Oct May-Jul Aug-Oct
Mean time (mins.) 98 109 172 197
No. patients 2707 2462 407 437

the ED performance was the rotation of junior doctors that occurs in
August: the cycle of the doctors’ training program implies that new
junior doctors arrive in August and their relative lack of experience
may well affect the time taken to treat patients in the ED. Evidence for
the possible effect of this influx of new junior doctors is provided in a
comparison of performance at weekends, when there was no change in
the staff roster. Table 3.2 notes that despite a reduction of 7% in minor
patient activity at weekends, the mean time spent by minor patients
in the ED increased by 11 min; this might be explained by the relative
inexperience of the new doctors.

The possible effects of activity in the ED and the junior doctors’
experience were investigated in a one-way between-groups analysis of
covariance, incorporating variables describing:

y; = time spent in the ED by patient i

x,; = 0 if pre-staff roster change; 1 if post-staff roster change

X,; = number of arrivals at the ED during the hour preceding the arrival
of patient i

X;; = junior doctors’ experience in months at the date of arrival of
patient i

where x;(August) = 1 ... x3(October) =3 ... x; (July) = 6

Preliminary checks were conducted to ensure there was no violation
of the assumptions of normality, homogeneity of variance homogene-
ity of regression slopes, and reliable measurement of the covariate. The
results of the analysis of covariance are summarized in Table 3.3.

The analysis identified a significant improvement in performance for
minor patients attending ED on weekdays, when the time in ED was
controlled for the number of patients attending and the experience
of the junior doctors; F(1,12,186) = 33.7, P<0.001, 52 = 0.003. Both of
the covariates, x,;, x;; had a significant effect on patient-time in the
ED. However, there is much residual variation reflecting the variabil-
ity inherent in healthcare where individual patients’ needs are often
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Table 3.3 Incorporating the effect of experience and activity

Covariance F P n? Mean?
analysis

Pre Post
No control 99.8+1.9 94.1+1.8
Experience & 33.7 <0.001 0.003 104.8+2.9 88.6+3.1
activity

?Mean minutes spent by minor patients in the ED on weekdays, with 95% confidence
interval.

unpredictable. Although the statistical model provides a useful basis
for comparing the mean performance, it is not suitable for assessing
individual patients’ experiences.

The mean treatment time, adjusted for the changes in ED activity and
staff experience over the period, fell from 105 min in May-July to 89
min in August-October. Hence, it can be concluded that the improved
staffing roster reduced the mean treatment time by 16 min for this
group of patients, compared with the expected mean time if there had
been no change to the staffing. The same analysis did not produce sta-
tistically significant results for minor patients at weekends: this might
have been expected since there were no changes in staffing levels at
weekends and any differences in performance might be attributed to
activity and junior doctor experience. The analysis also failed to iden-
tify a significant change for the major patients for either weekdays or
weekends; major patients tend to have more complex care requirements
and their time in the ED is dependent on the availability of a range of
resources. These patients tend to be treated by senior doctors and hence
the change in junior doctors shift patterns had little effect on this cat-
egory of patients. There is a possibility that the Hawthorn effect made a
contribution to the improvements (Leonard & Masatu, 2006); however,
the time scale of the project was not sufficient to establish whether or
not the improvement was sustained in the long term.

3.4 C(linical and managerial experience
with systems modeling

While the simulation can claim some credit in encouraging the change
to the staff roster, its main role was acting as a catalyst for change rather
than revealing any radical insights. This was an experience typical of
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other interventions: staff are already aware of the need for change but
the process of logically assembling the information, as required for the
simulation, and demonstrating the likely effects of proposals helped
win the support of all stakeholders. In this study, revising the shift pat-
terns had always been a consideration but the structured evidence from
the simulation experiments stimulated action. Healthcare systems mod-
eling involves many uncontrollable variables, and it is unrealistic to
expect simulation to provide an accurate forecast of future performance.
However, simulation can contribute to helping staff understand their
systems and encourage more rigorous evidence-based decision making.

The change in the staff roster was just one innovation introduced as
part of a bigger redesign program in the ED. While many of the innova-
tions could have been made without sophisticated systems modeling,
the contribution of simulation was sufficiently encouraging that the
approach was used in further successful applications in NHS Fife, for
example, in capacity planning in the orthopedic and ENT outpatient
departments. The experience illustrated in this case study of systems
modeling in an ED was typical of other departments. Process mapping
of the patient pathway, using a standardized clear structure that encour-
ages staff involvement, makes a substantial contribution to redesign
of healthcare systems. Converting the patient pathway into a more
powerful simulation model can be a valuable development allowing
options to be assessed rigorously. However, simulation requires more
analytical skills and time: this is often not justified and process mapping
alone may be adequate if the options are limited and the decisions are
uncontroversial.

3.5 Conclusions

The application of systems modeling in supporting a program of
improvement in ED care was regarded as a significant success by staff
leading to further applications. Accessible process mapping of the
patient pathway and simulation of the ED system can both be valu-
able, though in some applications the simpler pathway mapping is suf-
ficient. However, quantitative assessment of the impact is challenging,
even when limiting the analysis to one specific innovation, a new staff
roster, and an apparently unambiguous performance measure, patient-
time in the ED. Simple comparisons of performance pre- and post-
implementation can be misleading and changes in both the external and
internal environment have to be considered. Extending the comparison
to include the effects of both the changes in the volume of activity at
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the ED and also the experience of the junior doctors, it became apparent
that the introduction of the new staff roster had resulted in a significant
reduction in patient-time in the ED. The mean time for minor patients
fell by 16 min but other patients, with a higher priority for resources,
were not so dependent on the staff availability and did not benefit from
the innovation. However, service innovations are often part of a larger
program of change and apportioning credit for any improvement in
performance requires care.
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Cardiac First-Responder
Schemes Exhibiting Stochastic
and Spatial Complexities

K. J. Cairns', A. H. Marshall' and F. Kee?

LCentre for Statistical Science and Operational Research, Queen’s University Belfast,
Belfast, UK; and 2UKCRC Centre of Excellence for Public Health (NI),
Queen’s University Belfast, Belfast, UK

A Monte-Carlo simulation-based model has been constructed to assess a
public health scheme involving mobile-volunteer cardiac First-Responders.
The scheme being assessed aims to improve survival of Sudden-Cardiac-Arrest
(SCA) patients, through reducing the time until administration of life-saving
defibrillation treatment, with volunteers being paged to respond to possible
SCA incidents alongside the Emergency Medical Services. The need for a
model, for example, to assess the impact of the scheme in different geographi-
cal regions, was apparent upon collection of observational trial data (given it
exhibited stochastic and spatial complexities). The simulation-based model
developed has been validated and then used to assess the scheme’s benefits in
an alternative rural region (not a part of the original trial). These illustrative
results conclude that the scheme may not be the most efficient use of National
Health Service resources in this geographical region, thus demonstrating the
importance and usefulness of simulation modelling in aiding decision making.

4.1 Introduction

Decision making in healthcare delivery has been aided through the
use of Operational Research techniques (Brandeau et al, 2004; Davies
and Bensley, 2005; Romeijn and Zenios, 2008). Methods used include

Reprinted from Journal of the Operational Research Society, 62: 982-991, 2011, ‘Using
Simulation to Assess Cardiac First-Responder Schemes Exhibiting Stochastic and
Spatial Complexities’, by K. J. Cairns, A. H. Marshall and F. Kee. With kind
permission from Operational Research Society Ltd. All rights reserved.
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linear and nonlinear optimisation, network and integer programming,
data envelopment analysis, goal programming, dynamic and stochastic
programming, data-mining, mathematical modelling, decision trees,
forecasting, queuing models, Markov processes, quality management,
soft OR, heuristics, decision support tools and simulation.

In particular the formulation of simulation-based models (Fone et al,
2003; Brailsford, 2007; Taylor et al, 2009) can support decision-makers in
examining issues such as public health interventions, providing further
insight beyond that obtained from observational trials. For example,
simulation-based models have the potential to enable decision-makers
to consider numerous further scenarios under safe and relatively inex-
pensive conditions. Furthermore, building simulation-based models
within an economic evaluation, such as a cost-effectiveness analysis
(based on both costs and effectiveness), provides a method for compar-
ing healthcare interventions in an objective fashion. Indeed, modelling
is now required by the National Institute of Clinical Excellence (NICE) to
support economic evaluations in making recommendations for the use
of new technologies (National Institute for Clinical Excellence, 2004).

A number of simulation-based modelling techniques are available
(Jun et al, 1999; de Jong, 2002; Cooper et al, 2007; Kuljis et al, 2007)
such as decision trees, system dynamics, Markov models, multi-agent
simulation, Monte-Carlo simulation and discrete event simulation. The
choice of modelling technique(s) deployed depends upon the system
that is being modelled (eg are there interactions between individuals;
are chronic diseases being considered) but should adequately capture
the mechanisms surrounding any possible intervention.

The purpose of this research is to develop a simulation-based model
to assess the effectiveness and cost-effectiveness of a mobile-volunteer
First-Responder (FR) Public Access Defibrillation (PAD) scheme. The pub-
lic health scheme being considered involves the recruitment of mobile-
volunteer cardiac First-Responders (FRs) across a geographical region.
These volunteers are paged to respond to possible Sudden-Cardiac-
Arrest (SCA) incidents alongside the Emergency Medical Services (EMS).
The scheme aims to improve survival of SCA patients, through reduc-
ing the time until administration of life-saving defibrillation treatment
(Kern, 1998).

The assessment of the effectiveness and cost-effectiveness of such
a public health scheme is important before further investment may
be made. Whilst much research has gone into assessing the benefits
of these PAD schemes at fixed sites (eg Walker et al, 2003; The Public
Access Defibrillation Trial Investigators, 2004), conclusions from various
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Figure 4.1 Cumulative response-time distributions are illustrated for the
two geographical regions considered in the Northern Ireland-Public Access
Defibrillation (NI-PAD) trial: North and West Belfast (NWB); and Antrim,
Ballymena and Magherafelt district councils (ABM). The figure illustrates the
response-time distributions on considering only the Emergency Medical Services
(EMS) response, or the best combined EMS/First Responder (FR) response. In each
plot, the solid lines illustrate the observed response-time distributions while the
dotted lines illustrate the pointwise median and 95% central confidence interval
output from the simulation model
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mobile-volunteer observational trials produce conflicting and varying
results (Joglar and Page, 2002; Capucci et al, 2002).

Our previous results from the Northern Ireland-Public Access
Defibrillation (NI-PAD) trial (Moore et al, 2008) also highlight this varying
impact of mobile-volunteer cardiac FR schemes in different geographical
regions. In this trial, data were collected from two different geographical
regions: (i) the urban residential region of North and West Belfast (NWB);
and (ii) Antrim, Ballymena and Magherafelt district councils (ABM), com-
posed of numerous remote rural areas inter-dispersed with many large/
small towns and villages. Differences were visualised in the underlying
EMS response (see the cumulative response-time distributions in Figure
4.1), with responses typically faster in the more urban NWB region. The
extent of the improvements in response times (because of FRs) also dif-
fered between the two geographical regions, with the relative impact of
the FRs appearing larger in the less urban ABM region.

This current research has therefore attempted to model the varying
impact of mobile cardiac FR schemes in different geographical regions,
as opposed to assuming the impact observed in one geographical
region will occur in another, as seen in other cost-effectiveness analyses
(Nichol et al, 2003; Mears et al, 2006).

To achieve this, a Monte-Carlo simulation-based model has been
developed which is able to quantify effects at a population level by
combining the detail complexity found in simulating the life histories
of individuals. For example, this type of model is able to consider the
stochastic and spatial nature of the occurrence of cardiac arrests across
time and space. It can also incorporate the many intricacies found in
running a mobile-volunteer rota-based scheme (Cairns et al, 2008); and
can take account of the varying response times of the EMS and FRs to
incidents at different locations and times; and can model the varying
long-term survival of patients.

The following sections describe the simulation-based model that has
been developed, including details of its validation. The model’s poten-
tial to assess the impact of the scheme in other geographical regions/
under different volunteer configurations is illustrated below, where
simulated results are presented for a selected rural region of the United
Kingdom (UK), not part of the original NI-PAD trial.

4.2 Methodology

The simulation-based model wishes to assess the benefits of interven-
tions (through comparison of (i) response times; (ii) lives saved and
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(iii) Quality-Adjusted-Life-Years (QALYs) gained), together with their
associated costs.

The first of the two health interventions considered is the typical situ-
ation where the initial emergency response treatment of SCA patients is
provided by the EMS, who administer defibrillation and Advanced Life
Support (ALS). The alternative health intervention scheme considered
involves the simultaneous response of both the EMS and mobile FRs to
SCA:s. In this scheme FRs administer defibrillation until the arrival of the
EMS (in cases where they arrive before the EMS), with ALS administered
by the EMS. The FR scheme deployed is assumed similar to that imple-
mented in the NI-PAD trial. For example, FRs were trained in the use
of Automated-External-Defibrillators (AEDs) based on the Resuscitation
Council (UK) 2000 guidelines, with retraining occurring every 6 months.
FRs were on a rota when they were ‘on-call’ to carry AEDs and pagers.
The simultaneous dispatch of FRs, alongside the EMS, was facilitated
through Automated-Internet-Paging. FRs were paged to emergencies
coded ‘Cardiac-Arrest’ by the Advanced-Medical-Priority-Dispatch-System
(AMPDS) (v11.1 Priority Dispatch Corp) software, within a given geo-
graphical region. The geographical paging zone of each individual FR was
a circular region, identified by its central location and radial distance.

4.2.1 Structure of simulation model

The analysis considers the life history for each SCA patient within the
geographical region of interest over a 5-year period, with the overall
scheme impact assessed through combining individual life histories. For
each SCA that occurs, the EMS and any FR response times are quantified
and are used in determining a patient’s survival-to-hospital discharge.
Figure 4.2 provides a schematic of the timeline of SCA patients, as con-
sidered within the model. The model considers both the short-term
(survival-to-hospital discharge) and the long-term survival of patients.
The simulation-based model was built in Matlab (Math-Works, version
R2007b). Statistical analyses were performed using SAS (version 9.1).

4.2.2 Simulation model component: sudden cardiac arrest cases

SCAs are simulated to occur throughout a selected geographical region
according to its demographic make-up. The number within any one
particular Census Output Area (COA) is modelled by a Poisson process
(Skogvoll and Lindqvist, 1999; Marshall et al, 2006):

jLi :Epjk Ni/‘k]

jik

Number of SCAs in COA i in 1 year ~ Poisson
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where Py is the probability of SCA over 1 year, for persons in a given
S-year age-group j and gender k, and Ny, is the number of people in COA
i from the S-year age-group j and gender k. Py is principally based on
the number of incidents recorded by the World Health Organisation’s
MONICA project in Belfast (Tunstall-Pedoe et al, 1994), according to
gender and age-group over the period 1983-1993. Data prospectively
obtained from the NI-PAD trial (Moore et al, 2006, 2008) as well as mul-
tiple source surveillance of death certificate data in Northern Ireland
were also used in determining P,. Ny is obtained using population
demographic information from the UK census (Census, 2001).

For each simulated SCA, the patient’s age, their gender, the hour of
day, and the geographical location are used in other parts of the model.

4.2.3 Simulation model component: costs

The main costs of the FR scheme considered include employment of
a Community-Defibrillation-Officer to recruit, train, and co-ordinate
volunteer FRs on a rota. Costs also include equipment, advertising and
support administration costs over a 5-year period (West and Hamilton,
2007). Note however FRs are not assumed to receive any additional
wages for training and attendance at incidents, other than fuel expenses.

The model also accounts for hospitalisation (Peberdy et al, 2003;
Department of Health, 2006; Private Health Care UK, 2007) and long-
term care costs of individuals (Curtis and Netten, 2006; Owens et al,
1997). It is assumed that patients with no/mild neurological impair-
ment receive an Implantable-Cardioverter-Defibrillator (ICD) and an
angiogram, with a proportion receiving coronary artery bypass graft/
angioplasty. A proportion of patients with moderate neurological
impairment are assumed to receive an angiogram and angioplasty. Costs
for these cases, together with long-term care costs (under the baseline
scenario) are given in Table 4.1.

Future costs were discounted at a rate suggested by Gold et al, 1996.

4.2.4 Simulation model component: short-term survival

Possible improvements in response times between the two health inter-
ventions can result in differences in the proportions of patients that die
before hospital discharge (Valenzuela et al, 1997).

Within the model, the survival of patients whose SCA is witnessed
and whose initial rhythm is ventricular fibrillation (VF) is modelled
depending on the response-time interval. A logistic-regression equation
(Valenzuela et al, 1997) is used in this case, assuming that CPR and
defibrillation are performed 1 and 2 minutes, respectively, after arrival



Table 4.1 Input data for simulation model: costs

Costs (£) Estimate Reference
Cost of implementing cardiac FR PAD scheme (example) 474256 West and Hamilton (2007)
Hospital stay for patient:
who dies before discharge 2162 Peberdy et al (2003);
Department of Health (2006);
Private Health Care UK (2007)
discharged alive with no/mild neurological impairment 34540 Peberdy et al (2003);
Department of Health (2006);
Private Health Care UK (2007)
discharged alive with moderate neurological impairment 13040 Peberdy et al (2003);
Department of Health (2006);
Private Health Care UK (2007)
discharged alive with severe neurological impairment 10154 Peberdy et al (2003);
Department of Health (2006);
Private Health Care UK (2007)
Weekly cost of care for:
moderately neurologically impaired 398 Curtis and Netten (2006)
severely neurologically impaired 424 Curtis and Netten (2006)
Yearly ongoing cost of ICD 6168 Owens et al (1997)
Discount rate for future costs and effects (%) 3 Gold et al (1996)

S
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of assistance, as suggested. For those patients not in witnessed-VF, their
probability of survival is assumed to be relatively small (Moore et al,
2008) (Table 4.2).

The witnessed-VF status of patients is determined in two stages (based
on NI-PAD trial data results (Moore et al, 2008)). First, only a proportion
of cases are assumed as witnessed (Table 4.2). For those patients that are
witnessed, the probability that their initial rhythm is VF is represented
by the following logistic-regression equation model, dependent on the
time to arrival of assistance.

Equation (1): Logistic-regression equation used to represent the prob-
ability that a witnessed SCA patient’s initial rhythm is VF:

1

Prob(VF| witnessed) =
1+ exp[-0.601 + 0.149 x ¢

I

arrival ]

To incorporate costs of additional non-survivors going to hospital,
the expected number of additional hospital non-survivors is assumed
to follow an observed ratio of hospital admissions to discharges (Kim
et al, 2001).

4.2.5 Simulation model component: long-term survival

A number of assumptions are made regarding patients surviving post-
hospital discharge (using sources other than the NI-PAD experience,
Table 4.3). It is assumed that patients with severe neurological impair-
ment require long-term nursing care; those with moderate neurological
impairment require residential care. Valuations of the quality-of-life of
SCA survivors are derived from cohort studies (Gage et al, 1996; Nichol et
al, 1999). The proportions of patients with moderate/severe neurological
impairment are derived from a retrospective cohort study (Pell et al, 2006).

State-transition Markov models are used to model long-term survival
(Briggs and Sculpher, 1998). Lifetables are used as part of the Markov

Table 4.2 Input data for simulation model: short-term survival

Short-term survival Estimate Reference
probabilities

P(SCA is witnessed) 0.372 Moore et al (2008)
P(survival | non- 0.005 Moore et al (2008)
(witnessed VF) SCA)

P(hospital admission 0.432 Kim et al (2001)

surviving to discharge)
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Table 4.3 Input data for simulation model: long-term survival

Long-term survival parameters Estimate Reference
Quality-of-life utility:
Severe neurological impairment 0.1 Gage et al (1996)
Moderate neurological impairment 0.2 Gage et al (1996)
No/mild neurological impairment 0.8 Nichol et al (1999)
Probabilities/risk parameters:
P(no/mild neurological impairment) 0.813 Pell et al (2006)
P (moderate neurological 0.837 Pell et al (2006)

impairment | either moderate or
severe neurological impairment)

Annual probability of death due to 0.086 The AVID

SCA without ICD Investigators (1997)
Relative risk of death due to SCA 0.43 The AVID

with ICD Investigators (1997)
Relative risk of death due to severe 1.1 Nichol et al (2003)

neurological impairment

model for age-specific mortality from unrelated causes (Office for
National Statistics, 2008). The increased risk of death because of SCA
after insertion/no insertion of an ICD was derived from a randomised
trial (The AVID Investigators, 1997). This disease-specific mortality rate
is combined with each patient’s age-specific mortality rate. Those with
severe neurological impairment are also assumed to be at increased risk
of death (Nichol et al, 2003).

4.2.6 Simulation model component: response-time
improvements

Improvements in response times because of the FR scheme can be quan-
tified through modelling both EMS and FR response times to each SCA
incident.

4.2.7 Response-time improvements: modelling EMS
response times

A parametric accelerated failure-time model has been used to model
EMS response times. This model fully parameterizes the EMS response-
time distribution (which is necessary for the simulation purposes
of this analysis) and accounts for the effect of multiple covariates
on the response. On the basis of examining 75219 emergency inci-
dents (across Northern Ireland) this research highlights that the EMS
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response typically depends on the geographical location of an incident,
with r, and r,, the radial distances from the 1st and 2nd closest EMS
station, influencing response. The hour of day also influences response,
and has been incorporated into the model through 4 categories: 0-7,
8-9, 10-13, and 14-23 hours. The response is also influenced by region
type (urban/rural), and to a lesser extent, the AMPDS prioritisation
coding. The most apt underlying distribution was found to be that of
the log-logistic.

4.2.8 Response-time improvements: modelling FR rota

The model aims to mimic the FR rota scheme deployed to ascertain FR
responses. Whilst research has been carried out into developing the most
effective rota for volunteers (Cairns et al, 2005), the simulation model
has also been built to assume volunteers are recruited across the selected
geographical region, where their locations are in line with the geographi-
cal distribution of the underlying potential recruitable population (ie
persons aged 18+) (Census, 2001). Thus in this case, the number of FRs
in each COA on the rota in any given week is given by a multinomial
distribution with parameters y (the total persons on the rota scheme
in any given week) and p, representing the proportion of the selected
geographical region’s potential recruitable population in each COA.

The radial distance of the geographical paging zone of each individual
FR can be varied in the model. The optimal distance can vary depending
on the geographical region being considered. For example, during the
NI-PAD trial, pagers zones in the more remote ABM region were set to
15 miles, whilst in the urban NWB region the zone was 3 km.

A factor has been incorporated into the model to account for vol-
unteers on the rota not always collecting their AED/pager (as found
during the NI-PAD trial). It was also observed that while numerous FRs
may have been paged to any one particular SCA incident, individuals
FRs typically only responded to around 30% of incidents to which they
were paged during the NI-PAD trial (Table 4.4).

The model also incorporates the sensitivity of the dispatch mecha-
nism. FRs were not paged to all SCA incidents during the NI-PAD trial
(Cairns et al, 2008), given the dispatch mechanism used firstly required
SCAs to be reported to the EMS as emergencies, and secondly required
the AMPDS software to correctly prioritise SCAs as ‘Cardiac-Arrest’. The
sensitivity of the dispatch mechanism was found to be significantly
lower in the rural ABM region at 40.2% (95% Confidence Interval (CI)
31.4-49.4%) in comparison to that observed in the urban NWB region
namely 60.0% (95% CI 54.8-64.7%) (Fisher's exact test: p < 0.001). This
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Table 4.4 Input data for simulation model: parameters of FR scheme

Parameters of cardiac FR scheme Reference
(assumed for illustrative example)

Number of volunteers on rota 31 NI-PAD Investigators (2007)
Radial distance of paging zone for 15 NI-PAD Investigators (2007)
FRs (miles)

Probability volunteer on rota 0.8 NI-PAD Investigators (2007)
collects their AED

Probability an individual FR 0.3 NI-PAD Investigators (2007)
responds to a paged incident

Sensitivity of the dispatch 0.4 NI-PAD Investigators (2007);
mechanism Cairns et al (2008)

difference may be due in part to differences in the length of time the
AMPDS software has been operational in the two regions (Heward et
al, 2004). However, there may also be regional-based reasons for these
differences.

4.2.9 Response-time improvements: modelling FR
response times

A separate parametric accelerated failure-time model has been used to
model individual FR response times. Analysis of the NI-PAD trial data
found that FR response times to incidents depend on the location of the
SCA relative to location of the mobile FR (a trend also found in mod-
elling EMS response times). Several different methods of quantifying
geographical location information were tested, the most apt was found
to use the radial distance between the location of the FR’s home and
the SCA incident, denoted ry. FR response times were found to differ
significantly in the two observational regions (Likelihood Ratio Test,
p =0.003), with responses typically 1.34 times longer in the urban NWB
region, at comparable rp, distances (Figure 4.3). This urban congestion
factor has thus also been included in the FR response-time model.

4.3 Validation of the simulation model

A core component of the model, not present in other cost-effectiveness
analyses assessing mobile-volunteer cardiac FR schemes, involves rep-
resenting response times of the EMS and FRs accurately. Numerous
validation checks have been carried out examining the response times
produced by the model, to ascertain the model’s validity.
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Figure 4.3 The NI-PAD trial FR response-time data in the urban/rural region is
illustrated as a function of the radial distance rp; (see main text) by diamonds.
The pointwise median and 95% central confidence interval for the FR response
times from the parametric accelerated failure-time model are also illustrated

The observational NI-PAD trial data were used at the validation stage
to assess whether the overall conclusions drawn by the model are in
general agreement with those observed. Thus simulations were carried
out considering the two geographical regions part of the NI-PAD trial,
namely NWB and ABM. Apart from selecting different geographical
regions, the only other parameter differences were in (i) the volunteers
on the rota each week (7 volunteers in NWB; 13 in ABM); (ii) the geo-
graphical paging zone distance (3 km in NWB; 15 miles in ABM) and
(iii) the dispatch sensitivity (60% in NWB; 40% in ABM).

Table 4.5 illustrates that the model output agrees with a number
of the key statistics observed from the observational trials, capturing
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Table 4.5 Comparison of key statistics observed from the observational trials
in North and West Belfast (NWB) and Antrim, Ballymena and Magherafelt
(ABM), compared with model output (median values together with 95% central
confidence intervals are indicated)

Statistic Geographical region
NWB ABM
Observed Model Observed Model
Number of SCAs 106 92 49 55
FRs are paged to
[74, 111] [41, 70.5]

Proportion of paged 68.3 63.8 80.0 82.4
incidents re