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1 Introduction

Content-based recommender systems (CBRSs) basically rely on descriptive features
to build a representation of items and users which is used to generate personalized
recommendations. Such recommendations may regard both items provided with a
textual description (e.g., the plot of a movie) as well as items that are themselves
’textual’ (e.g., a news article).

Typically, content-based recommendations are obtained by matching up the
attributes of the target user profile, in which preferences and interests are stored,
with the attributes of the items. The result is a relevance score that represents
the target users’ level of interest in those items. In other terms, CBRSs are based
on the assumption that user preferences remain stable over time (even when such
preferences are constructed during the interaction with the system, as it happens in
conversational approaches), since they suggest items similar to those a target user
already liked in the past.

However, early CBRS models were based on keyword-based approaches exploit-
ing simple term-counting. Accordingly, early models were not able to obtain a
complete comprehension of the textual content describing the items nor to encode
semantic relationships between terms. In particular, early CBRS show clear limits
due to properties of natural language elements, such as:
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• POLYSEMY, multiple meanings for one word;
• SYNONYMY, multiple words with the same meaning;
• MULTI-WORD EXPRESSIONS, a sequence of two or more words whose properties

are not predictable from those of the individual words;
• ENTITY IDENTIFICATION OR NAMED ENTITY RECOGNITION, the difficulty to

locate and classify elements mentioned in text into predefined categories;
• ENTITY LINKING OR NAMED ENTITY DISAMBIGUATION, the difficulty of

determining the identity (often called the reference) of entities mentioned in text.

This is a sharp limitation, since a keyword-based syntactic representation is often
not enough to correctly catch the preferences of the users, as well as the informative
content conveyed by the items. Of course, a sub-optimal comprehension of the
informative content leads to a sub-optimal representation of the items and, in turn,
to recommendations which are not accurate. As shown in several literature [86], it
is necessary to improve such a representation in order to fully exploit the potential
of content-based features and textual data.

With no doubt, we can state that semantics represents the theoretical foundation
to proceed in this direction, by implementing more advanced models that allow
machines to better understand information provided in natural language . In this
research line, semantics-aware recommender systems represent one of the most
innovative lines of research in the area of recommender systems. Indeed, as
we stated in our previous contribution to the handbook [37], thanks to these
representations it is possible to give meaning to information expressed in natural
language and to obtain a deeper comprehension of the information conveyed by
textual content.

The goal of this chapter is to integrate and extend the content previously
presented in the chapter “Semantics-aware Content-based Recommender Systems”
[37]. In particular, the goal of this chapter is to focus on novel research directions in
the area.

The chapter is organized as follows: first, we start the discussion with an
historical perspective in the area, then we provide an overview of the main
techniques to incorporate semantics into items and user profiles. These approaches
can be broadly split in two categories: exogenous and endogenous approaches. The
former relies on the integration of external knowledge sources, such as ontologies,
encyclopedic knowledge and data from the Linked Data cloud, while the latter relies
on a lightweight semantic representation based on the hypothesis that the meaning
of a word depends on its usage in large corpora of textual documents [57, 70].

Both the approaches can be exploited to cope with the issues of keyword-based
syntactic representation: as an example, word sense disambiguation techniques
based on linguistic resources, such as WordNet, can tackle polysemy, synonymy and
multi-word expressions. Similarly, techniques to link items to knowledge graphs,
such as those based on the exploitation of ontologies and Linked Open Data, can
be helpful to deal with entity identification and entity linking. The same principle
holds for endogenous representations, since the lightweight semantics learnt based
on distributional semantics models can effectively tackle ambiguity issues.
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Further details on the methods are provided in Sect. 2. However, this chapter only
sketches these techniques since they represent the focus of the previous edition of
our work [37]. Indeed, as previously said, a significant part of the chapter is devoted
to recent trends in the area of content-based recommendations. Such trends regard:
(1) techniques investigating new methods for representing content-based features;
(2) techniques investigating new sources to gather content-based features; (3) new
use cases for content-based features, such the exploitation of content to generate
explainable recommendation and to build conversational recommender systems .

2 Content-Based Recommender Systems

This section reports an overview of the basic principles for building CBRSs and
describes the evolution of the techniques adopted for representing items and user
profiles.

2.1 The Architecture of a Content-Based Recommender System

The high level architecture of a content-based recommender system is depicted in
Fig. 1. The recommendation process is performed in three steps, each of which is
handled by a separate component:

• CONTENT ANALYZER—The main responsibility of this component is to repre-
sent the content of items (e.g., documents, product descriptions, etc.) coming
from information sources in a form suitable for the next processing steps. It
extracts features (keywords, n-grams, concepts, . . . ) from item descriptions and
produces a structured item representation stored in the repository Represented
Items. Early CBRSs adopt relatively simple retrieval models, such as the Vector
Space Model (VSM), a spatial representation of text documents [166]. In that
model, each document is represented by a vector in a multidimensional space,
where each dimension corresponds to a term from the overall vocabulary of a
given document collection [9, 165]. As we will show in the next sections, this
model is often replaced by more recent and more effective embedding techniques.
This representation is the input to the PROFILE LEARNER and FILTERING

COMPONENT. For more details on NLP techniques for recommender systems we
also suggest to refer to Chap. “Natural Language Processing for Recommender
Systems”;

• PROFILE LEARNER—This module collects data representative of the user pref-
erences and builds the user profile, a model that generalizes the observed data.
Preferences on items are collected as ratings on discrete scale and stored in a
repository (Feedback). Usually, the generalization strategy is realized through
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Fig. 1 High level architecture of a content-based recommender

supervised machine learning algorithms [121], which infer the user profile from
items and corresponding ratings.

• FILTERING COMPONENT—This module predicts whether a new item is likely
to be of interest for the active user, the one for whom recommendations are
to be calculated. It matches the features in the user profile against those in the
item representations and produces a binary or continuous relevance judgment, the
latter case resulting in a ranked list of potentially interesting items [77]. Ratings
can be gathered on generated recommendations, then the learning process is
performed again on the new training set, and the resulting profile is adapted to
the updated user interests. The iteration of the feedback-learning cycle over time
enables the system to take into account the dynamic nature of user preferences.

2.2 Semantics-Aware Content Representation

The Vector Space Model [166] can be useful to develop very simple intelligent
information systems, but in order to cope with the above mentioned issues inherently
related to natural language and its ambiguity, semantic techniques are crucial to shift
from a keyword-based to a concept-based representation of items and user profiles.

Figure 2 depicts a classification of semantic techniques.
Endogenous approaches exploit large corpora of documents to infer the usage of

a word, i.e. its implicit semantics. The main ideas behind these methods is described
in Sect. 2.2.1.
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Fig. 2 Classification of semantic representation techniques

Exogenous approaches rely on external knowledge sources, such as machine
readable dictionaries, taxonomies, thesauri or ontologies, for representing items and
user profiles. Section 2.2.2 focuses on the description of these techniques for an
explicit representation of the semantics.

As previously said, this section provides just a brief overview of these techniques;
we suggest to refer to the previous edition of this chapter for a deeper analysis [37].
A complete overview of semantics-aware representation strategies is discussed in
[105].

2.2.1 Endogenous Semantics

Techniques for endogenous semantics representation fall into the general class
of Distributional Semantics Models (DSMs), that were originally introduced in
computational linguistics and cognitive sciences [169].

These data-driven approaches rely on the so-called distributional hypothesis,
which states that “Words that occur in the same contexts tend to have similar mean-
ings” [70], thus the algorithms that follow these approaches extract information
about the meaning of a word by analyzing its usage in large corpora of textual
documents.

DSMs are based on Wittgenstein’s idea that the meaning of a word is its use in
the language [204], and that semantically similar words also share similar contexts
of usage [162].
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Fig. 3 A term-context matrix

These models, also known as geometrical models, learn similarities and connec-
tions in a totally unsupervised way. Indeed, they represent each term that occurs in
a corpus as a vector in a high-dimensional vector space called WordSpace [106].

Given a corpus, usually the WordSpace is built by means of a term-context
matrix, as the one presented in Fig. 3. Each row represents one term of the
vocabulary (obtained by applying an NLP pipeline), while each column is a context
of usage. Every time a term is used in a particular context, this information is
encoded in the matrix. As an example, according to Fig. 3 the term beer is used in
contexts c2, c3, c6 and c7. We can imagine a context as a fragment of text in which
the word occurs. Thus, each term is represented by a vector (the corresponding row
in the matrix), modeled in a vector space whose dimensions are the columns of the
term-context matrix.

Given a WordSpace, a vector space representation of the documents called
DocSpace can be also computed. A DocSpace can be obtained by following
different strategies: as shown by Sahlgren [164], a document representation may
be calculated as the centroid vector of the vector space representation of the words
that appear in the document, or as their weighted sum. Next, given a WordSpace,
the similarity of two terms can be estimated by analyzing the overlap between
their usage. According to the example in Fig. 3, we can state that words beer and
wine are very similar since they share a large number of contexts. In practice,
the similarity between words is estimated as the proximity between vectors that
represent those words in the WordSpace, in accordance with the similarity-is-
proximity metaphor [164]. Thus, it can be computed in several ways, such as cosine
similarity, Manhattan and Euclidean distances, or relative entropy-based measures
[122].

We need to further clarify the definition of context. Generally speaking, it is a
fragment of text in which a word appears. In the simplest formulation, the context is
the whole document. In that case, the term-context matrix corresponds to the term-
document matrix in the classical Vector Space Model [166]. Finer-grained options
are possible: the context could be a paragraph, a sentence, a window of surrounding
words or even a single word. A survey about different strategies to handle the
concept of context is provided in [188].

Among the approaches for endogenous semantics representation, it is worth to
mention the Explicit Semantic Analysis (ESA). ESA, which became very popular
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in the early 2010s, builds a semantics-aware representation of words in terms of
Wikipedia concepts [61]. In ESA, the representation of the terms is based on the
so-called ESA matrix, whose rows correspond to the Wikipedia vocabulary (i.e.,
the set of distinct terms found within Wikipedia articles, after applying basic NLP
operations), while columns correspond to Wikipedia pages. Each row represents a
term and is called semantic interpretation vector. It contains the list of concepts
(Wikipedia pages) associated to the term, along with the corresponding weights.

The semantics of a document is typically obtained by computing the centroid of
the semantic interpretation vectors associated with the individual terms occurring in
that document. ESA showed good performance in tasks as text categorization [59],
semantic similarity computation [60] and recommendation [143].

One of the main issues with DSMs is represented by the tremendous increase
of the size of the term-context matrix as the context gets smaller. Word Embedding
techniques have been developed to manage that issue. They project the original
vector space into a smaller but substantially equivalent one, thus returning a
more compact WordSpace. Differently from pure DSMs, such as ESA, the new
dimensions of the reduced vector space are not human understandable anymore.
Popular Word Embedding techniques are Latent Semantic Analysis [95] and
Random Indexing [164]. These representations recently got new interest after the
introduction of Word2Vec [117] and, as we will show in Sect. 3.1, the use of Word
Embedding techniques is today one of the most active research lines in the area of
semantics-aware content-based recommender systems.

Word2Vec is a technique that exploits neural networks to learn a vector space
representation of words. It was first proposed by Tomas Mikolov et al. [117], and it
gained a lot of attention in the last years due to the simplicity of the approach and
to the effectiveness it obtained in several tasks, including recommendation [129].
In a nutshell, this approach is used to learn (small) word embeddings by exploiting
a two-layer neural network which is fed with examples gathered from a corpus of
textual data to learn the contexts and the linguistic usage of words to generate the
embeddings.

A toy example of the neural network exploited by Word2Vec is reported in Fig. 4.
Given a corpus of textual data, we define an input layer of size |V |, that corresponds
to the dimension of the vocabulary of the terms. This means that each term that
appears in the corpus is mapped to an element in the input layer. Next, an output
layer |N | is created. In this case, N is the size of the embedding we want to obtain
at the end of the learning process. The value of N is a parameter of the model and has
to be properly tuned. Clearly, the greater the value, the more complex the learning
process since a larger number of weights in the network has to be learnt, but the
better the resulting representation.1

The edges connecting the nodes in the network have different weights. They are
initially randomly set and they are updated through the training process. The final

1 The equation ’larger vectors, better representation’ is typically valid. However, when the
dimension becomes too large a decrease in the performance can be noted.
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Fig. 4 Structure of the
network

representation of a term is the set of weights that connects its corresponding node
in the input layer to all the nodes in the output layer. Formally, given a term tk its
representation is given by [wtk,v1 , wtk,v2 , wtk,vn ].

Such a discussion makes immediately emerge the importance of the training
process in Word2Vec, since the network needs to acquire input examples to properly
learn linguistic regularities and to update the weights in the network (and, in turn,
the resulting representation) accordingly.

The training of the network can be carried out by exploiting two different
methodologies, that is to say the Skip-Gram methodology (SG) and the Continuous
Bag of Words (CBOW). The choice of the most suitable technique is a design
choice: according to Mikolov, SG works well when the training set is small and
shows a good accuracy even on rare terms, whereas CBOW is several time faster
than SG and is more accurate for frequent words.

More details about Word2Vec can be found also in [118], while a thorough
discussion about endogenous methods can be found in Chapter 3 of the book [105].

2.2.2 Exogenous Semantics

Approaches for exogenous semantics representations rely on the linguistic, cultural
and background knowledge that is encoded and made available through external
knowledge bases.
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The main difference between endogenous and exogenous techniques for
semantics-aware representation lies in the nature of the knowledge bases they
rely on. In the first case, the semantics is obtained by exploiting unstructured data
(corpora), and is directly inferred from the available information. In the second, the
semantics comes from the outside, since it is obtained by mining and exploiting data
which are previously encoded in structured and external knowledge sources.

Most popular structured knowledge sources today available are:

WordNet [54, 119, 120]. It is a lexical database for the English language, made
by cognitive scientists, freely available online2 and extensively used in NLP
research [178]. The goal of WordNet is to model meanings that can be expressed
through the known word forms, and to represent the lexical relations that exist
among them. The basic building block of WordNet is the SYNSET (SYNonym
SET), that encodes a specific meaning (concept) though the set of synonym words
that can be used to express it.

BabelNet [145]. It is a large-scale multilingual encyclopedic dictionary and
semantic network.3 It integrates heterogeneous resources such as WordNet,
Wikipedia, Wikidata [192] (described later), Wiktionary and other lexical
databases. In a nutshell, the knowledge encoded in BabelNet is represented
through a labeled directed graph. Nodes are concepts extracted from WordNet
and Wikipedia (synsets and Wikipages), while edges among nodes encode the
semantic relations coming from WordNet, as well as semantically unspecified
relations from hyperlinked text coming from Wikipedia.

The Linked Open Data (LOD) cloud [17]. This term was introduced to identify
the huge number of datasets released through the Linked Open Data initiative, a
project started in the late 2000s that inherits some of the concepts and the ideas
of the Semantic Web. The LOD project is grounded on two cornerstones: (1)
each resource available on the Web should be uniquely referred to through an
URI; (2) data have to be encoded and linked by using RDF, acronym of Resource
Description Framework. The nucleus of the LOD cloud is commonly represented
by DBpedia [8], the RDF mapping of Wikipedia that acts as a hub for most of
the RDF triples made available in the LOD cloud.

Wikidata [192]. It is a free, collaborative and multilingual database, built with
the goal of turning Wikipedia into a fully structured resource. While DBpedia is
almost automatically built by mapping in RDF format the information contained
in the Wikipedia infoboxes, Wikidata entries are collaboratively created and
maintained by both Wikidata editors and automated bots. Due to its collaborative
nature Wikidata is continously updated, while DBpedia is usually updated only
twice a year.

As described in Fig. 2, two strategies can be adopted to exploit the data available
in the knowledge sources to build a semantics-aware representation of items:

2 http://wordnet.princeton.edu.
3 http://babelnet.org.

http://wordnet.princeton.edu
http://babelnet.org
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(a) linking item features to concepts or (b) linking items to a knowledge graph.
The goal of the first group of techniques is to associate each feature with its

correct semantics and to identify more complex concepts expressed in the text. Word
Sense Disambiguation (WSD) techniques fall in this category because they tackle
the problem of correctly identifying which of the senses of an ambiguous word is
invoked in a particular use of the word itself [110]. Several WSD algorithms have
been developed; for instance, in [170] the authors exploit WordNet to disambiguate
item descriptions used to train a content-based recommender system and to build
synset-based user profiles. Entity Linking (EL) methods [155] are also classified in
the first group. EL is the task of associating the mention of an entity in a text to
an entity of the real world stored in a knowledge base [33]. A systematic review of
other techniques and algorithms for EL is provided in [172].

Techniques included in the second group directly link items to nodes in a
knowledge graph rather than mapping word forms to word meanings or entities.
There is no need to process any textual content because either the item is directly
linked to the Linked Open Data cloud or an ontological representation of the domain
of interest is built, so that items are modeled in terms of classes and relations
that exist in the ontology. More details about exogenous methods can be found
in Chapter 4 of the book [105], while a deeper discussion on using LOD and
Knowledge Graphs for recommender systems will be provided in Sect. 3.2 of this
chapter.

2.3 Strengths and Weaknesses of Content-Based
Recommendations

The adoption of the content-based recommendation strategies (especially in their
semantics-aware forms) has several advantages when compared to the collaborative
one:

• USER INDEPENDENCE—Content-based recommenders exploit solely ratings
provided by the active user to build her own profile. Instead, collaborative
filtering methods need ratings from other users in order to find the “nearest
neighbors” of the active user or to build sophisticated machine learning models.
In other terms, they are less prone to data sparsity issues and can be more
effective when a little amount of data is available.

• TRANSPARENCY—Explanations on how the recommender system works can
be provided by explicitly listing content features or descriptions that caused
an item to occur in the list of recommendations. Those features are indicators
to consult in order to decide whether to trust a recommendation. Conversely,
collaborative systems are black boxes since the only explanation for an item
recommendation is that unknown users with similar tastes liked that item. More
details about recent explainable content-based recommendation methods are
provided in Sect. 3.4;
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• NEW ITEM—Content-based recommenders are capable of recommending items
not yet rated by any user. As a consequence, they do not suffer from the first-rater
problem, which affects collaborative recommenders which rely solely on users’
preferences to make recommendations. Therefore, until the new item is rated by
a substantial number of users, the system would not be able to recommend it.

Nonetheless, content-based systems have several shortcomings:

• LIMITED CONTENT ANALYSIS—Content-based techniques have a natural limit
in the number and type of features that are associated, whether automatically or
manually, with the objects they recommend. No content-based recommendation
system can provide suitable suggestions if no descriptive features of the items
is available. Of course, recent advances in the area (e.g., pre-trained language
models used to train word embeddings and structured features available in
knowledge graphs) have partially mitigated this issue, but the need for content
is still a mandatory requirement for these approaches;

• OVER-SPECIALIZATION—Content-based recommenders have no inherent meth-
ods for finding something unexpected. The system suggests items whose scores
are high when matched against the user profile, hence the user is going to be
recommended items similar to those already rated. This drawback is also called
serendipity problem, to highlight the tendency of the content-based systems to
produce recommendations with a limited degree of novelty. To give an example,
when a user has only rated movies directed by Stanley Kubrick, she will be
recommended just that kind of movies. A “perfect” content-based technique
would rarely find anything novel, limiting the range of applications for which
it would be useful.

• NEW USER—As other recommendation paradigms, also content-based rec-
ommender systems suffer of cold start. Indeed, enough ratings have to be
collected before a content-based recommender system can really understand user
preferences and provide accurate recommendations. Therefore, when few ratings
are available, as for a new user, the system will not be able to provide reliable
recommendations.

3 Recent Developments and New Trends

Recent developments in the area of content-based recommender systems can be
roughly split into three research directions: first, as for endogenous techniques,
the most relevant advances concern methods based on embeddings and distributed
representations. Next, as for exogenous techniques, recent research focused on
methods exploiting the information encoded in knowledge graphs . Finally, it
is worth mentioning methods based on multimedia features and user-generated
content. In the next sections, relevant work recently presented in these areas will
be discussed. Moreover, we will also show how content can be used to improve
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the user experience by means of natural language explanations and conversational
interfaces.

3.1 Embeddings and Distributed Representations

As introduced in Sect. 2.2.1, approaches for endogenous semantics representation
exploit textual content and produce a vector space representation of the items to be
recommended as well as of the users.

Nowadays, it is very common to refer to these representation as embeddings. This
term can be further specialized into word embeddings and sentence embeddings,
depending on whether a representation for each word or for each sentence is
built. Due to the effectiveness of these techniques, whose spread has been largely
discussed in recent years [69], there are many approaches that exploit embeddings
and distributed representations for recommendation tasks. In this section we will
provide an overview of relevant work in the area. The section is organized in two
parts: First, we introduce early approaches that directly use word and sentence
embeddings to feed recommendation models. Next, following the recent trend of
deep learning architecture, we show how distributed representations can be used,
together with deep neural networks, to generate accurate semantics-aware content-
based recommendations.

3.1.1 Recommender Systems Based on Word and Sentence Embeddings

The early attempts in the area put their roots in the area of pure distributional
semantics models (DSMs). In particular, these attempts exploited a DSM to learn
a vector space representation of users and items and they directly used this
representation in a recommendation model.

As an example, McCarey et al. [114] evaluate the effectiveness of Latent Seman-
tic Indexing (LSI) [38] in a content-based recommendation scenario. Similarly,
Musto et al. [124, 125] propose an extension of the classical VSM, called enhanced
Vector Space Model (eVSM), that exploits Random Indexing to build a dense
vector space representation of users and items. As shown in the experiments, eVSM
overcame other classical content-based filtering techniques, and the findings were
confirmed by subsequent experiments where the same approach is evaluated in a
context-aware recommendation scenario [127].

By following these attempts, in [111] the authors exploited word embedding
techniques to infer the vector-space representations of venues based on venue
descriptions and reviews data. This work confirmed the previously presented
outcomes, since the experiments showed that the use of content features and word
embeddings significantly enhanced the accuracy of venue recommendations.

Next, a significant boost to the research in the area was noted after the
introduction of Word2Vec [117]. This technique, based on the principles of distri-
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butional semantics models, exploits a two-layer neural network to learn a vectorial
representation of users and items. In this resarch line, Ozsoy et al. [147] proposed
the use of Word2Vec to learn word embeddings representing items and user profiles.
Their experiments showed that CBRSs based on word embeddings can obtain results
comparable to those obtained by other content-based approaches and by algorithms
for collaborative filtering based on matrix factorization. Next, in [173] the authors
employed Word2Vec to compute the vectors of tags in Tumblr and recommended
Tumblr blogs to the users. Next, a context-aware recommender method that extracts
contextual information from textual reviews using a word embedding based model
is proposed in [181] and a similarity measure inspired by Word2Vec, which is then
used to learn the similarity between items, is presented in [116].

A comparative analysis among different word embedding techniques in a
content-based recommendation scenario is presented in [130]. In particular, the
work compares Latent Semantic Indexing, Random Indexing, and Word2Vec to
establish the most effective technique. Results of the experiments in a movie and
book recommendation scenarios show the good performance of the Word2Vec
strategy, with the interesting outcome that even a smaller word representation could
lead to accurate results. Furthermore, it emerged that the effectiveness of word
embedding approaches is directly dependent on the sparsity of the data. This is
an expected behavior since content-based approaches can better deal with cold-
start situations, and with very sparse datasets they perform better than collaborative
filtering or matrix factorization baselines. However, as discussed in [23] and [26],
it is necessary to point out that the performance of Word2Vec-based models is
strictly dependant on hyperparameter tuning. As shown in both these works, the
performance of Word2Vec-based approach are strictly dependant of the optimization
of the parameters, so it is fundamental to devote the necessary attention to this step.

Due to the effectiveness shown by Word2Vec, several research exploited
Word2Vec to encode sequences of actions or sequences of events (instead of
sequences of words) to learn a vector space representation of the items. Even if
these approaches do not exploit content-based features, we deemed as relevant to
briefly discuss them in order to provide a complete overview of the effectiveness
and of the flexibility of word embedding approaches. The first work that exploited
this analogy is Item2Vec [12], where items are used as words and baskets are
used as sentences. Similarly, Grbovic at al. [65] adapted Word2Vec to generate
product recommendations (i.e., prod2vec). They treated purchase history of a user
as the sentence and each product as the word. This approach is further extended is
MetaProd2Vec [190], which is based on Prod2Vec and incorporates side information
in both the input and output space of the neural network.

Next to Word2Vec, several work propose recommendation methods based on
Doc2Vec [96]. Doc2Vec is a neural approach that shares the same principles of
Word2Vec and focuses on the representation of sentences and documents. As an
example, in [90] Doc2Vec is used to learn an embedding representing a news article,
based on the text and the title of the news. Next, such a representation is used to
feed a hybrid recommendation approach. Similarly, in [179] the authors propose an
hybrid approach based on the combination of two techniques inspired by Doc2Vec,
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that it to say, user2vec, which uses item descriptions and usage histories to model
users and context2vec which uses further metadata on items and users in an attempt
to incorporate context into the model. In both the cases, the experiments showed that
these approaches outperform all the baselines. Good performance of this technique
also emerged in [34], where Doc2Vec is used to represent items in a digital library
recommendation scenario. Finally, in [3] the authors exploit Paragraph2Vec to
generate a vector space representation of reviews. Next, the resulting feature vectors
(the neural embeddings) are used in combination with the rating scores in a hybrid
probabilistic matrix factorization algorithm. The proposed methodology is then
compared to three other similar approaches on six datasets in order to assess its
performance. As shown by the results, the exploitation of reviews embeddings led
to an improvement of the performance.

3.1.2 Deep Learning Models Based on Word and Sentence Embeddings

Due to the effectiveness shown by recommendation strategies based on pure word
and sentence embeddings, several research investigated how to encode distributed
representation into more complex recommendation models. One of the first attempts
in this research line was due to Kula, who proposed in [94] a hybrid matrix
factorisation model representing users and items as linear combinations of their con-
tent features’ latent factors. As shown by the experiments, the model outperforms
both collaborative and content-based models in cold-start or sparse interaction data
scenarios.

Next, in parallel with the growth of deep learning architectures and neural
models, most of the research effort has been devoted to inject content information
into deep architectures. In this area, several work tried to exploit Recurrent Neural
Networks (RNNs) [163], which are particularly effective to model sequences of
inputs (e.g., audio signals), to encode textual context as well.

As an example, in [180] the authors learn a vector-space representation of
textual content based on a Long-Short Term Memory (LSTM) network [79], a
specialization of RNNs. The experiments carried out by the authors confirmed again
the effectiveness of the model, since the results showed that the use of LSTM
networks can further improve the accuracy of the recommendations. This is due
to the fact that such architectures are able to learn embeddings that also encode
the dependencies between words. These findings have been further investigated in
[135], where the authors present a deep content-based recommender system that
exploits Bidirectional Recurrent Neural Networks (BRNNs) to learn an effective
representation of the items to be recommended based on their textual description. In
particular, BRNNs extend RNNs by encoding information about both the preceding
and following words, thus leading to a more precise representation. Moreover, the
authors further extended such a representation by introducing structured features
extracted from the Linked Open Data (LOD) cloud, as the genre of a book, the
director of a movie and so on. In the experimental session the effectiveness of the
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approach is evaluated in a top-N recommendation scenario, and the results showed
that the approach obtained very competitive results by overcoming the baselines.

The use of LSTMs to model textual content in CBRS is also investigated in
Almahairi et al. [4], who used LSTMs to model textual content (textual reviews,
in that case) to feed a collaborative recommendation algorithm and by Bansal et al.
[10], which applies a bidirectional Gated Recurrent Unit (GRU) network to encode
item description and an embedding for each tag associated to the item.

Next to the approach based on the exploitation of Recurrent Neural Networks, we
can also cite a plenty of research which is based on the use of Convolutional Neural
Networks. As an example, in [211], the authors present Deep Cooperative Neural
Networks (DeepCoNN), a deep model that consists of two parallel neural networks
coupled in the last layers. One of the networks focuses on learning user behaviors
exploiting reviews written by the user, while the other one learns item properties
from the reviews written for the item. Experimental results demonstrated that
DeepCoNN significantly outperforms all the baselines. A similar approach based on
the processing of item reviews is also presented in [30] and in [103], where a dual
attention mutual learning between ratings and reviews for item recommendation,
named DAML, is proposed. In this case, the authors utilize local and mutual
attention of the convolutional neural network to jointly learn the features of reviews
to enhance the interpretability of the proposed model.

The use of Convolutional Neural Networks is also investigated in [194], where
a deep knowledge-aware network (DKN) that incorporates knowledge graph repre-
sentation for news recommendation is presented, and in [205], where the authors
use a CNN network to learn hidden representations of news articles based on their
titles.

Generally speaking, all these works gave evidence of the effectiveness of
embeddings and distributed representation for recommendation tasks. For the sake
of completeness, it is worth mentioning recent attempts in the area of contextual
word representations. They differ from classic word embeddings since they are able
to learn a context-aware representation of words which depends on the other words
which occur in the sentences. Accordingly, they are able to better handle ambiguity
issues in content representation. This process is possible because of the use of large
pre-trained language models, which can learn highly transferable and task-agnostic
properties of a language [51]. The adoption of contextual word representation
techniques in recommendation tasks is a relatively new direction. As an example, in
[71] the authors present a comparative evaluation among several techniques, such as
BERT [44], SciBERT [16], ELMo [152], USE [25] and InferSent Sentence Encoders
[35]. Experiments show that the sole consideration of semantic information from
these encoders does not lead to improved recommendation performance over the
traditional BM25 technique [160], while their integration enables the retrieval of
a set of relevant papers that may not be retrieved by the BM25 ranking function.
Overall, the best results were obtained by USE. Similarly, Stakhiyevich and Huang
in [177] proposed an approach for building user profiles to be used in a personalized
recommender system, based on Embeddings from Language Models (ELMo) and
user reviews. In this case, cosine similarity has been adopted to calculate the
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similarity between user interests and item categories over their contextual word
representations. Finally, Cenikj et al. in [24] investigate, with a preliminary study,
the possibility to enhance a graph-based recommender system for Amazon products
with two state-of-the-art representation models: BERT and GraphSage. The results
obtained by the authors are encouraging in following the idea to merge graph and
contextual word representation techniques.

3.2 Linked Open Data and Knowledge Graphs

Linked Open Data provide a great potential to effectively feed filtering algorithms
with exogenous semantic representations of items. One of the first attempts to
leverage Linked Open Data to build recommender systems is dbrec [149], a
music recommender system based on the Linked Data Semantic Distance (LDSD)
algorithm [150], which computes the semantic distance between artists referenced
in DBpedia. Semantic distance can be seen as a way to compute the relatedness
between two nodes in a knowledge graph (in this case, two artists), and it is obtained
as the linear combination of direct relationship (i.e., the amount of direct links
between the nodes, such as overlapping properties) and indirect relationship (i.e.,
the amount of shared links through other resources). Given a dataset of artists
gathered from DBpedia, LDSD is computed off-line and it is used to provide users
with music recommendations. In particular, semantically related artists, that is to
say, artists with a low LDSD score, are suggested. As shown in the experiments
reported in [149], recommendations based on LDSD provide competitive results
with respect to a music recommender system based on Last.fm, thus giving one of
the earliest evidences of the effectiveness of recommendation strategies based on
knowledge graphs.

By following this research line, in [126], DBpedia is used to enrich the playlists
extracted from a Facebook profile with new related artists. Each artist in the original
playlist is mapped to a DBpedia node, and other similar artists are selected by
taking into account shared properties, such as the genre and the musical category of
the artist. Another simpler approach to define a CBRS exploiting Linked Open Data
is presented in [46]. The ontological information, encoded via specific properties
extracted from DBpedia and LinkedMDB [72], is adopted to perform a semantic
expansion of the item descriptions, in order to catch implicit relations, not detectable
just looking at the nodes directly linked to the item. In that work, the authors used
Support Vector Machines to learn user profiles, a technique which tends to be fairly
robust with respect to overfitting and can scale up to considerable dimensionalities.
The evaluation of different combinations of properties revealed that more properties
lead to more accurate recommendations, since this seems to mitigate the limited
content analysis issue of CBRSs.

Besides the above mentioned approaches to catch implicit relations which allow
to increase the number of common features between items, more sophisticated
approaches may be exploited, in order to implement more complex reasoning
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Fig. 5 Basic bipartite graph representing users, items, and their preferences

over the graphs. In particular, graph-based recommender systems model users and
items as nodes in a graph, and edges connect users with items according to their
preferences. An example of such a data model is reported in Fig. 5.

This basic representation is very similar to that usually adopted for collaborative
filtering, and recommendations can be produced by assigning to each item i ∈ I a
relevance score.

Given such a formulation, the problem of providing a user with a recommen-
dation can be tackled by exploiting an algorithm that assigns a score to an item
node in the graph, such as the PageRank algorithm [148]. As an example, given
a graph-based data model, the PageRank algorithm can be run and PageRank
scores can be sorted in descending order. Next, the k nodes with the highest
PageRank scores can be returned by the algorithm as recommendations. However,
PageRank has the main problem of being not personalized, that is to say, the
PageRank score of the item nodes (and, accordingly, the recommendations returned
by the algorithm) only depends on the topology as well as on the connections
that exist in the graph. A well-known variant of the PageRank, called PageRank
with Priors [73] can be adopted to tackle this issue, since it allows to get a bias
towards some nodes, specifically, the preferences of a specific user. As described
in [131, 134], this algorithm can be really effective for recommendation tasks
since it can adapt her own behavior on the preferences of the target user. In this
scenario, PageRank with Priors is executed for each user and the nodes in the
graph are ranked according to their PageRank score, as it happens for classical
PageRank algorithm. The list of item nodes, not yet voted by the target user are
provided as recommendations. In this setting, Linked Open Data can be used to
enrich graphs by introducing additional nodes and edges, in order to come up
with more effective representations including new connections resulting from the
properties encoded in the LOD cloud. Ideally, we can run this enrichment step again
and again, in order to introduce in the graph non-direct relationships. However,
in [128] it has been shown that the introduction of non-direct relationships leads
to an exponential growth of the PageRank running time, without a significant
improvement in the precision of the recommendation process. Indeed, a simple
and straightforward question may emerge from such a scenario: Is it necessary to
inject all the available properties? and Are all the properties equally important to
provide users with accurate recommendations? Hence, similarly to what happens
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in other settings, e.g., machine learning problems, it is necessary to investigate
to what extent each property modeled in the graph improves the accuracy of the
recommendation strategy, in order to filter out non-useful connections and select
only the most meaningful properties. Hence, a possible strategy to automatically
identify the most promising LOD-based features is to exploit feature-selection
methodologies (e.g., Principal Component Analysis, Support Vector Machines, Chi-
Squared Test, Page Rank, Information Gain, Information Gain Ratio, Minimum
Redundancy Maximum Relevance) adopted in machine learning, whose goal is to
improve the prediction performance of the predictors and to provide faster and more
cost-effective predictors. For a more detailed discussion on the impact of feature-
selection techniques on accuracy and diversity of recommendations we suggest to
refer to [131].

Another way to exploit the information stored in a Knowledge Graph (KG) is to
extract topological features that can be obtained by mining the bipartite and tripartite
graph-based data model, as shown in [133]. Such features, encoding some structural
characteristics of the data model can be used next to feed a recommendation
framework with these new and interesting features.

In [133], an extensive experimental evaluation has been performed to assess
the accuracy of different classification algorithms, namely Naïve Bayes, Logistic
Regression and Random Forests, trained with item representations based on different
groups of features, including the topological ones. One of the main outcomes
is that bipartite and tripartite features have performance comparable to that of
textual features (simple item descriptions) or LOD-based features (extracted from
the LOD cloud). Given that the process that computes textual and LOD-based
features requires a quite complex NLP pipeline or a mapping of items to DBpedia,
topological features represent a more lightweight (they are very few) and therefore
a more viable alternative for representing items. On the other side, the benefit
of injecting the exogenous knowledge coming from the Linked Open Data cloud
particularly emerged when data are sparse.

Recently, several work tried to combine the information encoded in knowledge
graphs into machine learning and deep learning models. As an example, in [103]
the authors proposed KRED, a knowledge-aware recommender systems exploiting
an enhanced representation based on KGs. In particular, the authors start from a
vector-space representation of the item (a news article, in this case) and then enrich
the embedding by aggregating information from their neighborhood (extracted from
the knowledge graph, of course) of the entities mentioned in the article. In this way,
extra information coming from the other nodes directly connected to the target one
can be encoded in the representation. This task is carried out by an information
distillation layer, that aggregates the entity embeddings under the guidance of
the original item representation, and transforms the item vector into a new one.
Next, in [15] the authors present SemAuto, a recommendation model that puts
together knowledge graphs and deep learning techniques. SemAuto is based on
autoencoders, a type of neural network used to unsupervisedly learn a representation
for a set of data. An autoencoder is typically split into two parts, a reduction side,
that aims to reduce the noise of original representation, and a reconstructing side,
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that tries to generate from the reduced encoding a representation as close as possible
to its original input. In this setting, Bellini et al. introduce the idea of enhancing
autoencoders by means of knowledge graphs. In particular, SemAuto is inspired by
fully-connected autoencoders and tries to make the model explainable by labeling
neurons in hidden layers with the entities available in the knowledge graphs. In
other terms, nodes in the hidden layers are replaced by nodes and connections
available in a KG. According to authors’ claims, this is supposed to improve both
the predictive accuracy as well as the explainability of the model. As shown by the
results, SemAuto actually outperforms state-of-the-art recommendation algorithms
on both accuracy and diversity.

Moreover, a recent trend concerns the application of Graph Neural Networks (or
Graph Convolutional Neural Networks [209]) in the area of RSs. In particular, GCNs
aim to generalize convolutional neural networks to non-Euclidean domains (such as
graphs). In this area, Wang et al. [196] present Knowledge Graph Convolutional
Networks (KGCN) for recommender systems. KGCN learn a representation based
on: (1) interactions encoded in the user-item matrix; (2) descriptive encoded in
a knowledge graph. Generally speaking, KGCN learn a h-order representation of
an entity as a mixture of its initial representations and the representation of its
neighbors up to h hops away. In order to reduce the computational load of the
method, the authors adopt a sampling method to select just a fixed size of neighbors
instead of using its full neighbors. In other terms, KGCN is proposed to capture
high-order structural proximity among entities in a knowledge graph. So the final
representation of an entity is dependent on itself as well as its immediate neighbors,
and also takes into account users’ personalized and potential interests. As shown
in the experiments, KGCN outperform state-of-the-art baselines in movie, book,
and music recommendation. A similar intuition is investigated in [197], where
the authors present KGAT (Knowledge Graph Attention Network). In this case,
attention mechanisms are used to model the high order connectivities in KG in an
end-to-end fashion. The core of the approach lies in the definition of an attentive
embedding propagation layer, which adaptively propagates the embeddings from
a node’s neighbors to update the node’s representation. For further details on
recommender systems based on knowledge graphs we suggest to refer to the survey
by Guo et al. [68].

Finally, several work investigated graph embedding techniques to improve the
quality of recommendation algorithms based on knowledge graphs. In particular,
graph embedding techniques take a graph as input and produce a vector-space
representation of the nodes encoded in the graph. Intuitively, these models merge
the flexibility and the effectiveness of vector-space representation with the rich-
ness of a graph-based representation. Such an intuition is investigated in [136],
where two popular graph embedding techniques, that is to say, node2vec [66]
and Laplacian Eigenmaps [14], are compared in a recommendation task based
on a classification framework. In other terms, the vectors returned by the graph
embedding techniques are used as positive and negative examples to build a
classification model for each user. As shown by the experiments, the information
extracted from knowledge graphs significantly improved the effectiveness of the
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recommendation models. Overall, the approach based on node2vec obtained the
better results. A similar intuition was proposed by Zhang et al. in [208]. In this
case, the authors exploit TransR, a popular graph embedding method, together
with stacked denoising autoencoders and stacked convolutional autoencoders, to
learn a vector-space representation which is then used to feed the final integrated
framework, which is termed as Collaborative Knowledge Base Embedding (CKE),
that jointly learns the latent representations in collaborative filtering as well as
items’ semantic representations from the knowledge base. Also in this case, the
experiments confirmed the effectiveness of the approach since the proposed method
outperformed several widely adopted state-of-the-art recommendation methods.

To conclude, we can clearly state that this overview of recommender systems
based on knowledge graphs confirmed that these methodologies can be helpful
to obtain a more precise representation of user and items, that leads in turn to
a more accurate generation of the recommendations. Moreover, as we will show
in the next section, the use of knowledge graphs also allows to build effective
natural language explanations supporting the recommendations, thus making these
information sources as particularly relevant to design and implement semantics-
aware content-based recommender systems.

3.3 User-Generated Content and Multimedia Features

In the last decade, we observed a number of works that use new types of side
information, e.g., user-generated content (UGC) or metadata for recommendation.

With the emergence of the participatory Web (Web 2.0), various types of UGC
became available, such as product reviews, user tags and forum discussions. Most of
the early works that tried to leverage this information in the recommendation context
focused on user-provided tags, which were used to enhance user and item profiles,
or to explain recommendations to users [18, 88, 191]. In another stream of works,
researchers focused on user reviews and tried to extract various types of information
from them, including semantics or user opinions and sentiments, that can be used in
the recommendation process [28]. More details are provided in Sect. 3.3.1.

On the other side, content-based recommender systems dealing with non-textual
objects were commonly based on the use of metadata for representing descriptions.
However, advances in audio, image and video analysis made it possible to represent
multimedia objects by features that were extracted from the objects themselves.
Those advanced representations could be effectively adopted to define advanced
content-based recommender systems [42]. In Sect. 3.3.2, some pointers to the most
relevant work concerning recommender systems leveraging multimedia content are
presented and discussed.
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3.3.1 Content-Based Recommender Systems Leveraging User-Generated
Content

Recommender systems focused mostly on using user ratings or item metadata to
generate recommendations, but another source of information that has been used to
generate more relevant recommendations are tags. Tags are keywords that typically
describe characteristics of the objects they are applied to, and can be made up of one
or more words. Users are free to apply any type and any number of tags to an object,
resulting in true bottom-up classification. Social tagging has been applied to many
domains such as music, movies, books, and web sites [50, 55, 187, 199], where
tags can be used as an additional resource to generate better recommendations. Tags
have been effectively integrated into collaborative and content-based algorithms for
item recommendations in several different ways. In collaborative filtering based
on nearest neighbor algorithms, tags are exploited to aid in the calculation of the
user/item similarities, or in some cases even replace the user-item rating matrix
entirely, by relying on the less sparse user-tag and item-tag matrices to compute
the similarities [91, 142, 187]. Tags have been also integrated into collaborative
filtering algorithms based on latent factor models. In [108], the authors propose a
tag-augmented version of matrix factorization, which integrates the latent factors
of the item tags and ratings to provide a better approximation of the lower-rank
user-item matrix. Tags have been also used to link different domains together for
generating cross-domain recommendations [55]. Another possible way to include
tags is in graph-based algorithms, which include tags as an additional node type
and generate recommendations based on the resulting tripartite network, containing
users, items and tags. As an example, the FolkRank algorithm runs personalized
PageRank to assign a weight to each network node [80].

Tags are also suitable to be included in content-based recommender systems
[21, 104]. Being free annotations, tags tend to suffer from syntactic problems, like
polysemy and synonymy. Semantic content-based approaches have been proposed
to address this problem. In [39], WordNet is adopted to perform Word Sense
Disambiguation to content as well as tags, and a Naïve Bayes classifier is exploited
to learn a probabilistic model of the user’s disambiguated interests. This semantic
user profile is then matched against the semantic item representations to locate the
most relevant items for the active user.

However, the use of tags may be inadequate, especially when the target user
has little historical data, or when the overall data sparsity level is high. A well
consolidated approach is to leverage users’ reviews for supporting their preferences
and improve the recommendation process. User-generated reviews encapsulate rich
semantic information such as the possible explanation of the users’ preferences and
the description of specific item attributes [28], thus they represent a rich source
of information about the users’ preferences, and can be exploited to build fine-
grained user profiles. Therefore, a variety of review-based recommender systems
have been proposed in the last years, which incorporate information extracted from
user-generated textual reviews into the user modeling and recommending process.
This may be beneficial to deal with the problem of data sparsity, cold-start for new
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users, and even in the case of dense data condition, may help to learn users’ latent
preference factors by considering the aspect opinions mentioned in the reviews [28].
In the survey by Chen et al. [28], various elements of valuable information that can
be extracted from user reviews and that can be utilized by recommender systems
have been identified. They range from quite simple information, such as frequently
used terms, discussed topics, and overall opinions about reviewed items, to more
complex information, such as specific opinions about item features, comparative
opinions, reviewers’ emotions, and reviews helpfulness.

Among the previous elements, opinions and sentiments expressed by users in
their reviews about specific features or aspects of the reviewed items represent a
promising approach to improve the recommendation process [62]. Aspect-based
recommender systems leverage those opinions about aspects to provide improved
personalized recommendations. Indeed, when items are evaluated with the same
rating value, these systems are able to capture particular strengths and weaknesses
of the items and, based on this information, better estimate their relevance for the
target user [13, 132].

Aspect-based recommender systems include three main tasks, namely aspect
extraction, to identify references to item aspects in user reviews, aspect polarity
identification, to identify if the opinion on the aspects is positive, negative or neutral,
and aspect-based recommendation, to exploit the extracted aspect opinion informa-
tion to provide enhanced recommendations. In [78], a thorough investigation of the
problem is presented, by separately addressing the three tasks.

Several methods for extracting opinions about items aspects have been proposed
in literature [78]. They are classified as:

• vocabulary-based methods, that make use of lists of aspect words, as in [1]
• word frequency-based methods, in which words that have a high appearance

frequency are selected as aspects. The methods to identify references to aspects
in the reviews range from simple approaches based on the words frequently used
in the reviews of a specific domain, to more complex ones based on language
models [167], and on the comparison of the use of language when talking about
a specific domain with respect to a general topic, in order to identify aspects
mentioned in the reviews more often than usual [22]

• syntactic relation-based methods, where syntactic relations between words of
a sentence are the basis for identifying aspect opinions, as in the Double
Propagation algorithm in [153], which exploits syntactic relations between the
words in a review to identify those that correspond to aspects

• topic model-based methods, where topic models are used to extract the main
aspects from user reviews. Standard LDA models are modified so different
generation distributions can focus on specific parts of the reviews [184, 185].

In the recommendation process aspects may be used in different ways. In [78],
aspect-based recommender systems are categorized in approaches:

• enhancing item profiles with aspect opinion information, as in [48], where an
item profile is composed of aspects with sentiment and popularity scores, and a
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case-based recommender matches the user’s profile with items whose profiles are
highly similar and produce greater sentiment improvements

• modeling latent user preferences on item aspects, as in [112], where a matrix
factorization model incorporates hidden topics as a proxy for item aspects. The
model aligns latent factors in rating data with latent factors in review texts

• deriving user preference weights from aspect opinions, as in [102], where the
weight of an aspect in the user profile is determined by means of two factors,
namely how much the user concerns about the aspect, and how much quality the
user requires for such aspect. The value of concern is related to the frequency
of comments of a user on specific aspects in his/her reviews, while the value of
requirement increases when the user frequently rates an aspect lower than other
users across different items

• incorporating aspect-level user preferences into recommendation methods, as
in [132], where a multi-criteria user- and item-based collaborative filtering
algorithm incorporating aspect opinion information is presented and evaluated.
Similarity between users or items are computed according to the opinions
expressed in the reviews. In [99], the authors propose to use latent multi-criteria
ratings generated from user reviews to provide recommendations and capture
latent complex heterogeneous user preferences. The latent rating generation
process is based on two different models: the one-stage model, which utilizes
document hashing to directly compute latent ratings, and the two-stage model,
which utilizes a variational autoencoder to map user reviews into latent embed-
dings and subsequently compresses them into low-dimensional discrete vectors
that constitute latent multi-criteria ratings.

3.3.2 Content-Based Recommender Systems Leveraging Multimedia
Content

Traditional content-based recommender systems are usually fed by text, e.g. the
description of a product, the plot of a movie, or the synopsis of a book [37, 104].
Even though audio or visual content are also associated with text to describe the
items, they are usually not taken into account to generate recommendations, albeit
they might have impact on user preferences.

Similarly to the architecture of classical content-based recommender systems
dealing with textual content, a recommender leveraging multimedia content, such
as audio or video, analyzes the items in order to represent them in a feature space,
even though the pipeline for processing that kind of content is more complex.

One of the most popular tasks in which audio has been used is music recommen-
dation, ranging from the classical task of recommending songs to a user based on
her previous interests, to automatic playlist generation or continuation [19, 154].

Research in music recommender systems is becoming more and more interesting,
also due to the increasing availability of music streaming services [168]. The
challenge to recommend music relies on the fact that music tastes depends on a
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variety of factors, ranging from personality and emotional state of users [56], to
contextual factors, such as weather conditions [20].

Content-based methods have shown to be useful when user feedback information
is scarce, as in cold-start scenarios. As a source of content features to recommend
music, social tags have been extensively used [92], even though features extracted
from audio signals have also been used. The work in [6] presents a hybrid mood-
aware music artist recommender system integrating both artists’ and users’ mood
as well as audio features, such as timbre, tempo, loudness, and key confidence
attributes to compute artists’ pairwise similarities. This is a two-stage recommender
system which identifies candidate artists based on the comparison of the mood of
the user and the artist, and then re-ranks the list using artist similarity based on
audio content of the artists’ most popular songs. Deep learning approaches have
been increasingly adopted for music recommendations, in particular in content-
based systems which learn latent song or artist representations from the audio signal
or from textual metadata. In [189], a CNN is adopted to represent each music
item using 50-dimensional latent factors vectors, learned from log-compressed Mel
spectrograms of music audio. The resulting latent factor representation of items is
used together with latent user factors in a standard collaborative filtering fashion,
and experiments on the Million Song Dataset show that this seems a viable method
for recommending unpopular music.

Research in image recommendation includes approaches exploiting visual con-
tent extracted from images to recommend media items, e.g. paintings, or non-media
items, e.g. clothes based on the appearance of photos. For example, the work in
[2] describes a recommender system which uses as input the observed painting
and generates a list of recommended paintings as output. Recommendations are
generated using an algorithm resembling the PageRank strategy, which takes into
account the past behavior of individual users, the overall behavior of the entire
community of users, and intrinsic features of multimedia objects (low-level and
semantic similarities). The past behavior of each individual users is given in terms of
the browsing history of objects of that specific user, while the behavior of the whole
community of users takes into account the browsing history of any user. The features
of the multimedia objects have been used to compute their similarity, using low-
level visual features, such as color, texture, and shape, and metadata such as painter,
genre, and subject. The system has been effectively evaluated for recommending
paintings in a virtual museum scenario containing digital reproductions of paintings
in the Uffizi Gallery.

Recommending products leveraging visual content is adopted in several domains,
such as fashion, food, and tourism [42]. In the fashion domain, McAuley et al. [113]
propose a recommender system to match clothes with accessories by exploiting
their images. The authors use freely available data collected from the Amazon,
containing millions of relationships between a pool of objects, to identify alternative
or complementary pair of products. The gist of the approach is to develop a fashion
recommender able to model the human sense of relationship between objects by
utilizing the visual appearance of products. More complex works model different
levels of a user’s preference for different parts of items. In [32], the authors learn
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a part-based user model based on different partitions of the image to obtain a
personalized recommendation model. Experiments on a dataset from Amazon.com
including images of helmets, t-shirts, and watches yielded improved results over
existing textual or visual recommender systems that disregard appealing differences
between parts of products. A similar approach is proposed in [67], where fine-
grained facial attributes such as gender, race, eyebrow thickness, skin color, fatness,
and hair color are extracted from a frontal face photo to recommend the best-fit
eyeglasses using a probabilistic model.

In the food domain, multimodal information such as recipe images or ingredients
are taken into account in the recommendation process. The results of a study
presented in [49] indicate that preferred recipes could be predicted by leveraging
low-level image features and recipe meta-data. Similarly in the tourism domain,
visual features extracted from images shared by users are used to model their tastes
for enhancing Points of Interests (POI) recommendation. In [195], the authors adopt
a CNN pre-trained on ImageNet to extract visual features from images shared on
Instagram and a probabilistic matrix factorization algorithm to model interactions
between visual content, users and locations, with good results in coping with cold
start as well.

Finally, visual characteristics of the content could be also adopted to recommend
videos, such as movies, and most of the approaches analyze trailers, movie clips,
or posters instead of the full movie. In [40], the authors designed a content-based
movie recommender system which takes into account stylistic visual features to
distinguish for example between comedy movies, usually made with a large variety
of bright colors, and horror films using dark hues. To this purpose, stylistic visual
features as shot length, color variation, lighting key, and motion vectors have been
adopted, and results of the experiments have shown that low-level visual features
provide better recommendations than the high-level features, such as genres.

The work presented in [41] combines audio and visual features with movie
metadata, such as genre and cast, into a unique representation, called the Movie
Genome, in order to deal with the new item problem. The authors proposed a
novel recommendation model, called collaborative-filtering-enriched content-based
filtering (CFeCBF), which exploits the collaborative knowledge of videos with inter-
actions (warm items) to weight content information for videos without interactions
(cold items). More details about multimedia recommender systems can be found in
Chap. “Multimedia Recommender Systems: Algorithms and Challenges”.

3.4 Transparency and Content-Based Explanations

The importance of content-based information has been largely discussed throughout
this chapter. Moreover, a recent and interesting trend that further confirms the
effectiveness of such features lies in their exploitation to explain or justify a
recommendation.
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As already discussed in Chap. “Beyond Explaining Single Item Recommen-
dations”, the idea of providing intelligent information systems with explanation
facilities was studied from the early 1990s [89], and gained again attention in the
light of the recent General Data Protection Regulation (GDPR),4 which emphasized
and regulated the users’ right to explanation [64] when people face machine
learning-based (or, generally speaking, artificial intelligence-based) systems.

This a very relevant problem, since intelligent systems are becoming more
and more important in our everyday lives. Accordingly, it is fundamental that the
internal mechanisms that guide these algorithms are as clear as possible. The need
for transparent algorithms is even more felt for RS since, as shown by Sinha et
al. [175], the more the transparency of the algorithm, the more the trust the user
puts in the system. Similarly, Cramer et al. [36] proved the relationship between the
transparency of a RS and users’ acceptance of the recommendations.

The interest of the community in the topic is also confirmed by the spread of
several research discussing the positive impact of explanations for recommender
systems [63, 93, 115]. In this section we will focus our attention on content-based
features, thus we will provide an overview of recent approaches to explain or justify
a recommendation based on content.

According to the taxonomy of explanation strategies in RSs provided by
Friedrich et al. [58], approaches to generate explanations and justifications can be
split into two categories: white box methodologies, which generate an explanation
which is directly connected to the underlying explanation method and black box
methodologies, where the explanation strategy is not aware (and is independent) of
the underlying recommendation model which is used to generate the suggestions. In
the following, we will refer to the first as explainable recommendations strategies,
while the latter are referred to as post hoc explanation strategies.

3.4.1 Generating Explainable Content-Based Recommendations

The idea behind explainable recommendation strategies is to encode content-based
features in the recommendation model and to exploit them to generate a natural
language explanation that supports the recommendation. One of the early attempts
in the area is presented in [182], where the authors proposed a model to generate
explanations which exploits the overlap between the features of the user profile and
those describing the suggestion.

More recently, several methods were devoted to the explanation of the recom-
mendation coming from matrix factorization techniques. As an example, in [207],
the authors propose an approach based on the exploitation of users’ reviews, since
they extract explicit product features and then aligns each latent dimension in order
to explain recommendation coming from matrix factorization techniques.

4 http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf.

http://ec.europa.eu/justice/data-protection/reform/files/regulation_oj_en.pdf
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However, due to the recent spread of deep learning methods [97], most of the
recent research effort focuses on designing explainable recommendation methods
based on deep neural networks. As an example, in [29] the authors propose NARRE
(Neural Attentional Regression model with Review-level Explanations). The core of
the approach is an attention mechanism that catches the usefulness of reviews. Such
information is used to: (1) predict the interest of the user towards the item and (2)
predict the usefulness of each review, simultaneously. Therefore, the reviews labeled
as highly-useful are exploited to provide the user with review-level explanations.
Similarly, the use of reviews is also investigated in [11], where an approach based on
deep neural networks that quantifies the relationship between aspects and reviews is
proposed. In particular, the authors build a user-aspect bipartite relation as a bipartite
graph. Next, by using dense sub-graph extraction and ranking-based technique an
explainable recommendation is returned. Finally, in [75] the authors exploited a
tripartite modeling of user-item-aspect tuples and used graph-based ranking to find
the most relevant aspects of a user that match with relevant aspects of places. These
aspects can be used to both drive the recommendation and explanation process.

Finally, several work propose the adoption of attention mechanisms as a source to
explain recommendation. As an example, in [30] the authors propose an Attention-
driven Factor Model (AFM), which learns and tunes the user attention distribution
over features. This is used to drive both the recommendation and the explanation
process, since the features with the highest attention can be used as explanation.
Similarly, a method to jointly optimize matrix factorization and attention-based
GRU network is proposed in [171]. In this case, the matrix component is used
to drive the recommendation while the attention-based mechanism is used to
generate a suitable explanation. However, it should be pointed out that some
literature [83] argued that attention and explanation refer to two different concepts,
thus the effectiveness of attention modules for explanation purposes tends to be
overestimated in current research.

3.4.2 Generating Post Hoc Content-Based Explanations

Differently from explainable recommendation methods, that directly encode
content-based features in the model and use these features to explain a suggestions,
post hoc explanations strategies generate an explanation after the recommendation
process, thus they are completely independent from the underlying recommender
system.

One of the first attempts is discussed in [191], where the authors used tags
to generate explanations. As shown in [151], these strategies allow to maintain
a good predictive accuracy whilst yielding content-based explanations. In this
research line, it is also possible to mention the work proposed in [206], where the
authors extract causal rules from user history to provide personalized, item-level,
post hoc explanations. In this case, the causal explanations are extracted through
a perturbation model and a causal rule learning model. Recently, several work
tried to exploit topic models to generate content-based explanations independent
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Fig. 6 Graph-based data model to generate explanations

from the recommendation model: as an example, in [161] the authors collect from
Freebase textual data about movies and design a method to map latent factors to
the topic emerging from textual content.

Moreover, one of the most promising research direction lies in the extraction of
content-based information from open knowledge sources and knowledge graphs.
As an example, EXPLOD [130] is a framework which exploits the information
available in DBpedia [17] cloud to generate a natural language explanation. The
methodology is based on a graph in which the items liked by a user are connected
to the items recommended through the properties available in DBpedia. Basically,
this graph connects the items the user liked and those in her recommendation list
through the values of the properties describing those items in the knowledge graph.
An example of such a data model is reported in Fig. 6. Given such a data module, the
explanation is based on a natural language template which is filled in by exploiting
the top-K overlapping properties.

As an example, by referring to the toy example reported in Fig. 6, the output
of the framework would have been ’I suggest you The Ring, because you often
watch movies starred by Naomi Watts and you have also liked psychological movies,
such as The Sixth Sense’. Similar attempts, based on the exploitation of structured
features gathered from knowledge graphs are also presented in [5] and in [107],
where the authors specifically designed a strategy for the tourism domain.

As shown by the authors, these explanations significantly overcome other
simple strategies to generate content-based explanations [138]. These findings are
confirmed in a recent work [174], where several strategies to generate post hoc
explanations are compared.

Beyond features gathered from knowledge graphs, other attempts exploited
review-based features for explanation purposes. In this research line, Muhammad
et al. [123] introduced the concept of opinionated explanations, that is to say,
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explanations mined from user-generated reviews. To this end, the authors identify
relevant aspects of the items (e.g., bar, service, parking, etc.), and present the most
relevant ones. In this case, the authors did not justify the reasons behind the choice
of highlighting a specific characteristic. In other terms, this approach lets the users
be informed about the main characteristics of the items, but does not explain why ,
e.g., the bar or the service are particularly good.

Differently from the approaches in which aspects in the reviews are manually
extracted, in [137], the authors propose a framework to automatically generate
review-based justifications of the recommendations. In particular, the authors first
run Part-of-Speech (POS) tagging algorithm over the set of the reviews to obtain
representative concepts. Next, they implement ranking strategies to identify the most
relevant aspects that best describe and characterize the item. Finally, excerpts of
users’ reviews discussing those aspects with a positive sentiment are dynamically
combined to fill in a natural language template in the GENERATION module. This
represents the final output of the algorithm, which is provided to the user as
justification of the recommendation she received.

By referring again to the previous toy example concerning ‘The Ring’, a likely
justification would have been: I recommend you The Ring because people who
liked the movie think that the plot delivers some bone-chilling terror. Moreover,
people liked The Ring since the casting is pretty good.5 As shown by the authors
in their research [141], users tended to prefer review-based explanation to feature-
based explanation since the identification of relevant reviews excerpts allowed them
to discover new information about the recommended items. Further extensions
of this framework have been presented in [139], where the authors adopt text
summarization techniques to automatically generate a summary of relevant reviews
excerpts, and in [140], where a context-aware extension of the framework, which
aims to differentiate the justification based on the different context of consumption
of the items, is discussed.

3.5 Exploiting Content for Conversational Recommender
Systems

Conversational Recommender Systems (CRS) are gaining more and more attention
in the last few years. This renewed interest probably derives from the massive
diffusion of Digital Assistants, such as Amazon Alexa, Siri, Google Assistant,
that allow users to execute a wide range of actions through messages in natural
language. In fact, the main distinguishing aspect of a CRS, compared to a canonical
recommender system, is its capability of interacting with the user during the
recommendation process [109] by means of a multi-turn dialog [87]. CRSs make the

5 In this case, we assume that the aspect extraction module would have identified plot and casting
as hallmarks of the movie.
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interaction more efficient and natural [198], as they are able to help users navigate
complex product spaces by iteratively selecting items for recommendation [176].

During the interaction with a recommender system (canonical or CRS), the
following four main phases can usually be identified: preference acquisition,
recommendation generation, explanation, and user feedback acquisition. Of course,
some steps may be optional. For example, explanations are not provided by all
recommender systems. The peculiarity of a CRS lies in the fact that the acquisition
of user preferences and needs becomes crucial. Indeed, users do not provide the
system with all the preferences in one step. Conversely, they usually provide and
refine their feedback during the dialog.

In this context, there are two main scenarios:

1. the user starts the dialog by providing characteristics or features that the ideal
item should have [146];

2. the system asks questions on constraints of features and the user answers
[27, 186]. These two scenarios can be combined during the dialog, of course.
For example, the user provides some initial criteria, then receives an initial set
of recommendations, and starts to revise the initial preferences since recommen-
dations do not meet the ideal item. This is a typical situation in critiquing-based
approaches, where the user can add new constraints (tightening [158]) or relax
some others [84, 157]. Further details on the recommendation process in an
interactive recommender system are analyzed in [74].

From an architectural perspective, a fundamental distinction can be made
between systems that implement a dialog state tracker and systems that implement
an end-to-end architecture [47]. The former require a fine grained definition of
internal dialog states and precisely defined user intents. As a consequence, they
can hardly scale to large domains characterized by dialogs with high variability
in terms of language. This kind of systems usually implement a pipeline-based
architecture made up of a series of modules, each one with its own specific
function [47, 101, 202, 210]. Conversely, end-to-end dialog systems do not rely on
explicit internal states, thus they do not need state tracking modules. They combine
components that are trained on conversational data and that handle all the steps,
from understanding the user message to generating a response.

The next section analyzes the impact of content on these two types of approaches
and, more generally, on CRSs. As we will see, the role of textual content is different
on the ground of the implemented solution.

3.5.1 Dialog State-Based CRS

A CRS that explicitly manages the dialog state usually consists of the following
modules: Intent Recognizer, Dialog Manager, Recommender System, some NLP
modules such as an Entity Recognizer and a Sentiment Analyzer. An example of
this modular architecture is implemented in the ConveRSE framework [82] and is
shown in Fig. 7.
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Fig. 7 An example of modular architecture for a CRS

Dialog Manager This is the core component of the architecture since its respon-
sibility is to supervise the whole recommendation process. The Dialog Manager
(DM) is the component that keeps track of the dialog state. It can be viewed as
the orchestrator of the system, and strictly depends on the task the dialog agent is
dealing with. The DM receives the user message, invokes the components needed
for answering to the user request, and returns the message to be shown to the user.
When the information for fulfilling the user request is available, the DM returns the
message to the client.

According to Williams et al. [203] algorithms for dialog-state-tracking can be
based on hand-crafted rules, generative models, and discriminative models.

Approaches based on hand-crafted rules require no training data to be imple-
mented, and this represents a huge advantage in some contexts. Furthermore,
designers can incorporate domain knowledge through rule definition. The main
weakness of these models is that they consider a single hypothesis for the dialog
state. Actually, multiple competing dialog states can occur at any given stage of
the conversation, and the choice of the right dialog state represents a key aspect.
In fact, the actions the system should take depend on the dialog state. Accordingly,
more recent approaches assign a score to each dialog state [193]. However, also
the computation of this score requires parameter tuning, which cannot be based on
dialog data. This represents an additional limitation for this kind of approaches.

Generative approaches assume that the dialog can be modeled through a
Bayesian network. These models make independence assumptions (which generally
are invalid) in order to reduce the complexity. For example, they can assume that
user errors are equally distributed, while some errors are much more frequent
than others [200]. Parameters of generative models are often hand-crafted. Usually,
the next dialog state depends on the previous state, but some authors introduce
terms that accumulate dialog history [201], or terms that express common-sense
relationships between user actions [43].
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Discriminative approaches directly model the distribution over the dialog
state, given arbitrary and possibly correlated input features [200]. Discriminative
approaches can exploit machine-learning algorithms (e.g., maximum entropy linear
classifiers, neural networks, web-style ranking models). These models are able to
integrate a large number of features and have the goal of optimizing the predictive
accuracy. Most of the approaches encode the dialog history in the feature in order
to learn a classifier [200]. Handerson et al. [76] apply a deep neural network as
classifier. Some other approaches adopt sequential models such as Markov models
[156].

Intent Recognizer This component is strictly connected to the Dialog Manager
and has the goal of defining the intent of the user from the utterances formulated
through a natural language sentence. When the user sends a message, the recom-
mender system must first understand what is the goal of the user and what she wants
to express and get by that message. Hence, as first step, the CRS needs to identify
the intent of the user.

Four main intents can be identified in a CRS, each one corresponding to a specific
step in the recommendation process:

• preference: the user is providing a preference on an item or on a feature
• recommendation: the user is asking to receive a recommendation
• critiquing: the user is providing a feedback on the received recommendation
• explanation: the user is asking to receive an explanation on a recommendation.

The Intent Recognizer usually requires a set of utterances for training each intent.
From this perspective, intent recognition can be viewed as a text classification task.

Entity Recognizer The aim of the Entity Recognizer (ER) module is to find
relevant entities mentioned in the user sentence, and to link them to the correct
concept in a Knowledge Base (KB).

A classical entity linking approach consists of two steps: spotting and disambigua-
tion.

The spotting step analyzes the text in order to discover candidate entities.
Specifically, the algorithm detects a sequence of words (surface form) that represent
an entity and retrieves all the concepts that can be associated to that surface form.
The disambiguation step consists in selecting the correct concept for each surface
form.

As an example, let us suppose the user writes the following sentence: “I like
Michael Jackson and Beat It”. “Beat It” is an ambiguous entity since it might
be referred to the candidate concept Beat It by Michael Jackson or to Beat It by
Sean Kingston. Hence, this surface form needs to be disambiguated. In order to
accomplish this task, a possible strategy the ER might implement is based on the
computation of the similarity between the candidate entities (i.e., Beat It by Michael
Jackson and Beat It by Sean Kingston and the other entities in the context (i.e.,
Michael Jackson). In this example, the similarity between Michael Jackson and Beat
It by Michael Jackson will be higher than the one between Michael Jackson and Beat
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It by Sean Kingston. Therefore, Beat It by Michael Jackson will be chosen. More
details on this ER implementation can be found in [144].

Sentiment Analyzer The Sentiment Analyzer (SA) has the goal of assigning the
right sentiment polarity (i.e., positive and negative) to the entities mentioned in the
sentences (e.g., singer, song, genre) and identified by the ER module. The difficulty
lies in the fact that the same sentence can contain different sentiment tags (even
opposite) as well as different entities. For example, given the sentence “I like Rocket
Man, but I don’t like Gus Dudgeon”, the SA identifies a positive sentiment (i.e., like)
and a negative one (i.e., don’t like). SA should assign the positive sentiment to the
entity Rocket Man and the negative sentiment to the entity Gus Dudgeon.

Recommendation Services This component collects the services strictly related to
the recommendation process. The recommendation algorithm is invoked by the DM
when all the information required for generating the recommendations are available.

Henceforth, we will analyze some relevant approaches by highlighting the dialog
state they are focused on and the exploited content. As regards the preference
acquisition, it can be easily imagined that preferences are mostly expressed by
the user during the dialog in terms of characteristics that an ideal item should
have (e.g., “I would like to have dinner in a restaurant with a beautiful sea
view”). Actually, a CRS could also acquire the preferences by asking feedback
on individual items [45]. However, preferences expressed in terms of item facets
are more interesting from our point of view since content plays a crucial role
in that case. This modality of preference acquisition is also known as slot filling
[87] and it establishes a straightforward relation between CRSs and content-based
recommender systems. Indeed, while a preference given on a specific item (e.g.,
“I like the movie American Beauty”) can also be exploited by a collaborative
recommendation algorithm, preferences in terms of item facets necessarily need
that the recommendation algorithm is able to exploit this information for generating
recommendations. From this perspective, it also emerges the similarity between
CRSs and constraint-based recommender systems as well as knowledge-based ones.
In fact, during the dialog with the user, several CRSs perform filtering and re-
ranking of the items through constraint-based techniques [52]. For example, the
knowledge-based recommender environment named CWAdvisor [53] proposes a
set of questions to the user, each one associated to set of predefined answers. The
goal of this step is to acquire customer properties and constraints, and matching
them with product properties. In this way the system is also able to explain the
recommendation by providing the user with the reasons why a given product
suits the customer needs and wishes. In a CRS powered by a content-based
recommendation algorithm, the idea is basically the same, with the difference that
preferences are acquired through a multi-turn dialog, as can be seen in Adaptive
Place Adivsor (APA) [183]. The interaction in APA takes the form of a sequence
of questions whose goal is to discard items not interesting for the user. Hence,
the goal of the dialog is to acquire attribute-value specifications, such as cuisine
= Chinese. APA ends the search of the ideal item for the user when a small number
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of items match the constraints and are highly similar. Still on the subject of the
adopted recommendation strategy, Argal et al. [7] propose a hybrid recommendation
algorithm that combines collaborative and content-based paradigms in a CRS. The
content-based algorithm is exploited when the system does not register any user
activity (cold-start stage), otherwise collaborative recommendations are provided.
The content-based algorithm performs a matching of user preferences against
product representations stored in Elasticsearch.6 Recently, Li et al. [98] focused
their attention on the critiquing step and proposed a latent-linear-critiquing model
for CRSs. A user is iteratevely provided with item recommendations and attribute
descriptions for those items. The user can accept the recommendation or can critique
an attribute to generate a new recommendation. The model exploits preferences
implicitly revealed from user reviews. User critiques are then transformed in an
embeddable term-frequency representation that can be co-embedded with user
preferences. Item descriptions are keyphrases from user reviews.

3.5.2 End-to-End Systems

End-to-end systems have become popular thanks to the spread of Deep Learning
techniques [47]. End-to-end systems are a promising solution because they do not
require the development of specific and complex rules for managing the dialog and
its states, which makes them easier to port to a new domain.
However, there are still some challenges to face in order to enable them to handle
goal-oriented conversations [47]. One of the main obstacles is the lack of datasets
for training deep-learning models. Indeed, in this case content plays an unusual
role compared to the one we are accustomed to observe in a recommender system.
Content, in the form of recorded dialogs, is essential for learning at least the two
actions of providing preferences and generating recommendations [87]. Recently,
three datasets that contain utterances in the movie, book, and music domains have
been released.7 These datasets consist of real dialogs between users and a CRS,
collected during an experimental session with the CRS [81]. However, the number
of utterances (5,318 movie, 1,862 book, 2,096 music) is probably not enough for
learning end-to-end components.

Ritter et al. [159] proposed one of the first approaches which adopts an end-
to-end architecture for conversational agents. In that work, the authors defined a
data-driven method to generate responses to open-domain linguistic stimuli, based
on phrase-based Statistical Machine Translation (SMT). They demonstrated that
SMT techniques perform better than information retrieval approaches on the task of
response generation. Recently, Jannach and Manzoor [85] analyzed the utterances
generated by two novel end-to-end models for CRSs. More specifically, they
compared DeepCRS [100] and KBRD [31]. DeepCRS has a set of sub-components

6 https://www.elastic.co/elasticsearch//.
7 https://github.com/aiovine/converse-dataset.
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for sentence encoding, next-utterance prediction, sentiment classification, and rec-
ommendation. KBRD has a dialog system based on a transformer-based sequence-
to-sequence module and a knowledge graph which provides knowledge about the
domain. A switching network connects the two modules. The comparative analysis
between KBRD and DeepCRS showed that one third of the system utterances were
not meaningful for each system in the given context, and less than two third of
the recommendations were meaningful. As a result, the quality of responses and
recommendations of end-to-end CRSs showed ample room for improvement at this
stage. Both systems have been trained on the ReDial dataset8 that is annotated
dataset consisting of 10,006 dialogues, 182,150 utterances, 956 users, and 51,699
movie mentions. In each conversation users recommend movies to each other and
the number of movies mentioned varies. The dataset has been developed by Amazon
Mechanical Turk. In each dialog there are two roles: the recommendation seeker
and the recommender. The movie seeker has to explain what kind of movie she
likes, and asks for movie recommendation. The recommender tries to understand
the seeker tastes, and recommends movies. All exchanges of information and
recommendations are made using natural language.

4 Discussion and Future Outlook

This chapter covered the recent advances in the area of semantics-aware content-
based recommendations. As we have shown, most of the current work can be
split into three main research lines: (1) techniques investigating new methods for
representing content-based features; (2) techniques investigating new sources to
gather content-based features; (3) new use cases for content-based features.

In the first group, we have discussed work based on word embedding techniques.
The use of vector space representations, together with deep architectures, is
probably the most popular research direction in the area. In this sense, the adoption
of contextual word representations (discussed in Sect. 3.1.2), such as BERT, ELMo
and so on, is a research direction particularly worthy of attention in the next years.
Indeed, these models proved to overcome state-of-the-art techniques on several NLP
tasks, thus they are gaining more and more attention in recommendation scenarios as
well. In particular, their ability to model the precise meaning of words and sentences
can be useful to develop more accurate recommendation strategies.

As for the sources of information, in Sect. 3.2 we introduced approaches based
on the exploitation of knowledge graphs and techniques based on user-generated
content and multimedia features. In this research line, we expect to see more and
more work trying to merge heterogeneous groups of features through deep learning
architectures. As an example, we consider as very promising the adoption of graph
embedding techniques, since they learn a vector space representation that allows to

8 https://redialdata.github.io/website/.
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merge word embeddings with the information gathered from knowledge graphs. In
Sect. 3.2 we already discussed some work investigating this intuition, but we expect
an increase of the research trying to put together collaborative information (e.g.,
ratings), content-based information (e.g., review data, descriptive text, multimedia
features, if any) and structured features available in knowledge graphs. In this sense,
research investigating the best strategies to combine these features is still at an early
stage.

Finally, as new use cases we focused our attention on the usage of content to
generate natural language explanations and to design conversational recommender
systems. In this case, we emphasize the importance of explanation facilities and
more elaborated interaction models in recommender systems research. On the one
side, explanations are fundamental to open black-box recommendation models, to
make users aware of the underlying algorithms as well as to further increase their
trust. On the other side, more natural interaction strategies, based on conversational
recommender systems and dialog mechanisms, can be helpful to take the final step
towards the adoption of recommendation algorithms in very sensitive domains, such
as medicine and finance. In this sense, we expect a significant effort in developing
personalized conversational agents for both those domains.

5 Conclusions

All the literature we discussed throughout the chapter gave evidence of the
importance of both content-based features and semantic representations. Indeed,
the usage of content can help to design and develop more accurate recommendation
models in a broad range of domains and applications, as shown in this chapter, since
it is able to effectively tackle typical problems of pure collaborative models, such
as cold start, new item problems and opacity of the recommendation models. We
think that content-based information and semantics-aware representation strategies
will play an increasingly central role in recommender systems research in the next
years.

It is our hope that this chapter may stimulate the research community to adopt and
effectively integrate the discussed techniques in several recommendation scenarios
in order to foster future innovations in the area of content-based recommender
systems.
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