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1 Introduction

In the “social web” or “Web 2.0” [79], people play a central role by creating content,
annotating it with tags, votes (or ‘likes’), or comments, joining communities, and
connecting with friends and followers. Social media websites are proliferating and
attract millions of users who author content, post messages, share photos with their
friends, and engage in many other types of activities. This rapid growth intensifies
the phenomenon of social overload, where users of social media are exposed to a
huge amount of information and participate in vast amounts of interactions. Social
overload makes it harder on the one hand for social media users to choose which
sites to engage in and for how long and on the other hand makes it more challenging
for social media websites to attract users and retain them.

Social Recommender Systems (SRS) are recommender systems that target the
social media domain. They aim at coping with the social overload challenge by
presenting the most relevant and attractive data to the user, typically by applying
personalization techniques. The “marriage” between recommender systems (RS)
and social media has many potential benefits for both sides. On the one hand, social
media introduces many new types of data and meta-data, such as tags and explicit
online relationships, which can be used in a unique manner by RS to enhance their
effectiveness. On the other hand, recommender systems are crucial for social media
websites to enhance the adoption and engagement by their users and thus play
an important role in the overall success of social media. It should be noted that
traditional RS, such as user-based collaborative filtering, are social in their nature
since they mimic the natural process where we seek advice or suggestions from
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other people [88]. Yet, in this chapter we focus on those recommender systems that
are aimed for the social media domain, which we term social recommender systems
[43].

This chapter focuses on two key areas of SRS, social media content recom-
mendation and people recommendation. We dedicate a section to each of these
areas, reviewing the different sub-domains, their unique characteristics, the applied
methods, case studies in the enterprise, and open challenges. SRS consist of more
areas, such as recommendation of tags and groups (communities), however, these
are left beyond the scope of this chapter. The remainder of the chapter is organized as
follows: the next two sections discuss in detail content and people recommendation.
The following section discusses key aspects characterizing SRS as raised throughout
its preceding two sections. The chapter concludes by reviewing emerging SRS
domains and open challenges.

2 Content Recommendation

Social media introduced many new types of content that can be created and shared
by any user in a way that has never been possible before. Users became the
center of every social media website and in many cases were the ones creating the
actual content of the site: textual content as in Wikipedia and WordPress; photos
as in Flickr and Facebook; and video as in YouTube. Users also have a key role
in providing feedback and annotating existing content on social media websites.
Comments allow users to add their own opinion; votes and ratings allow them
to ‘like’ (or dislike) favourite posts; and tags allow them to annotate the content
with keywords that reflect their own viewpoint. These new types of feedback forms
allow RS to implicitly infer user preferences and content popularity by analyzing
the crowd’s feedback.

In the social media era, articulated relationships have become available through
social network sites (SNSs) [11] and changed the world of content recommendation.
While in the past such relationships could only be partially extracted by surveys
and interviews, and later by mining communication patterns from phone logs or
email that are highly sensitive privacy-wise, the availability of relationships in
social networks allows tapping into one’s network of familiar people (Facebook,
LinkedIn) or people of interest (Twitter) in a simpler way without infringing
privacy. The use of the friend list instead of or alongside the list of similar people
as in traditional CF has been broadly proven to be productive for enhancing
content recommendations. Sinha and Swearingen [97] were among the first to
compare friend-based recommendation with traditional methods and showed their
effectiveness for movie and book recommendation. Golbeck [36] showed that
friends can be a trusted source for movie recommendation. Groh and Ehmig [38]
compared collaborative filtering with friend-based “social filtering” and showed the
advantage of the latter for club recommendation within a German SNS. Costa and
Ortale [20] use signed social relations (trust and distrust) to produce personalized
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recommendations using a model-based approach. Yang et al. [110] provide a survey
of collaborative filtering based SRS, classifying them into matrix factorization-
based approaches and neighbourhood-based approaches. Eirinaki et al. [26] survey
large-scale recommender systems that take advantage of the characteristics of the
underlying social network. They focus on the variety and volatility of social bonds
and tackle the problems of size and speed of change in social graphs. Overall,
recommendation based on friends enhance recommendations’ accuracy; allow the
user to better judge the recommendations since s/he is familiar with the respective
people; spare the need for explicit feedback from the user in order to calculate
similarity; and help cope with the cold-start problem for new users.

In recent years, studies that harness deep learning approaches to content SRS
have emerged. Sun et al. [98] suggested an attentive recurrent network-based
approach for temporal social recommendation. They model users’ complex dynamic
and general static preferences over time by fusing social influence among users with
two attention networks. Taneja and Arora [101] prioritize contextual dimensions
for user modeling using neural networks and tensor factorization. Tahmasebi et
al. [100] suggest a hybrid social recommender system utilizing a deep autoencoder
network. The proposed approach uses collaborative and content-based filtering,
as well as social influence. Fan et al. [27] propose a Bi-LSTM with attention
mechanism to extract “deep” social sequences, which consider information from
not only direct neighbors but also distant neighbors. Their approach demonstrates
good performance over the Ciao and Epinions datasets.

The remainder of this section reviews key domains of social media content
recommendation, such as blogs, microblogs, news, and multimedia. We then briefly
discuss group recommendation, which is especially relevant for recommendation
of social media content. Following, a case study of social media recommendation
within the enterprise is presented in detail. The section concludes with a summary
of key points.

2.1 Key Domains

Blogs Blogs are one of the classic social media applications and a natural ground
for recommendation techniques. They typically consist of inherent hierarchy that
SRS need to take into account. At the top of this hierarchy is the blog itself,
which may be owned by an individual user or a community, and is often focused
on a topic or domain. The blog includes different blog posts (or blog entries) that
include one article by a single author. The author (and sometimes other users) can
usually annotate the post with appropriate tags, which also serve for dissemination
to relevant populations. The post’s readers can add comments and can often also vote
for (or ‘like’) the post [50]; other authors can use a trackback to reference the post
from their own post. In one of the early studies of blog recommendation, Arguello
et al. [5] explored personalized recommendation of whole blogs (as opposed to
blog posts) using the TrecBlog06 dataset [72]. Given a query that represented the
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user’s topical interests, two document models were explored: the first included
a single large document that was based on concatenation of all the blog’s posts
and the second was based on smaller documents, each representing a single post,
while aggregation was made at ranking time. Evaluation indicated that both models
performed equally well and that hybridization of both further improved the results.

Multimedia Multimedia recommendation is challenging due to the lower amounts
of textual data and the extremely large size of the content. One of the most popular
social media websites, YouTube, includes an advanced recommender system that
drives a large portion of the user traffic and helps direct users to more relevant
videos. Davidson et al. [23] stated that the goals of the YouTube recommendations
are to be recent and fresh, diverse, and relevant to the user’s recent actions. They
also stated that users should understand why a video was recommended to them,
thus incorporating explanations in the YouTube RS. As described in their paper,
YouTube recommendations are based on the user’s personal activity on the site and
are expanded by a variant of collaborative filtering (CF) over the co-visitation graph.
Ranking is done based on a variety of signals for relevance and diversity. A later
study examined the impact of recommendation on excessive use of online video
streaming services and found it to be high [56].

Community Question and Answering Social or community question-and-
answering (SQA or CQA) websites, such as StackOverflow, Quora, and Yahoo
Answers, allow users to ask various types of questions and receive (and vote for)
answers from the crowd. Questions may a wide variety of domains and seeks
for information, conversation, or both [7, 45, 51]. As such, they also serve as a
fertile ground for different types of recommender systems for both question askers
and answerers. The challenge here is twofold: on the one hand, recommend to
askers similar previously-asked questions to avoid redundant burden on answerers
and spread of similar information in many question pages; on the other hand,
recommend answerers with questions they may want to answer and increase
overall answer engagement on the website. As one example, Szpektor et al. [99]
experimented with recommendation of questions to potential answerers on the
Yahoo Answers website. They discovered that topic relevance was not a good
enough basis for recommendation. Diversity and freshness also played a key role:
on the one hand, a novel and somewhat different question was more likely to arouse
answerer’s attention and on the other hand it was extremely important for answerers
to receive questions that are very fresh, typically only a few minutes old.

Jobs LinkedIn is one of the most successful SNSs and as the world’s largest
professional network it has many unique recommendation challenges, such as of
companies and of professional groups. Another specifically interesting example
is the recommendation of job opportunities. Such recommendation can have a
tremendous influence on people’s lives as it can ultimately lead to a career
change. Recommendation needs to take into account many aspects, such as location
alternatives, candidate’s experience, and timing. Wang et al. [106] shed some
light on the job recommendation task at LinkedIn and particularly focus on the
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timing of recommendation. Their statistical model considered the tenure between
two successive decisions to estimate the likelihood of a user’s decision to make
a job transition at a given point. Evaluation used the real-world job application
data and demonstrated the effectiveness of their model and the importance of
considering the time factor as part of the recommendation process. Olsson et al. [78]
expand the scope and define “professional social matching” as the matching of
individuals or groups for vocational collaboration and co-creation of value. This
covers organizational activities, including recruitment, headhunting, community
building, team formation, and individually-driven activities like mentoring, seeking
advisory relationships, and general networking.

News Social news aggregators such as Digg, Google Reader, Reddit, and Slashdot,
allow users to post and rate news articles and surface the most interesting and
trending stories. News recommendation is especially challenging due to the need
for freshness. Old stories or stories to which the user has already been exposed will
be considered bad recommendations, even when relevant to the user’s tastes and
preferences. The pace of news appearance is very high, while different users have
different news consumption rates, which personalization techniques need to take
into account. Digg used to be a popular social news aggregation service, allowing its
users to submit links to news stories, vote, and discuss them. Aside from promoting
the most popular stories to users (by votes), Lerman [68] described the personalized
recommender system implemented for Digg that was based on friends and “diggers
like me”. Recommendations for another popular news website, Google Reader,
were described by Liu et al. [71]. They combined CF techniques with “individual
filtering” techniques. Evaluation, based on a live trial, indicated that the hybrid
approach performed best and improved 38% over a popularity-based baseline. Pure
CF was only able to improve 31% on top of the baseline. An increase in return rate
was observed due to the hybrid recommendations, however, interestingly, there was
no effect on the overall number of stories read on the homepage.

Microblogs Microblogging, most famously brought into attention by Twitter,
allows user to broadcast short messages. Those messages are typically propagated
across a network of followers and “followees”, built by the user’s ability to follow
any another user. On twitter, each message is limited to 140 characters and is called
a ‘tweet’. The high pace of messages (over half a billion tweets per day), their real-
time nature, their concise content, and the lack of metadata and structure, make the
challenge of filtering and personalizing the Twitter firehose of unique nature. In one
of the earlier studies, Chen et al. [17] explored content recommendation through
URLs shared in tweets. They compared 12 algorithms that differed in the following
aspects: (1) candidate selection was either based on popular tweets or on tweets
from followees and followees-of-followees (FoF); (2) topic relevance was based
on cosine similarity between the user and the URL. The user’s representation was
based on self-tweets or on followees’ tweets; (3) social voting was based on the
number of user’s followees who also follow the author and on author’s frequency
of tweeting. Results, based on a field study with 44 subjects, indicated that social
voting worked better than topic relevance; FoF candidate selection outperformed
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popularity; and using self tweets for user modeling performed better than using
the followees’ tweets. The introduction of the ‘retweet’ feature, which allows
user to share another user’s tweet with their own audience of followers, provided
researchers with direct feedback about the level of interest in an individual tweet.
Many studies followed that attempted to use this information to predict “good”
tweets. For example, Chen et al. [18] suggested a model for personalized tweet
recommendation using “collaborative ranking”. The model was based on both
explicit and latent features and considered a wide variety of topic-level, social
relations, and global factors. Evaluation was based on re-tweet prediction and
showed the superiority of the collaborative ranking method over various baselines,
such as Latent Dirichlet Allocation and Support Vector Machine. It also indicated
that all the three factors are important to consider. In more recent work, Alawad et
al. [3] studied the recommendation of “novel” tweets that were not posted or shared
by anybody in the user’s network. To this end, they created the user’s egocentric
network up to depth two and applied the transitivity property of the friend-of-a-
friend relationship to yield recommendations. Piao and Breslin [84] proposed a
learning-to-rank approach for recommending tweets that a user might re-tweet based
on a deep neural network with Long Short-Term Memory (LSTM). The rank score
was based on both the similarity between the embeddings of a user and the tweet
and the similarity between the embeddings of the user and the tweet’s author. The
2020 RecSys challenge focused on microblogging, with Twitter releasing around
160 Million public tweets obtained by sub-sampling over a period of two weeks.
The specific task was to determine the probability that a user is going to engage
with the content of another user via reply, retweet, or ‘like’ [95].

2.2 Group Recommender Systems: Beyond Preference
Aggregation

Groups and communities play a central role in social media and often times form
the entry gate for participation [89]. This makes group recommendation techniques
highly relevant for the SRS domain. Due to this relevance, we briefly review the
broad area of group recommendation in this sub-section; in the following section,
as part of the enterprise case study, we describe in more detail an example of
SRS aimed for communities. Group recommendation targets a group of individuals
rather than a single one (Chapter “Group Recommender Systems: Beyond Prefer-
ence Aggregation”). Example scenarios for group recommendation include friends
planning together their “perfect” vacation; a family selecting a movie or a television
show to watch together; a group of colleagues choosing a restaurant for an evening
outside (or looking for a recipe for a joint meal); or the classic (and less relevant in
the era of personal music players) gym problem [73]: selection of a playlist based
on the current group of trainees in a fitness center.

Group recommendation poses new challenges compared to individual recom-
mendations. Two of the prominent challenges are the specification of preferences
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by members and the recommendation generation. Jameson et al. [61] suggested
a collaborative interface for members to specify their preferences in a group
recommender system for travel, which allowed collaborative editing of the mem-
bers’ preferences. Such an interface holds various benefits: it allows members to
persuade others to specify a similar preference to their own, perhaps by giving them
information they had previously lacked; it enables to explain and justify a member’s
preference (e.g., “I can’t go hiking due to an injury”); it allows taking into account
attitudes and anticipated behavior of other members; and it encourages assimilation
to facilitate the reaching of agreement.

The most studied challenge of group recommendation is the generation of
recommendations themselves. The two main techniques are profile aggregation
and recommendation aggregation. Profile aggregation produces a single profile
representative of the group by aggregating the preferences of the different group
members. Recommendation aggregation generates a recommendation list for each
of the group members and aggregates the list into one single list for the group,
typically by using rank aggregation techniques. Berkovsky et al. [10] experimented
with these two approaches for recipe recommendation to groups and found that
the profile aggregation method was superior over the recommendation aggregation
method.

There are various approaches for aggregating member preferences into a single
community profile, each with its own pros and cons. Among the prominent
approaches are: (1) least misery, which seeks to maximize the minimum ranking
of any group member. Obviously, this approach can lead to a recommendation
that does not maximize the average rating or the maximum benefit; (2) fairness,
which aims at the most equal rating balance across group members. This can lead
to a recommendation that gets a low rating by all members of the group; (3) and
fusion, which aggregates individual rankings (e.g., by Borda count). Baltrunas et al.
[6] compared several techniques for group recommendation using the MovieLens
dataset. They examined both profile aggregation and rank aggregation techniques
and found the optimal one given a set of parameters, such as the group’s size
and the similarity among group members. Review of additional studies on group
recommendation can be found in a recently published surveys [22, 28].

2.3 Case Study: Social Media Recommendation
in the Enterprise

In this section, we review a body of research that explored recommendation of
mixed social media items within the enterprise, and included three main studies.
The first study [53] focused on recommendation based on social relationships . As
previously mentioned, social media enables the exposure of different types of social
relationships in a way that has never been possible before. The study explored a rich
set of indicators for social relationships based on social media data and compared
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Fig. 1 Widget for social media item recommendation based on related people

two types of networks as basis for recommendation: familiarity and similarity. The
familiarity network was built based on explicit and implicit signals from enterprise
social media, such as articulated connection within an enterprise SNS, tagging one
another, or co-authorship of the same wiki page. The similarity network was based
on common activity in enterprise social media, such as membership in the same
communities, usage of the same tags, or commenting on the same blog posts. An
“overall” network was also examined, combining the two types of relationships.

The recommendation widget, depicted in Fig. 1, presents the recommendations
with explanations, which displays the people who served as the “implicit recom-
menders” and how they were related to both the user and the recommended item.
One of the key research questions of the study was whether explanations influence
the instant interest in the recommended items. This was examined by comparing
recommendations with and without explanations.

The evaluation was primarily based on a user survey with 290 participants.
Figure 2 shows the portion of items rated “interesting” for each of the three network
types: familiarity, similarity, and overall. Recommendations from familiar people
were found significantly more accurate than recommendations from similar people.
The overall network did not improve accuracy on top of the familiarity network.
That said, recommendations from similar people were found more diverse and less
expected, indicating that the similarity network contributes on other dimensions than
accuracy to the recommendation quality [75].

Figure 3 displays the effect of explanations. While explanations have been
previously shown to have positive effect on recommendation in the long term,
by providing transparency and building trust with the user [57], it was found
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Fig. 2 Rating results across the three network types

Fig. 3 Rating results with and without explanations

that recommendations with explanations in this case also increase their instant
effectiveness: when the people who serve as implicit recommenders were shown,
interest rate in the recommendations grew. This was particularly true for familiar
people, following the intuition that seeing a familiar person who is related to a
recommended item may increase the likelihood of the user’s interest in that item
(e.g., “if John has bookmarked the page, there must have been something interesting
in it”).

After establishing understanding of people-based recommendation, a second
study explored the use of tags for the recommendation task and compared tag-based
with people-based recommendation [54]. The people-based recommendations were
calculated based on a combined network of familiarity and similarity, with a triple-
boost given to the familiarity network based on the results of the previous study.

Based on the results of a preliminary study, the tags used for recommendation
included those used by the user and those applied to the user by others via
an enterprise people tagging application [87]. Experimentation was made with a
pure people-based recommender (PBR), a pure tag-based recommender (TBR),
two hybrid people-tag recommenders (or-PTBR and and-PTBR), and a popularity
baseline (POPBR).

The main comparison results are shown in Fig. 4. In general, all personalization
techniques outperformed the popularity-based recommender. In terms of accuracy
(interest rate), tag-based recommenders significantly outperformed people-based
recommenders. Yet, people-based recommenders showed other benefits, such as
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Fig. 4 Rating results for five different recommenders

increased diversity across item types (tags substantially favored bookmarks), less
expected results reflected in lower rates of already-known items, and more effective
explanations. Specifically regarding explanations, the effect found for people-based
explanations in increasing interest rates was not found for tag-based recommenders.
Apparently, seeing the related tags to a recommended item does not have the effect
(or extra value) that viewing the related people has. Hybrid recommendations,
combining people-based and tag-based approaches, were shown to take the good
of both worlds and also achieved the best accuracy with a ratio of around 70%
interesting items for the top 16 recommendations.

The third study in the series explored recommendation for online communities
rather than for individuals [89]. As mentioned before, online communities have
become central to social media experience and much of the social media content
is created in the context of a community. In that work, recommendations were
generated using group recommendation techniques, but were targeted to the com-
munity owners (moderators) only, so that they can share the content with the rest
of the members as appropriate. Recommendations were generated using two main
techniques. The first considered the members of the communities or a subset of
them, and applied profile aggregation using the fusion approach (with advanced
scoring) to generate a community profile that included both topics and people.
These topics and people in turn served as the basis for recommendation: their
most related content items were recommended. In particular, three subsets of the
members were examined: all members, all owners, and active members. The second
technique was content-based (CB): it considered the title, description, and tags of the
community to generate recommendations. Hybrid approaches were also considered,
by combining the topics and people from the member-based recommenders with the
topics extracted by the content-based recommender into one community profile.

Evaluation was conducted using a large user survey of enterprise community
owners and results are summarized in Fig. 5. Hybrid recommenders were generally
found to perform better than the pure recommenders. For large communities (100
members or more), it was found that the hybrid profile that considered both
active members and community’s content performed significantly better than all
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Fig. 5 Average rating for small vs. large communities across seven community profiles

Fig. 6 Community activity before and after a survey where owners could share social media
content with their community

other profiles. The pure active member-based profile was second best for large
communities. For small communities (less than 100 members), the pure content
profile was the best, followed by the hybrid profile considering all members and the
content. These results indicate that for small communities, the content is a strong
basis for recommendation and all members are a good representative group for
profile aggregation. But for large communities, the content is less effective on its
own and the group of all members becomes too disparate, while the group of only
active members serves as the best basis for profile aggregation.

In a follow-up study, the impact of such recommendations was inspected over
four rounds of recommendation to enterprise community owners [47]. Owners could
share recommended content, such as blogs, bookmarks, and forum posts with their
community members. As can be seen in Fig. 6, such recommendations, in both
the first and fourth round, showed significant effect on overall community activity
over a period of the following 8 weeks, compared to a control group whose owners
received no recommendations.
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2.4 Summary

We reviewed different domains for recommendation of social media content and a
case study for recommending mixed social media items in the enterprise. We also
discussed the importance and relevance of group recommendation techniques when
recommending social media content. Below are a few important points we wanted
to re-iterate before moving to the next section:

• Articulated social networks play an important role in CF for social media content
and enhance traditional CF in various manners.

• Tag-based recommendations are highly effective for producing accurate recom-
mendations and typically outperform regular user-based CF.

• As in Traditional RS, hybrid approaches (e.g., tags + networks, short + long term
interests, collaborative + individual filtering) usually enhance recommendation
effectiveness.

• A large user-base is desirable and can lead to a strong evaluation on live systems
(e.g., A/B testing).

• Accuracy alone is not enough: serendipity, diversity, freshness, and other quali-
ties also play a key role in the success of recommendations.

3 People Recommendation

Social recommender systems span beyond content recommendation. As mentioned
in the introduction, social overload originates from both information and interaction
overload. Since people are the key element that makes the web “social”, recommen-
dation of people is a central pillar within the social recommender system domain.
Terveen and Mcdonald [102] coined the term “social matching” for recommender
systems that recommend people to people. In their work, they explained why a
people recommender is a unique RS, which is different than recommendation of
other artifacts, and thus deserves its own special attention (see also Chapter “People-
to-People Reciprocal Recommenders”). Among other aspects, trust, reputation,
privacy, and personal attraction have greater importance when it comes to people
recommendation.

Social media sites and in particular SNSs define different types of explicit
(or “articulated”) relationships among their users. The main dimensions of the
relationship types are:

• Symmetric vs. asymmetric. In some sites, such as Facebook and LinkedIn, a
relationship between two users is reciprocated. In such a case, one user typically
sends an invitation to connect to another user, who needs to accept the invitation.
Once the other user accepts, the two are reciprocally connected on the site [81].
On the other hand, asymmetric relationships, such as on Twitter or Pinterest,
allow one user to “subscribe to” or “follow” another user. The other user does
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not necessarily need to follow the first user back and thus many asymmetric
relationships are formed.

• Confirmed vs. non-confirmed. Some of the sites require the other side’s agree-
ment for connecting or following, while others do not. Typically, symmetric
networks require such confirmation and as long as it has not been received, no
connection exists. Asymmetric networks do not usually require a confirmation
and any user can choose to follow any other user, however there are exceptions
to these norms.

• Ad-hoc vs. permanent. Some of the sites encourage connection for an ad-hoc
purpose, such as for people to meet at an event or partner for a joint task, while
others encourage a long-term relationship that is meant to last over months and
years.

• The site’s domain. The domain of the SNS has an important influence on the
formed network. For example, Facebook is typically used for maintaining social
relationships with friends and acquaintances, while LinkedIn is a professional
network meant for maintaining business relationships with colleagues and
partners. The goals and characteristics of a connection in each of these sites are
therefore different, as they would be in SNSs for other domains, such as travel,
art, cooking, question and answering, etc.

The different characteristics of people relationships in the different sites require
different recommendation techniques. For example, a recommender for people
to connect with on Facebook may seek to recommend familiar people, while a
recommender for people to follow on Twitter may recommend people the user is
interested in, even if they are not familiar. Recommending “celebrities” or popular
people is probably a better strategy for a follower-followee network than for a
friendship network. A good summary can be found in [41].

In the remainder of this section, we review three key types of people recom-
mendation: recommending people to connect with, recommending people to follow,
and recommending strangers to get to know. We describe the unique challenges and
characteristics of each of these recommendation types and demonstrate how existing
approaches handle them. Before summarizing the key aspects, we briefly discuss
two closely related research areas to people recommendation: link prediction and
expertise location.

3.1 Recommending People to Connect With

The first study that focused on people recommendation in an SNS introduced
the “do you know?” (DYK) widget [49]. The widget recommended people to
connect to within an enterprise SNS. The action the widget was targeting was
clicking a ‘connect’ button that would trigger an invitation to connect within the
SNS, which the other side would need to confirm for the connection to become
public. Recommendations were made based on a variety of familiarity signals: org-
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Fig. 7 The “Do You know?”
(DYK) widget

chart relationships (peers, manager-employee, etc.), paper and patent co-authorship,
project co-membership, blog commenting, person tagging, mutual connections,
connection on another SNS, wiki co-editing, and file sharing. Figure 7 illustrates
the widget, which included detailed explanations for each recommendation. The
explanations indicated the counts per each of the signals mentioned above and
further hovering over an evidence line allowed seeing the specific details (e.g., the
wiki pages co-edited) and getting to the actual page of the evidence pieces.

The evaluation of the widget was based on a field study of its use within the
Fringe enterprise SNS. Fringe had the “friending” feature before, but did not have
a people recommender. The inspected effect on the site was dramatic. Both the
number of invitations sent and the number of users who send invitations significantly
increased, as can be seen in Figs. 8 and 9. One of the users of the site explained: “I
must say I am a lazy social networker, but Fringe was the first application motivating
me to go ahead and send out some invitations to others to connect.” Explanations
increased user trust in the system and made them feel more comfortable sending
invitations, as one user described: “If I see more direct connections I’m more likely
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Fig. 8 DYK vs. Profile
usage throughout the
inspected period

Fig. 9 Average number of invitations per user before and after the inspected period

to add them [. . . ] I know they are not recommended by accident.” Overall, there was
a substantial increase in the number of connections per user on Fringe. However, a
sharp decay of the widget usage was found over time, as excitement of the feature
dropped and potential connections were exhausted.

In a follow-up study [16], conducted within a different enterprise SNS, nick-
named Beehive, the aggregation algorithm used by the DYK widget (termed
‘SONAR’) was compared with three other algorithms for people recommendation:
(1) Content Matching (CM)—based on cosine similarity of the content created
by both users: profile entries, status messages, photos’ text, shared lists, job title,
location, description, and tags. Word vectors were created by a simple TF-IDF
procedure. Latent semantic analysis (LSA) was not shown to produce better results
and was not applied since it does not yield intuitive explanations; (2) Content plus
Link (CplusL)—combined CM with social links. A social link was defined as a
sequence of 3 or 4 users, where for each pair of users in the sequence u1 and u2,
either u1 connects to u2, u2 connects to u1, or u1 commented on u2’s content; (3)
Friend of Friends (FoF)—based on the number of mutual friends, as done in many
of the popular SNSs. The FoF algorithm was able to produce recommendations for
only 57.2% of the users (compared to 87.7% for SONAR). Figure 10 shows the
recommendation widget.
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Fig. 10 People
recommender widget showing
a person recommended using
the CplusL algorithm

Evaluation was based on a user survey and a controlled field study. Figure 11
shows the main survey results. CM and CplusL produced mostly unknown people,
while SONAR and FoF produced mostly known individuals. As could be expected, a
higher portion of the recommended people who were familiar to the user were rated
as good recommendations and resulted in a “connect” action. Yet, the unknown
recommended individuals may help discover new potential friends. The overall
superiority of algorithms that involve social links over content was clear: only 30.5%
of the CM recommendations resulted in a connect action, compared to 40% for
CplusL, 47.7% for FoF, and 59.7% for SONAR.

A later study examined the recommendation impact on the network structure
[21]. Since recommendations play such a key role in building the network during its
early stages, they also substantially influence the structure of the generated network,
its characteristics, and measurements. For example, Fig. 12 shows the average
degree of recommended connections for each of the four algorithms. FoF is the
most biased towards high-degree connections, while CM does not have such bias: it
often recommends users with few connections or even none at all. The high-degrees
of FoF recommendations lead to a network with fewer nodes and higher average
degree compared to the network created by CM recommendations. Another aspect
of the effect of recommendations on the network is betweenness centrality, which
measures the importance of nodes in the graph [12]: CM and SONAR generate the
highest delta in betweenness compared to CplusL and FoF. Regarding demographic
characteristics, CM is most biased towards the same country, but least biased
towards the same organizational unit, while SONAR substantially increases cross-
country and intra-unit connections. The network effects of people recommendations
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Fig. 11 Survey results for the four algorithms

Fig. 12 Degree of
recommended connections
across the four algorithms

are an important global aspect of a people recommender and need to be considered
when designing a new people recommender system.

Another related study by Freyne et al. focused on recommendation as a means
to increase new users’ engagement within an enterprise SNS [32]. That study used
aggregated data external to the SNS in question to recommend both people and
content to new users. Even brand new employees could still get recommendations
based on their initial data, such as their org-chart information (indicating their
peers), location, or organizational unit. The results indicated that combined rec-
ommendations have a significant effect in increasing users’ visits to the site as well
as their viewing activity and actual contributions to the site (the latter is depicted in
Fig. 13). Interestingly, people recommendations were most effective when focusing
on recommending the most active users, even if they had less familiarity signals
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Fig. 13 Actions over four months

with the user. Yet, as discussed, such recommendations can have a long-term effect
on the network structure and lead to a less balanced degree distribution.

Friend recommendation has also become popular on mobile devices, where
location often plays a role and makes the recommendations more transient or
ad-hoc. Quercia et al. [86] discussed “friendsensing”, sensing friends based on
Bluetooth information on mobile devices. Friends were recommended based on
co-location, while two basic approaches were attempted, taking into account the
duration of co-location and its frequency, respectively. A weighted graph was built
accordingly and recommendations were generated using that graph based on link
analysis (shortest path, page rank, k-markov chain, and HITs). Simulation-based
evaluation indicated both basic approaches perform similarly well and way beyond
a random baseline.

Gurini et al. [40] proposed a matrix factorization model with temporal dynamics
to provide people recommendations. Each dimension in a three-dimensional matrix
factorization model represented an “attitude”: sentiment, volume, and objectivity.
Recommender’s accuracy and diversity was shown to increase with attitudes and
temporal features.

3.2 Recommending Strangers

The focus of the work discussed thus far has been on recommending familiar people
one can connect to. As already implied, there could also be value in recommending
people the user does not know. StrangerRS [43] attempted to recommend people
who are unknown yet interesting within the organization. Such recommendations
can be useful in many potential manners, such as, for getting help or advice, reach



Social Recommender Systems 853

Fig. 14 User interface of the stranger recommender system

new opportunities, discover new routes for career development, learn about new
assets that can be leveraged, connect with subject-matter experts and influencers,
cultivate one’s organizational social capital, and grow own reputation and influence
within the organization. As mentioned before, recommendation of people to connect
to within an SNS is mostly effective for the network-building phase. Afterwards
one’s recommendations become staler, as the network becomes more stable and
connection to others becomes less frequent. This is where stranger recommendation
can become more relevant and complement the recommendation of familiar indi-
viduals, by suggesting interesting people the user does not know, but may want to
start getting acquainted with.

Figure 14 shows the user interface of StrangerRS. Since it aimed at recommend-
ing strangers, more information about each person was presented, in the form of
their full profile page (part A). Evidence for why this person may be interesting
was also presented (part B). It included similarity points with that individual, such
as common tags, common communities, common files, and others. The action
suggested by the recommender was not a connection within the SNS, since it is
likely to be too soon to connect to a stranger, but rather it was suggested to view the
person’s profile, read their blog, or follow them (part C).
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Fig. 15 Rating of “strangerness” for StrangerRS and two baselines: random and strong familiarity

Fig. 16 Rating of interest in strangers for RandomRS vs. the random baseline

A successful recommendation by StrangerRS was considered a recommendation
of a stranger who might be interesting to the user. These two, almost contradicting,
goals were not easy to satisfy and led to a much lower accuracy level than
usual familiar people recommendation. Yet, supposedly, the value of a successful
recommendation in this case is much higher, since this is no longer just about
facilitating connection to a known person, but rather about exposing the user to a
new interesting person s/he was not even aware of. The method used for producing
the recommendations was based on network composition: the extracted familiarity
network was subtracted from the extracted similarity network to produce the
recommendations. Jaccard index was the main measure used for similarity between
two individuals. Results, depicted in Figs. 15 and 16, indicated that two thirds
of the recommended individuals were indeed strangers, yet strangers who were
significantly more interesting than a random stranger. Out of 9 recommendations
presented to each user, 67% included at least one stranger rated 3 or above in terms
of the user’s interest, on a 5-point Likert scale.

Stranger recommendation is also a common feature of online dating websites.
Pizzato et al. [85] introduced RECON, a reciprocal recommender for online dating.
Similarly to the original social matching framework, they specified a few special
characteristics of reciprocal recommendations, where people are both the subject
and object of recommendations. These included the fact that success is dependent
on both sides; the need for both sides to provide their profiles so that matching can
occur; and the typical requirement that one individual will not be recommended
to too many others. Their evaluation, conducted on a major Australian dating site,
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was based on four weeks of training and two weeks of testing, where success was
determined based on previous user interaction. Generally they found that accounting
for reciprocity features improves recommendation accuracy and helps address the
cold-start problem. Zheng et al. [112] studied speed dating data, where the user’s
expectations are well defined, and showed that addressing fairness by trading off
utility and performance yields a better recommender system.

3.3 Recommending People to Follow

Two studies were the earliest to explore recommendation of people to follow.
Hannon et al. [55] used a CB-CF hybridization to recommend “followees” on
Twitter. They examined several ways to generate user profiles, based on the user’s
own tweets, the user’s followers, the user’s followees, the user’s followers’ tweets,
and the user’s followees’ tweets. The open source search engine Lucene was used to
index users by their profile, after applying TF-IDF to boost distinctive terms or users
within the profile. They applied an offline evaluation using a dataset with 20,000
Twitter users. 19,000 were used as a training set and the remaining 1000 were the
test users. The different methods were compared based on their ability to predict
the user’s followees. A slight advantage was observed to profiles that were based
on followers and followers’ tweets. Hybrid profiles further improved the precision.
A small-scale live trial was also conducted where users indicated whom they were
likely to follow. On average, hybrid approached reached about 7 out of 30 accurate
recommendations.

A second study was performed by Brzozowski and Romero [13], who experi-
mented with the WaterCooler enterprise SNS. During a 24-day live trial period, they
observed patterns of 110 users who followed 774 new individuals. The strongest
pattern found was of the form A ← X → B, meaning that sharing an audience
(follower) with another person is a strong reason to follow that person. Most-replied
was found as a strong global signal. Similarity and most-read were found as weaker
signals for followee recommendation.

Gupta et al. [39] revealed some details about the followee recommender systems
in use by Twitter. From an architectural perspective, they noted the decision to
process the entire Twitter follower-followee graph in memory using a single server,
which contributed to the performance of the feature. They developed an open-source
in-memory graph processing engine to traverse the Twitter graph and generate
recommendations. The algorithm used was a combination of a random walk and
SALSA [67], comparing two approaches: the first gives each user the same influence
regardless of the number of users they follow or are followed by and the second gives
equal influence to each follower-followee edge. Sanz-Cruzado and Castells [92]
study diversity in people recommender systems, linking to prior diversity notions in
recommender systems. They focus on the notion of weak ties to enhance structural
diversity and demonstrate, using Twitter data, how state-of-the-art recommendation
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methods compare in such diversity and its tradeoff with accuracy. They show that
diverse recommendations result in a corresponding diversity enhancement in the
flow of information through the network, with potential alleviation of filter bubbles.

3.4 Related Research Areas

Link prediction in social networks is a fertile research area that is closely related
to people recommendation and has often been offered to enhance it. The seminal
work by Liben-Nowell and Kleinberg [70] formalized it as a task to predict new
interactions within a social network based on the existing set of interactions.
Experimentation with paper co-authorship networks showed, using an unsupervised
learning approach, that the network topology can be effectively used to predict
future collaboration. Moving to the social media domain, Leskovec et al. [69]
developed models to determine the sign of links (positive or negative) in SNSs where
interactions can be positive or negative (Epinions, Slashdot, Wikipedia). Fire et al.
[29] experimented with five social media sites, including Facebook, YouTube, and
Flickr, and proposed a set of graph-topology features for identifying missing links.
This technique was shown to outperform common-friends and Jaccard’s coefficient
measures, implying it can be useful for recommending new connections. Scellato
et al. [93] focused on location-based social networks and suggested a supervised
learning framework to predict new links among users and places. In another study
of mobile networks, Wang et al. [105] showed that combining network-based
features with human mobility features (e.g., user movement across locations) can
significantly improve link prediction performance using supervised learning.

It is also worth mentioning the research area of expertise location [64, 74] in the
context of people recommendation. Expertise location deals with the problem of
finding an expert in a given domain or technical area. It thus falls within the broad
search domain, since it is triggered by a user query. Similarly to the difference
between content and people recommendation, in expertise location the results are
people rather than documents as in content search. For similar reasons to those
already discussed in this section, the case of searching for people bears some
unique characteristics compared to other content search scenarios and therefore
forms its own area of research. Social media serves as a particularly good source
for expertise mining and analysis[42] and for providing explanation in the form
of expertise evidence [111]. Despite its pertinence to the search field, expertise
location is sometimes mixed with people recommendation and in many cases is
termed “expert recommendation”. It should be noted that a people recommender
should be considered as such only when it does not involve a user query and is
initiated by the system rather than by the user.
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3.5 Summary

We have seen that people recommendation is a complex field of study. The fact that
it deals with recommending people to themselves bring many interesting aspects to
the table. For example, explanations may serve in this case to make users feel more
comfortable accepting a recommendation and sending an invitation to connect or
start following (in most cases, knowing that the user who has been followed will
get a notification about it, even if their approval is not required). We reviewed three
types of people recommendations: recommendation of familiar people, for example
to connect with on an SNS; recommendation of interesting people, for example to
follow in a social media site; and recommendation of strangers, for dating or for
getting to know within a community or organization. A social website may transfer
between these types of recommendations according to the user’s phase within
the site. For example, it may be desirable to recommend familiar and interesting
people for users in their early stages, so they can build their network of friends or
followees. In a later stage, when users start to exhaust their connections, stranger
recommendations can help users get to know new individuals and increase their
social capital.

4 Discussion

In this section, we summarize key SRS-related topics that were brought up
throughout the previous two sections on people and content recommendation and
suggest directions for future work.

Explanations The public nature of social media data enables to provide more
transparency into recommendations by showing how they were formed. In some of
the enterprise examples we reviewed for both content and people recommendations,
explanations were found to have a key role in increasing the instant acceptance
rate of recommendations [49, 53]. Studies in the Web domain have shown a similar
effect [66, 103]. Beyond that, explanations in RS have been shown to have longer-
term effects of building trust relationships with the user [57] (Chapter “Beyond
Explaining Single Item Recommendations”).

There are also a few challenges with regards to explanations. First, as we
have seen, explanations do not always increase accuracy. For example, in our
mixed content recommendation study, tag-based explanations did not increase
recommendations’ ratings. Second, not every recommendation method can provide
intuitive explanations; there is usually a trade-off between the method’s complexity
and the clarity of explanations it can provide. For instance, recommendations that
are based on clustering techniques are usually harder to explain. Third, explanations
pose challenges in terms of privacy. For example, the YouTube explanations [23]
explicitly show videos previously watched by the user, which directly expose
information that might be sensitive if watched by another person. Fourth, expla-
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nations require extra real-estate on the user interface, which might be particularly
challenging on mobile devices; therefore their cost-to-value ratio should be carefully
considered when designing the recommender system.

Privacy As mentioned several times throughout this chapter, one of the key benefits
of social media data is that large portions of it are public and thus can be used for
analysis without infringing user privacy, as is the case, for example, with email or
file system data. It should be noted, however, that in some countries, public social
media information is still considered personal information (PI), when linked to an
identity of a real person. This means that analysis and inference from such data may
still require explicit user consent. Indeed, aggregation of public data, even if it was
previously accessible, may reveal sensitive information the user did not intend to
expose. In addition, as just mentioned, explanations aimed for a specific user might
reveal very sensitive data, such as browsing or viewing history, when exposed to
another person who may watch the screen alongside. Finally, there is much social
media data that is still access-restricted. Recommender systems should pay special
attention not to infringe the privacy model of the data, to avoid the exposure of
sensitive information [25].

Tags The work we reviewed indicated that tags, a mechanism introduced by social
media to annotate content, such as web pages, photos, or people, can be particularly
effective as a basis for recommendation. Tags’ ability to concisely summarize user
perspective over large content pieces make them a highly valuable resource for
producing recommendations [94]. Aside from recommendations, tags have been
shown to be useful for other purposes, such as enhancing search or generating “tag
clouds” that summarize the common topics of a group of items to the user [63].
Unfortunately, despite their value, tag usage is on the decrease in recent years, with
sites such as Delicious becoming less popular and other sites giving less prominence
to tags. Tag recommendation techniques [62, 96], which are another type of SRS not
discussed in this chapter, should be used to promote tag usage and close the loop: tag
recommendations help generate more tags, while these tags, in turn, used to produce
other recommendations.

Social Relationships One of the most important contributions of social media
to recommender systems is the introduction of the explicit (articulated) network .
Social network sites , such as Facebook, LinkedIn, and Twitter, allow people to
explicitly articulate their connections. As mentioned, there are two main types of
connections, one expresses familiarity and the other expresses interest. Both of these
articulated networks are very useful for content recommendation, and were shown
to enhance traditional CF techniques. They also have other benefits: (1) sparing
the need for explicit feedback in the form of ratings to determine the network
of similarity, (2) help coping with the new-user cold start problem, in case the
network can be used across social media websites, and (3) helping users judge the
recommendations, since they originate from people they know or are interested in
(also making explanations more effective). On the other hand, as we have seen,
recommendations of people to connect with or to follow are essential for enhancing
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the formation of such explicit relationships. This is a classic demonstration of the
mutual relationship between recommender systems and social media discussed in
the introduction: on the one hand social media introduces a new type of data that
enhances RS; on the other hand RS are essential for generating this type of data.

Trust and Reputation The topic of trust has a tremendous importance in the RS
domain. Obviously, the best recommendations come from a trusted person. But
on the other hand, trust is very challenging to compute as it represents a very
abstract and subjective quality between two individuals. Reputation represents a
more general concept about a person’s perception by others [59]. One way to define
it is the aggregation of trust in this person across the entire set of users. Social
media and the “wisdom of the crowd” enable to estimate trust and reputation in
ways that have not been possible before. Online social relationships and content
feedback forms (comments, ‘likes’, etc.) introduce more signals that can be used
to calculate trust and reputation. That said, many of the studies still use rough
estimations that are based on controversial assumptions, for example, that a friend
on an SNS is a trustworthy individual. Evaluation of trust and reputation is also
particularly challenging, as even in the real world people have hard time figuring
out who they trust or who has a good reputation. Assuming a network of trust is
given, there are growing amounts of research that explore how to use it to enhance
CF. The early work of Golbeck [37] suggested to adapt the CF formula in a way
that would boost similar users whom the user trusts. More advanced approaches
incorporate trust in matrix factorization techniques [60]. Finally, Wu et al. [108]
extend collaborative topic regression to model social trust ensemble that reflects
true friends in SRS.

Evaluation As reviewed throughout this chapter, evaluation of SRS typically
uses the common methods in the broader RS domain (Chapter “Evaluating
Recommender Systems”). These include offline evaluation, user studies (especially
common for SRS), and live field studies or A/B testing. Evaluation measures
include RMSE, NDCG, precision, and other commonly used metrics from the RS
domain. Looking forward, since social media is characterized by the “wisdom of
the crowd”, it will only be natural to see more crowdsourcing techniques used for
evaluation of SRS. These have become common in many domains in the recent
years, including information retrieval (e.g., [4, 14, 65]), however they are not as
common yet in RS evaluation. Evaluation that goes beyond accuracy to include
serendipity (“surprise”), diversity, novelty, coverage, and other factors is also
due in the SRS area [34]. Finally, evaluation over time, which also examines the
broader effect of the recommendation on the surrounding ecosystem of users, as
demonstrated in [21], is a highly desirable direction. Rather than focusing mostly
on recommendation effectiveness, their broader and longer-term influence on the
environment should also be considered. As another example to such research, Said
and Bellogin [91] started to explore the effect of recipe recommendation within the
Allrecipes.com SNS on users’ health. This kind of research requires new tools and
creative thinking to be brought into the existing set of evaluation methods.
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Recommending Content to Produce We extensively discussed content recom-
mendation in Sect. 2. Our examples focused on content the user consumes: video,
news, questions, social media items, etc. As explained in the introduction, one of the
key characteristics of social media is that users are not just the consumers, but also
the producers of content. There is a body of research that attempts to recommend
users content they may want to produce. Question recommendation in CQA sites,
which has already been mentioned in Sect. 2, has a role in encouraging users to
produce content in the form of answers. Other works attempted to encourage users
to create more profile entries [35], inspire users to write blogs [24], and prompt
them to edit articles on Wikipedia [19]. Recommending content to generate is a
particularly challenging task since the entry barrier is higher as many social media
users are lurkers (only consume content). It is rooted in the area of persuasive
technologies and theories such as self determination [90] and behavioral models
[30]. Clearly, recommending content to produce has a central role in the symbiosis
between recommender systems and social media.

5 Emerging Domains and Open Challenges

We conclude this chapter by pointing out potential emerging domains for SRS and
a few open challenges on top of the topics discussed throughout this chapter and
summarized in the previous section.

5.1 Emerging Domains

We enumerate four domains, which we think can serve as a fertile ground for SRS
research in the years to come.

Mobile and Wearables Recommendations for mobile devices, such as PDAs,
have been suggested since the beginning of the millennium. As smartphones and
tablets with advanced technologies, such as high-resolution cameras, GPS, and
touch screens started to prevail, recommendation technologies adapted themselves,
for example, by taking into account the user’s location. The combination of mobile
and social (sometimes referred to as SoLoMo—social, mobile, and location) holds
new opportunities for SRS, which will combine the advanced capabilities of mobile
devices with social interaction across these devices. Looking further into the future,
wearable devices, such as glasses and watches, are likely to have access to even
more personal information that on the one hand will provide more data for SRS
to work with, and on the other hand will require more advanced recommendation
techniques, so these devices can work appropriately with minimum input from the
user.
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Smart TVs RS have been quite popular in the TV domain for many years. The
Netflix prize advanced this domain even further [9]. However, as TVs continue to
evolve into “smart TVs”, they enable many more social elements, such as sharing
and interaction between watchers, which make the new TVs a social medium on
its own. This provides a highly interesting opportunity for SRS to make this new
generation of televisions even smarter.

Automotive The automotive domain is also evolving in recent years. Self-driving
cars is arguably the most exciting challenge on the table, but new car models
allow more collaboration between cars and their drivers. Being such an advanced
instrument, the car itself plays a special role and can sometimes be treated similarly
to a person, given all the information gathered through its sensors. As more
collaboration is expected to characterize the new generation of smart cars, SRS can
play a key role in sparing extra work from drivers and providing cars with more
necessary information. We start to see this in social navigation technologies, such
as Waze, but this is likely only the beginning.

Healthcare The healthcare domain has always been slow to adopt “social”, among
other things due to the special privacy concerns it entails. On the other hand, it
is not hard to imagine how much this domain can benefit from more sharing and
collaboration, both among patients and among doctors. In recent years, we start
to see a movement towards more openness to medical data sharing. For instance,
Yang et al. [109] present a case study for healthcare based on a framework for
a social recommender system using both network structure analysis and social
context mining. First, microblog users are recommended using exponential graph
models. Then, a recommendation list is created by analysing the micro-blog network
structure. Finally, sentiment similarities are used to filter the recommendation list
and find users who have similar attitudes to the same topic. The recommendation
results of diabetes accounts over the Weibo network demonstrate high performance.
As it seems that “social healthcare” is taking off, the SRS community should
consider how recommendations should be used in this domain, with all the
complexities involved and the critical implications of a successful versus wrong
recommendation.

5.2 Open Challenges

We finally highlight three more challenges for researchers in the SRS area to
consider.

Social Streams Social streams, such as Twitter or the Facebook newsfeed, syn-
dicate user activity within a social media site or a set of sites. Millions of users
who share and interact in social media create a firehose of data in real-time that
poses new types of challenges in terms of filtering and personalization. There are
different types of streams in terms of the data they contain (homogenous as in
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Twitter or heterogeneous as in Facebook), the source of data (a single site or a
group of sites), its access-control (public or friends-only), and subscription model
(following or “friending”). As demonstrated in the Twitter-related work reviewed in
this chapter, the stream’s data is different than “traditional” social media content:
it represents an activity rather than an artifact or an entity; it is more intensive as
one entity (e.g., a wiki page) may have a large amount of activities (e.g., edits); it
may be very noisy (e.g., multiple wiki edits might not be of interest); its freshness
is key: items that are few days old might already be irrelevant; and it is sparse in
content and metadata (e.g., Twitter messages are limited to 140 characters). Due
to all these unique characteristics, recommending social stream items becomes a
challenge on its own within the SRS domain, and as social information continues
to grow, handling this task is becoming both more challenging and more important
[2, 31, 44, 48, 52, 80]. On the other hand, the stream data can also be used to model
users’ interests. Its fresh and concise nature can help build a user model that is up-
to-date, identify changes in users’ tastes and preferences in real-time, and detect
global trends that may influence the recommendation strategy [33, 83].

Beyond Accuracy and Evaluation over Time Many of the studies we reviewed
focused on measuring the effectiveness of recommendation by their accuracy. As
social recommendation proliferate, it is more important than ever to consider the
bigger picture when evaluating the value of recommendation. Typical beyond-
accuracy measures should be considered, including serendipity, diversity, novelty,
and coverage [34, 75]. In addition, the effectiveness of recommendation should be
compared against the case where no recommendation would have been provided [8].
Recommendations that can make the user discover and take action regarding an item
s/he would not have noticed otherwise, are obviously more valuable. In many of the
works we reviewed, evaluation was based on a one-time user survey. Longer term
evaluation is required as the results may substantially change over time. Techniques
that learn and adapt over time based on user behavior are going to be essential.
Additionally, evaluation that examines the broader effect of the recommendation on
the surrounding ecosystem of users, as demonstrated in [21, 31, 47, 91] is a highly
desirable direction for SRS evaluation. This requires new tools and creative thinking
to be brought into the existing evaluation methods.

Cross-Domain Analysis As we discussed, migrating data from one social media
service to another may go a long way enhancing recommendations and help deal
with the cold start problem for new users. Indeed, using another site’s network, tags,
and other types of information have been performed by various previous systems as
mentioned in this chapter. Yet, social media sites differ in many aspects. It is not
certain that one’s travel network can serve as a reliable source of recommendation
for recipes. Similarly, the tags used in a news site context are not necessarily
valuable for video recommendation. More research is due to explore the common
and different among social media systems and when information can effectively
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port from one application to another to be used for recommendation. Cross-
domain recommendations in RS have always been harder to explore since they
require richer datasets and involve more complex use cases and research questions
(Chapter “Design and Evaluation of Cross-Domain Recommender Systems”). As
social media continues to evolve, it will be more important to explore and better
understand these complexities.

Extraction from User-Generated Content User-generated content (UGC) is
abundant across social media sites, in various forms, such as blog posts, forum
threads, community question-answering, reviews, and others. Due to its sheer
volume, it is often hard for social media users to find the information they
seek for within UGC. Common methods allow searching UGC or sorting it by
different criteria such as number of votes or date. Recent work also suggested the
extraction of specific information types from UGC to provide specific types of
information needs. The extraction of tips—short and practical pieces of advice—
has been proposed for CQA content (“how to” questions, in particular) [107],
products [58] and, prominently, in the travel domain [46, 113]. Other types of
extracted information include personal experiences [82], fun trivial facts [104],
locations [15], and product descriptions [76, 77]. Such extractions practically yield
recommendations of new content types, such as tips, experiences, descriptions, or
trivia facts, to social media users, allowing them to enjoy different aspects unlocked
in UGC, which they have no realistic chance to discover by merely traversing or
searching. Further use of state-of-the-art NLP methods, such as summarization and
translation, can help transform free-form UGC, which is one of the most prominent
characteristics of social media, into a source of multiple information types that
address different needs of social media users.

Multistakeholder Recommendation As most recommender systems apply per-
sonalization techniques, they tend to focus on the preferences and needs of a single
user. Multistakeholder recommendation has emerged d as a unifying framework for
describing and understanding recommendation settings where the end user is not
the sole focus [1] (Chapter “Multistakeholder Recommender Systems”). System
objectives, such as fairness [112], balance, and profitability receive attention, as
well as concerns from other stakeholders, such as the providers or sellers of items
being recommended. This extension spans beyond people and group recommen-
dation [41], and requires new optimization targets and evaluation metrics. While
multistakeholder issues have surfaced regularly in the history of recommender
systems research and have been a constant constraint in fielded applications, the
recognition of common threads and research questions has been a more recent
occurrence.
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