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1 Introduction

Recommender systems (RSs) are software tools and techniques that provide sug-
gestions for items that are most likely of interest to a particular user [21, 56, 58].
The suggestions usually relate to various decision-making processes, such as what
items to buy, what music to listen to, or what online news to read.

“Item” is the general term used to denote what the system recommends to users.
An RS normally focuses on a specific type of item (e.g., movies or news articles) and
accordingly, its design, its graphical user interface, and the core recommendation
technique used to generate the recommendations are all customized to provide
useful and effective suggestions for that specific type of item.

RSs are primarily directed at individuals who lack sufficient personal experience
or competence to evaluate the potentially overwhelming number of items that
a website may offer [58]. A prime example is an e-commerce recommender
engine that assists users in selecting items to purchase. On the popular website,
Amazon.com, the site employs an RS to personalize the online store for each
customer [42, 70]. Since recommendations are usually personalized, different users
or user groups benefit from diverse, tailored suggestions. However, there are also
non-personalized recommendations, which are much simpler to generate. Typical
examples include the top 10 editor selections of books or movies. While they may be
useful and effective in certain situations, for example, when not enough information
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about the target user’s preferences or interests is available, these types of non-
personalized recommendations have not been the primary focus of the RS research.

In their simplest form, personalized recommendations are provided as ranked
lists of items. In performing this ranking, RSs try to predict the most suitable
products or services, based on the user’s preferences and constraints. In order to
complete such a computational task, RSs collect information from users regarding
their preferences, which are either explicitly expressed, for example, as ratings
for products, or inferred by interpreting the actions performed by the user while
interacting with the system. For instance, an RS may consider the purchase of a
particular item as an implicit sign of the user’s preference for the item.

The development of RSs initiated from a rather simple observation: individuals
often rely on recommendations provided by others in making routine, daily deci-
sions [56, 68]. For example, it is common to turn to one’s peers for recommendations
when selecting a book to read; employers rely on recommendation letters in their
recruitment decisions; and when selecting a movie to watch, individuals tend to
read and rely on the movie reviews written by film critics or ask their friends for
recommendations.

In seeking to mimic this behavior, the first RSs applied algorithms in order to
leverage recommendations produced by a community of users and deliver these
recommendations to an “active” or “target” user looking for suggestions. The
recommendations were for items that similar users, or those with similar tastes,
liked. This approach is termed collaborative filtering [57], and it is based on the
rationale that if the active user agreed with certain users in the past, then other
recommendations coming from these similar users should be relevant and of interest
to the active user.

As e-commerce websites began to develop, there was a pressing need to provide
recommendations derived from filtering the entire range of available alternatives.
Users found it difficult to choose between the extremely wide variety of items
(products and services) that these websites offered.

The explosive growth and variety of information and e-commerce related ser-
vices available on the Web (selling, product comparison, auctions, etc.) frequently
overwhelm users, leading them to make poor decisions. The large availability of
choices, instead of being beneficial, may affect users’ wellbeing. It came to be
understood that while choice is good, more choice is not always better. Indeed,
choice, with its implications of freedom, autonomy, and self-determination, may
become burdensome and ultimately cause freedom to be regarded/perceived as a
kind of misery-inducing tyranny [66].

In recent years, RSs have proven to be valuable means of coping with the
information overload problem. An RS addresses this phenomenon by pointing a
user toward new, not-yet-experienced items, or toward items that the user may want
to reconsume, which are relevant to the user’s current task or context. Upon a user’s
request, which can be articulated, depending on the recommendation approach, by
the user’s context and need, RSs generate recommendations using various types
of knowledge and data about users, the available items, and previous transactions
stored in customized databases. The user can then browse the recommendations,
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choose whether or not to accept them, and may provide (immediately or at a later
stage) implicit or explicit feedback. This user action and feedback can be stored in
the RS database for use in generating new recommendations in future user-system
interactions.

The study of recommender systems is relatively new compared to research on
other classical information system tools and techniques (e.g., databases or search
engines). Recommender systems emerged as an independent research area in the
mid-1990s [10, 32, 56, 68]. In recent years, interest in recommender systems has
dramatically increased, as shown in the examples below:

1. Recommender systems play an important role in widely used Internet sites such
as Amazon.com, YouTube, Netflix, Spotify, LinkedIn, Facebook, Tripadvisor,
Last.fm, and IMDb. Moreover many media companies are now developing and
deploying RSs as part of the services they provide to their subscribers. Like
Netflix, that provided real data, and awarded a million dollar prize to the team that
substantially improved its recommender system’s performance, other companies
have shared data for RS-related competitions [41, 48].

2. There are conferences and workshops dedicated specifically to the field, namely
the Association of Computing Machinery’s (ACM) Conference Series on Rec-
ommender Systems (RecSys), established in 2007. This conference is the premier
annual event on RSs technology research and applications. In addition, sessions
dedicated to RSs are frequently included in more traditional conferences in the
area of databases, information systems, user modeling, artificial intelligence,
machine learning, data science, and adaptive systems. Additional notewor-
thy conferences within this scope include: ACM’s Special Interest Group on
Information Retrieval (SIGIR); User Modeling, Adaptation and Personalization
(UMAP); Intelligent User Interfaces (IUI); World Wide Web (WWW); ACM’s
Special Interest Group on Management of Data (SIGMOD); and the Knowledge
and Data Discovery (KDD) conference which is a main venue for data science
related research.

3. At institutions of higher education around the world, undergraduate and graduate
courses are now dedicated entirely to RSs, and tutorials on RSs are very
popular at computer science conferences. A few books on different aspects of
recommender systems have been published; some introduced the origin of RSs
and RS techniques [38, 65], others cover practical aspects of implementing RSs
[27, 33], and there is even a textbook dedicated to the subject [4]. Springer is
publishing several books on specific recommender system topics in its series:
Springer Briefs in Electrical and Computer Engineering.

4. There have been several special issues of academic journals which cover research
and developments in the RS field. Among the journals that have dedicated
issues to RSs are: ACM Transactions on Intelligent Systems and Technology
(2015); IEEE Intelligent Systems (2019); Electronic Markets (2019); Cognitive
Computation (2020); and User Modeling and User Adapted Interaction (2020).

In this introductory chapter, we briefly discuss basic RS ideas and concepts. Our
main goal is not to present a self-contained comprehensive survey on RSs but rather
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to provide a structured overview of the chapters in this handbook and to help the
reader navigate the rich and detailed content it contains. The interested reader can
also consult other available resources on recommender systems [17, 40, 44, 54, 61].
At the end of this chapter, we identify some research challenges that we believe are
particularly important and merit further research attention.

The handbook is divided into five sections: (1) general recommendation tech-
niques; (2) special recommendation techniques; (3) value and impact of recom-
mender systems; (4) human-computer interaction; and (5) applications.

The first section presents the fundamental techniques most commonly used
today for building RSs, such as collaborative filtering techniques; semantic and
content-based methods, context-aware techniques, and deep neural networks based
approaches.

The second section surveys special machine learning techniques and approaches
aimed at addressing unique RS challenges and domains, such as session-based RSs,
group RSs, people-to-people RSs, cross-domain RSs, adversarial ML in RSs, and
the use of NLP in RSs.

The third section discusses the specific value of recommender systems for
distinguished actors and the role they play for these actors, who are referred to as
stakeholders. This section introduces multi-stakeholder RSs and presents methods
and metrics to assess the RS’s value for different actors from various perspectives. In
addition to reviewing classic evaluation metrics, this section discusses more recently
considered qualities, such as diversity, novelty, bias and fairness.

The forth section is dedicated to human-computer interaction aspects of rec-
ommender systems and discusses decision-making aware design and approaches
to assess and enhance RS explainability as a means of improving users’ trust
and perception of recommendations. This section also discusses user’s personality
acquisition and utilization aimed at improving users’ RS experience.

Finally, the fifth section presents various recommender system applications and
unique use cases. This section contains a list of chapters covering a broad spectrum
of recommendation techniques used to recommend food, multimedia, as well as
fashion and social RS techniques.

2 Recommender Systems’ Value

We have defined RSs as software tools and techniques that provide users with
suggestions for items that a user may wish to utilize. Now we refine this definition
to illustrate a range of possible roles that an RS can play. In fact, in the last years
it emerged that RSs must be considered as a platform playing different roles for
distinguished actors. The end user of an RS is an important actor but not the only
one. In Chapter “Multistakeholder Recommender Systems” is first introduced the
notion of a recommendation stakeholder, which is any group or individual that can
affect, or is affected by, the delivery of recommendations to users. Three important
stakeholders are identified: Consumers (aka users), Providers (aka suppliers) and the
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System owners. Consumers are the end users who receive item recommendations.
Providers are those actors that supply the recommended items (e.g., a book publisher
in Amazon). Finally, the organization itself, which has created the platform and the
associated RS in order to match consumers with items is an important actor. For
instance, a travel recommender system is typically offered by a travel intermediary,
such as, Booking.com or AirBnB, or a destination management organization, such
as Visitfinland.com. The first type of actors primarily aims at selling more (hotel
rooms and other travel services), while the second type is interested in increasing
the number of tourists visiting the various regions of a destination, in a fair and
sustainable way [18, 60]. While, the user’s primary motivations for accessing such
a system would be to find a suitable hotel, interesting events or attractions when
visiting a destination or planning the travel to a destination. Actually, the providers
and the system owner, can use the RS to influence the choices of the end users and
finally determining the success of the platform and the profit of the suppliers.

Chapter “Value and Impact of Recommender Systems” focuses on various ways
RSs create value for different stakeholders and also discusses the possible risks and
the potentially negative impacts of using such systems. The chapter deals with the
organizational and business-oriented perspective by reporting how practical systems
are evaluated and which effects have been observed in real-world deployments.
Here, we want to give some of the basic reasons as to why both item providers
and recommender system owners may want to exploit RSs.

• Increase the number of items sold. This is probably the most important function
for a commercial RS, i.e., to be able to sell an additional set of items compared
to those usually sold without any kind of recommendation. This goal is achieved
because the recommended items are likely to suit the user’s needs and wants.
Presumably the user will recognize this after having tried several recommen-
dations. Non-commercial systems have similar goals, even if often there is no
cost for the user that is associated with selecting an item. For instance, a public
content network such as BBC (UK) or RAI (IT) aims at increasing the number of
news items read on its site. In general, we can say that from the service provider’s
point of view, the primary goal for introducing an RS is to increase the conversion
rate, i.e., the number of users that accept the recommendation and consume an
item, compared to the number of simple visitors that just browse through the
information.

• Sell more diverse items. Another major function of an RS is to enable the user
to select items that might be hard to find without a precise recommendation, i.e.,
to not select only the “blockbusters”. For instance, in a tourist RS the service
provider is interested in promoting all the places of interest in a tourist area, not
just the most popular ones. This is a major objective for a tourism RS maintained
by a public destination management organisation. Similar goals are posed to
public content network managers. But, attaining this goal could be difficult
without an RS, since the system provider at the same time cannot afford the
risk of advertising places (or media) that are not likely to suit a particular user’s
taste.
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• Increase the user satisfaction. A well designed RS can also improve the
experience of the user with the site or the application. The user will find the
recommendations interesting, relevant and, with a properly designed human-
computer interaction, he or she will also enjoy using the system. The combination
of effective, accurate recommendations and a usable interface will increase the
user’s subjective evaluation of the system. This, in turn, will increase system
usage and the likelihood that the recommendations will be accepted.

• Increase user fidelity. A user should be loyal to a website which, when visited,
recognizes the old customer and treats her as a valued visitor. This is a standard
feature of an RS since many RSs compute recommendations, thus leveraging
the information acquired from the user during previous interactions such as the
user’s ratings of items or user’s visited pages. Consequently, the longer the user
interacts with the site, the more refined the user’s model becomes: the system’s
representation of the user’s preferences develops and the effectiveness of the RS
output to customize and match to the user’s preferences is increased.

• Better understanding of what the user wants. Another important function of an
RS, which can also be leveraged by other applications of the RS owner, is the
description of the user’s preferences, which are collected either explicitly or
predicted by the system. The system owner, but also the item providers, may
decide to reuse this knowledge for a number of other goals, such as improving the
management of the item’s stock or production. For instance, in the travel domain,
destination management organizations can decide to advertise a specific region
to new customer sectors or advertise a particular type of promotional message
derived by analyzing the data collected by the RS (transactions of the users).

We mentioned above some important motivations as to why the system owner
introduces an RS and the item providers offer their services/items through the RS
platform. But naturally users will use an RS if it will effectively support their tasks
or goals. Consequently an RS must balance the needs of these three stakeholder and
offer a service that is valuable to all of them. Hence advanced evaluation techniques
must be introduced in order to proper assess the value and the impact of an RS across
multiple groups of stakeholders, as it is discussed in Chapters “Multistakeholder
Recommender Systems” and “Value and Impact of Recommender Systems”.

Without fully describing the range of dimensions that drive the adoption of RSs,
which is discussed in Chapter “Value and Impact of Recommender Systems”, we
want now to focus on the end user side and refer to Herlocker et al. [36], a paper
that has become a classical reference in this field. The authors define eleven popular
user’s tasks that an RS can assist in implementing. Some may be considered as
the main or core tasks that are normally associated with an RS, such as offering
suggestions for items that may be useful to a user. Others might be considered
as more “opportunistic” ways to exploit an RS. As a matter of fact, this task
differentiation is similar to what happens with other digital “tools”, e.g., a search
engine. Search engines primary function is to locate documents that are relevant
to the user’s information need, but it can also be used to check the importance of
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a webpage (looking at the position of the page in the result list of a query) or to
discover the various usages of a word in a collection of documents.

• Find Some Good Items: Recommend to a user some items as a ranked list along
with predictions of how much the user would like them (e.g., on a scale of
one-to-five stars). This is the main recommendation task that many commercial
systems address (see, for instance, Chapters “Music Recommendation Systems:
Techniques, Use Cases, and Challenges” and “Multimedia Recommender Sys-
tems: Algorithms and Challenges”). We note that some systems do not show the
predicted rating, especially when users may not be interested in understanding
why the item is recommended (e.g., in music).

• Find all good items: Recommend all the items that can satisfy the user needs, in
such cases it is insufficient to just find some of them. This is especially true when
the number of items is relatively small or when the RS is mission-critical, such as
in medical or financial applications. In these situations, in addition to the benefit
derived from carefully examining all the possibilities, the user may also benefit
from a motivated ranking of these items or from additional explanations that the
RS generates (see Chapter “Beyond Explaining Single Item Recommendations”).

• Annotation in context: Given an existing context, e.g., a list of items, emphasize
some of them depending on the user’s long-term preferences. For example, a TV
recommender system might annotate which TV shows displayed in the electronic
program guide (EPG) are worth watching (Chapter “Social Recommender
Systems”, provides interesting examples of this task).

• Recommend a sequence: Instead of focusing on the generation of a single
recommendation, the idea is to recommend a sequence of items, one by one or as
a whole. Typical examples include recommending, a next point of interest to visit,
a TV series, a book on RSs after having recommended a book on data mining, or
a compilation of musical tracks (see Chapters “Music Recommendation Systems:
Techniques, Use Cases, and Challenges”, and “Session-Based Recommender
Systems”, for more examples and discussion).

• Recommend a bundle: Suggest a group of items that fits well together. For
instance, a travel plan may be composed of various attractions, destinations, and
accommodation services that are located in a delimited area. From the point of
view of the user, these various alternatives can be considered and selected as a
single travel destination [45].

• Just browsing: In this task, the user browses the catalog without any imminent
intention of purchasing an item. The task of the RS is to help the user to browse
the items that are more likely to fall within the scope of the user’s interests for
that specific browsing session. This is a task that has also been supported by
adaptive hypermedia techniques [20].

• Find credible recommender: Some users do not trust recommender systems, thus
they play with them to see how good they are at making recommendations.
Hence, a certain system may also offer specific functions to let the users test
its behavior in addition to those just required for obtaining recommendations.
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• Improve the profile: This relates to the capability of the user to provide (input)
information to the recommender system about what he or she likes and dislikes.
This is a fundamental task that is strictly necessary to provide personalized
recommendations. If the system has no specific knowledge about the active user,
then it can only provide the same recommendations that would be delivered to an
“average” user (see Chapter “People-to-People Reciprocal Recommenders” for
an application domain where preference elicitation is critical).

• Express self: Some users may not care about the recommendations at all. Rather,
what is important to them is that they be allowed to contribute with their ratings
and express their opinions and beliefs. The user satisfaction for that activity can
still act as leverage, resulting in the user’s continued loyalty to the application (as
we mentioned prior, in discussing the service provider’s motivations).

• Help others: Some users are happy to contribute with information, e.g., their
evaluation of items (ratings), because they believe that the community benefits
from their contribution. This could be a major motivation for entering informa-
tion into a recommender system that is not used routinely. For instance, with an
automobile RS, a user who has already purchased a new car is aware that the
rating entered in the system is more likely to be useful to other users rather than
to oneself, the next time a new-car-purchase is contemplated.

• Influence others: In Web-based RSs, there are users whose main goal is to
explicitly influence other users into purchasing particular products. As a matter
of fact, there are also malicious users that may use the system simply to promote
or penalize certain items.

As these various points indicate, the role of an RS within an information system
can be quite diverse. This diversity calls for the exploitation of a range of different
knowledge sources and techniques. In the next two sections, we discuss the data that
an RS manages and the core technique used to identify the right recommendations.

3 Data and Knowledge Sources

RSs are information processing systems that actively gather various kinds of data
in order to build their recommendations. The data used within an RS can relate
to three kinds of objects: items, users, and interactions between the users and
the items. Some systems collect users’ features, such as their areas of interest,
age, or gender, while other gather items’ characteristics, such as the genre of a
movie or the price of an item. All systems, in order to learn users’ preferences
and generate recommendations, gather users’ interactions with items. In practice,
the data and knowledge sources available for an RS can be very diverse, and their
effective exploitation depends on the recommendation technique and the available
computational resources (see Sect. 4).

Items Items are the objects that are recommended. Available items data depends
on the complexity of acquiring them, for instance item features, which also
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depends on the availability of meta-data. For example, in a multimedia RS,
items such as images, require special image analysis algorithms to extract their
features from raw content. Text-based items, such as news, or items that have
long descriptions, s.a., reviews, require special algorithms to analyze the text and
extract meaningful relevant features from the text. Chapter “Natural Language
Processing for Recommender Systems” describes NLP methods that can be used
to extract meaningful information from textual descriptions of items (and users).
For example, by using such methods, features can be extracted from experts reviews
[55], and they may alleviate the cold-start scenario, i.e., when dealing with items that
have not gained yet enough interactions. Chapter “Semantics and Content-Based
Recommendations” presents methods for the representation of items (and users)
adopting semantic-aware representations of textual content. While early models
were not able to extract from the textual content a complete description of the item,
nor to encode semantic relationships between terms, semantic aware systems enable
to give meaning to information expressed in natural language and obtain a deeper
comprehension of the information conveyed by textual content, hence leading to
better RSs. Chapter “Semantics and Content-Based Recommendations” reviews
the main two approaches for semantic representation: endogenous, i.e., relying
on the distribution of keywords in documents, and exogenous, which resolves
semantic synonymy, polysemy and other language challenges, by utilizing external
knowledge, like taxonomies ontologies or other language related information.

Users Users of an RS, as we mentioned above, may have very diverse goals
and characteristics. In order to personalize the recommendations and the human-
computer interaction, RSs exploit a range of information about the users. This
information can be structured in various ways. User data is said to constitute the
user model [16, 30]. The user model profiles the user, i.e., encodes her preferences
and needs. Various user modeling approaches have been used and, in a certain sense,
an RS can be viewed as a tool that generates recommendations by building and
exploiting user models [13, 14]. The selection of what information to model depends
on the recommendation technique, the availability of data and the efforts required
to gather and extract the knowledge.

For instance, in collaborative filtering, a user is modeled as a simple list of his
ratings for certain items. In context aware RS (see Chapter “Context-Aware Rec-
ommender Systems: From Foundations to Recent Developments”) the user model
incorporates the contextual information to be utilized during the recommendation
process in order to recommend items to users under specific contextual situations.
For example, by using the temporal context, a travel recommender system would
include contextual features describing the weather, and the time of year when
the vacation was consumed, so that a vacation recommendation in winter can
be very different from the one recommended in summer. In content-based RSs
(see Chapter “Semantics and Content-Based Recommendations”) users could be
modeled by the content features of the items they consumed, and, similarly to the
items, such features may derive from of a variety of tabular and unstructured content.
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For example, textual user generated reviews about consumed items may be utilized
to enrich the user model [22, 55].

Interactions RSs record the interactions between their users and items in log-
like data that stores important information generated during the interactions. This
information is useful for the recommendation generation algorithm that the system
is using. For instance, a log may contain a reference to the item purchased by the
user, the events that led to the buying event (e.g., browsing, clicking, inclusion in the
basket, etc.), the rating that the user assigned to the item, or any other information
that the system collects about the time, the location of the interaction. An important
part of the information about the interactions is the user feedback to the item. User
feedback can be explicitly provided by users or implicitly inferred from the users’
behaviour.

Explicit feedback is known to be more reliable than implicit one and provides
a level of preference of the user for an item (e.g., ratings 1–5). However, explicit
feedback is often not available, or very sparse, since many users would not bother
to provide it. Ratings are the most popular form of explicit feedback data that RSs
collect [59]. According to [63], ratings can take on a variety of forms:

• Numerical ratings such as the 1–5 stars used in the RS offered by Amazon.com.
• Ordinal ratings, such as “strongly agree, agree, neutral, disagree, strongly

disagree” where the user is asked to select the term that best indicates his or
her opinion regarding an item (usually via questionnaire).

• Binary ratings that model choices in which the user is simply asked to decide if
a certain item is good or bad.

Implicit feedback relates to the inference of the user’s preference for an item
from the observed interaction of the user with the item, for instance during a
recommendation session (see Chapter “Session-Based Recommender Systems”).
Implicit feedback is typically available for many more items than those available
for explicit feedback. In fact, various types of user-item interactions (clicking,
buying, adding to the basket, and many more) provide some implicit indication of
the user’s preference. Such feedback can be considered as unary ratings, and does
not indicate a specific level of preference. The interactions are typically interpreted
as positive implicit preferences. However, the absence of an interaction cannot be
simply considered as a sort of negative feedback. Usually, there is not enough data
to precisely derive the reasons for a missing interaction: the user may dislike the
item, or may have not seen it at all, or may have consumed it already in the past.
Chapter “Item Recommendation from Implicit Feedback” describes the challenges
of building RSs from implicit feedback, and provides methods to address them.
First, since implicit feedback refers to items that the users consumed in the past,
the data is noisy and gives a weak signal of positive preferences. Most of the items
do not have interactions and considering all these absence of interactions as a weak
negative signals of preference leads to high training costs. That makes standard
training algorithms hard to apply.
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An important data characteristic dimension relates to the time span of the data.
A user may have a long-term or a short-term profile depending of his or her
interaction with the system. If the user is registered and known to the system, the
system can indeed learn user’s preferences from his past interactions. However, for
scenarios where the user is a guest of the system, not registered, or would like to
stay anonymous, the system can learn the user’s preferences only from the current
session. In such session-based scenarios, the RS aims to tailor item suggestions to
the short-terms needs and the predicted intents of the user that are learned from
the interactions during the session. This is termed session-based recommendation.
In addition, it can happen that the user is know to the system but may change her
intents from session to session, depending on her specific task. For instance, in one
session a user could like to buy a present for an elderly person (parent), and in a
different session the same user may buy items for personal use. Chapter “Session-
Based Recommender Systems” elaborates on practical application scenarios for
session-based recommender systems, defines the problem, outlines the challenges,
and finally describes approaches to address these challenges.

In addition, a user model in context-based RSs, as described in Chapter “Context-
Aware Recommender Systems: From Foundations to Recent Developments”, is
dynamic and changes based on contextual features such as temporal, location, mood
or any other relevant features. Usually in context-aware RSs the users are known to
the system and have user models that should be altered according to the contextual
information to address the short-term preferences emerging in a specific context.

We should stress that utilizing the right data is fundamental to the performance
of an RS. As described above, a variety of data and knowledge sources can be
leveraged in various RSs techniques. The decision about the data to use for a system,
and how to use it should be done carefully while considering availability of data, the
recommendation algorithm, the required effort, and the available resources.

4 Recommendation Techniques

To implement its core function, identifying useful items for the user, an RS must
predict that an item is worth recommending. To achieve this goal, the system must
be able to predict the utility of some items, or at least compare the utility of some
items, and then decide which items to recommend based on this comparison. The
prediction step may not be explicit in the recommendation algorithm, but we can
still apply this unifying model to describe the general role of an RS. Here, our goal
is to provide the reader with a unifying perspective rather than an account of all the
different recommendation approaches that are illustrated in this handbook.

To illustrate the prediction step of an RS, consider, for instance, a simple and non-
personalized recommendation algorithm that recommends only the most popular
songs. The rationale for using this approach is that in the absence of more precise
information about the user’s preferences, a popular song, i.e., one that is liked (high
utility) by many users, will also most likely appeal to a generic user, or at least with
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a higher likelihood than another randomly selected song. Hence, the utility of such
popular songs is predicted to be reasonably high for this generic user.

This view of the core recommendation computation as the prediction of the
“utility” of an item for a user has been suggested in [3] and updated in [61] by
referring to a more generic concept of “evaluation” of the user for an item, rather
than utility. Both papers model this degree of utility (evaluation) of the user u for
the item i as a (real-valued) function R(u, i), as it is usually done in collaborative
filtering by considering users’ ratings for items. Then the fundamental task of an
RS is to predict the value of R over pairs of users and items, or in other words,
to compute R̂(u, i), where we denote with R̂ the estimation, computed by the RS,
for the true function R(u, i). Consequently, having computed this prediction for
the active user u on a set of items, i.e., R̂(u, i1), . . . , R̂(u, iN ), the system will
recommend the items ij1 , . . . , ijK (K ≤ N ) with the largest predicted utility. K
is typically a small number, that is, much smaller than the cardinality of the items
set or the items on which a user utility prediction can be computed, i.e., RSs “filter”
the items that are recommended to users.

As mentioned above, some RSs do not fully estimate the utility before making a
recommendation. Instead, they may apply some heuristics to hypothesize that an
item may be of use to a user. This is typical, for instance, in knowledge-based
systems. These systems use various kinds of knowledge about users, items, and
the utility function itself. However, these approaches are much less prevalent in
real-world scenarios. Thus, we will not cover them in this handbook edition (the
reader is welcome to read the corresponding chapters in the second edition of this
handbook).

It is also important to note that sometimes the user utility for an item depends on
other variables, which we generically call “contextual”. For instance, the utility of
an item for a user can be influenced by the time and user location when the recom-
mendation is requested. For instance, users may be more interested in items (e.g.,
restaurant) closer to their current location. Consequently, the recommendations
must be adapted to these specific additional conditions and as a result, it becomes
increasingly more difficult to correctly estimate what the right recommendations
are.

This handbook presents several different types of recommender systems that vary
in terms of the addressed domains and especially regarding the recommendation
algorithm, i.e., how the prediction of the utility of a recommendation is made. Other
differences relate to how the recommendations are finally assembled and presented
to the user in response to user requests. These aspects are discussed as well, later in
this introduction.

To provide an initial overview of the different types of RSs, we want to quote
a taxonomy provided by [21] that has become a classical way of distinguishing
between recommender systems and referring to them. Burke [21] distinguishes
between six different classes of recommendation approaches:

Content-Based The system learns to recommend items that are similar to the ones
that the user liked in the past. The similarity of items is calculated based on the
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features associated with the compared items. For example, if a user has positively
rated a movie that belongs to the comedy genre, then the system can learn to
recommend other movies from this genre [43].

Classic content-based recommendation techniques aim at matching the attributes
of the user profile against the attributes of the items. In most cases, the items’
attributes are simply keywords that are extracted from the items’ descriptions.
Semantic indexing techniques represent the item and user profiles using concepts
instead of keywords. Chapter “Semantics and Content-Based Recommendations”
presents a comprehensive survey of semantic indexing techniques to overcome the
main problems of classical keyword-based systems. The authors present two main
groups of semantic indexing techniques: exogenous and endogenous. Techniques
in the former group rely on the integration of external knowledge sources, such as:
ontologies, encyclopedic knowledge (such as Wikipedia) and data from the Linked
Data cloud, while techniques in the latter group rely on a lightweight semantic
representation based on the hypothesis that the meaning of words depends on their
usage in large corpora of textual documents. Chapter “Semantics and Content-Based
Recommendations” demonstrates how to utilize semantic approaches to realize a
new generation of semantic content-based recommender systems by describing their
main potentials and limitations.

Collaborative Filtering The original and most simple implementation of this
approach [32] makes recommendations to the active user based on items that
other users with similar tastes liked in the past. The similarity in the taste of
two users is calculated based on the similarity in the rating history of the users.
This is the reason why [64] refers to collaborative filtering as “people-to-people
correlation.” Collaborative filtering is considered to be the most popular and widely
implemented technique in RS. Chapter “Trust Your Neighbors: A Comprehensive
Survey of Neighborhood-Based Methods for Recommender Systems” presents a
comprehensive survey of neighborhood-based methods for collaborative filtering.
Neighborhood-based methods focus on relationships between items or, alternatively,
between users. An item-based approach models the preference of a user to an
item based on ratings of similar items by the same user. Neighborhood-based
methods have obtained considerable popularity due to their simplicity, efficiency,
and ability to produce accurate and personalized recommendations. Chapter “Trust
Your Neighbors: A Comprehensive Survey of Neighborhood-Based Methods for
Recommender Systems” describes the main benefits of such methods, as well
as their principal characteristics. Moreover, the chapter addresses the essential
decisions that are required while implementing a neighborhood-based recommender
system and gives practical information on how to make such decisions. Perhaps the
decision that has the greatest impact on the rating prediction and computational
performance of the recommender system is the choice between a user-based and an
item-based method. In typical commercial recommender systems where the number
of users exceeds the number of available items, item-based approaches should be
preferred since they provide more accurate recommendations, while being more
computationally efficient and requiring less frequent updates. On the other hand,
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user-based methods usually provide more original recommendations, which may
lead users to a more satisfying experience [26].

Finally, the problems of sparsity and limited coverage, often observed in
large commercial recommender systems, are discussed by exploring two research
directions: dimensionality reduction and graph-based techniques. Dimensionality
reduction provides a compact representation of users and items that captures their
most significant features. An advantage of such an approach is that it allows to
obtain meaningful relations between pairs of users or items, even though these
users have rated different items, or these items were rated by different users. On the
other hand, graph-based techniques exploit the transitive relations in the data. These
techniques also avoid the problems of sparsity and limited coverage by evaluating
the relationship between users or items that are not directly connected. However,
unlike dimensionality reduction, graph-based methods also preserve some of the
“local” relations in data.

Chapter “Advances in Collaborative Filtering” presents several techniques avail-
able for building Collaborative Filtering (CF) RSs. Specifically, the authors discuss
latent factor models, such as matrix factorization (e.g., Singular Value Decompo-
sition, SVD). These methods map both items and users to the same latent factor
space. The latent space is then used to explain ratings by characterizing both
products and users in term of factors automatically inferred from user feedback. The
authors elucidate how SVD can handle additional features of the data, including
implicit feedback and temporal information. They also describe techniques to
address shortcomings of neighborhood techniques by suggesting more rigorous
formulations using global optimization techniques. Utilizing such techniques makes
it possible to lift the limit on neighborhood size and to address implicit feedback and
temporal dynamics. The resulting accuracy is close to that of matrix factorization
models, while offering a number of practical advantages.

Particular attention should be given to the scenario in which the users give no
explicit feedback. In Chapter “Item Recommendation from Implicit Feedback” the
authors provide a comprehensive review of the core challenges in learning item
recommendation from implicit feedback. The authors present various methods to
address these challenges: sampling methods for general scoring functions based on
pointwise, pairwise and softmax losses are described. Moreover, efficient training
algorithms that can be applied to dot product models and square losses are discussed.
Finally, they present sublinear time approaches for the retrieval task in which the
most recommended items are quickly detected from the whole long item catalogue.

As deep learning gained popularity in various domains such as computer vision,
more and more researchers started to incorporate deep learning methods in RS [73].
In particular, collaborative filtering tasks that were solved using SVD methods has
been transformed into their corresponding deep learning solution. Since 2010, a
variety of deep learning designs and methods have been developed for RS. Deep
learning has many advantages in the context of RS. First, it can save time for
the practitioners because deep learning requires less feature engineering work.
Moreover, it can process unstructured raw data such as text, sound, image and video,
which are very common in many RSs.
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In Chapter “Deep Learning for Recommender Systems” the authors overview
some key methods and highlight the impact of deep learning techniques in the
recommender systems field. They present a range of challenging tasks in rec-
ommendation, such as cold-start problem, explainability, temporal dynamics, and
robustness that can be addressed using deep neural networks. In the first part
of the chapter, the authors describe the basics of deep learning techniques that
are widely used in RS, including multilayered perceptrons, convolutional neural
networks (CNN), recurrent neural networks (RNN), deep reinforcement learning,
etc. Then the authors explain how users, items and their interactions can be modeled
by a deep learning architecture. Finally, they describe various applications of deep
learning in RS-related domains, such as e-commerce, online entertainment, news
and point-of-interests.

Community-Based This type of systems recommends items based on the prefer-
ences of the users friends. This technique follows the epigram, “Tell me who your
friends are, and I will tell you who you are” [7, 12]. Evidence suggests that people
tend to rely more on recommendations from their friends than on recommendations
from similar but anonymous individuals [69]. This observation, combined with
the growing popularity of open social networks, is generating a rising interest in
community-based systems or, as they are usually referred, social recommender
systems [31] (see Chapters “Social Recommender Systems” and “People-to-People
Reciprocal Recommenders”). This type of RS models and acquires information
about the social relations of the users and the preferences of the users friends. The
recommendation is based on ratings that were provided by the user’s friends. In
fact these RSs are following the rise of social-networks and enable a simple and
comprehensive acquisition of data related to the social relations of the users.

There are a few more types of RSs that will not be covered explicitly in this
edition, but we shortly discuss them here for the sake of completeness:

Demographic This type of systems recommends items based on the demographic
profile of the user [17]. The assumption is that different recommendations should
be generated for different demographic niches. Many websites adopt simple and
effective personalization solutions based on demographics. For example, users are
dispatched to particular websites based on their language or country. Or, suggestions
may be customized according to the age of the user. While these approaches have
been quite popular in the marketing literature, there has been relatively little proper
RS research on demographic systems.

Knowledge-Based Knowledge-based systems recommend items based on spe-
cific domain knowledge about how certain item features meet users’ needs and
preferences and, ultimately, how the item is useful for the user. Notable knowledge-
based recommender systems are case-based [19, 24, 28, 39, 62]. In these systems,
a similarity function estimates how much the user’s needs (problem description)
match the recommendations (solutions of the problem). Here, the similarity score
can be directly interpreted as the utility of the recommendation for the user.
Knowledge-based systems tend to work better than others at the beginning of their
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deployment but if they are not equipped with learning components, they may be
surpassed by other shallow methods that can exploit the logs of the human/computer
interaction (as in CF).

Hybrid Recommender Systems These RSs are based on the combination of the
above mentioned techniques. A hybrid system combining techniques A and B tries
to use the advantages of A to fix the disadvantages of B. For instance, CF methods
suffer from new-item problems, i.e., they cannot recommend items that have no
ratings. This does not limit content-based approaches since the prediction for new
items is based on their description (features) that are typically easily available. Given
two (or more) basic RSs techniques, several ways have been proposed for combining
them to create a new hybrid system (see [21] for the precise descriptions). Moreover,
the emergence of deep learning techniques made it much easier to build hybrid
RS [53].

As we have already mentioned, the context of the user when he or she is seeking
a recommendation can be used to better personalize the output of the system. For
example, in a temporal context, vacation recommendations in winter should be very
different from those provided in summer [11]. Or a restaurant recommendation
for a Saturday evening with one’s friends should be different from that suggested
for a workday lunch with co-workers [1]. Chapter “Context-Aware Recommender
Systems: From Foundations to Recent Developments” reviews the topic of context-
aware recommender systems (CARS). It presents the general notion of context
and how it can be modeled in RSs. As it discusses the possibilities of combining
several context-aware recommendation techniques into a single unified approach,
the authors also provide a case study of one such combined approach.

Three popular different algorithmic paradigms for incorporating contextual
information into the recommendation process are discussed: reduction-based (pre-
filtering), contextual post filtering, and context modeling. In reduction-based (pre-
filtering) methods, only the information that matches the current usage context,
e.g., the ratings for items evaluated in the same context, are used to compute
the recommendations. In contextual post filtering, the recommendation algorithm
ignores the context information. The output of the algorithm is filtered/adjusted
to include only the recommendations that are relevant in the target context. In the
contextual modeling, the more sophisticated of the three approaches, context data is
explicitly used in the prediction model.

5 Special Recommendation Techniques

It is clear from the previous sections that RS research is evolving in numerous and
diverse directions, and special topics are emerging or becoming more important
subjects of investigation. In this handbook, we cover some of these topics. Indeed,
some have already been mentioned, such as: context-aware recommendations
(Chapter “Context-Aware Recommender Systems: From Foundations to Recent
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Developments”), which addresses the challenges and reviews methods to leverage
contextual information into the recommendation process; and session-based rec-
ommendations (Chapter “Session-Based Recommender Systems”) that deals with
challenges emerging from the scenario of short-term modeling of anonymous users
during sessions. Other important topics are covered in this handbook and we will
now briefly introduce them.

Chapter “Group Recommender Systems: Beyond Preference Aggregation” deals
with situations in which the system should recommend information or items that are
relevant to a group of users rather than to an individual. For instance, an RS may
select television programs for a group to view or a sequence of songs to listen to,
based on preference models of all the group members. Recommending to groups
is clearly more complicated than recommending to individuals. Assuming that we
know precisely what is good for individual users, the issue is how to combine
the individual user models of the group members. In this chapter, the authors
present usage scenario for group recommendation and discuss how to acquire
information about individual users preferences in a group setting. The chapter
includes a discussion of how the system knows who forms the group, i.e., who
is present, and how to display and explain group recommendations. Moreover, the
chapter includes a description of methods to help users reach a final decision, thus
optimizing multiple criteria, while considering fairness (see also Chapter “Fairness
in Recommender Systems”), and adopting methods from the multistakeholder RSs
that are described in Chapter “Multistakeholder Recommender Systems”.

Chapter “Adversarial Recommender Systems: Attack, Defense, and Advances”
discusses the vulnerability of RSs to adversarial attacks where an intelligent and
adaptive attacker may deliberately manipulate data thereby violating the underlying
stationary assumption of ML-based systems [15], that is, that the training data
and test data are sampled from a similar (and possibly unknown) distribution.
Adversarial attacks risk the security of RSs, and may compromise the integrity of
the system, usually with the goal to harvest recommendation outcomes toward an
illegitimate benefit, e.g., pushing some targeted items into the top-K list of users
for market penetration. RSs should perhaps be designed with security-awareness so
that to face adversarial attacks. The chapter is focused on machine-learned attacks
based on the adversarial machine learning paradigm, rather than on traditional hand-
crafted shilling attacks. The chapter introduces foundation concepts of adversarial
machine learning (AML), and reviews the widely adopted attack and defense
strategies focusing on adversarial attacks and defense against recommendation
models, as well as on possible evaluation methods and metrics for evaluating them.

Chapter “People-to-People Reciprocal Recommenders” describes a special rec-
ommendation scenario where the RS recommends users to other users, such as
employers to employees, or matching dating options to pairs of users. Thus, the
system is required to satisfy the two parties involved in the recommendation
(reciprocity) rather than the common one sided recommendation of items to an
individual. The authors discuss the distinctive characteristics of reciprocal RSs,
review previous works in various domains including social networks, mentor-
mentee matching, recommending students to their colleagues in on-line courses
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setting, job recommendation, and on-line dating. The authors also present a
complete case study in on-line dating.

The idea of relating recommendations in different systems or domains by
exploiting user data collected in one system or domain to produce recommendations
in another, is at the base of the research on cross-domain recommender systems
illustrated in Chapter “Design and Evaluation of Cross-Domain Recommender
Systems”. In fact, recommender system applications are typically restricted to a
particular type of item (movies, food, etc.), however, e-commerce sites like Amazon,
eBay, and Alibaba regularly collects user feedback for items across multiple
domains. Cross domain preferences of users might also be collected from their
social media content or in parallel from several systems (one for each domain).
It may, therefore, be beneficial to leverage all the available user data provided in
various systems and domains. Recommendation quality can be improved, especially
by mitigating the cold start and spare-data challenges where knowledge acquired in
a “source” domain can be used in the sparse-data target domain. Moreover, cross-
domain RSs can enable cross-selling recommendations, where items from multiple
domains are suggested together (e.g., a movie and a book on a recommended singer).
In this chapter, the authors formally define the cross-domain recommendation
problem, and try to provide a unifying perspective by merging ideas and approaches
which arise in distinct disciplines. The chapter provides an analytical categorization
of prior work, and identifies open issues for future research.

6 Recommender Systems Evaluation

Recommender systems research is being conducted with a strong emphasis on
practice and commercial applications. One very important issue related to the
practical side of RS deployment is the necessity of evaluating the quality and value
of the system. Evaluation is required at different stages of the system’s life cycle and
for various purposes [2, 36] (see Chapter “Evaluating Recommender Systems”).

At design time, evaluation is required to verify the selection of the appropriate
approach for the specific system goals, of the various system’s stakeholders that
have been identified. For instance, if a tourism RS is designed to improve the
visitors’ knowledge of the destination and increase the visits’ count in the less
known areas, then a technique characterised by high predictive precision is not
in order, while a model that can manage well “new items”, i.e., items almost
never consumed before is pivotal [46]. In the design phase, evaluation should
be implemented off-line and the recommendation algorithms, i.e., their computed
recommendations, are compared with the stored user interactions. An off-line
evaluation consists of running several algorithms on the same datasets of user
interactions and comparing their performances along a set of metrics measuring
alternative and complementary dimensions, e.g., precision vs. diversity of the
recommendations (see Chapter “Novelty and Diversity in Recommender Systems”).
This type of evaluation is usually conducted on existing public benchmark data if
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appropriate data is available, or, otherwise, on collected data. The design of the off-
line experiments should follow known experiment design practices [9] in order to
ensure reliable results.

Off-line experiments can give some indications on the quality of the chosen
recommendation algorithm in fulfilling the system defined task and goals. However,
such an evaluation cannot provide any insight about the user satisfaction, acceptance
or experience with the system. That is, the algorithm might be very accurate in
solving the core recommendation problem, i.e., identifying relevant items, but for
some other reason the system may not be accepted by users, for example, because
the performance of the system was not as expected. It is also worth noting that
the RS may find the “correct” recommendations for a user, i.e., items that are
matching the user needs and wants, but the user may not be able to immediately
asses it, especially in those domains where the user may not be able to experience
the recommended items at once. For instance, while the songs suggested by a music
RS may immediately be played and evaluated, how much a book will make us feel
is difficult to assess, before actually reading large part of the book itself.

Therefore, a user-centric evaluation is also required. It can be performed online
after the system has been launched, or as a focused user study. During online
evaluation, real users interact with the system without being aware of the full nature
of the experiment running in the background. It is possible to run various versions
of the algorithms on different groups of users for comparison and analysis of the
system logs in order to enhance system performance. In addition, most of the RS
algorithms include parameters, such as weight thresholds, the number of neighbors
in collaborative filtering, etc., requiring constant adjustment and calibration.

Focused user studies are conducted when the online evaluation of the system in
the real context of usage is not feasible or too risky. In this type of evaluation, a
controlled experiment is planned where a small group of users are asked to perform
different tasks with various versions of the system. It is then possible to analyze
the user’s performance and to distribute questionnaires so that users may report on
their experience. In such experiments, it is possible to collect both quantitative and
qualitative information about the systems.

In recent years there has been an increased interest in user-centric evaluation
procedures and metric for recommender systems. Researchers realized that rec-
ommender systems’ goals extend beyond the accuracy of the algorithms [40] as
tools to provide a helpful and enjoyable, personalized experience that leads to
user retention and satisfaction. This approach broadened the range of evaluated
aspects of an RS to included aspects such as the form of preference elicitation,
the presentation of the recommended results (e.g., one top item, top N items, or
predicted ratings), and finally, the evaluation of the explanations provided to the
users. Explanations may serve a few goals: the most popular is the justification of
results, i.e., explaining to the user why the system decided to recommend a specific
item. Other goals may include increasing trust in the system, persuading the user
to purchase the recommended item, and helping a user with their decision making.
When designing the evaluation of the recommendation explanation, it is therefore
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important to identify the goal of the explanation and adjust a suitable metric for
measuring it.

Chapter “Evaluating Recommender Systems” details the three previously men-
tioned types of experiments that can be conducted in order to evaluate recommender
systems, namely, offline, online and user studies. It presents their advantages and
disadvantages, and defines guidelines for choosing the methods for evaluating them
by considering the properties that are to be evaluated. Unlike existing discussions
of RS evaluation in the literature that usually focuses mainly on the accuracy
of an algorithm’s prediction [36] and related measures, this chapter is unique
in its approach to the evaluation discussion since it focuses on property-directed
evaluation. It provides a large set of properties (other than accuracy) that are
relevant to the system’s success. For each of the properties, the appropriate type of
experiment and relevant measures are suggested. Among the list of properties are:
coverage, cold start, confidence, trust, novelty, risk, and serendipity. The chapter
describes the difficulties and pitfalls of each of the properties and guidelines for the
selection of the suitable evaluation type and properties for a given recommendation
task and system.

As we have already discussed in Sect. 2, RSs are used by multiple stakeholders
and for diverse and sometime competing goals. Chapter “Multistakeholder Recom-
mender Systems” also discusses how system evaluation can take into account the
perspectives of multiple stakeholders. A multistakeholder perspective on evaluation,
in fact, focuses on additional aspects of system performance that may be quite
important. For instance, a multi-sided platforms such as eBay, Etsy, Offer Up, or
AirBnB, have a key business requirement of attracting and satisfying the needs of
providers as well as users. Hence, a system of this type will also need to evaluate its
performance from the provider perspective. The importance of such an evaluation
should be evident. For instance, providers whose items are not recommended may
experience poor engagement from users and lose interest in participating in the
platform. Fewer providers on the platform could then lead to a decline in user
interest in the platform as they may find it not comprehensive enough. Or, in
an e-commerce platform, the profit of each recommended item may be a factor
in ordering and presenting recommendation results. This marketing function of
recommender systems was apparent from the start in commercial applications, but
rarely included as an element of research systems.

Chapter “Value and Impact of Recommender Systems” completes the treatment
of the topic of evaluating RSs by focusing on the capability of RSs to influence the
users choices and their behavior. This is especially important is systems where the
recommendations are central to the user experience of the service. For instance, in
a system like YouTube or Netflix a large fraction of the observed interactions stems
from recommendations. RSs can even increase this fraction with a self-enforcing
cycle; if the content that users come across during browsing has already been pre-
filtered and personalized. The use of recommender systems therefore also bears
some risks and can potentially even lead to negative and undesired effects, such as
limiting the range of items that are actually recommended, hence negating one of
the main goals of RSs: information discovery. The chapter discusses how the impact
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of recommender systems is currently measured, with a particular focus on measures
that are used in practice.

A related and very important topic that also emerged in the last years is the
fairness of the RS behaviour (Chapter “Fairness in Recommender Systems”). This
defines another dimension for the evaluation of RSs, which goes beyond accuracy or
user satisfaction. In fact, RSs pose unique challenges for investigating the fairness
and non-discrimination concepts that have been developed in other machine learning
literature. The multistakeholder nature of recommender applications, the ranked
outputs, the centrality of personalization, and the role of user response complicate
the problem of identifying precisely what type of fairness may be relevant, and
how to precisely measure and evaluate it. In Chapter “Fairness in Recommender
Systems” the authors distinguish various ways a recommender system may be unfair
and provide a conceptual framework for identifying the fairness that arise in an
application and designing a project to assess and mitigate them.

7 Recommender Systems and Human-Computer Interaction

As we have illustrated in the previous sections, researchers have been chiefly
concerned with designing a range of technical solutions and leveraging various
sources of knowledge to achieve better predictions about the “utility” of the various
items for the target user, or what is going to be chosen by the target user, in
order to “anticipate” these choices with targeted recommendations. The under-
lying assumption behind this research activity is that presenting these “correct”
recommendations, or the best options, would be sufficient. In other words, the rec-
ommendations should speak for themselves and the user should definitely accept the
recommendations if they are correct. This is clearly an overly simplified account of
the recommendation problem and the delivery and acceptance of recommendations
is not so straightforward.

In practice, users need recommendations because they do not have enough
knowledge to make an autonomous decision. Consequently, it may not be easy for
them to evaluate the proposed recommendation. Hence, various researchers have
tried to understand the factors that lead to the acceptance of a recommendation by a
given user [8, 25, 35, 50, 67, 71].

Swearingen and Sinha [71] were among the first to point out that the effectiveness
of an RS is dependent on factors that go beyond the quality of the prediction algo-
rithm. In fact, the RS must also convince users to try (read, buy, listen, watch, etc.)
the recommended items. This, of course, depends on the individual characteristics
of the selected items, and therefore on the recommendation algorithm. The process
also depends, however, on the particular human/computer interaction supported by
the system when the items are presented, compared, and explained. Swearingen
and Sinha [71] found that from a user’s perspective, an effective recommender
system must inspire trust in the system and it must have a system logic that is
at least somewhat transparent. Additionally, the authors note that it should point
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users towards new, not-yet-experienced items, and should provide details about
recommended items, including pictures and community ratings, and finally, it
should present ways to refine recommendations.

Swearingen and Sinha [71] and other similarly oriented researchers do not dimin-
ish the importance of the recommendation algorithm, but claim that its effectiveness
should not be evaluated only in terms of the accuracy of the prediction, i.e., with
standard and popular Machine Learning or Information Retrieval metrics, such as
Mean Absolute Error (MAE), precision, or Normalized Discounted Cumulative
Gain (NDCG) (see Chapter “Evaluating Recommender Systems”). Other dimen-
sions should be measured that relate to the acceptance of the recommender system
and its recommendations. These ideas have been remarkably well presented and
discussed also by McNee et al. [50]. In that work, the authors propose user-centric
directions for evaluating recommender systems, including: the similarity of recom-
mendation lists, recommendation serendipity, and the importance of user needs and
expectations in a recommender. These seminal papers have played an important
role in driving the RSs research towards a more user-centric analysis. In this
handbook some, already mentioned contributions, deal with these novel evaluation
dimensions: Chapters “Fairness in Recommender Systems”, “Novelty and Diversity
in Recommender Systems”, and “Value and Impact of Recommender Systems”.

An essential goal of recommender systems is to help users make better choices
[23, 34, 37]. Thus, it is important to understand how people make choices and
how the human decision making process can be supported. Chapter “Individual
and Group Decision Making and Recommender Systems” begins with a compact
overview of the psychology of everyday choice and decision making that is based on
a large literature of psychological research and formulated so as to be relevant and
accessible to recommender systems research community. The authors explain how
recommender systems can be viewed as one of many available tools for facilitating
choice. Then, the authors provide a high-level overview of strategies for helping
people make better choices, indicating how recommender systems fit into the greater
picture of choice. The authors show how an understanding of human decision
making can inform research and practice concerning these processes. The revised
version of this chapter extends the analysis to choices made by groups and their
support by recommender systems for groups.

Personality accounts for the most important way in which individuals differ in
their enduring emotional, interpersonal, experiential, attitudinal and motivational
styles. Several recent studies have shown that personality can be especially useful
at tackling the issues of the cold start problem in RSs and in generating diverse
recommendations. Hence, the exploitation of the user personality can improve the
user-system interaction in several ways. Chapter “Personality and Recommender
Systems” discusses first how personality relates to user preferences and how to use
personality in recommender systems. The authors present the Five Factor Model
(FFM) of personality. This model appears suitable for usage in RSs as it can be
easily quantified in terms of features corresponding to the main factors. The acqui-
sition of the personality factors for an observed user can be made either explicitly
through questionnaires or implicitly using machine learning approaches on data
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derived from social media streams or mobile phone call logs. The authors survey
personality acquisition methods, strategies for using personality in recommender
systems, and available datasets to use in offline recommender systems experiment.

Finally, Chapter “Beyond Explaining Single Item Recommendations” tackles
an additional aspect of the user-centric approach to evaluation and highlights
an important aspect of RS: explanations of the recommendation results to the
users. It examines the reasons that make an evaluation “good” and the effects
that explanations might have on RS acceptance. The chapter first analyses the
interaction between the recommender system and the explanation in terms of
preference elicitation methods and the presentation of results, as well as the
recommendation algorithm. Then, explanation styles are described, along with
examples of explanation in existing systems. The goals of explanations are listed
from which metrics that measure the success of explanations in achieving these
goals are described. The chapter concludes with challenges related to explanations.
This includes the context in which explanations should be shown, and a major
challenge in evaluating the interaction between acceptance of recommendation and
explanations, as well as how to assure that explanations are indeed helpful and do
not lead users to make poor decisions.

8 Recommender Systems Applications

Recommender systems research, aside from its theoretical contribution, is generally
aimed at practically improving industrial RSs and involves research about various
practical aspects that apply to the implementation of the systems. Indeed, an RS is an
example of large-scale machine learning and data mining algorithms in commercial
practice [5, 6]. The common interest in the field, both from the research community
and the industry has leveraged the availability of data for research on one hand and
the evolution of enhanced algorithms on the other hand. Practical related research
in RSs examines aspects that are relevant to different stages in the life cycle of an
RS, namely, the design of the system, its implementation, evaluation, maintenance
and enhancement during system operation. The Netflix Prize announced in 2006,
described in Chapter “Advances in Collaborative Filtering”, was an important
event for the recommender systems research community and industry, and their
mutual interaction. It highlighted the importance of the recommendation of items to
users and accelerated the development of many new data mining recommendation
techniques. Even though the Netflix Prize initiated a lot of research activities, the
prize addressed a simplification of the full recommendation problem. It reduced the
recommendation problem to the prediction of user’s ratings while optimizing the
Root Mean Square Error (RMSE).

The first factor to consider while designing an RS is the application’s domain,
as it has a major effect on the algorithmic approach that should be taken. In [51]
the authors provide a taxonomy of RSs and classify existing RS applications to
specific application domains. Based on these specific application domains, we
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define more general classes of domains for the most common recommender systems
applications:

• Entertainment—recommendations for movies, music, games, and IPTV.
• Content—personalized newspapers, recommendation for documents, recommen-

dations of webpages, e-learning applications, and e-mail filters.
• E-commerce—recommendations of products to buy such as books, cameras, PCs

etc. for consumers.
• Services—recommendations of travel services, recommendation of experts for

consultation, recommendation of houses to rent, or matchmaking services.
• Social—recommendation of people in social networks, and recommendations of

content social media content such as tweets, Facebook feeds, LinkedIn updates,
and others.

As recommender systems became more popular, interest roused in the potential
advantages of new and diverse applications, such as recommending insurance
policies, or recommending questions for question-answering systems. As the above
list cannot cover all the application domains that are now being addressed by RS
techniques: it gives only an initial description of the various types of application
domains.

The developer of an RS for a certain application domain should understand the
specific facets of the domain, its requirements, application challenges and limita-
tions. Only after analyzing these factors one can be able to select an appropriate
recommendation algorithm and to design an effective human-computer interaction.
In the current version of the handbook, some of the chapters in this section describe
applications of recommender systems in specific domains. Each of these chapters
describes the requirements of an RS for a specific domain, its precise challenges
and the suitable technologies and algorithms for addressing them.

A popular domain for recommendation is music, presented in Chapter “Music
Recommendation Systems: Techniques, Use Cases, and Challenges”. Unique fea-
tures of music items that pose various challenges for recommendations should
be considered when designing and evaluating RSs for music. Such challenges
include, for example, the short time that it takes a user to gain an opinion about
a recommended item, as compared to a movie or a book, or the fact that the same
item can be recommended many times. In addition, music can be recommended as
a single item, a playlist, and abstracted by genre, performer, or band. Music RSs,
as opposed to many other domains, rely heavily on content-based recommendation
which brings specific challenges to the domain [49].

Another notable example of RSs that emerged with the diffusion of new
communication technologies are recommender systems related to the social web,
and specifically those that target the social media domain. With the rise of social net-
works (e.g., Facebook, LinkedIn, Tweeter, Flickr, and others), users are overloaded
with information, activities and interactions. Social recommender systems are RSs
that aim at assisting the user in identifying relevant content (e.g., tweets, feeds or
images), and engage only in relevant activities and interactions (e.g., discussions,
or comments). Apart from the RSs that have been developed to be dedicated to
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social media, recommender systems in other domains can benefit from the new
types of data that social media introduces about users to enhance the quality of
standard RSs [31]. The term Social RS covers many types of RSs that are relevant
to social media platforms. Chapter “Social Recommender Systems” describes two
main types: recommendations of social media content and recommendations of
people. For recommendations of social content, the chapter reviews various social
content media domains, and provides a detailed case study and insights learned
from a recommender system operated in the enterprise which suggests mixed social
media items. The chapter lists three different types of people recommendations,
namely, the recommendation of familiar people (e.g., classmates, family members)
that are not connected in the network; recommendations of interesting people (to
connect with, or follow), and recommendations of strangers (to date, to hire, or for
various other purposes). It explains the complexity of people-recommendation and
lists key topics that should be considered and should be further investigated. The list
includes: the need for explanation, privacy concerns, social relationships, trust and
reputation, as well as the need to define special evaluation measures.

In Chapter “Multimedia Recommender Systems: Algorithms and Challenges”
the authors present multimedia recommender systems. These systems utilize mul-
timodal data (e.g., image, text, audio, video) to represent the items. This rep-
resentation is then used in a content-based filtering RS or a hybrid RS that
combines collaborative filtering and content-based filtering. Multimedia recom-
mender systems are commonly used in various application domains. For example,
they are frequently used to recommend videos on entertainment platforms. They are
also used for recommending photos on social media platforms or recommending
paintings to visit in a (virtual) museum. Other domains include recommending news
videos and short user-generated videos. Typical examples of audio recommendation
include music creation (e.g., recommending sounds such as drum loops to a creator
of electronic music), music consumption (e.g., automatic playlist generation), and
information (e.g., podcast recommendation). Multimedia recommender systems can
be used to extract features for obtaining a proxy multimedia representation of items
to recommend non-media items. For example, many fashion and food RSs are
leveraging the visual modality to enhance recommendation. In Chapter “Multime-
dia Recommender Systems: Algorithms and Challenges” the authors survey the
state-of-the-art research related to multi-media RS and, in particular focusing on
techniques that integrate item or user side information into a hybrid recommender.
They also present various methods for automatically extracting features from multi-
media data and creating an item representation based on various modalities (image,
video, and audio).

Some new application domains for recommendation evolved with the emergence
multi-media RS. One example, detailed in Chapter “Fashion Recommender Sys-
tems”, is presented by fashion RSs. Due to the growth of fashion e-commerce sites,
there is an increasing need for personalized clothing recommendations that match
users preferences. Fashion RSs can help users in two main scenarios. Firstly, they
can help users to find alternative items to a given item (e.g. evening dress) that
has the same style or look and feel. The second common scenario in fashion RS
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is complementary item recommendations, i.e., helping a user find fashion items
that complement a given one. For example, a belt and a tie that go with a given
suit. Most of the state-of-the-art fashion RSs that are explored in Chapter “Fashion
Recommender Systems” are based on deep learning methods due to their ability to
extract meaningful features from the items (such as image, video, text, audio). Deep
learning methods overcome the limitations of more traditional recommendation
methods (e.g. cold start in nearest neighbors methods) and outperform them.

Another detailed example of RSs designed for a specific domain is described in
Chapter “Food Recommender Systems”, which deals with recommender systems
for food. The authors first present the problem of food recommender systems by
detailing the numerous possible scenarios such as: (a) cooking RSs that given
available time and ingredients, aim to fit the users taste preferences, health needs
(e.g., allergies and intolerance), religious (e.g., Kosher food) and other dietary
restrictions (e.g., vegetarian); (b) grocery RSs; and (c) restaurant RSs help groups
of people who want to visit a restaurant together as a social. The authors review
several food RS solutions proposed in the literature including well performing
algorithms: traditional algorithms for user-item ranking problem that are adapted
to the food domain and context-aware RS algorithms that take into consideration
time and space. In addition, they present algorithms that can change behavioral
habits into healthier one in attempt to prevent illnesses associated with being
overweight, diabetes and hypertension. The authors also present the importance of
user interfaces in food RSs as demonstrated in various recent researches. Several
successful user-interface for food RS are presented.

9 Challenges

The list of newly emerging and challenging RS research topics is not limited to those
described in the previous sections of this introduction. Moreover, it is impossible to
cover all of them within this short introduction. The reader is referred to the final
discussion sections that are included in almost all of the chapters published in this
handbook for other important challenges for RS research.

Below, we briefly introduce some of them, which we deem as particularly
important.

9.1 Preference Acquisition

A number of open issues are related to the critical stage of acquiring reliable
information about the user preferences in order to generate a useful user profile.

It is clear that in many real-world applications of RSs, implicit feedback is much
more readily available and requires no extra effort on the user’s side. For instance,
on a web site it is easy to log the users visiting a URL, or clicking on an ad.
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The system can treat these actions as a form of positive feedback to the displayed
items. That information contains relevant information for predicting future users’
actions. For that reason many recent RSs focus only on the use of implicit feedback.
This topic is largely covered in Chapter “Item Recommendation from Implicit
Feedback”, which is fully dedicated to this subject, but also in Chapters “Session-
Based Recommender Systems” and “Advances in Collaborative Filtering”. In cases
only implicit feedback is available, the core computational problem becomes the
prediction of the probability that a user will interact with a given item, by performing
a target action, such as listening to a music track or browsing a web page. In
such a setting, very often, there is no clear negative signal, i.e., an action that
signal a lack of interest for an item, hence the available data is either positive or
missing. The missing data includes both items that the user explicitly chose to
ignore because they were not appealing and items that would have been perfect
recommendations but were never presented to the user or discovered by her. Hence,
also when managing implicit feedback one has to consider the biases of the available
data and the implication for the construction of effective and fair systems. These
topics are further discussed in Chapters “Novelty and Diversity in Recommender
Systems”, “Value and Impact of Recommender Systems”, “Multistakeholder Rec-
ommender Systems”, and “Fairness in Recommender Systems”. But more effective
solutions for tackling it must be further developed.

Notwithstanding the large availability of implicit feedback, this data cannot
completely substitute the usage of explicitly user-made evaluations, at last for
some item categories. This is signalled by the fact that many web sites and
applications of RSs are still offering to their users the possibility to enter explicitly
their opinion on the recommended or consumed items. Moreover, in certain
application domains explicit feedback is still central. This is clearly illustrated in
Chapters “Social Recommender Systems”, “Group Recommender Systems: Beyond
preference aggregation”, and “People-to-People Reciprocal Recommenders”. These
are application domains or settings where the RS cannot totally operate as a black
box; users are interacting also with themselves, not only with items. In these
applications the RS acts as a mediator between users, enabling the users to better
understand each other and browse recommendations that are often referring to
actions or preferences of other users. This is clearly seen in a group RS where the
goal of the system is to support the choices of a group of users, which often requires
the reciprocal understanding of the group members opinions and preferences.
Hence, collecting, storing, extracting relevant information from explicit feedback
of the group members is pivotal. Ample discussion of these topics is provided also
in Chapter “Individual and Group Decision Making and Recommender Systems”,
where the authors clearly expand the role of a RS beyond the narrow functionality
of predicting the most relevant items for each user.

Therefore, simplifying the cognitive cost of preference acquisition is of primary
importance. For an RS to achieve good recommendation performance, users
typically need to provide the system with a certain amount of feedback about
their preferences (e.g., in the form of item ratings). Therefore, it is important to
measure the costs and benefits of adopting alternative rating approaches and scales,
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and to find an optimal solution to meet the needs of both the users, the suppliers
and the platform owners. In fact, the acquired preference can have a profound
impact on the quality and distribution of the recommendations for all the involved
stakeholders. This topic is discussed extensively in Chapters “Multistakeholder
Recommender Systems”, “Fairness in Recommender Systems” and “Novelty and
Diversity in Recommender Systems”, where the current research challenges receive
ample discussion.

An interesting direction of research for easing the preference acquisition process
consists of the exploitation of personality, mood and emotions. This is becoming a
popular topic, especially because it is clear that more and more techniques will be
developed in order to automatically and unobtrusively acquire such information. In
Chapter “Personality and Recommender Systems”, the authors stress the challenge
of acquiring personality information in a nonintrusive fashion. Nowadays, only the
longest questionnaires, which consist of around one hundred questions, can provide
an accurate evaluation of the user’s personality. Hence, non-intrusive approaches
are necessary and the research in this area is just starting. Mining user activity
for extracting personality information is an option, but also the fast penetration of
portable devices and new sensor types, which can potentially life-logging the user’s
activity, can offer a promising platform that is worth exploring.

Another line of research aimed at tackling the cold start problem and reducing
the user preference elicitation effort is cross-domain recommender systems. These
techniques (see Chapter “Design and Evaluation of Cross-Domain Recommender
Systems”) could be used as an alternative path to user preferences’ elicitation as
they are able to build detailed user profiles without the need to collect explicit user
assessment of the target domain items.

9.2 Interaction

A major challenge that RS research is now facing, and is clearly addressed in
several chapters of this handbook, is that we still need to broaden the scope of
research to the system aspects of a recommender system. This means that aside from
the algorithms, which are used to predict the user preference and behaviour, and
compute the recommendations, the mechanism through which users provide their
input and the means by which they receive the systems output, play a significant
role and can play an even larger role in determining the success or failure of a
recommender system. We still need to better understand the general qualities of
alternative solutions to preference elicitation, as we mentioned previously, but also
to recommendation presentation, and to develop personalized solutions for these
phases of the interaction with the system.

It must be observed that while interacting with a recommender system, users
make various types of decisions. The most important one is surely selecting an
item from the recommendation list. But, before making the final decision, users
often have to decide how to explore the information space and what additional
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input they could provide to the system. For instance, they could have to select
a specific group of recommendations (e.g., the recommendations about items
recently added to the catalogue), or to indicate search conditions, such as the
category of searched products, that can help to narrow down the typically large
set of received recommendations. Moreover, users often do not know or do not
reflect on their preferences beforehand, especially when users approach an RS
for information discovery. In such cases, the system-supported interaction and
visualization contribute to the user construction of their preferences within a specific
recommendation session. As it has been illustrated in Chapter “Individual and
Group Decision Making and Recommender Systems”, there are several challenges
with the full support of user decision making in a recommender system. Our
understanding of the situational context generated by the system and its effect
on item selection processes is still incomplete and we need to better connect RS
research to psychology and decision making disciplines. While it is clear that an
RS helps to make decisions, there is still the need for further develop research
that takes theories from decision psychology and cognitive psychology into account
when explaining users’ preference construction and decision making process in the
context of recommender systems [52].

Considering the user interaction with the recommender system, the topic of
explaining the system recommendations still poses a number of interesting and
open issues. For instance, it is still not completely clear whether explanations
bring more overall benefits than risks. In Chapter “Beyond Explaining Single Item
Recommendations” it is shown that explanations are part of a cyclical process:
the explanations affect the acceptance of particular recommendations, the users’
mental model of the system, and in turn, this affects the ways users interact with
the explanations. But, whether the users are influenced in such a way that their
choices are improved, and not biased, is not clear. Explanations may even increase
the information overload that RSs are supposed to tame, or make the decision
problem, in some cases, even more complex. Moreover, while some research has
been conducted on explaining recommendations to individual users, explaining
recommendations for a group is still an unexplored subject [29, 72]. For instance,
one might think that showing how satisfied other group members are, and how
this prediction is incorporated in the recommendations selected for a group, could
improve users’ understanding of the recommendation process and perhaps make it
easier to accept items they do not like. However, users need for privacy is likely
to conflict with their need for transparency. Moreover, showing the preferences of
other users may move the group discussion on the preferences, i.e., how much the
system is taking care of the other group member preferences, rather than on the
value of the recommended items. We definitely need more research on these topics.

In a discussion about the human-computer interaction in recommender systems,
we cannot forget the issue of the assessment of the value of the recommendations,
which is not only related to what extent the recommended items are liked by
the user. The general relationships between the value of the RS, the supported
interaction and the instruments adopted to measure if the RS meets the goal of their
users, are discussed in two chapters of this book (Chapters “Value and Impact of
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Recommender Systems” and “Evaluating Recommender Systems”). In fact, there is
a number of specific factors that may influence the real usefulness of a recommen-
dation during a specific human-computer interaction. For instance, the time value
of recommendations, which is partially discussed in the chapter on context-aware
RS (Chapter “Context-Aware Recommender Systems: From Foundations to Recent
Developments”), refers to the fact that a given set of recommendations may not
be applicable forever but there could be a time interval when these items can be
recommended. This is clear, for instance, when it comes to news items: people want
to be informed about the most recent events and news loose their value even one
day after the initial announcement. The time value of a recommendation is clearly
dependent on the novelty and diversity of the recommended items. We still need
more theoretical, methodological and algorithmic developments on these aspects.
For instance, modelling feature-based novelty in probabilistic terms in order to
unify discovery and familiarity models would be an interesting line for future work.
Aspects such as the time dimension during which items may recover part of their
novelty value, or the variability among users regarding their degree of novelty-
seeking are examples of issues that require further research and are mentioned in
Chapter “Novelty and Diversity in Recommender Systems”.

9.3 New Recommendation Tasks

The application of recommender systems is still dominated by solutions for
recommending relatively simple and inexpensive products, like movies, music, news
and books. While there are systems managing more complex item types, such as
financial investment or travel, these item categories are considered as atypical cases.
Inevitably, complex domains require more elaborated solutions. Complex products
are typically configurable or offered in several variants. This feature still poses a
challenge to RS, which are instead designed to consider different configurations as
different items. Identifying the more suitable configuration requires reasoning on
the relations between configurations (classifying and grouping items) and calls for
addressing the specificity of the human decision making task generated by the selec-
tion of a configuration. In this handbook, Chapter “Fashion Recommender Systems”
focuses on such a complex type of products. For instance in the fashion domain,
users rarely think about what to wear and buy in isolation, so the RS must enable
users to find fashion items that complement a given one. In general, addressing
new types and more structured types of items can call for the introduction of new
and interesting research lines. For instance, Chapter “People-to-People Reciprocal
Recommenders” clearly shows how different the recommendation techniques must
be in domains where reciprocal recommendations are needed, as in dating or job
finding applications.

As we already indicated in the previous editions of this handbook, RSs that
optimise a sequence of recommendations, e.g., a new book recommendation every
week, are not frequent and we believe that this is still an open issue. A considerable
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amount of new research has focused on Session-based RS, as it is clearly illustrated
in Chapter “Session-Based Recommender Systems”. But, the current research is
still motivated by the goal to predict the sequential choice behaviour of users,
which is extracted from the available data, rather than to construct sequences of
recommendations that have specific properties that the users may appreciate, such
as nudging the user towards better and better choices, or more diverse choices. This
is an important dimension in many application, for instance in eLearning but even
more clearly in the food domain. For instance, while some initial attempts to build a
complete meal plan have been tried, still current food recommender systems are not
able to effectively generate such sequences of recommendations (see Chapter “Food
Recommender Systems”).

Moreover, it is important to study the sequential dimension of users’ decision
making both within a recommendation session and between recommendation
sessions. Here, we want to further note the importance of such a topic in group RSs
(see Chapter “Group Recommender Systems: Beyond Preference Aggregation”).
In these systems, sequential recommendations are a natural setting, since stable
groups, such as friends or families, repeatedly choose items of the same type, e.g.,
when deciding where to go for vacation or what to eat at home. More research
is needed on algorithms and user interfaces for producing coherent sequences of
recommendations. In particular, one should model the effect on users of several
contextual conditions such as the manner in which already-shown-items could
influence the user evaluation of the next recommendations, or the social role and
relationships of the group members.

Most of the popular RSs are now accessed through mobile devices that follow
their owners throughout their daily life, and are always within an arm’s reach
of their owners. In this scenario, RSs can proactively send notifications to their
users about items of potential interest that are relevant because of the contextual
situation of the user. The challenge is finding true relevant items for the user
situation and not overburdening the user with a stream of irrelevant interruptions.
To address this goal, we must better exploit implicit feedback derived from user
usage, which means, we should try to build models that can better generalise
from the observed behaviour and identify novel and diverse recommendations (see
Chapter “Novelty and Diversity in Recommender Systems”, and [47]). But, such
systems should also learn to better identify contextual situations that require a push
of the recommendations. We believe that this depends on the detection of contextual
changes that are significant to the user and therefore justify a recommendation.
For instance, when it is the ideal time for a pause in writing a paper, i.e., the
context is changing from work to leisure, a recommendation of a relevant, or
personalized, article of sports news can be delivered. Understanding when context
changes, or it could be forced to change, and when a user may be receptive to
a recommendation push is a challenging issue for further research. As it is also
suggested in Chapter “Context-Aware Recommender Systems: From Foundations
to Recent Developments”, in order to develop these new and compelling context
aware systems, we need to explore novel engineering solutions, including: novel
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data structures, storage systems, user interface components and service oriented
architectures.

Finally, we hope that this handbook, as a useful tool for practitioners and
researchers, will contribute to further developing knowledge in this exciting and use-
ful research area and provide a baseline for further exploring the above mentioned
issues. Currently the research on RSs has greatly benefited from the combined
interest and efforts that industry and academia have invested in this field. We
therefore wish the best to both groups as they read this handbook and we hope that it
will attract even more researchers to work in this highly interesting and challenging
field.
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