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11.1  Introduction

Developing a good database for imag-
ing research is an essential task that 
should not be underestimated. One of 
the main aims of developing an accu-
rate and user-friendly database is to 
support high-quality research for dis-
covery of imaging biomarkers, bio-
logical validation of existing and 
novel imaging biomarkers, and model development in the machine learning domain 
[1]. Quality data curation is at the foundation of reliable research findings and the 
avoidance of false discovery. Imaging databases may range from relatively small 
study-specific datasets to much larger population biobanks.
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Regardless of the size of the database, there are some overarching principles:

 1. Protection of patient privacy is fundamental: avoidance of disclosure of pro-
tected healthcare information (PHI) must be assured while retaining the scien-
tific integrity of the data collected.

 2. Common standards are important for data sharing and reuse of data, which are 
often expensive and time-consuming to collect. Each database should have a 
standardized structured model using common data elements ensuring that all 
data are clearly defined and categorized. This will ensure sustainability and best 
use of the research investment [2, 3].

 3. It is important to define the storage software and the available analysis tools. 
Ideally, the database should be flexible enough to allow additions in the future as 
new tools are developed.

 4. Data security, data access, and data sharing need to be managed according to 
information governance principles.

Scalability of high-quality image data curation, while ensuring data integrity, 
remains a big challenge that needs to be met in order to harness the true research 
potential of medical images.

11.2  Developing a Database for Imaging Research

11.2.1  Planning What Data Need to Be Collected 
for an Imaging Research Protocol

 ● Most research studies will have an ethically approved research protocol which 
details the research question and the outcome measures. These are usually pro-
vided in a summary table. The data points that are required for each of the out-
come measures should also be detailed in the protocol. It is important to ensure 
that all data points required for the outcome measures are included in the data-
base, at the outset.

 ● Ensure that there are clear instructions for the data collection so that the respon-
sibilities of each party are very clear.

FURTHER READING: Imaging Biobanks

ESR Position Paper: Imaging Biobanks 2015. https://www.ncbi.nlm.nih.gov/
pmc/articles/PMC4519817/

Whole-Body MR Imaging in the German National Cohort: Rationale, Design, 
and Technical Background 2015. https://pubmed.ncbi.nlm.nih.gov/25989618/
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 ● Continuous review and monitoring of data collection is important to ensure that 
the data collection protocols have been understood and correctly applied. This is 
particularly important in multicenter data collection. It is better to discover any 
issues early on and to correct these than wait until the end of data collection.

 ● Identify ambiguity as early as possible. No protocol is perfect, and if the moni-
toring of data collection identifies a problem whereby there are differences in 
interpretation, leading to differences in data collection, then address this early 
on. Consider amending the data collection instructions/user manual to clarify 
any ambiguity and feedback to data collectors at the research sites. This may 
require a protocol amendment; most often this can be dealt with by clarifying 
data collection manual within study protocol appendices.

 ● Monitoring of data collection may 
lead to data queries which will 
need to be resolved throughout 
the course of the database devel-
opment. The audit trail of data 
queries and data changes should 
be fully transparent.

HYPOTHETICAL SCENARIO: Planning Data Collection

A study asks the research questions: does tumor size on CT predict progres-
sion-free survival after surgical removal of tumor?

The outcome measure of progression-free survival requires:

 1. Measurement of tumor size on CT
 2. Date of surgical removal
 3. Definition of disease progression

 – Increase in tumor marker
 – New site of disease on CT or increase in the size of existing lesion(s)  

consistent with disease progression
 4. Date of confirmed progression

Some examples of other questions to answer prospectively:

 ● Is the tumor size data point measured on original CT by reporting radiologist 
or will there be a central retrospective measurement?

 ● Is the tumor size based on maximum transverse diameter on axial image or 
can a sagittal or coronal reformat be used for the maximum tumor diameter?

 ● Is tumor size based on volume and if so how is the volume measured?
 ● Is the date of progression-free survival from the date of only one measure of 

progression (e.g., doubling of a circulating tumor maker) or are both mea-
sures required (doubling of tumor marker and new disease on CT)?

DEFINITION: Audit Trail

A record of all the changes made to a 
database, usually with timestamps and 
user logs.

11 Databases and Data Retrieval
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 ● It is helpful to have a database scheme which clarifies the provenance of data 
and its pathway, in order to assist with data cleaning and data queries:
 – Research site
 – Machine vendor
 – Machine version and software version

 ● There are major differences in 
imaging databases:
 – Image repository developed 

using previously acquired pro-
spective research studies (such 
as in the Tumor Cancer 
Imaging Archive).

 – Prospectively acquired data-
base such as the UK Biobank 
or other national imaging 
biobanks.

 – Retrospective data curated 
from standard of care clinical 
imaging. It may be curated for 
a disease process (e.g., breast 
cancer) or imaging type (e.g., 
mammogram or head CT). 
Huge unstructured datasets in 
imaging are currently uncom-
mon, partly due to the large file 
sizes. If data mining is intended, this may take place within the clinical PACS 
or a large trusted research environment.

 ● Imaging protocol and potential variations should be recorded:
 – Which images? For example, non-contrast, arterial phase or portal venous 

phase CT?
 – Which sequences on MRI?
 – Which time points? A study could use a single time point or multiple time 

points over a course of treatment or disease.
 – When can we make exceptions (e.g., if a patient has an allergy to contrast)?

 ● Clarify whether unprocessed imaging or processed imaging should be collected:
 – For example, in whole-body MRI, should the individual stations be used or 

the composed volumes?
 – Should reformats or subtracted images be included?
 – Should still or video sequences be included?

 ● Indicate whether the original radiology report should be included, for example, 
for research into natural language processing. If so, the anonymization process 
and linkage to the image information is an important aspect of the data collec-
tion plan.

 ● Clinical metadata collection should be detailed. Items required, system for 
extraction, storage, and linkage to image data need to be planned. Examples 
include patient age, current diagnosis, and medications.

KEY CONCEPT: Prospective vs. 
Retrospective

Prospective data is acquired after 
the research question and protocol 
have been established, so that biases 
and missing data can be minimized.

Retrospective data is mined from 
existing sources and is more prone 
to bias.

DEFINITION: Big Data

Extremely large datasets that are 
analyzed computationally to reveal 
unexpected patterns, trends, and 
associations. Data may be structured, 
semi-structured, or unstructured. Data 
may grow exponentially with time.

A. G. Rockall
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 ● Missing data is an inevitable part of healthcare databases. This will be present 
in both retrospective and prospective databases. It may be due to patients declin-
ing to continue in a prospective study, missing scans during the course of a study, 
or data becoming corrupted. In retrospective data collection, data may be quite 
heterogeneous due to differences in clinical practice and patient circumstances. 
The plan for handling missing data should be included: it may be that missing 
data points can be overcome by mathematical modelling, or it may be that cases 
with missing data will be considered unevaluable and removed from the data-
base, perhaps being replaced by a case that is evaluable.

11.2.2  Types of Image Databases

 ● Not all imaging databases are 
planned around a specific research 
protocol with a specific research 
question and planned outcome 
measures. Data warehouses are an 
example.

 ● A data warehouse aims to collect 
a large amount of data from one or 
more clinical operational system such as PACS, RIS, or EHR:
 – Data pulled from PACS or other EHR may need to undergo data cleaning and 

data quality check prior to being stored in the warehouse. Ideally, the data 
warehouse will have data integration technology and processes that harmo-
nize and categorize data as well as applications or tools to assist researchers 
to use the data.

 ● Integration of data from multiple 
sources into a single database may 
be structured, semi-structured, or 
unstructured.

 ● Relational database: This is a 
database that stores data points 
that are related to one another, 
typically in columns and rows, 
e.g., image data with disease cat-
egory and possibly other informa-
tion such as outcome may be 
tabulated for each subject. An 
example could be a database that 
stores thoracic CT scan findings 
for multiple subjects, and also 
documents the presence of a lung 

DEFINITION: Data Warehouse

A database that collects a large amount 
of clinical or imaging data without a 
defined research question or purpose. 
Subsets of the data can later be mined 
to answer newly framed questions.

KEY CONCEPT: Structured Data 
vs. Unstructured Data

Structured data has well-defined 
relationships and can usually be stored 
as rows and columns. Each element 
has tags or descriptors that may pro-
vide additional information. Structured 
data is easy to query and can be stored 
efficiently.

Unstructured data is not easily 
parsed. Examples include text, audio, 
and images themselves.

Semi-structured data has some of 
the elements of structured data (like a 
DICOM header or XML tags) but is 
not completely categorized.

11 Databases and Data Retrieval
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cancer, the lung cancer histopathology, and the overall survival of patient from 
the date of diagnosis. Examples of supporting software include Microsoft Access 
and SQL.

 ● Open-access medical image 
repositories: There are many 
sources of open-access medical 
images, most of which have asso-
ciated clinical metadata. These 
repositories provide a variety of 
datasets which have varying 
degrees of labels or annotation, 
providing the standard of truth. In some cases, images may be unlabelled.

 ● Cloud database: This is a database that runs on a cloud computing platform. 
The benefits include scalability, high availability, and sustainability. Data may be 
stored in different ways, and most cloud database providers offer a choice of 
database formats, often provided as SQL or other relational databases. Using one 
of the main providers typically offers data protection and security, encryption, 
backups, and updates. These should be HIPAA/GDPR compliant for use in med-
ical databases.

 ● Hybrid cloud: Migration of a current institutional database to the cloud may 
require a stepwise approach, with initial migration of some aspects or applica-
tions that may benefit most from a cloud-based provision or when a new database 
deployment is being planned. Some legacy or traditional on-site databases may 
remain in use locally, thereby resulting in a hybrid system.

11.2.3  Information Governance: Approval and Anonymization

 ● Prior to removing data from PACS, RIS, and/or the electronic healthcare record, 
it is essential that all the appropriate approvals are in place, including institu-
tional, ethical, and information governance approvals. These will vary depending 
on where you work:
 – In the USA, use of data will need to comply with HIPAA.
 – In the EU, use of data will need to comply with GDPR.

 ● Anonymization of imaging data will require the removal of patient identifiers 
within both the DICOM tags and on any of the images themselves (see Chap. 8):

 – There are several open-source tools to assist with de-identification of images, 
such as clinical trials processor (CTP) or DICOM Browser.

 – A challenge may be the presence of patient name burned into the actual stored 
images, such as in the case of many ultrasound images or in centers where 
stored PDF or scanned forms include patient identifiers. A quality assurance 
process must be in place for detecting this.

 ● For anonymization of radiology reports, dedicated software should be used to 
remove PHI. Several automated de-identification tools are available, but they are 
not completely reliable.

FURTHER READING: Image 
Repositories

Many open-access repositories are 
listed at http://www.aylward.org/
notes/open-access-medical-image- 
repositories.
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 ● Data may be fully anonymized or pseudoanonymized.
 ● You should be able to link together all the data for one subject, even though it 

may come from different data sources, such as multiple time points, clinical and 
imaging data, and outcome data.

11.2.4  Transfer of Data from PACS and EHR: 
Quality Assurance

 ● Transfer of image data is not a trivial task due to large file sizes. Transfer from 
the patient record, de-identification, and deposition into an image database may 
require considerable network bandwidth and time.

 ● Check that data has fully transferred, ideally using a software tool to check 
equivalence of pre- and post-transfer file sizes.

 ● Non-image DICOM objects – plan how to handle non-image DICOM data:
 – De-identification may be problematic [4].
 – How do you integrate and structure clinical data?
 – How do you quarantine data that does not fit the data structure or fails 

validation?
 ● At what point does the anonymization step take place?

 – Need to clarify the level of de-identification and DICOM tag editing.
 – Removal of some DICOM tags can strip necessary information to reproduce 

the study, so careful planning is required. Poorly planned anonymization may 
make secondary analyses impossible.

 – Ensure integrity of linkage between the subject and new subject enrollment 
number as well as the study/series/date following the anonymization step. 
There may need to be a validation step following the anonymization procedure.

DEFINITION: PHI

Protected health information is data that is legally and ethically considered pri-
vate. In the USA, HIPAA legislation defines which data elements are protected; 
in the EU, the GDPR regulations define this. PHI must not be revealed to anyone 
who is not involved in treating the patient.

DEFINITION: Pseudoanonymization

Pseudoanonymized data contains no PHI when it is viewed in the research envi-
ronment. But, behind the clinical firewall, there is a lookup table that can use a 
unique research identifier to deanonymize the patient and acquire more data. 
This is also called link anonymization.

11 Databases and Data Retrieval
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 – Need to be aware of differences in DICOM conformance and application of 
unique identifier (UID).

 – Beware DICOM inconsistencies that may result in data being quarantined, as 
manual repair will be time-consuming. Document changes when tracking and 
validating the repair.

 ● Use a lookup table with a uniform format of patient enrollment numbers and 
unique identifiers for each imaging study/series/instance. You may know what 
data you wish to collect but consider how best to organize the data:
 – What data should be linked?
 – What data must be blinded from other data?
 – Organization of different modalities.
 – Organization of different dates and time series.
 – Coordination of clinical metadata with imaging data.

 ● Identification of duplicates: this 
can be difficult in the context of 
de-identified data particularly if 
there are different instances of de-
identification of the same subject.

 ● Recognizing and eliminating 
duplicates is essential to avoid 
bias of a dataset due to multiple 
instances of a particular image 
which could alter analysis. This 
can be checked using pixel-
level data.

 ● Conformance of DICOM metadata is important to allow interoperable use 
of data:
 – Remember that not all institutions use DICOM headers in the same way 

(especially the private tags), so it may be difficult to ensure conformity.
 – Software tools for direct manipulation of DICOM errors are available, but 

manual editing can be burdensome for large datasets.

11.2.5  Data Processing

 ● Data formatting
 – Following anonymization of image data, it is important to store the data 

according to the research study or database plan. Preservation of “raw” data 
from PACS may be required. During the course of a study, processed data, 
data labels, and annotations may be added. However, the availability of the 
original unprocessed data is likely to be needed and should be protected.

HYPOTHETICAL SCENARIO: 
Duplicate entries

You have created an anonymized 
research database containing imaging 
studies. One of your subjects gets 
imaged at the main hospital, and then 
later at an outside facility. Once the 
data is anonymized, how will you 
know it’s the same patient?

A. G. Rockall
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 – Retrieval from PACS usually 
requires de-identification of 
the study by changing DICOM 
tags, and a copy of the DICOM 
data is stored. However, in 
addition, it may be necessary 
to also store other file formats 
such as the NIfTI format. This 
is an Analyze-style data format 
to facilitate interoperable data 
storage and analysis, including 
segmentation tasks and 
machine learning usage.

 – Conversion of DICOM to 
NIfTI format may be under-
taken using open- source soft-
ware. However, it is important 
to ensure that the NIfTI con-
version is uniform, as there are two versions of NIfTI, the original NIfTI-1 
and NIfTI-2.

 – In research protocol databases, the type of image processing may be known 
ahead of time, and the file format can be planned accordingly. However, it is 
essential to ensure that the database has clear version control in order to dis-
tinguish the original raw data from different versions of processed, annotated, 
or labelled data.

 ● Data cleaning
 – Identification of corrupt files should be automated if possible, especially for 

large datasets.
 – Exclude unevaluable data, such as imaging artifacts:

Contrast failure
Metal artifacts
Wrong body coverage

 – Some large data collections require manual visual inspection of images prior 
to incorporating them into the database, e.g., the National Lung Cancer 
Screening trial [5, 6].

 ● Data harmonization
 – Prospective data acquisition for planned biobank: Ideal data collection 

would be harmonization of image acquisition using the same machine/tech-
nology/software version by specifically trained technicians. This may be 
achievable in the case of strictly controlled prospective biobank collections 
with highly standardized imaging protocols, for example, the UK 
Biobank [7, 8].

 – Prospective data acquisition in multicenter study: This is the next level of 
data in which many aspects will be harmonized by the imaging manual and 
protocol. However, differences in machine vendor, software versions, and 

KEY CONCEPT: NIfTI

The Neuroimaging Informatics 
Technology Initiative format is one of 
several alternatives to DICOM for 
image storage, along with Minc and 
Analyze. Programs meant for one file 
type will not work well with another, 
and therefore file conversion is often 
necessary. File types are easily recog-
nizable by their extension (.nii for 
NIfTI; .dcm for DICOM). The NIfTI-2 
format is an update on NIfTI-1 that 
allows more data to be stored. Some 
imaging informatics tools can convert 
DICOM files to NIfTI format 
automatically.

11 Databases and Data Retrieval
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day-to-day acquisition by different technicians may result in differences in 
images acquired.

 – Prospective data collection over long term: In this case, an imaging manual 
and protocol may be applied but over the longer term, but there will inevitably 
be changes in technology and machines that will impact data harmonization.

 – Retrospective data curation: Most data curation is retrospective, resulting in 
potentially wide variations in protocol as technology advances.

 – Processing of images within a database may be required to allow similar anal-
ysis tasks to be performed. A simple example would be resampling CT vol-
ume to ensure the same slice thickness throughout a dataset. In MRI datasets, 
there is likely to be a need for signal intensity normalization.

 – There is a balance to be struck between very harmonized data and more het-
erogeneous data for image analysis. Machine learning tools generated on 
highly harmonized data are unlikely to generalize. However, data which is too 
heterogeneous may not allow successful development of machine learning 
tools in the initial development phase. However, some degree of retrospective 
data harmonization is needed in most large datasets [9, 10].

11.2.6  Software for Image Databases

 ● Ideally, image data should be stored in an environment that allows viewing of the 
images, image processing, storage of unprocessed and processed image versions, 
as well as any version-controlled annotations and linked clinical metadata.

 ● Research platforms that offer such functionality include open-source platforms, 
including:
 – XNAT
 – Orthanc
 – Open Health Imaging Foundation Viewer [11]

 ● Several commercial platforms are also available.
 ● Ability to run on Windows, macOS, or Linux is an added advantage, although 

some are designed for one or another system.
 ● Ability to add modules such as SQL database.
 ● Ability to add plug-in analysis software ensures use by a variety of researchers 

including radiologists and computer vision scientists.

11.2.7  Security and Safety of the Database

 ● Need to ensure backup (cloud or institutional server).
 ● Data access arrangements need to be clear and transparent (see Chap. 19).

A. G. Rockall
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 ● Conditions and rules must be laid 
out for data security (see Chap. 8):

 – Consider the need for data 
encryption.

 ● Legal requirements depend on 
country:
 – GDPR compliant in the EU
 – HIPAA compliant in the USA

 ● Data may be held within a Trusted 
Research Environment or Data 
Safe Haven within an institution.

11.3  Using the Database

11.3.1  Information Governance: Data Sharing and Access

 ● Access to the database may be open-source or controlled. This will be part of the 
information governance plan for data curation.

 ● Sites that provide data to open-source repositories will need to have appropriate 
institutional approval through their information governance team, with agreed 
parameters.

 ● Some open-source databases have data access strategies that require research-
ers to request access through an access subcommittee to ensure that the applica-
tion to use the data are by bona fide healthcare researchers intending to undertake 
viable research. Clear, transparent, and fair access policies use consistent crite-
ria, and where there is any contentious issue, access to the biobank ethics com-
mittee should be available [4, 12].

 ● Image databases that are limited to approved users need a system in place for 
allocation of username and passwords. Access needs to be user-friendly and 
enable appropriate data use without requiring programming skills.

 ● Data-sharing agreements and contracts may need to be in place for use of con-
trolled data between institutions.

11.3.2  Planning Data Usage in the Context of a Study

 ● Database administration should be clear and transparent. Access to certain com-
ponents of the database by researchers should be appropriately restricted depend-
ing on the user role.

DEFINITION: Safe Haven

Data Safe Havens, a.k.a. Trusted 
Research Environments, are highly 
secure data storage environments 
meant for researchers who need to 
maintain PHI for their work. There are 
legal standards to ensure adequate 
security for these databases.

11 Databases and Data Retrieval
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 ● Data access may be restricted according to allocation of data:
 – Training data for model development may be widely available.
 – Testing dataset for model performance may be restricted.
 – Allocation of training and testing data should be carefully planned. For a 

research protocol, this allocation should be done in partnership with the study 
statistician.

 ● In some studies, class balance may be important in allocation to the training and 
test datasets. It would not be appropriate to have all image datasets with a par-
ticular finding in one or other dataset. Stratified randomization into training and 
test datasets is likely to ensure unbiased class balance.

 ● In some studies, allocation to training and testing may be based on a very simple 
principle such as sequential date of the data. However, it is important to consider 
whether there may have been a change in machine vendor, software, and imaging 
protocol during the period of data collection which could result in significant 
differences in the images over time. This may not be of concern in relatively 
simple datasets, such as CXR, but could be a great significance in more complex 
modalities such as MRI, resulting in a failure of a model to generalize.

 ● Image labelling or annotation tools should ideally be available within the data-
base, but this is not always the case. Open-source tools for image segmentation 
may be used, such as ITK-SNAP, 3D Slicer, or ImageJ. Online platforms for 
image annotation and segmentation are also available, such as MD.ai.

 ● Linkage of the database to processing units should be available. For example, 
XNAT links to NVIDIA Clara, with an automated pipeline for conversion of 
DICOM to NIfiTI, and then conversion back to DICOM in the model output.

 ● Plan for data extraction, segmentations, and results.

11.3.3  Database Merging and Sustainability

 ● The ability for data to be merged and integrated in the future with other data 
repositories is an important consideration [13].

 ● Tools for future sustainability are 
in development, such as PRISM 
for The Cancer Imaging Archive 
(TCIA) [14].

 ● There are shared software algo-
rithms and architectures with the 
tools required for computing, 
comparing, evaluating, and disseminating predictive models [15].

 ● Archiving of unprocessed and processed data versions in clear folder structure is 
essential for future use or sharing of data with future collaborators.

 ● The enormous time invested in developing a professionally annotated dataset 
should be a future resource for testing external models for the benefit of health-
care research.

FURTHER READING: PRISM

PRISM: A Platform for Imaging in 
Precision Medicine https://ascopubs.
org/doi/full/10.1200/CCI.20.00001

A. G. Rockall
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PEARLS

 ● Plan your database from the beginning with full understanding of the intended 
research or clinical outcomes and purposes.

 ● Well-defined data structure and relationships are the key to success.
 ● Anonymization is difficult. You have to remove protected health information 

from unexpected places. You might need to go back later and deanonymize.
 ● Validating and curating data are key elements of database creation and 

management.
 ● Databases work best when add-on software tools can access the data without 

manual intervention or exporting.
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Self-Assessment Questions

 1. The data within an image is considered:

 (a) Structured data
 (b) Unstructured data
 (c) Semi-structured data

 2. Protected health information does not include:

 (a) Name
 (b) Age
 (c) Date of birth
 (d) Location where images were obtained

 3. Existing clinical data is considered:

 (a) Prospective
 (b) Retrospective
 (c) Introspective

 4. A careful record of all changes made to the data in a database is called:

 (a) Audit trail
 (b) Governance
 (c) Warehousing
 (d) Validation
 (e) Curating

 5. Unlike data use within the enterprise, data use between multiple institutions 
requires a:

 (a) Data access strategy
 (b) Business partnership
 (c) Audit trail
 (d) Data-sharing agreement

 6. What is the difference between de-identification, anonymization, and 
pseudoanonymization?

 7. What are the legal requirements in your country for privacy of protected health 
information? How could you help a researcher include PHI in a database if it was 
absolutely needed?
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