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Glossary

Order parameter(s) (Field) variable(s) charac-
terizing the spatio-temporal state of a system.
Other state variables such as velocity, temper-
ature, density, etc. can be computed if the order
parameter(s) are known.

Control parameter(s) Parameters which are
fixed and can be tuned from outside of the
system under consideration.

Critical point, threshold, onset The points in
control parameter space where new and quali-
tatively different solutions bifurcate from
(usually simpler) ones.

Slaving principle Stated by H. Haken in 1975,
the slaving principle allows for a huge reduc-
tion of degrees of freedom close to a critical
point. It states that a very large number of
linearly damped modes are slaved to and there-
fore completely determined by the few modes
that grow in the vicinity of the critical point.

The amplitudes of the growing modes are also
called order parameters.

Natural patterns Spatial patterns showing a cer-
tain periodic (near) order, but also defects,
grain boundaries etc.

Turing patterns Natural patterns that have a cer-
tain typical length scale and that show relaxa-
tion to a stationary state in the long term.
Typical ingredients of Turing patterns are
stripes, hexagons and squares.

Swift–Hohenberg equation Derived by Swift
and Hohenberg in 1977 and nowadays
established as the standard form for a scalar,
real-valued order parameter equation showing
Turing patterns at onset.

Coarsening The monotonic increase of the typ-
ical length scale of a structure in time. Often
connected to spinodal decomposition, for
example, of a binary mixture of non-mixing
components such as water and oil. Small oil
droplets in the beginning merge and finally
form a large oil drop on the water surface.
Coarsening slows down if the length scale
increases.

Definition of the Subject

The state of a fluid is described by its velocity,
density, pressure, and temperature. All these
variables depend in general on space and time.
Pattern formation refers to the situation where one
or more of these variables are organized within a
certain spatial and/or temporal order. This order
has macroscopic length and time scales, that is,
characteristic lengths and times are much larger
than those of the atoms or molecules which con-
stitute the fluid. Therefore a continuous descrip-
tion is appropriate.

Macroscopic fluid patterns may be encoun-
tered in nature as well as in technological appli-
cations for a large variety of different systems. Far
from being complete, wemention some examples:
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• Water waves caused by wind or by sea quakes
and land slides (Tsunamis).

• Localized excitations of the surface of a fluid
(solitons), such as that seen on shallow water
channels.

• Shear instabilities in clouds or in multi-layer
systems such as the Kelvin–Helmholtz insta-
bility or the Rayleigh–Taylor-instability.

• Surface deflections in the form of holes or
drops of thin fluid films in coating or wetting
processes.

• Convection instabilities in laboratory experi-
ments, but also in the atmosphere, in the earth’s
interior or in stars.

• Creation and controlled growth of ordered
structures in (nano-) technological
applications.

• Biological applications: Behavior of liquid
films on leaves or of the tear film on the cornea
of the eye. Dynamics of thin blood layers,
blood clotting.

• Films on the walls of combustion cells.
• Lubrication films in mechanical machines.

Fluid patterns may occur due to several mecha-
nisms. One can distinguish between two main
cases: Patterns excited and organized by some
external forces or disturbances (such as Tsunamis)
and those formed by instabilities. The latter may
show the aspects of self-organization and will be
the focus of the present contribution.

Introduction

Since the first observations of Michael Faraday
almost 180 years ago (Faraday 1831) (Fig. 1),
pattern formation in liquids or gases (fluids) has
been subject to innumerable experimental
(Bodenschatz et al. 2000; Schatz and Neitzel
2001; Van Dyke 1982), theoretical
(Chandrasekhar 1961; Colinet et al. 2001; Getling
1998) and, later on, numerical work (Bestehorn
1993; Busse 1989; Pesch 1996). After the famous
experiments by Henri Bénard around 1901
(Bénard 1901), convection in a single or later in
multi-component fluids came into the focus of
interest. The first theoretical studies were made
by Lord Rayleigh (Lord 1915). Theoretical com-
putations up to the early 1960s were restricted on
the linearized basic equations and could explain
the existence of critical points in parameter space
as well as the observed length scales of the struc-
tures found experimentally (Block 1956; Palm
1960). In the meantime, Alan Turing (Turing
1952) showed in his famous paper of 1952 that
similar patterns could emerge out of equilibrium
in reaction-diffusion systems. It took almost
40 years for an experimental confirmation using
the so-called CIMA reaction (Castets et al. 1990;
Ouyang and Swinney 1991).

With the appearance and rapid development of
computers, the field gained further momentum
from the new discipline of nonlinear dynamics

FluidDynamics, Pattern Formation, Fig. 1 Michael Far-
aday observed surface patterns on a liquid horizontal layer if
the whole layer vibrated vertically with a certain amplitude

and frequency. Very often, regular squares are found, as
shown in the time series as a numerical result of the shallow
water equations (see Section “Surface Waves”)
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and nonlinear system theory (Argyris et al. 1994;
Guckenheimer and Holmes 2002; Haken 1975,
2004). Early computations in 1963 by Edward
Lorenz of a system of three coupled ordinary
differential equations derived by a crudely trun-
cated mode expansion of the Navier–Stokes equa-
tions revealed the first chaotic attractor of a
dissipative system (Lorenz 1963). Though the
chaotic behavior seen in the Lorenz equations
does not originate from hydrodynamic equations
and has nothing to do with irregular fluid behav-
ior, the Lorenz model now stands on its own as a
paradigm for a relatively simple system showing
low dimensional chaos (Sparrow 1982).

Patterns that emerge from an instability
roughly pass through two phases. As long as
amplitudes (or order parameters) are small, the
behavior is often determined by the linear parts
of the system and exponential growth of a certain
part of the mode spectrum is found. In the second
phase, nonlinearities come into play and may lead
to saturation and selection of certain mode con-
figurations, seen then as regular structures in con-
figuration space (Fig. 2). The full mathematical
description of hydrodynamic systems has been
well known for a long time. Fluid motion is
described by the Euler or Navier–Stokes equa-
tions, temperature fields by the heat equation and
chemical concentrations by some nonlinear
reaction-diffusion equations. The location and
spatio-temporal evolution of surfaces or interfaces
can be computed by the kinematic boundary

conditions if the velocity of the fluid near the
interface is known. All these equations can be
coupled and provided with suitable boundary
and initial conditions, resulting in rather compli-
cated systems of nonlinear partial differential
equations. Even today in the age of supercom-
puters, their further treatment, especially in three
spatial dimensions, remains a challenge.

On the other hand, directly solving the basic
equations, can be considered merely as another
experiment. For these reasons and to get a deeper
insight into the physics behind pattern formation,
other methods have been devised. Very often one
of the three spatial dimension is distinguished,
either for physical reasons or simply due to the
geometry of the system. A good example is sur-
face waves on a water layer. Here, the behavior of
the solutions in the vertical direction (z) is very
different from those in the horizontal ones. For
shallow water waves (wave length long compared
to the layer depth) the velocities are more or less
independent on z, where in the other limit of deep
water waves, fluid motion takes only place along a
small layer under the surface and decreases expo-
nentially with depth. In both cases one may reduce
the dimension of the basic problem by an expan-
sion with respect to simple functions for the ver-
tical dependence of the variables (Cohen and
Kundu 2004). An analoguemethod can be applied
describing thin film surface patterns (Oron et al.
1997). Also for convection cells, the vertical
dimension plays a special role and the solution

Fluid Dynamics, Pattern Formation, Fig. 2 The com-
position of plane waves with the same wave number but
different orientation in 2D space results in regular patterns.

For two modes (N ¼ 2) one sees squares, for N ¼ 3 hexa-
gons and for N > 3 quasi periodic structures in space or
Penrose tilings (Penrose 1974) are found
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can be projected onto a fewmodes near the critical
point (Busse 1967; Pesch 1996).

Another concept that reduces the number of
dependent variables and equations is that of order
parameters. The notion of the “order parameter”
goes back to Landau (Landau and Lifshitz 1996)
and refers originally to a variable that measures the
order of a certain system. Rather a variable than a
parameter, the order parameter normally depends
on time and, in theories describing the formation of
natural patterns, also on space (Newell and
Whitehead 1969). Thus, the order parameter equa-
tion (abbreviated: OPE) is a partial differential
equation with certain nonlinear terms that become
important for pattern selection and saturation.

Theoretical methods developed by the Haken
school (Haken 1983, 1975, 2004) starting in the
1970s allow for a systematic derivation of the
OPEs (sometimes also called “generalized
Ginzburg–Landau equations”) for a great variety
of nonequilibrium and open systems from phys-
ics, chemistry and biology. The key idea is to find
a reduced description in terms of relevant or active
modes close to a certain bifurcation point. The
amplitudes of these active modes, the order
parameters, now generalized to a nonequilibrium,
pattern forming system, obey unified and simpli-
fied equations, namely the OPEs. It turns out that
the structure of these equations depends not so
much on the particular system under consider-
ation as on the type of bifurcation. To each type
of bifurcation a special “normal form” of OPE is
related (Cross 1988). In deriving the OPEs, the
slaving principle (Haken 2004) allows us to elim-
inate a huge number of slaved variables and
express them by the active ones.

This contribution is concerned mainly with
structures in fluids that originate from self-
organized processes. It tries to bring together
direct numerical solutions of hydrodynamic equa-
tions with the modern concepts of pattern forma-
tion. After introducing the basic equations
(Section “The Basic Equations of Fluid Dynam-
ics”) of fluid dynamics, it presents a short section
on waves and descriptions reduced by geometrical
reasons. Several types of instabilities are
discussed in Section “Instabilities”, together with
computer solutions for the different cases.

Section “Order Parameter Equations” presents
different types of two-dimensional order parame-
ter equations. Finally, Section “Conserved Order
Parameter Fields” is devoted to the special case of
conserved order parameters.

The Basic Equations of Fluid Dynamics

Let the state of a fluid be described by its velocity,
its density, its pressure, and its temperature field

v
!

r
!
, t

� �
, r r

!
, t

� �
, p r

!
, t

� �
, T r

!
, t

� �
: ð1Þ

In this section we wish to specify the basic
hydrodynamic equations that rule the spatio-
temporal behavior of these seven variables. They
have to be completed by suitable boundary con-
ditions (abbreviated: b.c.) which we shall present
later with the particular systems under
consideration.

Continuity Equation
The conservation of mass yields the continuity
equation

@trþ div rv!
� �

¼ @trþ v
! � ∇

� �
rþ r div v

! ¼ 0:

ð2Þ

In most cases, liquids are difficult to compress.
One can usually assume that a volume element
does not change its density while it moves with
the fluid (Lagrangian description)

@trþ v
! � ∇

� �
r ¼ 0:

From (2) one finds the condition of
incompressibility

div v
!

r
!
, t

� �
¼ 0, ð3Þ

or, in other words, the velocity field is free of
sources and sinks. Equation (3) can be satisfied
by the ansatz
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v
!

r
!
, t

� �
¼ curlA

!
r
!
, t

� �
ð4Þ

where A
!
plays the role of a vector potential. In (4)

one can use the particular decomposition
(Bestehorn 1993; Chandrasekhar 1961)

v
!

r
!
, t

� �
¼ curl Fbezð Þ þ curl curl Cbezð Þ

¼
@yFþ @z@xC

�@xFþ @z@xC

�D2C

0BBB@
1CCCA

ð5Þ

with the two independent scalar functions

F r
!
, t

� �
and C r

!
, t

� �
and D2 ¼ @2

xx þ @2
yy as the

2D-Laplacian.
If the velocity field is irrotational, that is with-

out vortices curl v
! ¼ 0

� �
, it can be derived from

a scalar potential

v
! ¼ gradf: ð6Þ

For incompressible and irrotational flows,
hydrodynamics is reduced to a boundary value
problem, since the potential must fulfill the
Laplace equation

div v
! ¼ Df ¼ 0 ð7Þ

and the velocity field is solely determined by its
boundary conditions.

Euler Equations
For a perfect fluid, a fluid with no viscosity, one
derives the Euler equations from the law of con-
servation of momentum (Lai et al. 1993). They
read

r r
!
, t

� �
@t v

!
r
!
, t

� �
þ ðv!ð r!, tÞ � ∇Þ v!ð r!, tÞ

h i
¼

�grad p r
!
, t

� �
þ f

!
r
!
, t

� �
,

ð8Þ

where f
!
denotes external volume forces. Together

with a state equation of the form

p ¼ p r,Tð Þ, ð9Þ

the continuity Eq. (2) and the temperature equa-
tions (to be shown below) (Subsection “Transport
Equations”) constitute the basic set for the seven
state variables (1).

Incompressible Fluids For an incompressible
fluid, a state equation of the form (9) makes no
sense since pressure will not change with density.
So p can be eliminated by forming the curl of (8)

@tO
! ¼ curl v

! � O
!� �

þ 1

r
curl f

! ð10Þ
Where

O
! ¼ curl v

! ð11Þ
denotes the vorticity. If pmust be known, it can be
computed from the divergence of (8) which yields

∇2p ¼ r �Tr ∇∘v!
� �

∇∘v!
� �h i

þ div f
!n o

,

ð12Þ
where ∘ is the dyadic product and Tr[. . .] the trace.

Incompressible Irrotational Fluids If, in addi-
tion, the flow is free of vortices, one may integrate
the Euler equations and find the theorem of
Bernoulli

@tf ¼ � 1

r
pþ Uð Þ � 1

2
∇fð Þ2 ð13Þ

where U is the potential to f
!

( f
!

must be irrota-
tional, too). For stationary solutions, the velocity
potential f is found from (7) and (13) can be used
to determine the pressure.

Navier–Stokes Equations
Compressible Fluids In real fluids, shear stresses
are a result of friction. They must be added to the
balance of momentum and yield the Navier–
Stokes equations. For a compressible Newtonian
fluid they read

r @t v
! þ v

! � ∇
� �

v
!h i

¼ �grad pþ f
! þ �D v

! þ zþ �
3

� �
graddiv v

!

ð14Þ
where � denotes the first and ζ the second viscos-
ity (Landau and Lifshitz 2004).
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Incompressible Fluids The Navier–Stokes
equations for incompressible fluids are simpler:

r @t v
! þ v

! � ∇
� �

v
!h i

¼ �∇pþ f
!

þ �D v
!
: ð15Þ

Again, pressure can be eliminated by forming the
curl. Taking the ansatz (5), the z-components of the
curl and of the curl of the curl of (15), we have

vD� @tf gD2F r
!
, t

� �
¼ curl v

! � ∇
� �

v
!� �h i

z
þ 1

r
@x f y � @y f x

� �
ð16aÞ

vD� @tf gDD2C r
!
, t

� �
¼ curl curl v

! � ∇
� �

v
!� �h i

z

þ 1

r
D2 f z � @x@z f x � @y@z f y

� �
:

ð16bÞ
Here we have introduced the kinematic viscosity
v ¼ �/r. We note that this decomposition is of
particular interest if fx ¼ fy ¼ 0 as is the case in
convection problems of a plane layer.

Incompressible Fluids with a Small Reynolds
Number
For some applications it is convenient to use the
Navier–Stokes equations in dimensionless form.
With scaling with respect to a characteristic length
L and velocity V0:

r
! ¼ L � r!0

, t ¼ L=V0ð Þ � t0, v! ¼ V0 � v!0
, p0

¼ L
�V0

� p,

(15) turns into

Re @t v
!0 þ v

!0 � ∇0
� �

v
!0h i

¼ �∇0p0 þ D0 v!
0
: ð17Þ

(We assumed a potential for f
!

which can be
confined into p.) The dimensionless quantity

Re ¼ LV 0

v
ð18Þ

is the Reynolds number. IfRe � 1, the left hand
side of (17) can be neglected and the Navier–
Stokes equations become linear (primes omitted):

D v
! ¼ ∇p: ð19Þ

This is the Stokes equation, in which no time
derivative of v

!
occurs. Thus, as known from

over-damped motion, the velocity field directly
follows the pressure gradients.

Transport Equations
Scalar fields such as temperature or concentration
of a mixture that may diffuse into and be trans-
ported with the fluid are ruled by the transport

equation. Let S r
!
, t

� �
be the scalar field, then the

transport equation reads

@tSþ v
! � ∇

� �
S ¼ DsDS, ð20Þ

where Ds is the appropriate diffusion coefficient.

Surface Waves

The only elastic forces in fluids are those coming
from volume changes and may exist, therefore,
only in compressible fluids. They give rise to
longitudinal compression waves which usually
have small amplitudes and behave linearly in a
good approximation. A linear wave equation can
be derived with a (space dependent) sound speed
(Lai et al. 1993).

A transversal wave which is also possible in
incompressible fluids can be formed along a
deformable interface. Gravity and, for small
wavelengths, surface tension provide the stabiliz-
ing mechanism of a flat surface, around which
oscillations (gravity waves) may occur. If their
amplitudes are big enough, nonlinearities may
play an essential role for surface waves, as is
clearly seen by solitons (Drazin et al. 1989;
Nekorkin and Velarde 2002) and wave breaking
(Dean and Dalrymple 2000). For this reason we
shall discuss only surface waves in this section.

Gravity Waves
If one assumes an irrotational flow of a perfect and
incompressible fluid on a flat substrate and with a
free, deformable surface (Fig. 3), then the velocity
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is determined by the Laplace Eq. (7) which must
be accomplished by boundary conditions at z ¼ 0

vz z¼0 ¼ @zfj jz¼0 ¼ 0 ð21Þ
and at z ¼ h(x, y, t)

@tf z¼h ¼ �gh� p hð Þ=r� 1

r
∇fð Þ2

���� ð22Þ

where g denotes the gravitational acceleration.
Equation (22) is nothing other than the Bernoulli
Eq. (13) evaluated at the surface. The surface itself
is determined by the so-called kinematic bound-
ary condition that reads (see Fig. 3, right frame).

@th ¼ vz z¼h � vx z¼h@xh� vy z¼h@yh
������

¼ @zf z¼h � @xhð Þ @xfð Þz¼h � @yh
� �

@yf
� �

z¼h
:

��
ð23Þ

Shallow Water Equations
For shallow water waves, one can introduce the
small parameter

d ¼ d=l ð24Þ
which is the ratio of the water depth d and a typical
horizontal scale (such as a wavelength) l. Then (7)
can be solved iteratively; the result is a power
series in d2 (Cohen and Kundu 2004; Dean and
Dalrymple 2000):

f r
!
, t

� �
¼ F x, y, tð Þ

þd2 � z2

2
D2F x, y, tð Þ þ ’ 1ð Þðx, y, tÞ

� �
þ O d4

� �
ð25Þ

with an arbitrary function ’1. Inserting (25)
into (23) and (22) yields up to the lowest order
in d the shallow water equations

@th ¼ �hD2F� @xhð Þ @xFð Þ
� @yh
� �

@yF
� � ð26aÞ

@tF ¼ �gh� p hð Þ=r� 1

2
@xFð Þ2

� 1

2
@yF
� �2

: ð26bÞ

This is the first example of how to derive a two-
dimensional system starting from three-
dimensional fluid motion. Eq. (26) constitute a
closed system of partial differential equations for
the evolution of the two functions h(x, y, t) and
F(x, y, t). Using (25), one immediately finds from
the latter the velocity field (up to the order d2).

Numerical Solutions
Figure 4 shows numerical solutions of the shallow
water equations (left frame in one dimension,
right frame in two dimensions). In one dimension,
one sees clearly traveling surface waves which
may run around due to the periodic boundary
conditions in x. On the other hand, one can recog-
nize a second wave with a smaller amplitude
going to the left hand side. Both waves seem to
penetrate each other without further interaction.
The reason seems to be the smallness of the ampli-
tude which results in a more or less linear behav-
ior. In the two-dimensional frame, a snapshot of
the temporal evolution of the surface is presented.
The initial condition was chosen randomly. For
numerical stability reasons, an additional
damping of the form evD2F was added to the
right hand side of (26b) which filters out the
short wave lengths. This could be justified phe-
nomenologically by friction and leads in the long
term to a fluid at rest, if only gravity acts.

Fluid Dynamics, Pattern Formation, Fig. 3 Left: an
(incompressible) fluid with a free and deformable surface
located at z ¼ h(x, y, t), on which a constant external

pressure p0 is applied. Right: The location of a certain
point of the surface changes if the fluid is in motion
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Instabilities

Laplace Pressure and Disjoining Pressure To
discuss Eq. (26) further, we must elaborate a little
on the dependence of the surface pressure on the
depth h(x, y, t) and on its curvature –Dh.

The length scale of the surface structures is
proportional to the depth of the fluid layer. If the
films are very thin, we expect to have scales in the

range or even well below the capillary length a ¼ffiffiffiffiffiffiffiffiffiffiffi
G=gr

p
whereG denotes the surface tension. Then

one has to take into account the additional pressure
which originates from the curvature of the surface,
the so-called Laplace pressure (Landau and
Lifshitz 2004) –GD2h. Thus we substitute in (26b)

p hð Þ ¼ p1 hð Þ � GD2 h, ð27Þ
with a function p1 (the disjoining pressure) that
will be specified later (de Gennes 1985; Van Oss
et al. 1988).

Linear Stability Analysis of the Flat
Surface To see if the flat film h ¼ h0 is stable
against small perturbations, one may perform a
linear stability analysis. Inserting

h� h0,Fð Þ ¼ a, bð Þ exp ltþ ikxð Þ
into (26) yields, after linearization with respect to
a, b, a linear eigenvalue problem with the solv-
ability condition

l12 kð Þ ¼ � evk2
2

�i jk j
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h0 gþ p01 þ Gk2
� �

=r� ev2k2=4q
,

ð28Þ

where

p01 ¼
dp1
dh

����
h¼h0

:

We assume that the artificial viscosity is
small,ev2 � G=r: An instability occurs first at
k ¼ 0 if the expression under the integral can be
negative, that is, for p01 þ rg < 0 . This corre-
sponds to the region of initial thickness h0 where
the generalized pressure

p1 hð Þ þ rgh ð29Þ

has a negative slope. For that case, the real part of
l1 starts at k ¼ 0 at zero with positive slope, has a
maximum at k ¼ kc and decreases again to the
value –vk2/2. We shall revisit this instability in the
next section and call it there, in a more systematic
classification, a type II instability. How can (29)
have a negative slope for a certain range of h0? It is
obvious that one has to assume that the pressure p1
depends in some nonlinear nonmonotonic fashion
on the value of h (Fig. 5). As we shall see later, this
can be the case for very thin films where van der
Waals forces between the solid support and the

Fluid Dynamics, Pattern Formation, Fig. 4 Numerical
solutions of the shallowwater equations, left frame shows a
temporal evolution in one dimension, right frame a

snapshot in two dimensions. Dashed contour lines mark
troughs, solid ones correspond to peaks of the sea

56 Fluid Dynamics, Pattern Formation



free surface come into play (de Gennes 1985;
Israelachvili 1992; Van Oss et al. 1988). But
also, in thicker films, this should be possible in
non-isothermal situations, where the surface tem-
perature, and therefore the surface tension,
changes with the vertical coordinate (Marangoni
effect, see Section “Instabilities”, Fig. 8). If we
take (for instance) as a model the polynomial

p1 ¼ c � h � h� h1ð Þ � h� h2ð Þ, c > 0, ð30Þ
then the flat surface is unstable for h between the
two spinodals

h� < h < hþ

with h� being the roots of

3h2 � 2h h1 þ h2ð Þ þ h1h2 þ rg=c ¼ 0:

Figure 6 shows a numerically determined time series
of a random dot initial condition. The mean thick-
ness h0 was chosen in the unstable region. The
formation shows traveling waves in the linear
phase, followed by coarsening to a large scale struc-
ture, in this case one big region of depression, or a
hole. This hole becomes more and more symmetric
while the velocity decays due to the friction term.
Finally, a steady state of a big circular hole remains.

Parametric Excitation of a Thin Bistable Fluid
Layer
One way to replace the energy lost by damping
(to “open” the system) is to accelerate the whole
layer periodically in the vertical direction. This was

done first in an experiment by Michael Faraday in
1831 (Faraday 1831). He obtained regular surface
patterns normally in the form of squares, see Fig. 1.

Faraday patterns can be seen as a solution of
the shallow water equations if the gravity constant
g is modulated harmonically (Bestehorn 2006)

g tð Þ ¼ g0 þ g1 coso t: ð31Þ

A linear stability analysis leads to a Mathieu
Eq. (1). The flat film is unstable if frequency and
amplitude fall into certain domains, the so-called
Arnold tongues. There, one usually finds squares
for not-too-supercritical values.

We conclude this section by showing a numer-
ical solution of (26) with parameters as in Fig. 6,
but now with an additional periodic excitation
(Fig. 7). Coarsening is still present, but now oscil-
lating drops emerge in the form of stars. No time
stable structure is found in the long time limit.

Instabilities

Mechanisms of Instability in Fluids
We start with the specific case of a plane layer of a
viscous fluid with a vertically applied, constant
temperature gradient b (Fig. 11), where

b ¼ T1 � T0ð Þ=d ð32Þ

and T0, T1 are the temperatures at the lower, upper
side of the layer. We assume that a motionless
stationary state exists as a (stable or unstable)
solution of (15) and of an equation such as (20)
for the temperature. The temperature and pressure
distribution of that state can then be computed
from (15, 20) by putting v

!
and all time derivatives

to zero:

∇p0 ¼ f
! ð33aÞ

DT0 ¼ 0: ð33bÞ

If an external force is provided by buoyancy, we
may align the z-axis of the coordinate system

along f
!
which yields

Fluid Dynamics, Pattern Formation, Fig. 5 If the pres-
sure depends on h and has a certain region with a negative
slope, the flat film is unstable in this region and pattern
formation sets in
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Fluid Dynamics, Pattern Formation, Fig. 6 Time series
from a numerical solution of (26) with artificial damping
and bistable pressure according to (30). Coarsening dom-
inates the nonlinear evolution and eventually a stationary

circular region of surface depression (a hole) remains.
Periodic boundary conditions in both horizontal directions
have been used
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f
! ¼ �gr r

!� � bez,
where g is the gravitational acceleration.
Equation (33a) can be solved only if r does not
depend on x and y. If one assumes that the density
depends on temperature

r ¼ r T0
� � ð34Þ

then T0 can also depend only on z. Thus one finds
from (33b)

T0 zð Þ ¼ aþ bz: ð35Þ

Taking a linear relation for (34)

r Tð Þ ¼ r0 1� a T � T0ð Þ½ � ð36Þ

with the heat expansion coefficient a �
�r�1

0 dr=dT and r0 as the density at the reference

temperature T0, one may integrate (33a) and find
for the pressure of the motionless state
(hydrostatic pressure)

p0 zð Þ ¼ �g

Z
rdz ¼ �gr0 z� 1

2
abz2

� �
ð37Þ

where we put a ¼ T0 and b ¼ b, in agreement with
(32).

A linear stability analysis (Chandrasekhar
1961) shows that the motionless, nonequilibrium
state (35) can become unstable if the temperature
gradient b exceeds a certain critical value,
depending on the fluid properties and the geome-
try of the layer. There are two different mecha-
nisms, if the fluid layer is heated from below:

(1) Buoyancy: Hot fluid particles (volume ele-
ments) near the bottom are lighter than colder
ones and want to rise. Colder particles near the
top want to sink. If the stabilizing forces of

Fluid Dynamics, Pattern Formation, Fig. 7 Continuation of the series of Fig. 6, but with additional parametric
excitation according to (30) switched on at t ¼ 72. Instead of stationary patterns pulsating stars are found
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thermal conduction and friction in the fluid are
exceeded by the externally applied temperature
gradient, patterned fluid motion sets in.

(2) Surface tension: If the upper surface of the
fluid is free, that is, in contact with the ambi-
ent air, tangential surface tension normally
increases with decreasing surface temperature
(Fig. 8a–c). If a fluid particle near the surface
moves by fluctuations, say, to the right, then
warmer fluid is pulled up from the bottom,
increasing the surface temperature locally.
Due to laterally increasing surface tension
with respect to the neighbored points, even
more hot fluid is pumped up from the bottom
and the fluid starts to move. This is called the
Marangoni effect and works even without
gravity, that is, in space experiments.

In both cases, the typical length of the struc-
tures which bifurcate from the motionless state is
of the order of the layer depth. These instabilities
are sometimes called small scale instabilities.

In the situation described above, the surface
can be assumed to be flat and undeformable. Of
course this is only an approximation, but valid for
not-too-thin fluid layers and parameters not too far
from threshold. If, on the other hand, the thickness
of the fluid layer is less than a certain value which
is on the order of 10�4 m for common silicone
oils, another mechanism comes to the foreground.
This mechanism is based on

Surface Deformation. If the surface is locally
depressed by an arbitrary fluctuation, the
depressed part is heated up due to the vertical
temperature gradient. A lateral surface tension

gradient is formed which pulls the liquid outside
the depressed region (Fig. 8d). Since the continu-
ity equation must hold, the surface becomes even
more depressed and an instability occurs. The
same mechanism leads to the growth of elevated
parts of the surface, under which fluid is pumped
in from adjacent regions (Golovin et al. 1997;
Nepomnyashchy et al. 2002; Oron et al. 1997).
The deformation mode belongs to the so-called
large-scale instability. This means that the fastest
growing modes have a wavelength that is very
large compared to the layer depth. It is the depth
of the layer which distinguishes which instability
occurs first if the temperature gradient is increased
from the sub-critical region (Fig. 9).

In ultra-thin films (depth of few 100 nm or
less), other mechanisms are possible. Van der
Waals forces between the free surface and the
solid substrate then become important. They
have a potential and can be expressed in the pres-
sure by an extra term, disjoining pressure, as
already shown in Section “Surface Waves”. If
that pressure increases with decreasing layer
depth, fluid is pressed out of depressed regions
and pumped into elevated regions and an instabil-
ity occurs, even for isothermal cases (Fig. 10).

Pattern Formation – Examples
What happens if the critical value for the temper-
ature gradient is exceeded? Since the famous
experiments of Henri Bénard (Bénard 1901) in
the beginning of the twentieth century, one
knows that the fluid starts to move in form of
hexagons if the surface is free and the layer is
“thick” (Fig. 11). These kinds of experiments

a b c d

Fluid Dynamics, Pattern Formation, Fig. 8 a-c The
Marangoni effect may destabilize a fluid layer at rest and
may generate a (regular) fluid motion. The surface remains
flat (to a good approximation). If the surface is deformable
d, a large scale instability may occur as a consequence of

the Marangoni effect and mass conservation. For both
instabilities, it is sufficient to assume the surface tension
as a linear function of temperature. (+/-/0) denote relative
temperatures
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were repeated many times under excellent condi-
tions, for free and closed surfaces, with different
fluids, even under micro gravity conditions
(Koschmieder 1993; Schwabe 2006).

Surprisingly, a secondary instability takes
place for a larger external temperature gradient,
which was not known before 1995, almost
100 years after Bénard. This instability shows
the occurrence of rather regular squares and was
discovered by Eckert and Thess in Dresden, Ger-
many (Bestehorn 1996; Eckert et al. 1998;
Nitschke-Eckert and Thess 1995) and, in the
meantime but independently, by Schatz and
Swinney in Austin, Texas (Schatz and Neitzel
2001; Schatz et al. 1999) (Fig. 12).

If the fluid is covered by a good thermal con-
ductor (a sapphire plate, for instance), hexagons are
not the typically found structure at onset, but rather
stripes or rolls are encountered (Van Dyke 1982).
This can be understood in the frame of reduced
order parameter equations by simple symmetry
arguments. We shall discuss this in more detail in
Section “Order Parameter Equations”. For small
Prandtl numbers (the ratio between viscosity and
thermal diffusivity of the fluid) more complicated

and time dependent patterns are found in the form
of spirals (Fig. 13) (Bestehorn et al. 1994; Morris
et al. 1993; Pesch 1996).

The initial growth of patterns, with a certain
horizontal length scale of the order of the depth of
the fluid layer, is typical for pattern formation in
thick films. In the long term, these structures can
be stationary or time dependent, depending on
several control and fluid parameters (temperature
gradient, material properties, etc.). On the other

Fluid Dynamics, Pattern
Formation, Fig. 9 The
two cases “thick films” and
“thin films” are defined by
the instability that comes
first when the temperature
gradient is increased. The
two instabilities differ in the
wavelength L (wave
number k ¼ 2p/L) of the
growing structures

Fluid Dynamics, Pattern Formation, Fig. 10 In ultra-
thin films (Reiter et al. 1999; Sharma and Khanna 1999;
Vrij 1966), van der Waals forces between free surface and

solid substrate may destabilize a plane fluid layer even
without an external temperature gradient (+/� denote rel-
ative values of the disjoining pressure)

Fluid Dynamics, Pattern Formation, Fig. 11 Hexagonal
motion of a fluid heated from below, found by computer
solution. Shown are contour lines of the temperature field
(after Bestehorn 1993)
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hand, the spatio-temporal behavior is completely
different for thin and ultra-thin films. Here one
finds, after a rather short initial phase, the forma-
tion of larger and larger structures, known as
coarsening. Eventually, the dynamics converge

to a stationary state that consists of a single ele-
vation (drop) or suppression (hole) on the surface
(Fig. 14 left panel). This development can be
interrupted by rupture of the film. Rupture is
obtained if the surface touches the substrate and

Fluid Dynamics, Pattern
Formation,
Fig. 12 Regular squares as
a secondary instability of
hexagons. Numerical
solution of the basic Eq. (6)

Fluid Dynamics, Pattern Formation, Fig. 13 Left: Rolls for high Prandtl number (Pr) fluids; Right: spirals for low Pr
are found if the surface is covered by a good thermal conductor
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the thickness reaches zero in certain domains.
Rupture can be avoided by introducing a repelling
disjoining pressure acting for a very small depth.
In this situation, a completely dry region cannot
exist but the substrate is, rather, covered by a
so-called (ultra thin) precursor film (de Gennes
1985; Oron et al. 1997), already proposed by
Hardy in 1919 (Hardy 1919).

If, in addition, horizontal forces are applied,
that is, by inclining the fluid layer, interesting
studies of falling films and front instabilities can
be made in the frame of the thin film equation
(Bestehorn and Neuffer 2001; Scheid et al. 2002).
A typical example is shown in Fig. 14, right panel.

Types of Instabilities
Different types of instabilities can be classified
according to their linear behavior at onset. Con-
sider a mode having the complex eigenvalue

l k2
� � ¼ io k2

� �þ s k2
� � ð38Þ

with real valued frequency o and real valued
growth rate s. Due to rotation symmetry with
respect to the horizontal coordinates, all values

depend only on the modulus of the wave vector
of the unstable mode (assumed as a plane wave in
horizontal direction).

According to (Cross and Hohenberg 1993), we
use the following notions:

Type IIIs “s” denotes stationary or monotonic and
refers to the temporal behavior of the unstable mode
close to onset. The type number specifies the spatial
behavior of the modes. Type III means slowly vary-
ing or even constant in space (k 	 0). The spatial
structure beyond instability is then mainly domi-
nated by the geometry and boundary conditions of
the system under consideration. For (38) this means

o ¼ 0 and
ds
dk

����
k¼0

¼ 0,

See Fig. 15. A typical example for a type IIIs
instability is the real Ginzbur–Landau eq. A com-
puter solution clearly showing the spatially (and
temporally) slowly varying behavior can be seen in
Fig. 16.

Type IIIo “o” stands for oscillatory and denotes a
non-vanishing imaginary part of (38) at threshold.
This type includes Hopf-instabilities which have the
same slow spatial behavior as IIIs. In (38) we have

Fluid Dynamics, Pattern Formation, Fig. 14 Numerical
solution of the thin film equation (see Section “Conserved
Order Parameter Fields”), red: elevation, yellow: suppres-
sion. Left: Coarsening is the typical spatial behavior for a

thin film. Finally, a stationary solution consisting of one
single hole would survive. Right: If the layer is inclined,
the motion of fronts and the development of front instabil-
ities can be examined. From (Bestehorn et al. 2003)
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o 6¼ 0 and
ds
dk

����
k¼0

¼ 0:

For this kind of instability one needs at least
two coupled diffusion equations. It is often

encountered in reaction diffusion systems, as for
instance the “Brusselator” (Prigogine and Levever
1968; Prigogine and Nicolis 1967).

Type Is The short scale pattern forming instabil-
ities shown in Figs. 11, 12 and 13 with periodicity

Fluid Dynamics, Pattern Formation, Fig. 15 Schematic drawing of the real part of the eigenvalue (38) as function of
the wave vector for the three types of instabilities

Fluid Dynamics, Pattern Formation, Fig. 16 Numerical
solution (time series) of the real Ginzbur–Landau Eq. (39)
which shows a IIIs instability. The Ginzbur–Landau equa-
tion can be considered as a simple model for the

magnetization of a ferro magnet. Then the two rows show
the spatio-temporal evolution of the magnetization, Top:
without external field, Bottom: with external field
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in space, kc 6¼ 0 are of this type, see Fig. 15 middle
frame. Again one needs at least two coupled dif-
fusion equations to obtain such an instability. For
the eigenvalue,

o ¼ 0 and
ds
dk

����
k¼kc

¼ 0 with kc 6¼ 0

holds. Sometimes these kinds of patterns are
called Turing structures or Turing instabilities,
after the seminal work of Alan Turing, who pre-
dicted this patterns in skin, scales, or hair coating
of certain animals (Turing 1952) (Fig. 17). For
more details and pattern formation in biology see
(Murray 1993).

Type Io Denotes oscillating Turing structures,
sometimes also called wave instabilities.The
eigenvalue l then has the form

o 6¼ 0 and
ds
dk

����
k¼kc

¼ 0 with kc 6¼ 0:

For this instability, the system must be described
by at least three coupled diffusion equations. In
fluid mechanics, this kind of instability can be
encountered in binary mixtures and give rise to a
very complicated, in general chaotic, spatio-
temporal behavior just at onset (Bestehorn and
Colinet 2000).

Type IIs This type is realized in the surface pat-
terns of thin films, Fig. 14. Here, l depends on k as
shown in the right frame of Fig. 15. One has

o ¼ 0 and
ds
dk

����
k¼kc

¼ 0 with kc 6¼ 0

and in addition

s k ¼ 0ð Þ ¼ 0:

From the last condition one sees that modes with
k ¼ 0, that is, those which are homogeneous in
space, are marginally stable, meaning neither sta-
ble nor un stable. One may then add a constant to
the order parameter (the mode amplitude)

x0 ¼ xþ const,

where x0 is still a solution of the linear part of the
order parameter equation. This property usually
has its origin in a symmetry of the basic problem.
We shall discuss this instability type in
Section “Conserved Order Parameter Fields” on
thin films. There, the symmetry corresponds to a
global shift of the surface in vertical direction.

Type II0 The same as IIs but with an additional
imaginary part o 6¼ 0. We mention this type only
for the sake of completeness; there will be no
further examples in this contribution.

Fluid Dynamics, Pattern Formation, Fig. 17 After a
theory by A. Turing the painting on skin, scales, or coats
of animals is organized by a nonequilibrium chemical
reaction during the embryonal phase. Left: regular spots

arranged in a hexagonal manner on the panther fish, Right:
stripes with defects on the lion fish (pictures taken by the
author in the Berlin Zoo)
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Order Parameter Equations

Order Parameters
In this section, we wish to describe pattern forma-
tion in the weakly nonlinear regime. We shall
mainly restrict ourselves to the case of monotonic
(non-oscillatory) instabilities. For further references
see (Bestehorn and Friedrich 1999; Bestehorn and
Haken 1990; Cross and Hohenberg 1993; Haken
1983, 2004). Close to a bifurcation point to a new
state, it is natural to expand nonlinearities with
respect to small deviations from the old, unstable
state. These deviations can be written as a composi-
tion of certain Galerkin functions or modes; the
amplitudes of these modes are called order param-
eters. If the order parameters are functions only of
time, the dynamics given by the order parameter
equations (ordinary differential equations, abbrevi-
ated: ODE) are perfect patterns, for instance parallel
stripes, squares (two order parameters) or hexagons
(three order parameters). Natural patterns having
defects and grain boundaries, as for instance the
structures shown in Figs. 11, 12 and 13 can also be
described in this frame. One then has to make the
additional assumption that the order parameters also
vary (slowly) in space and are ruled by partial dif-
ferential equations (abbreviated: PDE).

The Ginzbur–Landau Eq.
A prominent (and historically the first) example of
such a PDE order parameter equation is the
Ginzbur–Landau equation (Aranson and Kramer
2002; Landau and Lifshitz 1996). In one spatial
dimension it has the normal form

@tx x, tð Þ ¼ ex x, tð Þ þ q20 @
2
xx x x, tð Þ

� c3 xðx, tÞj j2x x, tð Þ ð39Þ

and describes the spatio-temporal evolution of the
complex order parameter field x. If x is the mode
amplitude of a roll structure with a certain wave
number, for example, the critical one, then stripes
with defects are obtained if x varies (slowly) in
space. If c3 and q0 are real valued, (39) is called the
real Ginzbur–Landau equation. For complex
values of the coefficients, an incomparably richer
and much more complicated spatio-temporal

behavior of the order parameter is encountered,
for details we refer to (Aranson and Kramer 2002).

In the theory of nonequilibrium pattern forma-
tion, writing down an equation such as (39) is far
from being purely phenomenological. It can be
derived rather systematically from the basic
hydrodynamic equations (Haken 1975; Newell
and Whitehead 1969).

To give an idea of that, we do it briefly for the
(two-dimensional) case of convection (the reader
who is not interested in technical details can skip
the rest of this section).

Starting point are the Eqs. (16) and (20) where
in the latter, S stands for temperature T.

Scaling of independent r
!
, t

� �
and dependent

v
!
,T

� �
variables allows the reduction of the num-

bers of parameters:

r
! ¼ er!� d, t ¼ et � d2=k

� �
, v
!

¼ ev!� k=dð Þ,T ¼ eT � b � d, ð40Þ
with the constant depth d and the externally applied
temperature gradient (32). Note that if the liquid is
heated from below, b < 0. Introducing the devia-
tionY from the thermally conducting state

T r
!
, t

� �
¼ T0 zð Þ þY r

!
, t

� �
¼ T0 þ bzþY r

!
, t

� �
ð41Þ

transforms (20) into

D� @tf gY r
!
, t

� �
¼ �D2C r

!
, t

� �
þ v

! � ∇
� �

Y r
!
, t

� �
ð42Þ

and (16) into

D� 1

Pr
@t

n o
D2F r

!
, t

� �
¼ � 1

Pr
curl v

! � ∇
� �

v
!� �h i

z

ð43aÞ

D� 1

Pr
@t

n o
DD2C r

!
, t

� �
¼ �RD2Y r

!
, t

� �
� 1

Pr
curl curl v

! � ∇
� �

v
!� �h i

z
:

ð43bÞ

Two dimensionless numbers occurred. One is the
material dependent Prandtl number
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Pr ¼ n
k
, ð44Þ

which measures the ratio of the diffusion times of
heat and momentum. The other one is called the
Rayleigh number and turns out to be

R ¼ � bgad4

nk
ð45Þ

with a defined in (36). The system (42) and
(43) constitutes the basic equations for the three
scalar fields, F,C, andY which describe convec-
tive motion and temperature of a plane fluid layer
with a flat and undeformable surface onto a plane
substrate. This can be further simplified by taking
the large Prandtl number limes 1/Pr¼ 0 (good for
fluids with high viscosity, oils, etc.). Then F van-
ishes everywhere and only two equations are left:

D2C r
!
, t

� �
¼ �RY r

!
, t

� �
ð46aÞ

D� @tf gY r
!
, t

� �
¼ �D2C r

!
, t

� �
þ v

! � ∇
� �

Y r
!
, t

� �
: ð46bÞ

A general nonlinear (2D) solution of
Eqs. (46) may be expressed by

C x, z, tð Þ
Y x, z, tð Þ

" #

¼
X
l

Z 1

�1
dkxl k, tð Þ

f l k
2, z

� �
gl k

2, z
� �

" #
e�ikx

ð47Þ

and

xl k, tð Þ ¼ x
l �k, tð Þ

where f and g are eigenfunctions of the ODE
eigenvalue problem

d2z � k2
� �

f l þ Rgl ¼ 0

d2z � k2 � ll k2
� �� �

gl � k2 f l ¼ 0:
ð48Þ

Here, l labels the different eigenfunctions.
Equation (48) is obtained by inserting (47) with

xl ~ exp.(lt) into (46) and keeping only linear
terms. The functions fl and gl can be calculated
numerically by a finite difference method in ver-
tical direction where suitable boundary conditions
must be implemented.

Inserting (47) into (46) yields, after multiplica-
tion with the adjoint function gþl exp. (ikx) and
integration over the spatial coordinates, the
system:

@txl k, tð Þ ¼ ll k2
� �

xl k, tð Þ
�
X
l0l00

Z 1

�1
dk0dk00cl l0l00 kk

0k00ð Þxl0 k0, tð Þxl00 k00, tð Þ

d k � k0 � k00ð Þ,
ð49Þ

where the coefficients c are matrix elements that
can be computed directly from the basic equations
for any given set of control parameters:

cl l0l00 kk
0k00ð Þ

� k02
Z 1

0

dzgþl k2, z
� �

f l0 k02, z
� �

@zgl00 k002, z
� �

�k0k00
Z 1

0

dzgþl k2, z
� �

gl0 k02, z
� �

@z f l00 k002, z
� �

:

ð50Þ

Here we are still at the same level of complexity;
the infinitely many degrees of freedom intrinsic in
the basic partial differential equations are
expressed by an infinite number of mode ampli-
tudes xl(k, t). To eliminate the fast damped modes
by the linearly growing ones, we divide the eigen-
modes into two groups:

ll !

lu k2
� � 	 0 ) xu k, tð Þ

j k j	 kc, u ¼ l ¼ 1

ls k2
� � � 0 ) xs k, tð Þ

s ¼ l > 1or s ¼ l ¼ 1but jkj6¼ kc:

8>>><>>>:
ð51Þ

In the following we may therefore substitute the
index l by u (unstable) or s (stable), depending on
the values of l and |k|. Now we express the ampli-
tudes of the enslaved modes invoking an adiabatic
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elimination (kc denotes the wave vector that max-
imizes lu). In this case, the dynamics of the
enslaved modes are neglected, they follow instan-
taneously to the order parameters. This is a special
case of the slaving principle of synergetics, which
can be used in many other disciplines beyond
hydrodynamics (Haken 1983).

The remaining equations for the order param-
eters xu, the amplitude equations, read (here and in
the following we suppress the index u at x and l):

@tx k, tð Þ ¼ l k2
� �

x k, tð Þ
þ
Z
dk0dk00dk

000
B k, k0, k00, k

000
� �

x k0, tð Þx k00, tð Þ

x k
000
, t

� �
d k � k0 � k00 � k

000
� �

ð52Þ

where jkj, jk0j, jk00j, jk000 j 	 j kcj. Note that there are
no quadratic expressions in x. This is because
k � k0 � k00 cannot vanish if all wave numbers
have the same (nonzero) absolute value. In three
spatial dimensions this is different. Three
k-vectors can then form a resonant triangle,
which is the reason why stable hexagons may
occur.

The Landau coefficient B is directly related to
the matrix elements (50):

B k, k0, k00, k
000

� �
¼

X
s

1

ls k00 þ k
000� �2� �

csuu k00 þ k
000
, k0, k00

� �
cuus k, k0, k00 þ k

000
� �h

þcusu k, k00 þ k
000
, k0

� �i
where the indices u and s are defined in (51).

To arrive at the Ginzbur–Landau equation, one
must transform back to real space. If we express
the d-function in (52) as

d k � k0 � k00 � k
000

� �
¼ 1

2p

Z
dxei k�k0�k00�k

000ð Þx

and assume, that the coefficient B does not depend
much on k (it can be evaluated at k ¼ � kc), the
cubic part of (52) takes the form

B
2p

Z
dxeikx

Z
dk0x k0, tð Þe�ik0x

Z
dk00x k00, tð Þ

e�ik00x
Z
dk

000
x k

000
, t

� �
e�ik

000
x

¼ B
2p

Z
dx eikxC3 x, tð Þ

ð53Þ

where we have introduced the Fourier transform

C x, tð Þ ¼
Z
dkx k, tð Þe�ikx: ð54Þ

Inserting (53) into (52), multiplying with e�ikex
and integrating over k yields the order parameter
equation in real space

@tC ex, tð Þ ¼
Z
dkl kð Þx k, tð Þe�ikex

þ BC3 ex, tð Þ: ð55Þ

If we replace the k2 -dependence of l under the
integral by�@2exex, we may pull A out of the integral

and write (55) in the form

@tC x, tð Þ ¼ l �@2
xx

� �
C x, tð Þ þ BC3 x, tð Þ: ð56Þ

The function C(x, t) can also be called an
“order parameter”, though it is not slowly varying
in space compared to the small scale structure of
the rolls, an idea which we shall work out in the
following section. One big advantage can already
be seen: the reduction of the number of space
dimensions by one. We started with the hydrody-
namic equations in two dimensions and get an
order parameter equation in only one spatial
dimension.

To find the form of the Ginzbur–Landau equa-
tion, we must introduce a slowly varying order
parameter. This is done by recalling that the Fou-
rier transform of W is mainly excited around
k ¼ �kc. Then it is natural to make a “rotating
wave approximation”with respect to x of the form

C x, tð Þ ¼ x x, tð Þeikcx þ x
 x, tð Þe�ikcx: ð57Þ

Inserting this into (56), multiplying by e�ikcx

and integrating with respect to x over one period
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2p/kc yields with the assumption of constant
(slowly varying) x in this period

@tx x, tð Þ ¼ l � @x þ ikcð Þ2
� �

x x, tð Þ

þ 3B xðx, tÞj j2x x, tð Þ:
The last approximation is concerned with the

evaluation of the eigenvalue in form of a differen-
tial operator. Close to kc, it has the form of a
parabola, see Fig. 15 middle frame. Thus we may
approximate

l k2
� � ¼ e� q2 k2 � k2c

� �2 ð58Þ
and also

l � @x þ ikcð Þ2
� �

¼ e� q2 @x þ ikcð Þ2 þ k2c

� �2

¼ e� q2 @2
xx þ 2ikc@x

� �2
	 eþ 4q2k2c@

2
xx:

ð59Þ
For the last conversion, we neglect higher

derivatives, which is justified due to the slowly
varying spatial dependence of x. After scaling of x
and the additional assumption B < 0 we finally
have derived the Ginzbur–Landau Eq. (39).

The Swift-Hohenberg Equation
In two spatial dimensions, the drawback of the
Ginzburg-Landau equation is its lack of rotational
symmetry. Therefore, it is better to pass on the rotat-
ing wave approximation (57) and to consider instead
the fully space-dependent function C as an order
parameter, but now in two spatial dimensions. The
resulting evolution equation in its lowest nonlinear
approximation is the Swift-Hohenberg Eq. (88)

_C x
!
, t

� �
¼ e� 1þ D2ð Þ2

h i
C x

!
, t

� �
�C3 x

!
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which we shall derive now.

Non-local Order Parameter Equations To this
end we go back to (52) and write it down in two
dimensions, now including the quadratic terms
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Introducing the (2D) Fourier transform
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and transforming (61) to real space yields the
integro-differential equation
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where the kernels are computed by the Fourier
transforms:
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ð64Þ
Gradient Expansion Although Eq. (63) has a
rather general form, its further numerical treat-
ment is not practicable, at least not in two dimen-
sions. Each integral must be approximated
somehow as a sum over mesh points. The cubic
coefficients would result in a 6-fold sum with, if
N is the number of mesh points, N6 summands,
which is, if N is around the size of 100, rather
hopeless.
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On the other hand, the excitation of x mainly
close to kc, in two dimensions on a (narrow) ring
in Fourier space with radius kc, makes it natural to

expand C under the integrals around x
!
. This

works well if the kernels (64) have a finite
(small) range with significant contribution only
for j x! � x

!0 j< L with L ¼ 2p/kc.
To save space we demonstrate the method only

for the quadratic term of (63) and in one spatial
dimension. ATaylor expansion of C leads toZ Z

dx0dx00G 2ð Þ x� x0, x� x00ð Þ
X1
m, n¼0

1

m!n!
@mC
@xm

@nC
@xn

x� x0ð Þm x� x00ð Þn,

where the derivatives must be evaluated at x. They
can be written in front of the integrals, yielding

X1
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m n
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ð65Þ

with the moments

g 2ð Þ
mn ¼

1
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Z Z
dx1 dx2G

2ð Þ x1, x2ð Þxm1 xn2Þ:

A similar expression can be found for the cubic
coefficient. A series of the form (65) is called
gradient expansion. In this way, a local order
parameter equation results, but which now has
infinitely many nonlinear terms. It reads
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with

g
3ð Þ
lmn

¼ 1

l!m!n!

Z Z Z
dx1 dx2 dx3 G

3ð Þ x1, x2, x3ð Þxl1xm2 xn3:

For more details see (Bestehorn and Friedrich
1999).

Swift-Hohenberg-Haken Equation The
series in (66) will converge rapidly if the kernels
have a short range. Here we consider only the
extreme case of d-shaped kernels, now in two
dimensions:
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Then (66) simplifies to
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For the linear part we again use the expansion (58)
and replace k2 by – D. After rescaling of length,
time and V, (67) turns into the canonical form
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With

a ¼ Affiffiffiffiffiffiffi�B
p :

Equation (68) is the Swift–Hohenberg–Haken
equation derived first using the theoretical
methods of synergetics by Haken (Bestehorn and
Haken 1983; Haken 1983).

Numerical solutions of (68) with a ¼ 0 are
shown in Fig. 18. Stripes as known from convec-
tion, but also from Turing instabilities, can be
clearly seen. If |a| exceeds a certain value which
depends on

ffiffi
e

p
, hexagonal structures are found

which agree qualitatively with those obtained in
Bénard–Marangoni convection (Fig. 19). It can be
shown that the symmetry break z ! � z caused
by the different vertical boundary conditions on
top and bottom of the fluid gives rise to a
(positive) quadratic coefficient. In the Swift–
Hohenberg equation, this violates the symmetry
C! �C and may stabilize two different sorts of
hexagons, namely the already mentioned l - and
g - hexagons. The first ones are found for large
enough positive a, the latter for negative a.
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The Swift–Hohenberg equation can be consid-
ered as normal form of type Is instabilities. The
bifurcation scenario is general (Fig. 20): hexagons
are the generic form at onset if symmetry breaking

(quadratic) terms occur, which is normal. Even
very small symmetry breaking effects lead to
hexagons, although their stability region will
decrease and finally shrink to the critical point

Fluid Dynamics, Pattern Formation, Fig. 18 Computer solutions of the Swift–Hohenberg Eq. (60) for several
e ¼ 0.01,0.1, 1.0,2.0 (top to bottom). The evolution time scales with 1/e, the number of defects increases with e
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e ¼ 0 if a ! 0. Well above threshold, stripes are
expected – or squares.

Squares A linear stability analysis of the
Swift–Hohenberg Eq. (68) shows that squares
are always unstable in favor of rolls
(or hexagons). Therefore there exists no stable
square pattern as a solution. This can be changed
including higher order terms in the gradient
expansion (66), for details see (Bestehorn and
Pérez-García 1992). In this spirit, the equation

@tC ¼ eC� Dþ 1ð Þ2C� b C3

� c CD2 C2
� � ð69Þ

has a stable square solution for –32c/9< b< 0. In
Fig. 21 we present numerical solutions of (69) for
two different values of the parameter b.

Fluid Dynamics, Pattern Formation, Fig. 19 Evolution
of a random dot initial condition from (68) with e ¼ 0.1,
a ¼ 0.26 (top) and a ¼ 1.3 (bottom). For a in the bistable
region, top row, stripes and hexagons coexist for a long

time until hexagons win. Bottom: for rather large
a hexagons are formed soon showing many defects and
grain boundaries. The defects survive for quite a long time

Fluid Dynamics, Pattern Formation, Fig. 20 Stability
regions in the parameter plane of Eq. (68). Hexagons
bifurcate subcritically from the trivial solution C ¼ 0. As
a secondary instability, stripes emerge. The transition
hexagons-stripes as well as trivial sol-hexagons both
show hysteresis
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Regular squares are found in convection experi-
ments with two poorly conducting top and bottom
plates (Busse and Riahi 1980) or in binary mixtures
with a certain mean concentration (Moses and
Steinberg 1986). If the fluid viscosity is strongly
temperature dependent (non-boussinesq effects),
squares are also preferred, as shown in (Busse and
Frick 1985). For all these cases, an equation of the
form (69) can be approximately derived close to
onset.

Conserved Order Parameter Fields

In the previous section, the OPE had the general
form

@tx r
!
, t

� �
¼ F x,∇x,Dxð Þ ð70Þ

with no further restrictions (except of boundary
conditions) for the order parameter field x. How-
ever, there are many cases where the physical

meaning of the order parameter is that of a density
belonging to a conserved quantity such as total
mass, volume or charge. Let x be such a density;
then the mean value

M ¼ Fh i � 1

V

Z
V

d3 r
!
F x,∇x,Dxð Þ ð71Þ

should vanish, if hxi is a conserved quantity in the
constant volume V. Then F can be written as

F x,∇x,Dxð Þ ¼ �div j
!

r
!
, t

� �
ð72Þ

if the total flow of the current density j
!

through
the surface A of V vanishesI

A Vð Þ
d2 f

! � j! r
!
, t

� �
¼ 0: ð73Þ

With (72), Eq. (70) takes the form of a conti-
nuity equation. In this section we wish to consider
OPEs that fulfill (72) and (73).

Fluid Dynamics, Pattern Formation, Fig. 21 Numerical
solutions of (69) for e ¼ 0.1, c ¼ 1/16 and b ¼ 0 (top),
b ¼ �0.1 (bottom). For b ¼ 0 both squares and stripes are
stable. After a longer time squares win the competition.

Bottom: clearly in the square region of parameter space.
Squares are formed soon having many defects and grain
boundaries. Finally, a rather regular square pattern evolves
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Thin Films
Consider a fluid with a free and deformable sur-
face located at z ¼ h(x, y, t) as already shown in
Fig. 3. If the fluid is incompressible and there is no
flow through the sidewalls, the total volume of the
fluid layer

A � hh i ¼
Z
A

dx dy h x, y, tð Þ ð74Þ
is a conserved quantity, where A is the base area of
the layer. As a consequence, the evolution equa-
tion for h must have the form

@th ¼ �div j
! ¼ �@x jx � @y jy: ð75Þ

Comparing (75) with the kinematic boundary
conditions (23) and taking vz|z ¼ h from the inte-
gral of the incompressibility condition (3)

vz z¼hj ¼ �
Z h

0

dz @xvx þ @yvy
� �þ vz z¼0j

one finds with vz|z ¼ 0 ¼ 0

j
! ¼

Z h

0

dz v
!
H, ð76Þ

where v
!
H denotes the two horizontal velocity

components.

The Lubrication Approximation To close the

Eqs. (75), (76), it is necessary to compute v
!
H as a

function of h. For thin films, the Reynolds number
is small and the Stokes Eq. (19) determines the
fluid velocity to a good approximation. Using
scaling (Oron et al. 1997)

x ¼ ~x � l, y ¼ ~y � l, z ¼ ~z � d, t ¼ ~t � t, h ¼ ~h � d,
ð77Þ

(19) turns into
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with the 2D-gradient ∇2 ¼ (@x, @y). In (78) we
have introduced the dimensionless velocity and
pressure

v
!

H ¼ ~v
!

H � l
t
, vz ¼ ~vz � dt ,P ¼ ~P � �

d2t

and d¼ d/l as a small parameter already defined in
(24). In the limit d ! 0 it follows from (78b)

@~z
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Thus one can integrate (78a) twice over h and

finds with the no-slip condition ~v
!

H 0ð Þ ¼ 0

~v
!
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with a function f
! ex, eyð Þ which can be determined

by the boundary conditions. To this end we con-
sider an inhomogeneous surface tension (caused,
for example, by a temperature gradient) at the free
surface, which yields the condition

� @z v
!
H z¼h ¼ ∇2G z¼hjj :

Inserting (79) there one finds

f
! ¼ e∇2

eG� e∇2
eP� �

� eh
with the non-dimensional surface tension

eG ¼ G
td
�l2

:

Inserting everything into (76) and integrating
by ez finally yields (all tildes omitted)

@th ¼ �∇2 � h3

3
∇2Pþ h2

2
∇2G

� �
: ð80Þ

This is the basic equation for the evolution of
the surface of a thin film in the so-called lubrica-
tion approximation (Ockendon and Ockendon
1995). Eq. (80) is sometimes denoted as the thin
film equation (Oron et al. 1997; Vrij 1966).

The Disjoining Pressure for Ultra-thin
Films Gravitation and surface tension can be
included into the pressure P as already outlined in
Section “Surface Waves”. They both stabilize the
flat film. On the other hand, an instability mecha-
nism is encountered in very thin (ultra-thin) films
where the thickness is some 100 nm or even less
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(Israelachvili 1992; Reiter et al. 1999; Sharma and
Khanna 1998). Then, van der Waals forces between
free surface and solid substrate can no longer be
neglected (Israelachvili 1992). For an attractive
force between surface and substrate one has

dhP < 0:

But there can also exist a repelling van der
Waals force with dhP > 0 which stabilizes the
flat surface. Attractive and repelling forces have
different ranges. Usually, the repelling force is
short range, the attractive one long range. Then,
the initially “thick” film can be unstable due to
attraction but rupture is avoided by repulsion. In
this way completely dry regions cannot exist but
the substrate always remains covered by an
extremely thin film (some nm), called precursor
film, Fig. 22 (Hardy 1919).

The complete expression for such an attractive/
repulsive disjoining pressure including gravity
and surface tension would be (Fig. 23)

P hð Þ ¼ A3

h3
� A9

h9
þ Gh� q D2 h ð81Þ

where A3 and A9 are material parameters, the
Hamaker constants, and

G ¼ d3gt
l2v

, q ¼ G
td3

l4�

denote the dimensionless gravitation number and
the surface tension, respectively.

Spinodal Dewetting – Numerical Results If a
thin liquid film is exposed to a non-or partially
wetting substrate, a small perturbance is sufficient
to destabilize the flat surface. The fluid then bub-
bles and many small drops are formed. This

Fluid Dynamics, Pattern Formation, Fig. 22 Left: Thin
flat films are unstable due to an attractive, long range van der
Waals force between the free surface and the solid substrate of

the fluid. Right: If the film is extremely thin (some nm), a
repelling short range force acts as a stabilizer and the precur-
sor film remains intact instead of rupturing

Fluid Dynamics, Pattern Formation, Fig. 23 Left: The
disjoining pressure for a film with uniform thickness
h including gravitation, A3 ¼ 3, A9 ¼ 1, G ¼ 0.1. The
region of unstable films is bounded by ha and hb. The
critical pressure (depth) Pc (hM) where drops turn into
holes is determined by a Maxwell construction. Right:

Growth rates of periodic disturbances of the plane surface
with wave number k. The solid line corresponds to a film
with a mean thickness in the unstable regime. Waves
having a wave number 0 < k < k0 grow exponentially,
the mode with k ¼ kc has the largest growth rate (most
dangerous mode). The instability is of type II

Fluid Dynamics, Pattern Formation 75



phenomenon can be seen for instance if rain falls
on a waxed cloth or on a well polished car roof.
Such a process is called spinodal dewetting and
refers to the unstable region of Fig. 23, (Bestehorn
and Neuffer 2001; Seemann et al. 2001). As
already explained in Section “Instabilities”, an
instability of the flat film occurs in the region
where P has a negative slope. This instability is
of type II, as is shown in Fig. 23, right frame, and
has the growth rate (dispersion relation)

l ¼ 1

3
h30 �D h0ð Þk2 � k4
� � ð82Þ

with the “diffusion coefficient”

D hð Þ ¼ dhP:

(Here we restrict our further study to fluids with a
uniform surface tension. For non-isothermal films
with ∇2G 6¼ 0 we refer to (Bestehorn et al. 2003;
Oron 2000)). Next we wish to present numerical
solutions of the fully nonlinear Eq. (80) with (81).
To this end we used the parameters of Fig. 23 and
several initial depths h0. As initial condition a
random distribution around the average depth h0
was chosen.

In the early stage of the evolution (top line of
Fig. 24), structures having a length scale of the
critical wave length L ¼ 2p/kc, occur, were kc is
the wave number of the fastest growing mode

kc ¼
ffiffiffiffiffiffiffiffi
�D

2

r
:

This can be called “linear phase” since the ampli-
tudes are still small and nonlinearities play no
important role. The structure grows on the typical
time scale

t ¼ l�1 kcð Þ ¼ 12

h30D
2
¼ 12

h30
P0 h0ð Þð Þ�2,

which is inverse to the square of the slope of the
disjoining pressure. This is the reason why pattern
formation in thicker films takes much longer
(right column in Fig. 24). As a consequence, the

small scale (linear phase) structures are overlayed
by holes created by certain seeds. After the linear
phase, the position of h0 with respect to the Max-
well point hM (Fig. 23, left frame) is decisive.
If h0 > hM, holes are formed, for h0 < hM, one
finds drops. If h0 	 hM, maze-like patterns are
obtained in form of bent, rather irregular stripes
(Fig. 24, middle column). In a last, strongly non-
linear phase, coarsening is observed. The final
stationary structure (long term) is often a single
entity in the form of one big drop or hole. The
whole spatio-temporal evolution is transient and
can be formulated as a gradient dynamics. The
potential plays the role of a generalized free
energy reaching its minimum in the steady end
state (Bestehorn et al. 2003).

The flat film is unstable with respect to infini-
tesimal disturbances if h0 is in the region between
ha and hb. On the other hand, two meta-stable
domains exist, where the flat film is stable,
although the free energy could be lowered by
pattern formation. Then, a finite disturbance is
necessary, which can be caused by seeds coming,
for instance, from impurities. Such a process is
called nucleation and can be seen in the right
column of Fig. 24. There, the seeds were provided
by the random dot initial conditions and two holes
are formed. Both processes (nucleation and wet-
ting) converge in this region and it is a question of
time scales which one emerges first. In experi-
ments, the formation of holes by nucleation is
seen quite often. The reason is that for a
Lennard–Jones like disjoining pressure as (81),
the meta-stable hole region is much larger com-
pared to that of drops (Fig. 23, left frame).

Phase Field Models
In solidification processes, phase fields are intro-
duced as additional variables to describe the state,
here liquid or solid, of the system (Langer 1980).
Phase fields depend on space and time and
governing equations for the phase field variables
must be stated or derived. If the phase field obeys
an equation of the form of (70), it is called
Model A, according to a classification given by
Hohenberg and Halperin (Hohenberg and
Halperin 1977).
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FluidDynamics, Pattern Formation, Fig. 24 Time series found by numerical integration of (80) for h0¼ 1.2 (left column),
1.862 (middle), and 2.8 (right). Light areas correspond to elevated regions of the surface (from Bestehorn 2007)
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Model B Here, we are more interested in phase
field equations belonging to Model B. The phase
field (we call it F) is conserved and a continuity
equation

@tF ¼ �div j
! ð83Þ

must hold. As in nonequilibrium thermodynamics
(Callen 1985) one assumes that the current density

j
!
is proportional to a generalized force f

!

j
! ¼ Q Fð Þ � f! ð84Þ

where Q stands for a non-negative mobility,
which is normally a function of the phase field
itself, but may also explicitly depend on space
coordinates. If the force can be derived from a
potential P (pressure)

f
! ¼ �∇P Fð Þ ð85Þ

which in turn can be written as functional deriva-
tive of another (thermodynamic) potential (free
energy) F

P ¼ dF
dF

, ð86Þ

we finally obtain a closed equation for (83) of the
form

@tF ¼ div Q Fð Þ∇ dF
dF

� �
: ð87Þ

With (87) it is easy to show that dtF � 0.

The Cahn-Hilliard Equation As known from
the Ginzbur–Landau equation, one may expand
the free energy with respect to powers of the
phase field. The surface term (∇F)2 penalizes
phase field variations with respect to space by an
increase of F:

F F½ � ¼
Z
V

d3 r
! D

2
∇Fð Þ2 þ a0Fþ a1

3
F2

h
þ a2

3
F3 þ a3

4
F4 þ . . .

i
:

ð88Þ

Substituting this into (87) yields

@tF ¼ div Q Fð Þ∇ �DDFþ a0 þ a1Fð Þ½
þa2F2 þ a3F3

�
:

ð89Þ

We further assume a2 ¼ 0 (this can be always
obtained by a simple shift of F) and
a1 < 0, a3 > 0. If we restrict us to the case of a
constant mobility, we arrive from (89) after a
suitable scaling at the Cahn-Hilliard Eq. [29]

@tF ¼ �DF� D2Fþ D F3
� �

: ð90Þ

Equation (90) can be considered as a simple
model for a conserved order parameter. A family
of stationary solutions of (90) is given by
F ¼ F0 ¼ constant. A linear stability analysis
shows that these solutions are type II unstable if
F2

0 <
1
3
holds. Since (90) belongs to Model B, an

infinitesimal disturbance can grow only in a way
that keeps the mean value of F ¼ F0 constant.
Therefore, spatially structured solutions are
expected (Fig. 25).

Fluid Dynamics, Pattern Formation, Fig. 25 Stationary solutions of the ID Cahn-Hilliard equation for several mean
values F0
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The density of the free energy of a homoge-
neous solution reads

f Fð Þ ¼ �F2

2
þ F4

4
ð91Þ

and has its minima at Fm ¼ �1. From Fig. 25 it
becomes clear that the stationary pattern forming
solutions are located between these two minima
independently from the mean F0. If the mean
value is increased, the regions with F 	 1 grow
at the cost of the regions with F 	 �1 and vice
versa. Taking (90) as a simple model for the phase
transition from liquid to gas, the phase field
defines the state of aggregation. The density can
then be found from the linear relation

r r
!
, t

� �
¼ 1

2
r f � rg

� �
F r

!
, t

� �
þ 1

2
r f þ rg

� �
ð92Þ

with rg (rf) as the density of the gaseous (liquid)
state. Regions where F 	 �1 are gaseous, those
with F 	 +1 liquid.

Equation (90) has no free parameters. On the
other hand, the mean F0 ¼ hFi is a conserved
quantity which influences the dynamics of pattern
formation qualitatively and which can be consid-
ered as a control parameter. Integrating (92) over
the volume, it turns out that F0 is linked to the
total mass M of the gas/liquid system

M ¼ 1

2
r f � rg

� �
F0 � V þ 1

2
r f þ rg

� �
� V:

The stable homogeneous solutions F2
0 > 1=3

correspond to a pure gas phase (F0< 0, small total
mass), or to a pure liquid phase (F0> 0, large total
mass). In the unstable regime F2

0 < 1=3 the
(homogeneous) system has a medium density;
this corresponds either to an oversaturated vapor
atmosphere (F0 < 0) or to a liquid with a temper-
ature above its boiling point. In both cases, an
infinitesimally small disturbance is sufficient to
trigger pattern formation in the form of phase
separation. In the first case, one observes drops
in the gas atmosphere, in the latter, bubbles in the
liquid. Figure 26 shows a numerical simulation of
(90) in three dimensions.

The Fluid Density as Phase Field
Writing down an equation such as (87) and an
expansion such as (88) seems to be rather ad
hoc. However, for pure fluids it is evident to use
the density itself as the phase field, if one is inter-
ested in the liquid/gas phase transition. Then, the
continuity Eq. (2) may serve as a phase field equa-
tion in lieu of (87). Consequently, the fluid can no
longer be considered incompressible.

The Model The Navier–Stokes equations for a
compressible fluid (14) must be extended by a
force term coming from spatial variations of the
phase field (density). They read (Borcia and
Bestehorn 2007; Jasnow and Vinals 1996)

r @t v
! þ v

! � ∇
� �

v
!h i

¼ �gradpþ f
! þ �Dv

!

þ zþ �
3

� �
graddiv v

! þ K rgradDr:

ð93Þ
The extra term at the end of (93) was first used by

Korteweg in 1901 and is sometimes called
Korteweg stress (Korteweg 1901). For (93) we
assumed constant material parameters �, ζ and K .
Using the methods of thermodynamics, the pressure
is related to the free energy density f (Anderson and
Mc Fadden 1997; Davis and Scriven 1982)

p rð Þ ¼ r
@f rð Þ
@r

� f rð Þ ð94Þ
and the free energy as a functional of r reads

F r½ � ¼
Z
V

d3 r
! K

2
∇rð Þ2 þ f rð Þ

h i
, ð95Þ

according to (88). Equations (93) with (94) and
(2) form a closed system for the variables v

!
and r.

Wetting properties and contact angles at the walls
depend on the boundary conditions r ¼ rw along
the wall (Pismen and Pomeau 2000). The choice
rw ¼ rf corresponds to a completely wetting
(hydrophilic) material, rw ¼ rg to a non-wetting
(hydrophobic) boundary. The boundary condition
for v

!
can either be no-slip (along a wall), no flux,

or periodic. It is straightforward to include evap-
oration and condensation effects into the model,
which is studied in (Borcia and Bestehorn 2005).

Note that now the free energy (95) is not
needed for determining the evolution of the
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phase field by (ad-hoc) gradient dynamics. How-
ever, it can be shown that the free energy
decreases monotonically in time.

Results Again, we wish to consider the forma-
tion of one state of aggregation on the background
of the other. To account for the two stable states,
liquid and gaseous, we take (for sake of simplicity
we assume rg 	 0)

f rð Þ ¼ gr2 r� r f

� �2

: ð96Þ

where y is a positive material constant. In Fig. 27
we show results of the breakup of a flat liquid film
aligned along a rigid bottom plate. The layer is
inclined by an angle ’ and under vertical gravita-
tion. Thus, an external force density of the form

f
! ¼ rg

sin’

� cos’


 �

occurs in (93). The bottom material is assumed to
be partially wetting (rw¼ 0.5rf) and the initial film
is unstable under these conditions. Periodic distur-
bances grow along the fluid’s surface. After rupture,
bubbles separate and travel from left to right due to
downhill force. Figure 28 shows final states of a
sliding drop for two boundary values rw. Clearly,
the contact angles are different (Borcia et al. 2008a).

The phase field description goes far beyond the
one based on the thin film equation of
Section “Thin Films”, since there the treatment
was restricted to small contact angles and rupture
was excluded from the beginning.

Future Directions

There is a huge number of applications in science,
industry, and technology where the methods and
models outlined in the present article can be used
and developed further. In the field of patterns not

Fluid Dynamics, Pattern Formation, Fig. 26 Numerical
solution of the Cahn-Hilliard Eq. (90) in three room dimen-
sions. The time series (top left to bottom right) shows how
liquid drops are formed in an oversaturated gas

atmosphere. Finally they merge to one big drop by coars-
ening, a typical dynamic for a type II instability (from
(Bestehorn 2006))
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formed by self-organized processes, but rather by
external events such as tidal waves, storm surges or
Tsunamis, a reduced and simplified description as
discussed in Sections “Surface Waves” and “Order
Parameter Equations” should allow for a better
understanding of the underlying mechanisms and
their effects. Highly involved problems, as for
instance the flow, temperature, and concentration
fields inside a combustion cell, could be tackled by
such models, extended in a suitable way.

Self-organized fluid patterns (Section “Instabil-
ities”) are the focus of attention in many actual fields
of quite different disciplines and scales. The

conditions that lead to the creation and stabilization
of hurricanes are not yet completely known. The
rather high probability of the occurrence of freak
waves in the open sea still waits for an explanation.
On a planetary scale, convection problems are
encountered in the interior of planets and stars and
may give rise to the spontaneous formation of a
magnetic field. Another problem of great interest
for the geophysicist is that of a fluid (such as oil) in
a porous medium. The equations for that case differ
only a little from that discussed in Section “The
Basic Equations of Fluid Dynamics” and could
therefore be treated in the same spirit.

Fluid Dynamics, Pattern Formation, Fig. 27 Transition
from a flat unstable liquid layer to a drop running down on
an inclined substrate (arrows) under gravity effects.

Numerical simulation (Borcia et al. 2008a) of (93) with
(96) and the material parameters for water/vapor from
(Burelbach et al. 1988) and rw ¼ 0.5rf

Fluid Dynamics, Pattern Formation, Fig. 28 Two final
states showing a drop sliding down the inclined substrate
with rw ¼ 0.1rf (left, almost hydrophobic) and rw ¼ 0.8rf

(right, almost hydrophilic). The flow in the gas and in the
liquid is indicated by small arrows (Borcia et al. 2008b)
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Understanding the mechanisms responsible for
pattern formation can also help to control systems
to avoid the occurrence of spatial patterns. In this
way, the quality of products obtained from indus-
trial processes, such as coating or solidification
(crystal growth), might be improved.

On the micro-scale, fluid problems in general
ruled by the Stokes equations discussed in
Section “Conserved Order Parameter Fields”
form a major issue, founding the new discipline
of micro-fluidics. But even on the nanoscale, there
are new applications in view. The self-organized
growth of structures could be a promising tool in
the conception and construction of nano-circuits.

An extension of the treatment to complex
fluids such as mixtures and emulsions, or to non-
Newtonian fluids using the phase field approach
(Section “Conserved Order Parameter Fields”), is
desirable. These fluids are important for biologi-
cal applications.
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