
Chapter 17
Face Recognition Using 3D Images

I.A. Kakadiaris, G. Passalis, G. Toderici, E. Efraty, P. Perakis, D. Chu,
S. Shah, and T. Theoharis

17.1 Introduction

Our face is our password—face recognition promises to revolutionize the way we
identify individuals in a nonintrusive and convenient manner. Even though research
in face recognition has spanned over nearly three decades, only 2D systems, with
limited adoption to practical applications, have been developed so far. The primary
reason behind this is the low accuracy of 2D face recognition systems in the pres-
ence of: (i) pose variations between the gallery and probe datasets, (ii) variations in
lighting, and (iii) variations in the presence of expressions and/or accessories. The
above conditions generally arise when noncooperative subjects are involved, which
is the very case that demands accurate recognition.

Face recognition using 3D images was introduced in order to overcome these
challenges. It was partly made possible by significant advances in 3D scanner tech-
nology. However, even 3D face recognition has faced significant challenges which
have hindered its adoption for practical applications. The main problem of 3D face
recognition is the high cost and fragility of 3D scanners. Over the last seven years,
our research team has focused on exploring the usefulness of 3D data and the devel-
opment of models for face recognition (under the general name URxD).

In this chapter, we present advances that aid in overcoming the challenges en-
countered in 3D face recognition. First, we present a fully automatic 3D face recog-
nition system, UR3D, which has been proven to be robust under variations in ex-
pressions. The fundamental idea of this system is the description of facial data us-
ing an Annotated Face Model (AFM). The AFM is fitted to the facial scan using
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a subdivision-based deformable model framework. The deformed model captures
the details of an individual’s face and represents this 3D geometry information in
an efficient 2D representation by utilizing the model’s parametrization. This repre-
sentation is analyzed in the wavelet domain and the associated wavelet coefficients
define the metadata that are used for comparing the different subjects. These meta-
data are both compact and descriptive. This approach that involves geometric mod-
eling of the human face allows greater flexibility, better understanding of the face
recognition issues, and requires no training.

Second, we demonstrate how pose variations are handled in 3D face recogni-
tion. The 3D scanners that are used to obtain facial data are usually nonimmersive
which means that only a partial 3D scan of the human face is obtained, particularly
so in noncooperative, practical conditions. Thus, there are often missing data of the
frontal part of the face. This can be overcome by identifying a number of landmarks
on each 3D facial scan thereby allowing correct registration with the AFM, indepen-
dent of the original pose of the face. For nonfrontal scans, missing data can be added
by exploiting facial symmetry, assuming that at least half of the face is visible. This
is achieved by improving the subdivision-based deformable model framework to
allow symmetric fitting. Symmetric fitting alleviates the missing data problem and
facilitates the creation of geometry images that are pose invariant. Another alterna-
tive to tackle the missing data problem is to attempt recognition based on the facial
profile; this approach is particularly useful in recognizing car drivers from side view
images. In this approach, the gallery includes facial profile information under differ-
ent poses, collected from subjects during enrollment. These profiles are generated
by projecting the subjects’ 3D face data. Probe profiles are extracted from the input
images and compared to the gallery profiles.

Finally, we demonstrate how the problems related to the cost of 3D scanners
can be mitigated through hybrid systems. Such systems employ 3D scanners for
the enrollment of subjects, which can take place in a few specialized locations, and
2D cameras at points of authentication, which can be multiple and dispersed. It is
practical to adopt this approach if hybrid systems can improve the accuracy of a 2D
system. During enrollment, 2D+3D data (2D texture and 3D shape) are used to build
subject-specific annotated 3D models. To achieve this, an AFM is fitted to the raw
2D+3D data using a subdivision-based deformable framework. A geometry image
representation is then extracted using the parametrization of the model. During the
verification phase, a single 2D image is used as the input to map the subject-specific
3D AFM. Given the pose in the 2D image, an Analytical Skin Reflectance Model
(ASRM) is then applied to the gallery AFM to transfer the lighting from the probe
to the texture in the gallery. The matching score is computed using the relit gallery
texture and the probe texture. This hybrid method surpasses the accuracy of 2D face
recognition system in difficult datasets.
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17.1.1 3D Face Recognition

In recent years, several 3D face recognition approaches have been proposed that
offer increased accuracy and resilience to pose and illumination variations when
compared to 2D approaches. The limitations of 2D approaches were highlighted in
the Face Recognition Vendor Test 2002 study. However, the advantages of 3D face
recognition were not evident since most 3D approaches had not been extensively
validated due to the non-availability of 3D databases. This is evident in the surveys
of the 3D face recognition field given by Bowyer et al. [8], Chang et al. [13] and
Scheenstra et al. [57]. To address this issue, NIST introduced the Face Recognition
Grand Challenge and Face Recognition Vendor Test 2006 [21] and released two
publicly available multimodal (3D and 2D) databases, FRGC v1 and FRGC v2.

On FRGC v1, a database that contains over 900 frontal scans without any facial
expressions, Pan et al. [46] reported 95% rank-one recognition rate using a PCA
approach, while Russ et al. [56] reported a 98% verification rate. Our approach
achieved a 99% rank-one recognition rate [29].

On FRGC v2, a database that contains over 4000 frontal scans with various facial
expressions, Chang et al. [11, 12] examined the effects of facial expressions using
two different 3D recognition algorithms. They reported a 92% rank-one recognition
rate. The same rank-one recognition rate (92%) was also reported by Lu et al. [40].
In their approach, a Thin Plate Spline (TPS) was used to learn expression deforma-
tion from a control group of neutral and non-neutral scans. Husken et al. [28] pre-
sented a multimodal approach that uses hierarchical graph matching (HGM). They
extended their HGM approach from 2D to 3D but the reported 3D performance was
poorer than the 2D equivalent. The fusion of the two approaches, however, pro-
vided competitive results, a 96.8% verification rate at 0.001 False Acceptance Rate
(FAR), compared to 86.9% when using the 3D only. Al-Osaimi et al. [1] used a
PCA subspace, referred to as the expression deformation model, to analyze facial
deformations from 3D data. They reported an average (over ROC I, II and III exper-
iments) verification rate of 94.2% at 0.001 FAR. Maurer et al. [43] also presented a
multimodal approach tested on the FRGC v2 database, and reported a 87% verifi-
cation rate at 0.01 FAR. In our initial work on this database [49], we analyzed the
behavior of our approach in the presence of facial expressions. The improvements
presented in our subsequent work [30] allowed us to overcome the shortcomings of
this approach. Our method, using only 3D data, achieved 97% rank-one recognition
and an average (over ROC I, II and III experiments) verification rate of 97.1% at
0.001 FAR.

17.1.2 3D Face Recognition from Partial Scans: UR3D-PS

Even though the majority of the 3D face recognition approaches focus on full frontal
scans, there are several approaches that focus on partial scans (that are prone to miss-
ing data). Lu et al. [38, 39, 41], in a series of studies, presented methods to locate
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the positions of the corners of the eyes and mouth, and the tips of the nose and
chin, based on a fusion scheme of shape index on range maps and the “cornerness”
response on intensity maps. They also developed a heuristic method based on cross-
profile analysis to locate the nose tip more robustly. Candidate landmark points were
filtered out using a static (nondeformable) statistical model of landmark positions.
Although they report a 90% rank-one matching accuracy in an identification exper-
iment, no claims where made with respect to the effects of pose variations.

Dibeklioglu et al. [17, 18] introduced a nose tip localization and segmentation
method using curvature-based heuristic analysis to enable pose correction in a face
recognition system that allows identification under significant pose variations. How-
ever, their system cannot handle facial scans with yaw rotations greater than 45°.
Additionally, even though the Bosphorus database that was used consisted of 3396
facial scans, the date were obtained from only 81 subjects.

Blanz et al. [5, 6] presented an approach in which a 3D Morphable Model was
fitted on 3D facial scans, which is a well-established approach for producing 3D syn-
thetic faces from scanned data. However, face recognition testing was validated on
the FRGC database that consists of frontal facial scans, and on the FERET database
that contains faces under pose variations which do not exceed 40°. Bronstein et
al. [10] presented a face recognition method that is capable of handling missing
data. This was an extension of their previous approach [9] where they deformed the
face by embedding it into a multi-dimensional space. Such an approach preserves
only the intrinsic geometries of face. Since facial expressions are mainly extrinsic
geometries, the result is an expression invariant representation (canonical form) of
the face. They reported high recognition rates, but on a limited database of 30 sub-
jects. Also, the database did not contain side scans. Furthermore, the scans that con-
tained missing data were derived synthetically by randomly removing certain areas
from frontal scans. In Nair and Cavallaro’s [45] work on partial 3D face matching,
the face was divided into areas and only certain areas were used for registration and
matching. This approach was based on an assumption that the areas of missing data
can be excluded. Using a database of 61 subjects, they showed that using parts of
the face rather than the whole face, yields higher recognition rates. This approach,
as well as their subsequent work on 3D landmark detection, cannot be applied to
missing data resulting from pose self-occlusion, especially when holes exist around
the nose region. Lin et al. [36] introduced a coupled 2D and 3D feature extraction
method to determine the positions of eye sockets using curvature analysis. The nose
tip was considered as the extreme vertex along the normal direction of eye sockets.
The method was used in an automatic 3D face authentication system but was tested
on only 27 datasets with various poses and expressions. Mian et al. [44] introduced
a heuristic method for nose tip detection and used it in a face recognition system.
The method is based on a geometric analysis of the nose ridge contour projected on
the x–y plane. It is used as a preprocessing step to crop and pose correct the facial
data. Even though it allows up to 90° roll variation, this approach requires yaw and
pitch variation less than 15°, thus limiting the applicability to near frontal scans.
Perakis et al. [50] presented methods for detecting facial landmarks and used them
to match partial facial data. Local shape and curvature analysis were used to locate
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candidate landmark points (eye inner and outer corners, mouth corners, and nose
and chin tips). The points were identified and labeled by matching them with a sta-
tistical facial landmark model. The method addresses the problem of extreme yaw
rotations and missing facial areas, and its face recognition accuracy was validated
against the FRGC v2 and UND Ear databases.

17.1.3 3D-aided 2D Face Recognition

The literature in 3D and 2D+3D Face Recognition has rapidly increased in recent
years. An excellent survey was presented by Bowyer et al. [8]. The approach pro-
posed by Riccio and Dugelay [55] uses geometric invariants on the face to establish
a correspondence between the 3D gallery face and the 2D probe. Some of the in-
variants were manually selected. This algorithm does not use the texture information
registered with the 3D data from the scanner, and hence, does not take full advan-
tage of the input data. Blanz and Vetter [5] employed a morphable model technique
to acquire the geometry and texture of faces from 2D images. Wang et al. [67]
used a spherical harmonic representation [2] with the morphable model for 2D face
recognition. Toderici et al. [61] proposed a method referred to as UR2D that uses
2D+3D data to build a 3D subject-specific model for the gallery. In contrast, Wang’s
method uses a 2D image to build a 3D model for the gallery based on a 3D statistical
morphable model. Yin and Yourst [69] used frontal and profile 2D images to con-
struct 3D shape models. In comparison to these methods, the UR2D method is able
to more accurately model the subject identity as it uses both 2D and 3D informa-
tion. Smith and Hancock [58] presented an approach for albedo estimation from 2D
images also based on a 3D morphable model. The normals of the fitted model were
then used for the computation of shading, assuming a Lambertian reflectance model.
Biswas et al. [3] proposed a method for albedo estimation for face recognition us-
ing two-dimensional images. However, their approach was based on the assumption
that the image does not contain shadows, and does not handle specular light. The
relighting approach of Lee et al. [34], also suffers from the self-shadowing problem.
Tsalakanidou [62] proposed a relighting method designed for face recognition but
this approach produced images with poorer visual quality when compared to more
generic methods, especially when specular highlights over-saturate the images.

17.1.4 3D-aided Profile Recognition

The use of face profile for identification had attracted research interest even before
the arrival of the associated computer technologies [22]. The methods for recogni-
tion using the profile curve can be classified into one of two categories: landmark-
based methods [27, 32, 37, 68] or global methods [23, 31, 47, 70]. Landmark-based
methods rely on the attributes associated with a set of fiducial points, and recogni-
tion uses similarity metrics based on those attributes. Global methods consider each
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profile as a geometric object and introduce a similarity metric between homoge-
neous objects: all regions of a profile are treated equally.

Harmon et al. [27] defined 17 fiducial points; after aligning two profiles based
on the selected landmarks, the matching was achieved by measuring the Euclidean
distance of the feature vectors derived from the outlines. A 96% recognition rate
was reported. Wu et al. [68] used a B-spline to locate six landmarks and extracted
24 features from the resulting segments. Liposcak and Loncaric [37] used scale-
space filtering to locate 12 landmarks and extracted 21 distances based on those
landmarks. The Euclidean distance between the vectors of features was used for the
identification.

Bhanu and Zhou [70] proposed curvature-based matching using a dynamic warp-
ing algorithm. They reported a recognition rate of almost 90% on the University
of Bern Database that consisted of 30 subjects. Gao and Leung [24] introduced a
method to encode profiles as attributed strings and developed an algorithm for at-
tributed string matching. They reported nearly 100% recognition rate on the Bern
database. Pan et al. [47] proposed a method that uses metrics for the comparison of
probability density functions on properly rotated and normalized profile curves. Gao
et al. [23, 25] proposed new formulations of the Hausdorff distance. Initially, their
method was extended to match two sets of lines, while later, it was based on weight-
ing points by their significance. In both cases, they applied their distance metric to
measure the similarity of face profiles.

All these methods were designed for standard profiles only and use 2D images as
gallery. Kakadiaris et al. [31] introduced the use of a 3D face model for the genera-
tion of profiles under different poses for the gallery. Modified directional Hausdorff
distance of the probe profile to the gallery profile was used for identification. In ad-
dition, four different profiles under various rotation angles were used to introduce
robustness to pose.

An important step in the implementation of a fully automatic system suitable for
unconstrained scenarios is developing an accurate profile extractor. The majority of
profile-based identification approaches do not sufficiently address this issue: instead
they use manual extraction [31, 47] or very basic thresholding methods based on
the assumption of indoor controlled illumination and a uniform background [7, 37,
70]. More efficient methods have been applied for near-frontal face extraction and
feature localization. Among the most powerful are the methods based on the Ac-
tive Shape Model (ASM), originally proposed by Cootes et al. [15]. These methods
are based on recovering parameters of a statistical shape model, when a local mini-
mum of the matching energy is found based on a search in local neighborhoods of
the shape points. During the last decade, numerous modifications for the ASM have
been proposed [26, 42]. The ultimate goal for most of these algorithms is alignment,
therefore the shape is mostly defined by sparse set of common face landmarks vis-
ible on the frontal view, enforced by only a few additional points. For the contour
extraction task, points should be densely sampled in order to approximate the curve
accurately. Another known shortcoming of the ASM approach is the sensitivity to
initialization, which is especially critical for ridge-like shapes.
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Fig. 17.1 Overview of the UR3D 3D face recognition method

17.2 3D Face Recognition: UR3D

The UR3D 3D face recognition method is reviewed in this section [30]. It is a purely
geometric approach as it does not require any statistical training. The AFM is de-
formed to capture the shape of the face of each subject. This approach represents
the 3D information in an efficient 2D structure by utilizing the AFM’s UV param-
eterization. This structure is subsequently analyzed in the wavelet domain and the
spectral coefficients define the final metadata that are used for comparison among
different subjects.

This method has the following steps (Fig. 17.1):

1. Acquisition: Raw 3D data are acquired from the sensor and converted to a polyg-
onal representation using sensor-dependent preprocessing.

2. Registration: The data are registered to the AFM using a two-phase approach.
3. Deformable Model Fitting: The AFM is fitted to the data using a subdivision-

based deformable model framework.
4. Geometry Image Analysis: Geometry and normal map images are derived from

the fitted AFM and wavelet analysis is applied to extract a reduced coefficient set
as metadata (Fig. 17.2).

A detailed explanation of each step can be found at [30].
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Fig. 17.2 From left to right: Facial scan → Fitted AFM → Extracted geometry image → Com-
puted normal image

Fig. 17.3 Interpose matching using the proposed method (left to right): Opposite side facial scans
with extensive missing data, Annotated Face Model (AFM), resulting fitted AFM of each scan
(facial symmetry used), extracted geometry images

17.3 3D Face Recognition for Partial Scans: UR3D-PS

UR3D is focused on 3D frontal facial scans and does not handle extensive missing
data. In this section, the focus is shifted to 3D partial scans with missing data (such
as side facial scans with large yaw rotations). The goal is to handle both frontal and
side scans seamlessly thus producing a biometric signature that is pose invariant and
hence, making the method more suitable for real-world applications.

The main idea of the proposed method is presented in Fig. 17.3. It allows match-
ing among interpose facial scans and solves the missing data problem by using facial
symmetry. To this end, a registration step is added that uses an automated 3D land-
mark detector to increase the resiliency of the registration process to large yaw rota-
tions (common in side facial scans). Additionally, the subdivision-based deformable
model framework is extended to allow symmetric fitting. Symmetric fitting allevi-
ates the missing data problem as it derives geometry images from the AFM that
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Fig. 17.4 Depiction of:
a landmark model as a 3D
object; and b landmark model
overlaid on a facial scan

are pose invariant. Compared to the method presented in the previous section all
other steps, except the registration and fitting step, remain unchanged. However, to
make interpose matching more accurate, frontal facial scans are handled as a pair of
independent side facial scans (left and right).

17.3.1 3D Landmark Detection

The proposed method (UR3D-PS) employs an improved version of the 3D landmark
detection algorithm presented in [51]. Candidate interest points are extracted from
the facial scans and are subsequently identified and labeled as landmarks by using a
Facial Landmark Model (FLM). A set of 8 anatomical landmarks is used: right eye
outer corner (l1), right eye inner corner (l2), left eye inner corner (l3), left eye outer
corner (l4), nose tip (l5), mouth right corner (l6), mouth left corner (l7) and chin tip
(l8) (Fig. 17.4). Note that at least five of these landmarks are always visible on side
facial scans. The model with the entire set of eight landmarks will be referred to as
FLM8 while the models with the reduced sets of five landmarks (left and right) will
be referred to as FLM5L and FLM5R, respectively.

To create each FLM a mean shape is computed from a manually annotated
training set. One hundred and fifty frontal facial scans with neutral expressions
are randomly chosen from the FRGC v2 database as the training set. Procrustes
Analysis [14, 19, 59] procedure is used to align the landmarks shape and calculate
the mean shape. Subsequently, the variations of each FLM are analyzed by apply-
ing Principal Component Analysis (PCA) to the aligned landmark shapes. Aligned
shape vectors form a distribution in the nd dimensional shape space, where n is
the number of landmarks and d the dimension of each landmark. As described by
Cootes et al. [16, 59], we can decompose this distribution and select the most sig-
nificant eigenvectors of the eigenspace (principal components). We incorporated 15
eigenvalues (out of 24) in FLM8, which represent 99% of total shape variations of
the frontal landmark shapes. Similarly, we incorporated 7 eigenvalues (out of 15) in
FLM5L and FLM5R, which represent 99% of total shape variations of the left and
right side landmark shapes.

The FLMs are used to detect landmarks in each facial scan as follows (depicted
in Fig. 17.5):
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Fig. 17.5 Results of landmark detection and selection process: a shape indexes maxima and min-
ima; b spin image classification; c extracted best landmark sets; and d resulting landmarks

• Extract candidate landmarks by using the Shape Index map. After computing
shape index values on a 3D facial scan, mapping to 2D space is performed to cre-
ate the shape index map. Local maxima (Caps) are candidate landmarks for nose
tips and chin tips and local minima (Cups) for eye corners and mouth corners.
The most significant subset of points for each group (Caps and Cups) is retained.

• Classify candidate landmarks by using Spin Image templates. Candidate land-
marks from the previous step are classified and filtered according to their rele-
vance with five Spin Image templates. The similarity between two spin image
grids P and Q is expressed by the normalized linear correlation coefficient:

S(P,Q) = N
∑

piqi − ∑
pi

∑
qi

√
[N ∑

p2
i − (

∑
pi)2][N ∑

q2
i − (

∑
qi)2]

where pi , qi denotes each of the N elements of spin image grids P and Q, re-
spectively.

• Label Landmarks. Using the classified candidate landmarks, feasible combina-
tions of five landmarks are created. Subsequently, the rigid transformation that
best aligns these combinations with the corresponding FLMs is computed. If the
result is not consistent with FLM5L or FLM5R then the combination is filtered
out. If it is consistent, the landmarks are labeled by the corresponding FLM and
the combination is considered a possible solution. Possible solutions also include
combinations of eight landmarks that are created from fusing two combinations
of five landmarks (FLM5L and FLM5R) and are consistent with FLM8.

• Select Final Solution. The optimal solution (landmark combination) for each of
the FLM5R, FLM5R and FLM8 is selected based on the distance from the mean
shape of the corresponding FLM. To select the final solution the three optimal
landmark combinations are compared using a normalized Procustes Distance that
takes into consideration the shape space dimensions.
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Fig. 17.6 AFM (gray) and facial scans (color coding: red means low registration error, blue means
high registration error) superposed after registration (the scans): a frontal scan; b 45° left side scan;
and c 60° right side scan

17.3.2 Partial Registration

Side facial scans with missing data cannot be registered robustly using the registra-
tion module of UR3D. To compute a rough but robust registration between the AFM
and frontal or side facial scans (Fig. 17.6), the detected 3D landmarks are used. The
Procrustes distance between a set of landmark points x on the scan and the corre-
sponding landmark points x0 on the AFM is minimized in an iterative approach. If
T translates x so that its centroid is at the origin (0,0,0), T0 translates x0 so that
its centroid is at the origin (0,0,0), and R is an optimal rotation that minimizes the
Procrustes distance of x to the reference shape x0, then, the final transformation to
register a facial scan with vertices vi to the AFM is:

v′
i = T−1

0 · R · T · vi

and pose is estimated from R. The landmark set detected on a facial scan (frontal,
right or left) determines which of the FLM8, FLM5R and FLM5L will be used.
However, in practice when a frontal scan is detected, we do not use the FLM8, but
we consider it as a pair of side scans (and compute two independent registrations
using FLM5R and FLM5L).

To fine-tune the registration we use Simulated Annealing. Note that for side
scans, only one half of the model’s z-buffer is used in the objective function. The
other half is excluded as it would have been registered with areas that may contain
missing data. The landmark detection algorithm effectively substitutes the ICP in
the registration process. Therefore, the Simulated Annealing algorithm is only al-
lowed to produce limited translations and rotations and cannot alleviate registration
errors caused by erroneous landmark detection.

17.3.3 Symmetric Deformable Model Fitting

We have modified the fitting module of UR3D to incorporate the notion of symmet-
ric fitting in order to handle missing data. The framework can now handle the left
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and right sides of the AFM independently. The idea is to use the facial symmetry to
avoid the computation of the external forces on areas of possible missing data. The
internal forces are not affected and remain unmodified to ensure the continuity of
the fitted surface. As a result, when fitting the AFM to facial scans classified as left
side (from the previous step), the external forces are computed on the left side of the
AFM and mirrored to the right side (and vice versa for right side scans). Therefore,
for each frontal scan, two fitted AFMs are computed: one that has the left side mir-
rored to the right and another that has the right side mirrored to the left. The method
derives geometry and normal images from the deformed AFMs as described in the
previous section.

17.4 3D-aided Profile Recognition: URxD-PV

Until recently, research in profile-based recognition was based on comparison of
standard profiles—the contours of side view images with yaw very close to −90°.
Research in 3D–3D face recognition has indicated that the profile information con-
tains highly discriminative information [35, 48, 69], where the term “profile” is
often associated with the facial area along the symmetry axis of the 3D face model.
However, neither approach is capable of accurate modeling of a silhouetted face
profile, as observed in a 2D image because (i) the face is not perfectly symmetric,
(ii) the face is almost never at yaw equal to −90° with respect to the sensor, and
(iii) if the distance between camera and object is not sufficiently large, perspective
projection needs to be considered (based on imaging sensor parameters). Note that,
in this paper, the term “profile” always indicates the silhouette of nearly side view
head images for clarity of presentation.

The central idea of our approach is the use 3D face models to explore the feature
space of a profile under various rotations. An accurate 3D model embeds informa-
tion about possible profile shapes in the probe 2D images, which allows flexibility
and control over the training data. We suggest that sufficient sampling in the pose
space, which corresponds to nearly side-view face images, provides robustness for
a recognition task. Specifically, we propose to generate various profiles using rota-
tions of a 3D face model. The profiles are used to train a classifier for profile-based
identification. Two different types of profiles are employed in our system: (i) 3D
profiles—those generated synthetically through 3D face models to be used as train-
ing data, and (ii) 2D profiles—those extracted from 2D images of side-view faces.

The schematic illustration of the profile-based face recognition system is de-
picted in Fig. 17.7 and includes Enrollment and Identification phases. The algorith-
mic solutions for the entire 3D-aided profile-based recognition framework including
profile modeling, landmark detection, shape extraction, and classification are pro-
vided in [20].

In our approach, we treat the profile as an open curve C , it may be described by
a pair of arc-length parameterized 1D functions YC (l) and XC (l), where l ∈ [0,1].
A set of k landmarks is defined by their coordinates on a parametric curve: {0 =
ν1 < · · · < νk = 1}. The set contains both anatomical landmarks (e.g., “chin”) and
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Fig. 17.7 Enrollment and identification phases of the proposed integrated profile-based face
recognition system

Fig. 17.8 Propagation of profile search. Depiction of a initial profile; b after two iterations; c after
5 iterations; and d final result

pseudo-landmarks (e.g., “middle of the nose”). We approximate functions YC (l)

and XC (l) by a finite set of points and obtain an equivalent n-points shape model
as follows:

v = [x1, y1, x2, y2, . . . , xn, yn]T ∈ R
2n. (17.1)

The positions of the points are obtained through uniform arc-length sampling of
the curve between a predefined subset of the landmarks. The sampling pattern is
consistent for all profiles and, therefore, the coordinates of these landmarks always
preserve their indices.

17.4.1 Profile Extraction from 2D Images

The profile extraction is based on the Active Shape Model paradigm developed by
Cootes et al. [15]. It uses an iterative approach to gradually improve the fit of a
given instance of the n-point shape to an image. Figure 17.8 depicts the shape prop-
agation of the extractor. In the classical ASM framework, a manually labeled set of
training images is needed. This dataset is used for the construction of the statistical
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shape model, also known as Point Distribution Model (PDM). The same dataset is
employed to design the features to guide the local search, typically by computing a
pixel’s likelihood belonging to a shape. In our case, no such labeled training set is
available. Therefore, the main difference of our ASM framework from the classical
approach is the fact that we only use available 3D shape information to guide the
search of 2D profiles in the images and the local search is guided by features derived
from color segmentation and edge detection operators.

17.4.2 Identification

During the identification phase, the matching scores between the probe profile and
every profile in the gallery are computed. The decision is made according to the
nearest neighbor rule. We propose to employ a modified Hausdorff distance as the
matching score. For two finite point sets M = {m1, . . . ,mn} and T = {t1, . . . , tn}
with associated weights {wM

1 , . . . ,wM
n } and {wT

1 , . . . ,wT
n }, the distance is de-

fined as:

1

n
max

(

hM

∑
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min
tj ∈T

‖mi − tj‖
√

wT
i wM

j , hT

∑
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√

wM
j wT

i
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where M and T are probe and gallery n-point shapes and hM and hT are nor-
malization factors of the distance between predefined landmarks to eliminate scale
influence. The set of weights for a probe profile reflects the accuracy of a shape ex-
tractor (all equal 1 for manually extracted profiles). The set of weights for a gallery
profile reflects prior knowledge about the discriminative properties of the various
regions.

A single face profile is a weak biometric, primarily because of pose uncertainty
and inaccuracies in the acquisition and extraction stages. If the sequence of frames is
available, we can compensate for these uncertainties by fusing the results of recog-
nition from multiple frames. Our assumption is that, by using video frames acquired
at a low frame rate, we will be able to accumulate evidence from more poses.

17.4.3 Integration

The complete framework of the automatic profile-based profile recognition system
is illustrated in Fig. 17.9. During the Enrollment phase (E) the raw data from each
subject is converted to metadata and stored in the database as follows:

E1. Acquire a facial shape with a 3D scanner and convert it to a polygonal mesh
representation.

E2. Align and fit the 3D data to a common reference model.
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Fig. 17.9 The components of an integrated 3D-aided profile recognition system (URxD-PV)

E3. Generate multiple synthetic profiles by sampling a predefined range of rotation
angles and locate a set of anatomical landmarks on them.

E4. Derive a set of features based on the profile geometry and landmark locations
from profiles and store them as metadata to be used in the identification phase.

During the Identification phase (I), the profile is extracted from a 2D image, and
its metadata is matched with the gallery metadata as follows:

I1. Acquire an image and compute a tight region of interest (ROI) that contains the
face.

I2. Compute a set of features for each pixel in the ROI, which will be used to guide
the shape extraction procedure.

I3. Extract the profile shape using the modified Active Shape Model.
I4. Extract features (varies depending on classifier) from the profile shape.
I5. Match/Classify the features.

17.5 3D-aided 2D Face Recognition: UR2D

We have developed a 3D-aided 2D face Recognition system (UR2D). Table 17.1
summarizes the different choices for the different modules in that UR2D system.

17.5.1 3D + 2D Enrollment

The UR2D enrollment method employs the Annotated Face Model (AFM) proposed
by Kakadiaris et al. [30] to generate geometry images (regularly sampled 2D images
with three channels) which encode geometric information (x, y and z components of
a vertex in R3). There are seven channels for the geometry images—three channels
for representing the actual geometry of the face, three for representing the texture
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Table 17.1 Variations of the UR2D system

Method name Gallery
Data

Probe
Data

Geometry
Image

Relighted Distance
metric

Score
Normalization

UR3D 3D 3D X CWSSIM MAD

UR2D-V-1 3D + 2D 2D X X GS E

UR2D-V-2 3D + 2D 2D X X CWSSIM E

UR2D-V-3 3D + 2D 2D X CWSSIM E

L1 2D 2D

UR2D-V-4 2D 2D GS E

Algorithm 17.1: Enrollment with 3D data
Input: 3D facial mesh, 2D facial image, subject ID.

1. Preprocess the 3D facial mesh.
2. Register AFM to the 3D facial mesh.
3. Fit AFM to 3D facial mesh.
4. Lift texture from the 2D facial image based on the fitted AFM.
5. Compute visibility map.
6. Store the fitted AFM, texture and visibility map in the gallery as metadata

for subject ID.

information, and one for the visibility map. For practical purposes, all experiments
use a resolution of 256 × 256.

Specifically, the algorithm first fits the AFM to the input 3D data [30]. Once the
fitting is complete, the AFM is represented as a geometry image. For each vertex in
the geometry image, the algorithm computes the closest point on the data. The texel
corresponding to this point in the data is used to create the corresponding texture im-
age for the fitted AFM. Additionally, a visibility map is computed (Algorithm 17.1).
If the closest point on the data does not have a valid texel assigned (i.e., if the 3D
point was not visible to the 2D image sensor), the value one (1) is assigned to the
corresponding location in the visibility map. Otherwise, it is assigned a value of
zero. The enrollment pipeline is depicted in Fig. 17.10.

17.5.2 2D Authentication

In the authentication stage (Algorithm 17.2), the input is a 2D image. Seven fiducial
landmarks (two eye inner corners, two eye outer corners, nose tip, and two nose
corners) are detected using PittPatt [54]. Once the pose is estimated (using these
landmarks and their corresponding locations on the AFM), the texture is mapped
onto the AFM (Fig. 17.11). An analytical skin reflectance model (described in the
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Fig. 17.10 Depiction of the enrollment procedure for the UR2D algorithm. The first column lists
the input data while the second column list the fitted AFM with texture on the top and without
texture on the bottom

Algorithm 17.2: Authentication with 2D data
Input: 2D facial image and claimed subject ID.

1. Retrieve “claimed ID” AFM from the gallery.
2. Locate the seven landmarks on the 2D facial image.
3. Register the AFM to the 2D facial image using the corresponding land-

marks (Fig. 17.11).
4. Compute the visibility map.
5. Bidirectionally relight the enrollment 2D facial texture to match the probe

2D facial texture.
6. Compute the CWSSIM and GS scores between the relit texture and the

probe texture.
7. Threshold the score to make an ACCEPT/REJECT decision.

next section) is used to bidirectionally relight the gallery texture using the stored
AFM mesh, in order to match the illumination of the probe texture (Fig. 17.12).

17.5.3 Skin Reflectance Model

In the case when test data is of sufficient resolution, a bidirectional surface scat-
tering reflection distribution function (BSSRDF) should be used to model the skin
reflectance. However, in most recognition systems, we deal with data of rather low
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Fig. 17.11 Converting raw 2D images to textures in the geometry image space: Raw 2D image →
Fitted AFM of the same subject registered and superimposed over the image → Image converted
to texture in geometry image space. The conversion is done by matching a set of landmarks on the
AFM and on the 2D image

Fig. 17.12 The authentication phase of the 3D-aided 2D face recognition system

resolutions, thus, it is safe to employ a hybrid bidirectional reflectance distribution
function (BRDF) to model skin reflectance. The ASRM uses the Lambertian BRDF
to model the diffuse component and the Phong BRDF to model the specular com-
ponent. The Lambertian BRDF is the simplest, most widely used, physics-based
model for diffuse reflectance. The model assumes that the surface is equally bright
from all directions. The intensity of the light at a surface point is proportional to the
angle between the surface normal and the incident light directions (denoted as θ )
Id = E cos θ , where E is the intensity of the light source. The Lambertian BRDF
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Fig. 17.13 Optimization for relighting (textures are in geometry image space): a M ′
T : texture of

subject A; b MT : texture of subject B; c texture difference between subjects (before optimization);
d texture difference between subjects (after optimization); e subject A with illumination of subject
B (I ′

s + (I ′
d + I ′

a)
MT −Is

Id+Ia
)

does not take into account the specular reflections caused by the oily layer of the
skin. The BRDF proposed by Phong [53] can be used to accommodate for this. The
intensity of the specular reflection at a surface point is Is = E cosn φ, where φ is
the angle between the view vector and the reflected light and n is a parameter that
controls the size of the highlight. Note that each facial area has different specular
properties, therefore the use of a specular map based on the annotation of the AFM
is required [30].

17.5.4 Bidirectional Relighting

The illumination parameters and the ASRM can be optimized in two different ways:
estimating the albedo [4, 60] and transferring illumination (relighting). In both
cases, the UR2D algorithm represents the texture in the AFM’s UV space.

Generally, the texture MT is the result of the lighting applied on the unknown
albedo MA and is given by: MT = Is + (Id + Ia) ·MA, where Ia is the ambient com-
ponent, Id the diffuse component and Is the specular component (assuming white
specular highlights). Solving this equation for the albedo yields: MA = MT −Is

Id+Ia
.

However, for many practical applications, the albedo itself is not required, and is
used only as an intermediate step for relighting. Thus, when possible, the user should
use bidirectional relighting without first estimating the albedo. This means that the
optimization directly estimates the parameters for two lights (one that removes the
illumination from the gallery image and one that adds the illumination from the
probe image). The goal is to match the illumination conditions of a gallery texture
to that of a probe texture. The following metric is minimized:

D =
∣
∣
∣
∣M

′
T − I ′

s − (
I ′
d + I ′

a

)MT − Is

Id + Ia

∣
∣
∣
∣, (17.2)

where Ia , Id , and Is are the parameters of the light illuminating the gallery; I ′
a , I ′

d

and I ′
s are the parameters of the second light illuminating the probe, while M ′

T is
the target texture. This process is depicted in Fig. 17.13. The relighting method is
bidirectional, meaning that probe and gallery textures can be interchanged.
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Fig. 17.14 Facial scans with various expressions for a subject from the FRGC v2 database

Table 17.2 Verification rates
of our method at 0.001 FAR
using different transforms on
the FRGC v2 database

ROC I ROC II ROC III

Fusion 97.3% 97.2% 97.0%

Haar 97.1% 96.8% 96.7%

Pyramid 95.2% 94.7% 94.1%

To improve the performance under low lighting conditions, instead of computing
the difference in the RGB color space, a Hue-Saturation-Intensity (HSI) model can
be used with the intensity weighed twice the amount of hue and saturation.

The equations above describe an ASRM for a single point light and the objective
function to be minimized. The ASRM can be implemented as a Cg shader to greatly
speed up the relighting process. For self-shadowing the shadow mapping technique
can be used [60]. To model multiple point lights, the contribution of each light’s
ASRM must be summed. A full implementation of the ASRM on consumer level
graphics hardware is able to bidirectionally relight a texture to a target within, on
average, five seconds. Distance metrics and normalization methods are discussed in
detail at [61].

17.6 Experimental Results

17.6.1 3D Face Recognition

For validation purposes, we have used the FRGC v2 [52] database, containing 4007
3D frontal facial scans of 466 persons. Figure 17.14 shows some examples of 3D
facial scans from this database.

The performance is measured under a verification scenario. In order to pro-
duce comparable results, we use the three masks provided along with the FRGC
v2 database. These masks, referred to as ROC I, ROC II and ROC III, are of in-
creasing difficulty, respectively. The verification rates of our method at 0.001 False
Acceptance Rate (FAR) are presented in the Table 17.2 [30]. The results are also
presented using Receiver Operating Characteristic (ROC) curves (Fig. 17.15). The
verification rate is measured for each wavelet transform separately, as well as for
their weighted fusion. The average verification rate (over ROC I, II and III) was
97.16% for the fusion of the two transforms, 96.86% for the Haar transform and
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Fig. 17.15 Performance of the proposed method using the Haar and Pyramid transforms as well
as their fusion on the FRGC v2 database. Results reported using: a ROC I, b ROC II, and c ROC III

94.66% for the Pyramid transform. Even though the Pyramid transform is computa-
tionally more expensive it is outperformed by the simpler Haar wavelet transform.
However, the fusion of the two transforms offers more descriptive power, yielding
higher scores especially in the more difficult experiments (ROC II and ROC III).

17.6.2 3D Face Recognition for Partial Scans

For interpose validation experiments, we combined the frontal facial scans of the
FRGC v2 database with side facial scans of the UND Ear Database [63], collections
F and G (Fig. 17.16). This database (which was created for ear recognition purposes)
contains left and right side scans with yaw rotations of 45°, 60° and 90°. Note that
for the purposes of our method, these side scans are considered partial frontal scans
with extensive missing data. We use only the 45° side scans (118 subjects, 118 left
and 118 right) and the 60° side scans (87 subjects, 87 left and 87 right). These data
define two collections, referred to as UND45LR and UND60LR, respectively. For
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Fig. 17.16 Left and right
side facial scans from the
UND Ear Database

Table 17.3 Rank-one
recognition rate of our
method for matching partial
scans

Rank-one Rate

UND45LR 86.4%

UND60LR 81.6%

UND00LR 76.8%

Fig. 17.17 a CMC graphs for matching left (gallery) with right (probe) side scans using
UND45LR, UND60LR and the combination of the two; b CMC graphs for matching frontal
(gallery) with left, right and both (probe) side scans using UND00LR

each collection, the left side scan of a subject is considered gallery and the right is
considered probe. A third collection, referred to as UND00LR, is defined as follows:
the gallery set has one frontal scan for each of the 466 subjects of FRGC v2 while
the probe set has a left and right 45° side scan from 39 subjects and a left and right
60° side scan from 32 subjects. Only subjects present in the gallery set were allowed
in the probe set.

We evaluated the performance of our method under an identification scenario
using partial scans of arbitrary sides for the gallery and probe sets. Our method can
match any combination of left, right or frontal facial scans with the use of facial
symmetry. For each of the three collections, the rank-one recognition rates are given
in the Table 17.3 while the Cumulative Match Characteristic (CMC) graphs are
depicted in Fig. 17.17.

In the cases of UND45LR and UND60LR, for each subject, the gallery set con-
tains a single left side scan while the probe set contains a single right side scan.
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Therefore facial symmetry is always used to perform identification. As expected,
the 60° side scans yielded lower results as they are considered more challenging
compared to the 45° side scans (see Fig. 17.17(a)). In the case of UND00LR, the
gallery set contains a frontal scan for each subject, while the probe set contains left
and right side scans. This scenario is very common when the enrollment of subjects
is controlled but the identification is uncontrolled. In Fig. 17.17(b) the CMC graph
is given (UND00LR’s probe set is also split in left-only and right-only subsets).
Compared to UND45LR and UND60LR, there is a decrease in the performance
of our method in UND00LR. One could argue that since the gallery set consists
of frontal scans (that do not suffer from missing data), the system should perform
better. However, UND00LR has the largest gallery set (it includes all of the 466
subjects found in the FRGC v2 database) making it the most challenging database
in our experiments with partial scans.

17.6.3 3D-aided Profile Recognition

In our experiments, we employ data from the face collection from the University of
Houston [66] that contains 3D data that was acquired with a 2-pod 3dMD™ system
and side-view 2D images. The acquisition environment includes both controlled
(indoor, stable background) and uncontrolled (driver) scenarios. The contents of the
probe cohorts P1a and P1b are single side-view images of the driver in standard and
arbitrary non-standard poses, corresponding to the gallery of 50 subjects. The probe
cohorts P2a and P2b are video sequences of 100 frames each, from the same scene
in visual and infrared spectrum, respectively. Each sequence corresponds to one of
30 subjects in the gallery.

In the first experiment, we validate recognition performance of the system on the
single-frame and the multi-frame cohorts. The CMC curves for each type of pose
for the single-frame cohort are depicted in Fig. 17.18(a). The results depicted in
Fig. 17.18(b) are assessing the performance of profile recognition on visual spec-
trum and infrared sequences.

We observe that recognition is higher for the nearly standard profiles (rank-1
recognition rate is 96%), than for nonstandard profiles (78%). This effect may be
attributed to the fact that standard profiles contain more discriminative information.
The drop in performance for the infrared sequence (89%) with comparison to visual
spectrum sequence (97%) is attributed to the fact that it corresponds to smaller face
size (about 500 pixels for P2a and only 140 pixels for P2b).

For the gallery profile sampling, we consider angles in the range [−110°,−70°]
for yaw and [−25°,25°] for roll. We do not create profiles for different pitch an-
gles because they correspond to only the in-plane rotations and do not influence
the geometry of the profile. The resolution of sampling is 5°. To demonstrate the
sensitivity of the algorithm to the predefined range of gallery sampling angles, we
compare recognition results based on the original gallery to the results based on
wider or narrower ranges, where each range is reduced by 5° from each side. The
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Fig. 17.18 Recognition results on side-view single-frame and multi-frame images: a performance
on single-frame cohorts, and b performance on multi-frame cohorts

outcome of this comparison is depicted in Figs. 17.19(a, b) separately for standard
and nonstandard poses. In a similar manner, Figs. 17.19(c, d) depict the influences
of angular sampling density on recognition by comparison of the current sampling
density of 5° to the alternative sparser sampling densities of 10° and 20°. These ex-
periments were applied on P1a and P1b cohorts to examine the influence on standard
and nonstandard poses.

The results show a clear tendency for the widely sampled pose domain to be
more robust on non-standard poses. For instance, rank-1 recognition is 78% for
wide region (current settings), 76% for slightly narrower region and only 56% for
the sampling region with 10° reduced from each side. On the other hand, narrow
sampled pose domain regions will slightly outperform if we consider only nearly
standard poses. For instance, sampling in the narrow region results in 98% rank-1
recognition as compared to 96% recognition for other settings (wide and moderate).
However, even in this case, sampling only a single point corresponding to standard
pose (ultra-narrow) is worse than other options and results in 92% rank-1 recog-
nition for nearly standard poses and only 56% for nonstandard poses. Unlike the
area of sampling region, the frequency of sampling has less influence on the perfor-
mance.

17.6.4 3D-aided 2D Face Recognition

Database UHDB11 [64] The UHDB11 database was created to analyze the im-
pact of the variation in both pose and lighting. The database contains acquisitions
from 23 subjects under six illumination conditions. For each illumination condition,
the subject is asked to face four different points inside the room. This generated
rotations on the Y axis. For each rotation on Y, three images are acquired with rota-
tions on the Z axis (assuming that the Z axis goes from the back of the head to the
nose, and that the Y axis is the vertical axis through the subject’s head). Thus, each
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Fig. 17.19 Recognition results using various sampling domains: a, c cohort P1a (nearly standard
poses), and b, d cohort P1b (nonstandard poses)

subject is acquired under six illumination conditions, four Y rotations, and three Z
rotations. For each acquisition, the subject 3D mesh is also acquired concurrently.
Figure 17.20(a) depicts the variation in pose and illumination for one of the subjects
from UHDB11. There are 23 subjects, resulting in 23 gallery datasets (3D plus 2D)
and 1,602 probe datasets (2D only).

Database UHDB12 [65] The 3D data were captured using a 3dMD™ two-pod
optical scanner, while the 2D data were captured using a commercial Canon™
DSLR camera. The system has six diffuse lights that allow the variation of the light-
ing conditions. For each subject, there is a single 3D scan (and the associated 2D
texture) that is used as a gallery dataset and several 2D images that are used as probe
datasets. Each 2D image is acquired under one of the six possible lighting conditions
depicted in Fig. 17.20(b). There are 26 subjects, resulting in 26 gallery datasets (3D
plus 2D) and 800 probe datasets (2D only).

Authentication We performed a variety of authentication experiments. We eval-
uated both relighting and unlighting. In case of unlighting, both gallery and probe
images were unlit (thus, becoming albedos). In the case of relighting, the gallery
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Fig. 17.20 Examples images from database UHDB11 and database UHDB12 with variation of
lighting and pose

Fig. 17.21 ROC curve on
authentication experiment on
UHDB12 (varying
illumination)

image was relit according to the probe image. The results for UHDB12 (using the
UR2D algorithm, the CWSSIM metric and Z-normalization) are summarized us-
ing a Receiver Operating Characteristic (ROC) curve (Fig. 17.21). Note that face
recognition benefits more from relit images than from unlit images. It achieves a
10% higher authentication rate at 10−3 False Accept Rate (FAR) than unlighting.
The performance using the raw texture is also included as a baseline. Even though
these results depend on the UHDB12 and the distance metric that was used, they
indicate clearly that relighting is more suitable for face recognition than unlighting.
The reason behind this is that any unlighting method produces an albedo for which
the ground truth is not known; Therefore, the optimization procedure is more prone
to errors.

UHDB11 was employed to assess the robustness of the 3D-aided 2D face recog-
nition approach with respect to both lighting and pose variation. Figure 17.22 de-
picts the ROC curve for UHDB11 for four different methods: (i) 3D-3D: Using the
UR3D algorithm where both the gallery and probe are 3D datasets (shape only no
texture) [30]; (ii) 2D-3D(BR_GI, GS): The UR2D algorithm using bidirectionally
relit images, GS distance metric, and E-normalization; (iii) 2D-3D(BR_GI, CWS-
SIM): The UR2D algorithm using bidirectionally relit images, CWSSIM distance
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Fig. 17.22 ROC curve for an
authentication experiment
using data from UHDB11
(varying illumination and
pose). Note that the Equal
Error Rate which the
3D-aided 2D face recognition
algorithm achieves is half that
of the leading commercial
product available at this time

Fig. 17.23 Identification
performance of the 3D-aided
2D face recognition approach
versus the performance of a
leading commercial 2D face
recognition product

metric, and E-normalization; (iv) 2D-3D(GI, GS): The UR2D algorithm using raw
texture from the geometry images, GS distance metric, and E-normalization; (v) 2D-
2D(2D Raw, GS): Computing the GS distance metric for the raw 2D data, and E-
normalization; (vi) L1(2D Raw, GS): Results from the L1 IdentityToolsSDK [33].
Note that the UR2D algorithm(BR_GS, GS) outperforms one of the best commer-
cial products.

2D-3D Identification Experiment The UHDB11 database is also used in an
identification experiment. The results are provided in a Cumulative Matching Char-
acteristic (CMC) curve on 23 subjects of UHDB11 (Fig. 17.23). From these results
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it is evident that the UR2D algorithm outperforms the commercial 2D-only product
throughout the entire CMC curve.

17.7 Conclusions

While the price of commercial 3D systems is dropping, to tap into the wealth of
2D sensors that are already economically available, we would need to employ a
3D-aided 2D recognition technique. These 3D-aided 2D recognition methods can
provide promising results without the need for an expensive 3D sensor at the au-
thentication site. The effectiveness of these methods with relighting process have
been demonstrated and it has been proven to provide robust face recognition under
varying pose and lighting condition.
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