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This chapter introduces the Interactive Parsing (IP) framework for obtaining the
correct syntactic parse tree of a given sentence. This formal framework allows us to
make the construction of interactive systems for tree annotation. These interactive
systems can help to human annotators in creating error-free parse trees with little ef-
fort, when compared with manual post-editing of the trees provided by an automatic
parser.

In principle, the interaction protocol defined in the IP framework differs from
the left-to-right interaction protocol used throughout this book. Specifically, the IP
protocol will be of desultory order; that is, in IP the user can edit any part of the
parse tree and in any order.

However, in order to efficiently calculate the next best tree in IP framework, in
Sect. 9.4, a left-to-right depth-first tree review order will be introduced. In addi-
tion, this order also introduces computational advantages into the lookout of most
probable tree for interactive bottom-up parsing algorithms.

The use of Confidence Measures in IP is also presented as an efficient technique
to detect erroneous parse trees. Confidence Measures can be efficiently computed
in the IP framework and can help in detecting erroneous constituents within the
IP process more quickly, as they provide discriminant information over all the IP
process.
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9.1 Introduction

Probabilistic Parsing is an important problem related to Natural Language Process-
ing and Computational Linguistics, which has proven to be useful for Language
Modeling [2, 8, 24], RNA Modeling [25], and Machine Translation [7, 35], among
others [19]. In probabilistic parsing, a parse tree is obtained for an input sentence
that represents syntactic relations between different parts of the sentence. This parse
tree is obtained by using a probabilistic model and a parsing algorithm.

Probabilistic Context Free-Grammars (PCFG) are a powerful formalism that has
been widely used for Probabilistic Parsing [1, 10, 23, 24, 30]. PCFG represent an
appropriate trade-off between representation capability and time complexity of the
algorithms that are able to use them. The good results obtained in parsing have made
PCFG the most used formalism in order to tackle this problem. Therefore, we will
focus on the use of PCFG as probabilistic models.

A possible classification of the parsing algorithms can be done based on the
use of lexical information. In lexicalized parsing, lexical information is used in
the parsing process in order to disambiguate between non-lexical rules [5]. The
main drawback of the probabilistic lexicalized parsing is the high time complex-
ity of the parsing algorithms. Alternatively, unlexicalized parsing can be used. In
the last years, unlexicalized parsing has achieved very good parsing results with al-
gorithms of lower time complexity [18, 23]. For unlexicalized parsing, algorithms
can be grouped into two main approaches: those that are based on the Earley algo-
rithm [12], and those that are based on the Cocke–Kasami–Younger (CKY) algo-
rithm [15]. The Earley algorithm is a classical parsing algorithm that can deal with
PCFG in general format. Alternatively, the CKY algorithm has a similar perfor-
mance but it requires the PCFG in Chomsky Normal Form (CNF). Several reasons
have made more popular the use of the CKY algorithm in the last years: first, the
CKY algorithm makes easier the use of efficient techniques for obtaining a set of
n-best parse trees [16]; second, in recent years, efficient A∗ algorithms have been
proposed for unlexicalized parsing that are able to achieve very good performance
[13, 18]; third, efficient maximum-entropy techniques have been devised for CKY-
style parsing [6]; and fourth, efficient CKY-style parsing algorithms have been re-
cently proposed for Machine Translation [9, 14, 34]. Throughout this section we will
focus in probabilistic parsing with PCFG in CNF with the CKY-style algorithms, but
similar ideas could be applied to the Earley algorithm with PCFG in general format,
and other parsing formalisms.

In probabilistic parsing, given a sentence x and a PCFG G, the problem in which
we are interested is to obtain the parse tree t that best represents the relation between
the words of the sentence x according to model G. From a pattern recognition point
of view, the probabilistic parsing can be formulated as

t̂ = arg max
t∈T

pG(t | x), (9.1)

where pG(t | x) is the probability of the parse tree t given the input string x using a
PCFG G, and T is the set of all possible parse trees for x. In probabilistic parsing,
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a parse tree t that is associated to a string x = xn
1 can be decomposed into subtrees

tAij , such that, A is the label of the root node and i, j are indexes delimiting the

analyzed substring x
j
i . In this way, t = tS1n where S is the axiom of the grammar. If

the PCFG is in CNF, then the maximization in Eq. (9.1) can be carried out with a
dynamic programming CKY-style algorithm. This CKY-style algorithm resembles
the Viterbi algorithm for finite-state models, and therefore sometimes is also called
a Viterbi algorithm. This algorithm fills in a (n × n) parse matrix V for a string
of size n. Each element of V is a probabilistic non-terminal vector such that each
component is defined as

Vi,j [A] = p̂
(
tAij

) = p̂G

(
A

+⇒ x
j
i

)
A ∈ N;1 ≤ i, j ≤ n, (9.2)

where N is the set of non-terminal symbols of the grammar, and p̂G(A
+⇒ x

j
i ) is

the probability of the most probable tree that generates the substring x
j
i from the

non-terminal symbol A.
As we introduced in Chap. 1, within the syntactic and statistical pattern recog-

nition world, we can tell apart two different usage scenarios for automatic systems.
First, we have the cases in which the output of such systems is expected to be used
in a vanilla fashion, that is, without validating or correcting the results produced
by the system. Within this usage scheme, the most important factor of a given au-
tomatic system is the quality of the results. Although memory and computational
requirements of such systems are usually taken into account, the ultimate aim of
most research that relates to this scenario is to minimize the error rate of the results
that are being produced [17].

The second usage scenario arises when there exists the need for perfect and com-
pletely error-free results. In such a case, the intervention of a human user valida-
tor/corrector is unavoidable. The corrector will review the results and validate them,
or make the suitable corrections before the system output can be employed. In these
kind of problems, the most important factor that has to be minimized is the hu-
man effort that has to be applied to transform the potentially incorrect output of the
system into validated and error-free output. Measuring user effort has an intrinsic
subjectivity that makes it hard to be quantized. Given that the user output, most re-
search about problems associated to this scenario tried to minimize just the error
rate of the system as well.

Only recently, more formal work in this direction has started to be carried out,
in the form of Interactive Pattern Recognition (IPR) systems (see Chap. 1). These
systems formally integrate the correcting user into the loop, making him part of
an interactive system (see Fig. 1.4). In such systems the importance of the vanilla
error rate per-se is diminished. Instead, the intention is to measure how well the user
and the system work together. For this, formal user simulation protocols started to
be used as a benchmark. This dichotomy in evaluating system performance or user
effort applies to probabilistic parsing as well.

There are many problems within the parsing field where error-free results con-
sisting in perfectly annotated trees are needed. Building correct trees is needed for
tasks such as recognition of handwritten mathematical expressions [36] or creating
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new gold standard treebanks [11]. When using automatic parsers as a baseline for
building perfect syntactic trees, the role of the human annotator is to post-edit the
trees and correct the errors. This manner of operating results in the typical two-step
process for error correcting, in which the system first generates the whole output and
then the user verifies or amends it. This paradigm is rather inefficient and uncom-
fortable for the human annotator. For example, in the creation of the Penn Treebank
annotated corpus, a basic two-stage setup was employed: a rudimentary parsing sys-
tem provided a skeletal syntactic representation, which then was manually corrected
by human annotators [20]. Additional works within this field have presented systems
that act as a computerized aid to the user in obtaining the perfect annotation [4, 21].
Subjective measurements of the effort that is needed to obtain perfect annotations
were reported in [4], but we feel that a more comparable metric is needed.

With the objective of reducing the user effort and making the laborious task of
tree annotation easier, an IPR framework for probabilistic Interactive Parsing (IP)
will be presented. In this IP framework, the user is located in the loop, embedding
him as a part of the automatic parser, and allows him to interact in real time within
the system. Thus, the IP system can use the readily available user feedback to make
improved predictions about the parts that have not been validated by the corrector.

To reduce user effort in IPR systems in general, and in IP systems in particular,
one approach that can be followed is adding information of the system that helps
the user in finding the errors and so he can correct them in a hastier fashion. For
the users of such systems it is important to know, not only that the output may be
erroneous, but which parts of this more complex output blocks are more prone to
be erroneous. Confidence Measures (CM) are a formalism that goes along this di-
rection, allowing the system to assigning a probability of correctness for individual
erroneous constituents of a more complex output block of a PR system.

In fields such as HTR, MT or ASR the output sentences have a global probability,
or score, that reflects the likeness of the whole recognized or translated sentence of
being correct. CM allow precision beyond the sentence level in predicting the errors:
they allow one to label the individual generated words as either correct or incorrect.
This enables systems to identify possible erroneous parts to the user, or to propose
only those words that are likely to be correct. CM have been successfully applied in
many completely automatic PR systems [26, 31–33]. Recently, CM have also been
applied to IPR systems in the HTR [29] field.

In the following section we describe how the IPR framework can be stated for
probabilistic IP. Then, we explore the use of CM to the IP framework, to asses
how much is retained of their ability to detect erroneous constituents within the
interactive process.

9.2 Interactive Parsing Framework

As presented in Sect. 9.1, it is necessary to consider the human user in the pars-
ing process to achieve error-free parse trees. There are two possible approaches:
by including the human user in a process of post-editing, or by incorporating the



9.2 Interactive Parsing Framework 183

human user in the interactive recognition process itself. Following the guidance of
this book, this latter approach is what we consider in this section. The IPR formal
framework introduced in Chap. 1, and more particularly the case for explicitly tak-
ing interaction history into account (Sect. 1.3.2), can be directly applied to the IP
problem.

According to IPR paradigm, in each interaction, the system should propose a new
hypothesis (parse tree) compatible with the constraints imposed by the amendments
made by the user in previous interactions. Initially, for a given input string, the
system proposes a parse tree. Next, the user corrects a possible error of the proposed
parse tree. Then, the system must provide a new parse tree compatible with the user
correction. Obviously, this user correction restricts the set of solutions (parse trees)
possible. This interactive process continues until a correct parse tree is achieved.

In principle, this interaction protocol differs from the left-to-right interaction pro-
tocol, raised throughout this book. Following the interaction protocol taxonomy de-
scribed in Sect. 1.4.1, the IP protocol would be of desultory order. That is, in IP the
user can edit any part of the parse tree and in any order. Then we will formally char-
acterize the IP problem, and we will also analyze the implicit interaction protocols.
In Sect. 9.4 we will return to analyze the interaction protocols for IP and we will
propose some restrictions.

From a linguistic point of view, user annotation can be stated in terms of con-
stituents. A constituent is a word sequence that functions as a single linguistic unit.
More formally, from a parsing point of view, a constituent CA

ij is defined by the non-
terminal symbol (either a syntactic label or a POS tag) A and its span ij (the starting
and ending indexes which delimit the part of the input sentence encompassed by the
constituent). Notice that a parse subtree tAij defines a constituent set C(tAij ). This con-

stituent set is composed of several constituents CB
su, with CB

su ∈ C(tAij ) and i ≥ s ≥ j

and i ≥ u ≥ j for all constituents in the set. However, note that a given constituent
set C can be the result of different subtrees, if we consider cycles and unit rules.

In an IP approach, the user amends a particular constituent in every interaction
for some parse tree t . More precisely, he points out a particular node of the tree
and he amends the node label and/or its span. As in Sect. 1.3.2 (Eq. (1.13)), the
interactive formal framework for probabilistic parsing can be defined as

t̂ = arg max
t∈T

pG

(
t | x,C,CA

ij

)
, (9.3)

where CA
ij is the (feedback) constituent validated by the user in the last interaction;

C is the set of constituents validated by the user (history); pG(t | x,C,CA
ij ) is the

probability (using a model G) of a parse tree t given the input string x, the user
feedback CA

ij , and the history C; and finally T is the set of all possible parse trees
for x.

At this point, we consider that the user feedback is deterministic (mouse and/or
keyboard). That is, the decoding process of user feedback does not introduce new er-
rors. In Sect. 1.3.5 we will see how to include a non-deterministic multimodal feed-
back using interaction information to help decoding non-deterministic feedback.
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Note that the definition of C is general, so if we were to define a certain order
in the user review process, then the set C would not only include the constituents
directly amended by the user but also the components implicitly validated by each
interaction with the IP system. As seen in previous chapters, this also happens in
applications where the order of analysis is from left to right. In that case, when the
user edits a word, this means that this implicitly validates the previous prefix.

In Eq. (9.3), the search algorithm should take into account the restrictions intro-
duced by C and CA

ij , that is, the search space defined by the possible parse trees. In
both cases, the restrictions introduced by the user should limit the possible solutions
represented in the parse matrix V . Note that both C and CA

ij produce, somehow,
a partial labeled bracketing of the input sequence. In this way, and following [22],
we define a compatibility function c(Y, r, s) for all those subproblems defined on V
(Eq. (9.2)) compatible with the constituents of C. In other words, given a subprob-
lem Vr,s[Y ], its compatibility with C can be defined using the following function:

∀CX
pq ∈ (

C ∪ {
CA

ij

})

c(Y, r, s) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

1, if (r, s) = (p, q) ∧ (Y = X),

0, if (r, s) = (p, q) ∧ (Y 
= X),

1, if (r, s) 
= (p, q) but are consistent,

0, otherwise.

(9.4)

This function filters those derivations (or partial derivations) whose parsing is not
compatible with the validated constituents. The span (r, s) is not consistent with the
span (p, q) when p ≤ r ≤ q < s, or r < p ≤ s ≤ q .

The compatibility function between Vr,s[Y ] and CX
pq defined in Eq. (9.4) requires

that when the spans are equal also the labels Y and X must be equal. However, if the
grammar G has unary rules (A → B) then this restriction is excessive, and should
be relaxed as X

∗⇒ Y or Y
∗⇒ X.

9.3 Confidence Measures in IP

Annotating trees syntactically, even with the aid of automatic systems, generally
requires human intervention with a high degree of specialization. This fact partially
justifies the shortage in large manually annotated treebanks. Endeavors directed at
easing the burden for the experts performing this task could be of great help. One
approach that can be followed in reducing user effort within an IPR paradigm is
adding information that helps the user to locate the individual errors in a sentence,
so he can correct them in a hastier fashion. The use of the Confidence Measure (CM)
formalism goes in this direction, allowing us to assign a probability of correctness
for individual erroneous constituents of a more complex output block of a Pattern
Recognition system.
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Fig. 9.1 The product of the
inside and outside
probabilities for each
constituent comprises the
upper part of Eq. (9.6)

It is interesting to see this issue from the perspective of interaction protocols
introduced in Sect. 1.4.1. That section discussed two main types of interactive pro-
tocols: passive, when the user decides which parse tree (hypothesis) elements need
supervision; and active, when the system decides which parse tree elements undergo
user supervision. The IP paradigm framework seen so far is clearly based on a pas-
sive strategy. The introduction of CM associated to the parse tree elements provided
by the system can be seen as a first step toward an active approach, where the system
suggests/helps the user in the correction process.

However, until recent advances, the use of CM remained largely unexplored in
probabilistic parsing despite having several applications of great interest within this
field. Assessing the correctness of the different parts of a parsing tree can be useful
in improving the efficiency and usability of an IP systems, not only by coloring
parts with low confidence for the user to spot on, but also the automatic part of the
interactive process by forcing the user to correct constituents with low confidence.
Additionally, CM could also help improving the parsing process itself, either by
being used as a component of an n-best reranker, or by being directly employed by
a parsing system for recalculating parts with low confidence.

CM for parsing in the form of combination of characteristics calculated from
n-best lists were explored in [3]. Computation of CM from n-best list makes sense
mainly when the parsing algorithm prunes the search space by using some A∗ strat-
egy [6]. However, when no pruning strategy is used in the parsing process, CM can
be computed efficiently from the posterior probability of the tree constituent [27].

CM have been also explored in the IP framework. CM of each one of the parse
subtrees (subproblems) can be calculated in terms of their posterior probability [27],
which can be considered as a measure of the degree to which the subtree is believed
to be correct for a given input sentence x. This is formulated as

pG

(
tAij | x) = pG(tAij , x)

pG(x)
=

∑
t ′∈T δ(tAij , t ′Aij )pG(t ′ | x)

pG(x)
(9.5)

with δ() being the Kronecker delta function. Equation (9.5) is the posterior proba-
bility of the subtree tAij given x. The numerator stands for the probability of all parse

trees of x that contain the subtree tAij (see Fig. (9.1)).
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The posterior probability is computed with the well know Inside β and Outside
α probabilities. The Inside probability is defined as βA(i, j) = pG(A

∗⇒ xi . . . xj ),
and it can be computed with the Inside algorithm. The Outside probability is defined
as αA(i, j) = pG(S

∗⇒ x1 . . . xi−1Axj+1 . . . xn) and it can be computed with the
Outside algorithm [1]. In this way, Eq. (9.5) can be written as follows:

pG

(
tAij | x) = pG(tAij , x)

pG(x)
= βA(i, j)αA(i, j)

βS(1, n)
. (9.6)

It should be noted that the calculation of CM reviewed here is generalizable for any
problem that employs PCFG, and not just IP tasks. In the experiments presented
in Sect. 9.5, we show that the CM can be used within IP to detect erroneous con-
stituents.

9.4 IP in Left-to-Right Depth-First Order

Parting from the general desultory order framework defined in Sect. 9.2 we can
instantiate the left-to-right tree review order, similarly to what has been done in
previous chapters through this book. For that, we take a cue from the prefix/suffix
paradigm in order to introduce a predefined review order for the user checking the
constituents in each parse trees: a left-to-right depth-first exploration order. In addi-
tion to seeming a reasonable and ergonomic review order for the structure of a tree
(the reviewer would check constituents in a hierarchical order) this order also intro-
duces computational advantages into the most probable tree lookout for interactive
bottom-up parsing algorithms. Another key benefit of adopting this order is that it
facilitates the automatic simulation of user interaction, allowing one to calculate
metrics that estimate the amount of effort reduction.

This order can be formalized by defining a prefix tree tp(t,CA
ij ) that is defined

for each correction performed by the user over a constituent CA
ij . The prefix tree

is comprised of all the ancestors of the corrected constituent and all constituents
whose end span is lower than the start span of the corrected constituent. In terms of
subtrees, the prefix tree can be represented with the following expression:

tp
(
t,CA

ij

) = (
t − tAij

) − {
tBpq ∈ t : p > j

}
(9.7)

with t − t ′ meaning to remove the subtree t ′ from the tree t .
In terms of constituents, Eq. (9.7) is equivalent to

tp
(
t,CA

ij

) = {
CB

mn ∈ C(t) : m ≤ i, n ≥ j, d
(
CB

mn

) ≤ d
(
CA

ij

)}

∪ {
CD

pq ∈ C(t) : q < i
}

(9.8)

with d(CZ
ab) being the depth (distance from root) of constituent CZ

ab . In Fig. 9.2d
one can see that the slash-outlined part becomes the prefix tree and the dot-outlined
subtree part becomes recalculated.
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In this way, the history from Eq. (9.3) in Sect. 9.2 becomes the prefix C =
tp(CA

ij ). Because of this, the compatibility function becomes further restricted:

∀CX
pq ∈ (

C ∪ {
CA

ij

})

c(Y, r, s) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, if (r, s) = (p, q) ∧ Y = X,

0, if (r, s) = (p, q) ∧ Y 
= X,

1, if (r, s) 
= (p, q) ∧ r ≥ p and are consistent,

0, otherwise.

(9.9)

Notice that the restriction r ≥ p comes from the converse of Eq. (9.7).

9.4.1 Efficient Calculation of the Next Best Tree

If we employ PCFGs as the underlying parse model for IP, then computing the next
best tree as expressed in Eq. (9.3) becomes simpler when one uses a left-to-right
depth-first tree review order.

The following calculation takes advantage of the fact that there are two types
of subtrees that do not have to be recalculated: subtrees that are part of the prefix
because they have already been implicitly validated, and subtrees that are not part
of the prefix but do not descend from the parent of the corrected constituent. This
follows from the fact that under the left-to-right review order we know that the
parent of an amended constituent is already correct so, owing to the context-freeness
of PCFG, a change in a constituent only affects its descendants and its right sibling
subtrees at most.

In the following expressions we show how t̂ , which is the next best tree produced
by the IP framework can be calculated in an efficient manner by reusing parts of t̂ ′,
the best tree obtained in the previous user iteration.

Let the corrected constituent be CA
ij and its parent CD

st then the next tree t̂ can be
calculated in the following manner:

t̂ = arg max
t∈T

pG

(
t | x,C,CA

ij

) = (
t̂ ′ − t̂ ′Dst

) + t̂Dst (9.10)

with

t̂Dst = arg max
tDst ∈Tst

pG

(
tDst | xt

s,C
A
ij

)
(9.11)

where tAmn is the subtree of t that has constituent CA
mn as the root.

Equation (9.10) calculates the newly proposed tree t̂ by subtracting the subtree
rooted at the parent of the corrected constituent (t̂ ′ − t̂ ′Dst ) and appending a newly
calculated subtree t̂ ′Dst , whose root is the parent of the corrected constituent and is
calculated taking into account just the corrected constituent as shown in Eq. (9.11).
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Fig. 9.2 Synthetic example of user interaction with the IP system. (a) The reference tree. (b) The
system proposes an initial tree. (c) The user simulation subsystem looks at the tree and detects
two incorrect constituents. (d) The first error is corrected by the user simulation subsystem. Note
the implicitly validated prefix (slashed outline) and the recalculated part (dotted outline). (e) The
system produces a new tree which equals the reference

This new maximization is more limited in extent and easier to perform because we
only consider the last corrected constituent rather than the whole history of corrected
constituents.

9.5 IP Experimentation

Based on the theoretical framework instantiated in Sect. 9.4, we devised an exper-
imental setup to obtain an automatic assessment of user effort savings when using
an IP system compared to a traditional system. The experimental setup is based
on a user simulation subsystem that uses the gold reference trees to imitate system
interaction by a human corrector and provides a comparable benchmark.

9.5.1 User Simulation Subsystem

Again, we devised an automatic evaluation protocol following the aforementioned
left-to-right depth-first review order. The protocol is quite simple, and an example
can be seen in Fig. 9.2a.

1. The IP system proposes a full parse tree t̂ for the input sentence.
2. The user simulation subsystem finds the first incorrect constituent by exploring

the tree in the order defined by the prefix tree definition (left to right, depth-first)
and comparing it with the reference tree. When the first erroneous constituent is
found, it is amended by being replaced by the correct one CA

ij , operation which

implicitly validates the prefix tree tp(CA
ij ).

3. The IP system produces the most probable tree that is compatible with the vali-
dated prefix tree.
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4. These steps are iterated until a final, perfect parse tree is produced by the IP
system and validated against the reference by the user simulation subsystem.

9.5.2 Evaluation Metrics

With the user simulation in place, we need some metrics to measure the effort re-
duction. Parsing quality is generally assessed by the classical evaluation metrics,
Precision, Recall, and F-measure:

• Precision: number of correct constituents divided by the number of constituents
in the gold reference parse tree.

• Recall: number of correct constituents divided by the number of constituents in
the proposed parse.

• F-measure:

2 · Precision · Recall

Precision + Recall
.

However, for the assessment of an IP process, we need two comparable metrics:
one that reports the amount of human correcting work needed to obtain the gold tree
in a classical two-step process (i.e. the number of operations needed to post-edit the
proposed tree in order to obtain the gold one); and a second one that measures the
amount of effort needed to obtain the gold tree with the human interacting within
the presented IP system.

We defined the following metric that measures the amount of effort needed in
order to post-edit a proposed tree and obtain the gold reference parse tree, akin to
the Word Error Rate used in Statistical Machine Translation and related fields:

• Tree Constituent Error Rate (TCER): Minimum number of constituent substitu-
tion, deletion and insertion operations needed to convert the proposed parse tree
into the corresponding gold reference tree, divided by the total number of con-
stituents in the reference tree.

The TCER is in fact strongly related to the F-measure: the higher the F-measure
is, the lower TCER will be.

Finally, the relevant evaluation metric that assesses the IP system performance
represents the amount of effort that the operator would have to spend using the
system in order to obtain the gold tree, and is directly comparable to the TCER:

• Tree Constituent Action Rate (TCAC): Number of constituent corrections per-
formed using the IP system to obtain the reference tree, divided by the total num-
ber of constituents in the reference tree.
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9.5.3 Experimental Results

An IP system was implemented over the classical CKY-Viterbi algorithm. Experi-
mentation was run over the Penn Treebank (English language) and the UAM Tree-
bank (Spanish language). Within the Penn Treebank, sections 2 to 21 were used to
obtain a vanilla Penn Treebank Grammar; test set was the section 23. We divided
the UAM Treebank into two sets as well: the set used to obtain the grammars com-
prised was of the first 1 400 sentences of the corpus; and the test set consisted of the
remaining 100 sentences.

Parsers based on CKY work with grammars in CNF, which is a subtype of CFG
in which all the production rules must be in the form:

A → BC or A → a or S → ε. (9.12)

Notice that for every CFG (or PCFG) there is an equivalent version of this grammar
in CNF.

In order to obtain the CNF grammars from the vanilla PCFG for each of the
languages we used the CNF transformation method from the toolkit NLTK.1 In
addition to obtaining a plain right-factored CNF transformation, the CNF method
from the NLTK allows to augment the performance of the obtained unlexicalized
binary grammars by introducing additional context information in the non-terminals
names. This process is called grammar markovization and is controlled by the ver-
tical (v) and horizontal (h) markovization parameters [18]. A plain right-factored
CNF transformed grammar corresponds to a markovization with both v and h set
to 0.

A basic schema was introduced for parsing sentences with out-of-vocabulary
words: when an input word could not be derived by any of the preterminals in the
vanilla treebank grammar, a very small probability for that word was uniformly
added to all of the preterminals.

For our experiments we obtained several CNF grammars of different sizes
through the use of different v and h values. Results for the metrics discussed on
Sect. 9.5.2 for the different markovizations of the obtained grammars can be seen
in Tables 9.1 and 9.2. We observe that the percentage of corrections needed using
the IP system is much lower than the rate of corrections needed on just post-editing
the proposed trees: from 42% to 47% effort reduction by the human supervisor.
These results clearly show that an IP system can relieve manual annotators of a lot
of burden in their task.

Additionally, we performed experimentation with CM used over an IP process,
to assess their power to detect incorrect constituents. We assessed that CM retain all
of their error detection capabilities during the IP process: they are able to discern
between 18% and 25% of incorrect constituents at most stages of the IP process,
with a bump up to 27% after about seven user interactions. The complete details can
be found at [28].

1http://nltk.sourceforge.net/.

http://nltk.sourceforge.net/
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Table 9.1 Results for the test
set of the Penn Treebank:
F1 and TCER for the baseline
system; TCAC for the IP
system; relative reduction
between TCER and TCAC

PCFG Baseline IP RelRed

F1 TCER TCAC

h = 0, v = 1 0.67 0.40 0.22 45%

h = 0, v = 2 0.68 0.39 0.21 46%

h = 0, v = 3 0.70 0.38 0.22 42%

Table 9.2 Results for the test
set of the UAM Treebank:
F1 and TCER for the baseline
system; TCAC for the IP
system; relative reduction
between TCER and TCAC

PCFG Baseline IP RelRed

F1 TCER TCAC

h = 0, v = 0 0.57 0.48 0.26 46%

h = 0, v = 1 0.59 0.47 0.25 47%

h = 0, v = 2 0.62 0.44 0.24 46%

h = 0, v = 3 0.61 0.45 0.24 47%

Note that the presented experiments were done using parsing models that per-
form far from the latest F1 results; their intention was to assess the utility of the IP
schema. However, we expect that relative reductions with IP systems incorporating
state-of-the-art parsers would be relevant as well.

9.6 Conclusions

In this chapter, we have introduced a novel Interactive Parsing framework which can
be operated by a user to obtain error-free syntactic parse trees. This compares to the
classical two-step schema of manually post-editing the erroneous constituents pro-
duced by the parsing system. In the general IP framework presented, the interaction
protocol that we have initially defined is desultory type: the user can edit any part of
the parse tree and in any order. However, to efficiently increase the computation of
next best parse tree, a left-to-right depth-first tree review order has been introduced.

To make an automatic experimental assessment, we have simulated the user inter-
action with the system. Since we have the reference parser, this experimental feature
has been possible. We have also defined and calculated some evaluation metrics. In
general, the achieved results showed that in an IP system is produced a high amount
of effort reduction for a manual annotator compared to a two-step system.

In addition, we have proved that using confidence measures to discriminate in-
correct from correct constituents helps to some extent in the IP process. In this point,
a purely statistical confidence measure (based on inside-outside estimated posterior
probability of constituents) for probabilistic parsing has been introduced.

Finally, is important to note that, in addition to the automatic experimental eval-
uation reported in previous section, a complete IP prototype has been implemented
(see Chap. 12) and made available to potential real users.
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