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Computer-assisted systems are being increasingly used in a variety of real-world
tasks, though their application to handwritten text transcription in old manuscripts
remains largely unexplored. The basic idea explored in this chapter is to follow a
sequential, line-by-line transcription of the whole manuscript in which a continu-
ously retrained system interacts with the user to efficiently transcribe each new line.
User interaction is expensive in terms of time and cost. Our top priority is to take
advantage of these interactions, while trying to reduce them as most as possible.

To this end, we study three different frameworks: (a) improve a recognition sys-
tem from newly recognized transcriptions via adaptation techniques, using semi-
supervised learning techniques; (b) study how to best adapt from limited user super-
visions, which is related to active learning; and (c) develop a simple error estimate,
which is used to let the user adjust the error in a computer-assisted transcription
task. In addition, we test these approaches in the sequential transcription of two old
text documents.

5.1 Introduction

Transcription of handwritten text in (old) documents is an important, time-
consuming task for digital libraries. It might be carried out by first processing all
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document images off-line, and then manually supervising system transcriptions to
edit incorrect parts. However, state-of-the-art technologies for automatic page lay-
out analysis, text line detection and handwritten text recognition are still far from
perfect [4, 6], and thus post-editing automatically generated output is not clearly
better than simply ignoring it.

A more effective approach to transcribe old text documents is to follow an
interactive–predictive paradigm in which both, the system is guided by the human
supervisor, and the supervisor is assisted by the system to complete the transcription
task as efficiently as possible. This computer-assisted transcription approach has
been successfully followed in the DEBORA [3] and iDoc [7] research projects, for
old-style printed and handwritten text, respectively. In the case of iDoc, a computer-
assisted transcription system prototype called GIDOC (Gimp-based Interactive tran-
scription of old text DOCuments) has been developed to provide user-friendly, in-
tegrated support for interactive–predictive page layout analysis, text line detection
and handwritten text transcription. A detailed description of the GIDOC prototype
can be found in Chap. 12.

All works presented in this chapter were performed using GIDOC. As in most
of the advanced handwriting recognizers today, it is based on standard speech tech-
nology adapted to handwritten text images; that is, HMM-based text image mod-
eling and n-gram language modeling, as introduced in Chap. 2 of this book. The
system is trained from manually transcribed text lines during early stages of the
transcription task. Then, each new text line image is processed in turn, by first
predicting its most likely transcription, and then locating and editing system er-
rors. In order to reduce the effort in locating these errors, GIDOC again resorts
to standard speech technology and, in particular, to confidence measures (at word
level), which are calculated as posterior word probabilities estimated from word
graphs [10]. Recognized words below a given confidence threshold are marked as
possible errors, and the decision on how to proceed is left to the user. For instance,
if a small number of transcription errors can be tolerated for the sake of efficiency,
then the user might validate the system output after only supervising (a few) marked
words.

Following previous ideas in the areas of machine translation and speech recog-
nition, a prefix-based interactive–predictive approach is proposed in previous chap-
ters of this book in which the user supervises each new line, in the usual reading
order, and corrects the first incorrectly recognized word, if any. The prefix of the
current hypothesis is thus validated up to the corrected word, and hence the sys-
tem updates the current hypothesis by searching for the most probable suffix after
the validated prefix. This two-step interactive–predictive process is continued until
validation of the whole current hypothesis. It is worth noting that this approach is
designed to produce complete, error-free transcriptions of handwritten text. Accord-
ing to the taxonomy outlined in Sect. 1.4.1, this corresponds to a Passive, Left-to-
right interaction protocol in which the user has to supervise all recognized words.
In contrast, the ideas presented in this chapter assume an Active interaction proto-
col which does not need complete supervison (and does not guarantee error-free
results).
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Fig. 5.1 Word-graph example aligned with its corresponding text line image and its recognized
and true transcriptions. Each recognized word is labeled (above) with its associated confidence
measure

The remainder of this chapter is organized as follows: in Sect. 5.2 the use of
confidences measures for error locating is explained. Sections 5.3, 5.4 and 5.5 de-
scribed in detail the main contributions under three different frameworks: adaptive
learning, active interaction and learning, and development of simple good error
estimate to allow user adjust the error in a computer-assisted transcription task.
In the last Sect. 5.6, we test the presented approaches in two real handwriting
tasks.

5.2 Confidence Measures

As indicated in the introduction, confidence measures on recognized words are
calculated as posterior word probabilities estimated from word graphs. Generally
speaking, word graphs are used to represent, in a compact form, large sets of tran-
scription hypotheses with relatively high probability of being correct. See Sect. 1.5.1
for details.

Consider the example in Fig. 5.1, where a small (pruned) word graph is shown
aligned with its corresponding text line image and its recognized and true transcrip-
tions.

Each word-graph node is aligned with a discrete point in space, and each edge
is labeled with a word (above) and its associated posterior probability (below). For
instance, in Fig. 5.1, the word “sus” has a posterior probability of 0.69 to occur
between “estaba” and “un”, and 0.03 to occur between “estaba” and “con”. Note
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that all word posteriors sum to 1 at each point in space. Therefore, the posterior
probability for a word w to occur at a specific point p is given by the sum of all edges
labeled with w that are found at p; e.g. “sus” has a posterior probability of 0.72 at
any point in which the two edges labeled with “sus” are simultaneously found. As
discussed in Sect. 1.5.2, the confidence measure of a recognized word is calculated
from these point-dependent posteriors, by simply maximizing over all points where
it is most likely to occur (Viterbi-aligned). As an example, each recognized word in
Fig. 5.1 is labeled (above) with its associated confidence measure. Please see [10]
for more details.

5.3 Adaptation from Partially Supervised Transcriptions

In this section, we introduce an interactive transcription framework, where suc-
cessively produced transcriptions can be used to better adapt image and language
models to the task by, for instance, re-training them from the previous and newly
acquired transcribed data. However, if transcriptions are only partially supervised,
then (hopefully minor) recognition errors may go unnoticed to the user and have a
negative effect on model adaptation.

We study this effect as a function of the degree of supervision, i.e. the number
of words supervised per line, and as a function of the adaptation strategies used
to re-train the system. Concretely, we consider three adaptation strategies: from all
data, only from supervised parts, and from high-confidence parts. Re-training from
all data is commonly known as unsupervised learning, where a system learns from
its own (unmodified) output. Given the user supervisions we can choose to train
uniquely from user supervised transcription, as it is typically performed in active
learning systems. In the last strategy, re-training from high-confidence parts, we
use the best of the two previous approaches. It is inspired in [11], where confi-
dence measures were successfully used to restrict unsupervised learning of acoustic
models for large vocabulary continuous speech recognition. It must be noted that,
high-confidence parts include both, unsupervised words above certain confidence
threshold, and supervised words. Figure 5.2 shows an example of the three strate-
gies.

5.4 Active Interaction and Active Learning

Active learning strategies are being increasingly used in a variety of real-world
tasks where user supervision is difficult, time-consuming, or expensive to ob-
tain [9]. Active learning is particularly adequate for active interaction protocols,
as those studied in this chapter. In interactive transcription of old text documents,
the simplest active interaction strategy is to supervise the least confident words of a
given recognizer output. Next, active learning consists in adapting the system mod-
els by means of these corrected transcriptions, as discussed in the previous sec-
tion.
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Fig. 5.2 Example showing words (marked in bold) which will be used in the next re-training,
when using the different adaptation technique. The first row shows the recognized line along with
its confidence measure (above), as well as the words “empresa” and “.” supervised by the user

In this section, we focus on active interaction and explore how it can be used
to further enhance system performance. That is, we take advantage of the user
feedback, in form of corrected words, to further improve the transcription accu-
racy. The conventional, non-interactive recognition strategy is improved by letting
the system recompute the most probable hypotheses with the constraints imposed
by user supervisions. In particular, two strategies, called iterative and delayed, are
studied which differ in the frequency of hypothesis recomputation on the current
line.

An application example of the conventional, iterative and delayed strategies is
shown in Fig. 5.3, with user supervision limited to three words. The conventional
approach leads to the correction of the three words recognized with less confidence
(ras, me and &), resulting in a corrected transcription which still contains two in-
correctly recognized words (vn and Aguas). The iterative strategy first asks for
the supervision of ras, which is substituted by Pirus, and then recomputes the
most probable hypothesis, where four more recognized words of the previous hy-
pothesis are substituted or deleted (me, Aguas, & and vn). The second iteration
reduces to substituting te for me. In the third iteration, the user substitutes Vegas
for vengar, which results in the correct transcription but, somewhat surprisingly,
recomputation of the most probable hypothesis ends up with a recognition error
(vna). The delayed strategy, shown at the bottom of Fig. 5.3, simply amounts to
recompute the most probable hypothesis after the conventional (manual) correc-
tion of the three words recognized with less confidence. In contrast to the con-
ventional approach, only one recognition error remains in the final transcription
(vengar).

An important issue regarding the implementation of the iterative and delayed
strategies is how to compute a most probable hypothesis compatible with user su-
pervisions and corrections. Following Kristjansson [2], we have implemented a con-
strained Viterbi decoding algorithm in which the search for the most probable path
is constrained to pass through subpaths that conform user supervisions and correc-
tions. More precisely, word scores in supervised segments are set to null for all
words but those supervised and possibly corrected.
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Fig. 5.3 Application example of the conventional, iterative and delayed strategies for interac-
tive–predictive transcription of a text line image with user supervision limited to three words.
Recognized words are labeled above with their associated confidence measures. Supervised words
and transcription errors are marked with plain and wavy underlining, respectively

5.5 Balancing Error and Supervision Effort

In this section, we study how to automatically balance recognition error and super-
vision effort. Our starting point is a system applying the best adaptation strategy
from Sect. 5.3, where we have compared several model adaptation techniques from
partially supervised transcriptions. Experiments showed that it is better not to adapt
models from all data, but only from high-confidence parts, or just simply from su-
pervised parts. More importantly, it has been shown that a certain degree of super-
vision is required for model adaptation, although it remains unclear how to adjust
it properly. To this end, we propose a simple yet effective method to find an opti-
mal balance between recognition error and supervision effort. The user decides on
a maximum tolerance threshold for the recognition error (in non-supervised parts),
and the system “actively” adjusts the required supervision effort on the basis of an
estimate for this error.

Recognition error is measured in terms of Word Error Rate (WER); that is, as
the average number of elementary editing operations needed to produce a refer-
ence (correctly transcribed) word from recognized words. Given a collection of
reference-recognized transcription pairs, its WER may be simply expressed as

WER = E

N
,
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where E is the total number of editing operations required to transform recognized
transcriptions into their corresponding references, and N is the total number of ref-
erence words. In this work, however, we need to decompose these three variables
additively, as

WER = WER+ + WER−,

E = E+ + E− and N = N+ + N−,

where the superscripts + and − denote supervised and unsupervised parts, respec-
tively, and thus

WER+ = E+

N
and WER− = E−

N
.

In order to balance error and supervision effort, we propose the system to ask
for supervision effort only when WER− becomes greater than a given, maximum
tolerance threshold, say WER∗. However, as we do not know the values of E− and
N−, they have to be estimated from the available data. A reasonable estimate for
N− is simply

N̂− = N+

R+ R−,

where R+ and R− denote the number of recognized words in the supervised and
unsupervised parts, respectively. Similarly, a reasonable estimate for E− is

Ê− = E+

R+ R−

and thus the desired estimate for WER− is

̂WER
− =

E+
R+ R−

N+ + N+
R+ R− .

Each recognized word will be accepted without supervision if it does not lead to a
WER− estimate greater that WER∗.

Note that the above estimate for WER− is pessimistic, since it assumes that,
on average, correction of unsupervised parts requires similar editing effort to that
required for supervised parts. However, the user is asked to supervise recognized
words in increasing order of confidence, and hence unsupervised parts should re-
quire less correction effort. In order to better estimate WER−, we may group rec-
ognized words by their level of confidence c, from 1 to a certain maximum level C,
and compute a c-dependent estimate for E as above,

Ê−
c = E+

c

R+
c

R−
c
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where E+
c , R+

c and R−
c are c-dependent versions of E+, R+ and R−, respectively.

The global estimate for E is obtained by simply summing these c-dependent esti-
mates,

Ê− =
C∑

c=1

Ê−
c

and, therefore, the estimate for WER− becomes

̂WER
− =

∑C
c=1

E+
c

R+
c

R−
c

N+ + N+
R+ R−

which reduces to the previous, pessimistic estimate when only a single confidence
level is considered (C = 1).

5.6 Experiments

In the following sections, the active learning and interactive transcription strategies
described are applied in two real handwritten tasks: GERMANA and RODRIGO.

5.6.1 User Interaction Model

In order to validate our interactive transcription techniques, we need to perform
a high number of experiments. As our experiments require from user supervision,
dealing with real users would be impossible because of time and cost. In this section,
we propose a simple yet realistic user interaction model to simulate user actions at
different degrees of supervision. The degree of supervision is modeled as the (max-
imum) number of recognized words (per line) that are supervised: 0 (unsupervised),
1, . . . , ∞ (fully supervised). It is assumed that recognized words are supervised in
non-decreasing order of confidence.

In order to predict the user actions associated with each word supervision, we
first compute a minimum edit (Levenshtein) distance path between the recognized
and true transcriptions of a given text line. For instance, the example text line image
in Fig. 5.1 is also used in Fig. 5.4 to show an example of minimum edit distance path
between its recognized and true transcriptions. As usual, three elementary editing
operations are considered: substitution (of a recognized word by a different word),
deletion (of a recognized word) and insertion (of a missing word in the recognized
transcription). Substitutions and deletions are directly assigned to their correspond-
ing recognized words. In Fig. 5.4, for instance, there is a substitution assigned to
“sus”, a deletion assigned to “una”, and a second substitution that corresponds to
“camarera”. Insertions, however, have not direct assignments to recognized words
and, hence, it is not straightforward to predict when they are carried out by the user.
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Fig. 5.4 Example of minimum edit distance path between the recognized and true transcriptions
of a text line image

To this end, we first compute the Viterbi segmentations of the text line image from
the true and recognized transcriptions. Given a word to be inserted, it is assigned
to the recognized word whose Viterbi segment covers most part of its true Viterbi
segment. For instance, in Fig. 5.4, the period is completely covered by “camarera”,
and thus its insertion is assumed to be done when “camarera” is supervised.

5.6.2 Sequential Transcription Tasks

Experiments were carried out on two datasets recently introduced: GERMANA [5]
and RODRIGO [8]. GERMANA is the result of digitizing and annotating a 764-
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Table 5.1 Statistics of
GERMANA and RODRIGO.
Singletons corresponds to
words appearing once in the
document. Perplexity drawn
from a bigram language
model in a ten-fold validation

GERMANA RODRIGO

Pages 764 853

Lines 20 529 20 357

Running words (K) 217 232

Lexicon size (K) 27.1 17.3

Singletons (%) 57.4 54.4

Character set size 115 115

Perplexity 290 166

page Spanish manuscript from 1891, in which most pages only contain nearly cal-
ligraphed text written on ruled sheets of well-separated lines. The example shown in
Fig. 5.1 contains a text line image from GERMANA. GERMANA is solely written
in Spanish up to p. 180, but then it includes many parts written in languages other
than Spanish. RODRIGO is similar to GERMANA both, in size and page layout.
However, it comes from a much older manuscript, from 1545, and it is completely
written in Spanish. As can be seen in text line image shown at the top of Fig. 5.3,
which was extracted from p. 65, the writing style has clear Gothic influences. Some
basic statistics of GERMANA and RODRIGO are provided in Table 5.1.

5.6.3 Adaptation from Partially Supervised Transcriptions

Due to its sequential book structure, the very basic task on GERMANA is to tran-
scribe it from the beginning to the end, though here we only consider its transcrip-
tion up to p. 180. Starting from p. 3, we divided GERMANA into nine consecutive
blocks of 20 pages each (18 in block 9). The first two blocks (pp. 3–42) were used to
train initial image and language models from fully supervised transcriptions. Then,
from block 3 to 8, each new block was recognized, partially supervised and added
to the training set built from its preceding blocks.

As it has been said in Sect. 5.3, we perform the sequential transcription of GER-
MANA as function of: the degree of supervision and the adaptation technique used.
We considered three degrees of supervision: zero (unsupervised), one and three su-
pervised words per line; and the three adaptation (re-training) strategies: from all
data, only from high-confidence parts, and only from supervised parts. The results
are shown in Fig. 5.5 in terms of Word Error Rate (WER) on block 9 (pp. 163–180).

From the results in Fig. 5.5, it becomes clear that baseline models can be im-
proved by adaptation from partially supervised transcriptions, though a certain de-
gree of supervision is required to obtain significant improvements. In particular,
supervision of three words per line leads to a reduction of more than a 10% of
WER with respect to unsupervised learning (baseline models), though there is still
room for improvement since full supervision achieves a further reduction of 5%
(34%). The adaptation strategy, on the other hand, has a relatively minor effect on
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Fig. 5.5 Test-set Word Error
Rate (WER) on GERMANA
as a function of the training
set size (in pages), for varying
degrees of supervision
(supervised words per line)

the results. Nevertheless, it seems better not to re-train from all data, but only from
high-confidence parts, or just simply from supervised parts.

Apart from the above experiment on GERMANA, we did a similar experiment
on the well-known IAM dataset, using a standard partition into a training, validation
and test sets [1]. The training set was further divided into three subsets; the first
one was used to train initial models, while the other two were recognized, partially
supervised (four words per line) and added to the training set. The results obtained
in terms of test-set WER are: 42.6%, using only the first subset; 42.8%, after adding
the second subset; and 42.0%, using also the third subset. In contrast to GERMANA,
there is no significant reduction in terms of WER after adding partially supervised
data to the training set. We think that this result is due to the more complex nature
of the IAM task.

5.6.4 Active Interaction and Learning

In this section, we describe the experiments done to test the active learning strate-
gies referred in Sect. 5.4. In this set of experiments, we used the best system from
the previous experiment. Again, the quality of the successively produced models
was measured in terms of WER on block 9, and it is shown in Fig. 5.6 (left). Full
supervision (∞) and the conventional strategy (C) are compared with the two strate-
gies discussed; that is, iterative (I) and delayed (D). The C, I and D strategies were
limited to three supervised words per line, which is not too much since, on average,
text lines are of 11 words approximately.

Experiments similar to those previously described were also carried out on RO-
DRIGO. The 20K lines of RODRIGO were divided into 20 consecutive blocks of
1 000 lines approximately, except for the first 1 000 lines, which were divided into
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Fig. 5.6 Word Error Rate (WER) on the last block of lines, as a function of the number of train-
ing lines, for full supervision (∞), and partial supervision (of three words per line), using three
active learning strategies: conventional (C), iterative (I), and delayed(D). Left: GERMANA. Right:
RODRIGO

the line blocks 1–100, 101–200, 201–500 and 501–1 000. The results are also shown
in Fig. 5.6 (right).

From the results in Fig. 5.6, it becomes clear that the proposed iterative and
delayed strategies are better than the basic, conventional approach. In the case of
RODRIGO, conventional supervision of three words per line results in a WER of
43.1%, which is 6.6 points above full supervision (36.5%). By contrast, the iterative
and delayed strategies are only 3.3 and 3.0 points above, respectively. That is, the
increase of WER due to supervising only three words per line is halved by using
the proposed strategies. Moreover, it is worth noting that this increase of 3 points
over a WER of 36.5% is just a small degradation in terms of WER, as compared
with the considerable user effort reduction achieved by only supervising three out
of 11 words per line. On the other hand, it seems that the iterative and delayed
strategies produce nearly identical results, though this should be further explored by
also considering the effect of varying the supervision degree (number of supervised
words per line).

In the case of GERMANA, the iterative and delayed strategies also provide better
results than the conventional approach, though the WER improvements are more
moderate. This might be due to the fact that GERMANA models are produced from
training sets much smaller than those used for RODRIGO. Note that GERMANA is
easier to recognize than RODRIGO, since WER results similar to those obtained on
RODRIGO are achieved from much less training lines.

5.6.5 Balancing User Effort and Recognition Error

Perfect transcription of old text documents is not always mandatory. Transcriptions
containing a few number of errors are perfectly readable and can be easily obtained
using a computer-assisted system. In Sect. 5.5 we introduce a simple yet effective
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Fig. 5.7 Word Error Rate (WER) on transcribed lines (excluding the first 200), as a function
of the (number of) training lines, for varying tolerance thresholds on the recognition error (in
unsupervised parts). Left: GERMANA dataset. Right: RODRIGO dataset

method to balance error and user effort. Here, we consider the transcription under
three tolerance thresholds on the recognition error (in unsupervised parts): 0% (fully
supervised), 9% (one recognition error per line, on average) and 18%.

In this case, we divided GERMANA into consecutive blocks of 100 lines each
(37 blocks). The first two blocks were used to train initial image and language mod-
els from fully supervised transcriptions. Then, from block 3 to 37, each new block
was recognized, partially supervised as discussed in Sect. 5.5 for C = 4 confidence
levels, and added to the previous training set. The first three confidence levels cor-
respond, respectively, to the first three words in each line that were recognized with
smaller confidence; the remaining recognized words were all grouped into the fourth
level. Re-training of image and language models was carried out from only high-
confidence parts [7]. The results are shown in Fig. 5.7 (left) in terms of WER on
transcribed lines (excluding the first 200).

From the results in Fig. 5.7 (left), it becomes clear that the proposed balancing
method takes full advantage of the allowed tolerance to reduce the supervision ef-
fort. Moreover, the total WER of the system trained with partial transcriptions does
not deviate significantly from that of the fully supervised system. The average user
effort reduction ranges from 29% (for WER∗ = 9%) to 49% (for WER∗ = 18%).
That is, if one recognition error per line is allowed for on average (WER∗ = 9%),
then the user will save 29% of the supervision actions that are required in the case
of a fully supervised system. Here, supervision actions refers to elementary editing
operations, and also to check that a correctly recognized word is certainly correct.

In order to better assess the proposed method, a larger experiment was also con-
ducted on RODRIGO, which was divided into blocks of 1 000 lines each, except
for the first 1 000 lines, which were divided into the line blocks 1–100, 101–200,
201–500 and 501–1 000. The experiment and results, shown in Fig. 5.7 (right), are
analogous to those described above for GERMANA.
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Although the results presented in Fig. 5.7 are quite satisfactory, we have observed
that the proposed balancing method does not clearly favor supervision of low con-
fidence words over those recognized with high confidence. We think that this is
mainly due to the fact that it works on a word-by-word basis and, in order to decide
whether a given word has to be supervised or not, its contribution to the current
estimate of WER− is not as important as the closeness of this estimate to WER∗.
We think that this behavior can be alleviated by using more confidence levels or,
more directly, by working on a line-by-line basis. That is, by first assuming that all
balancing error recognized words in a line are not supervised, and then supervis-
ing words in increasing order of confidence while the current estimate of WER− is
above WER∗.

5.7 Conclusions

In this chapter we described three different frameworks to deal with the interactive
transcription process of handwritten documents, where the recognizer output is par-
tially supervised. The basic idea is to assist the user in the transcription process,
while keeping his interactions as low as possible. It has been shown that, a sys-
tem can be trained from partially (and possibly erroneous) supervised transcription,
while achieving similar results to a fully supervised trained system. We showed that
user interaction can be used to further improve the current transcription, constrain-
ing the current hypothesis search space. Lastly, we created a framework that allows
the user to adjust the error in exchange of user effort. Experiments were performed
on two real transcription tasks, GERMANA and RODRIGO, showing the effective-
ness of the proposed frameworks.
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