
Chapter 6
Networked Lagrangian Systems

This chapter moves from point models primarily adopted in distributed multi-agent
coordination to more realistic Lagrangian models. A class of mechanical systems
including autonomous vehicles, robotic manipulators, and walking robots are La-
grangian systems. We focus on fully-actuated Lagrangian systems. We first study
distributed leaderless coordination algorithms for networked Lagrangian systems.
The objective is to drive a team of agents modeled by Euler–Lagrange equations
to achieve desired relative deviations on their vectors of generalized coordinates
with local interaction. We then study distributed coordinated regulation and dis-
tributed coordinated tracking algorithms in the presence of a leader for networked
Lagrangian systems under the constraints that the leader is a neighbor of only a
subset of the followers and the followers have only local interaction. In the case of
coordinated regulation, the leader has a constant vector of generalized coordinates.
In the case of coordinated tracking, the leader has a varying vector of generalized
coordinates. In both cases, the objective is to drive the vectors of generalized coordi-
nates of a team of followers modeled by Euler–Lagrange equations to approach that
of a leader. Simulation results show the effectiveness of the proposed algorithms.

6.1 Problem Statement

In distributed multi-agent coordination problems, point models are primarily adopted
due to their simplicity. However, the point models are often not realistic. Euler–
Lagrange equations can be used to model a class of mechanical systems including
autonomous vehicles, robotic manipulators, and walking robots. The objective of
the current chapter is to study distributed leaderless and leader-following coordina-
tion problems for networked Lagrangian systems. Here we focus on fully-actuated
Lagrangian systems. In the leaderless case, there does not exist a leader in the
team. The objective is that a team of agents modeled by Euler–Lagrange equations
achieves desired relative deviations on their vectors of generalized coordinates with
local interaction. In the leader-following case, there exists a leader that specifies the
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objective for the whole team. Here the leader can be virtual or physical. In particu-
lar, we use the term coordinated regulation to refer to the case where the vectors of
generalized coordinates of a group of followers modeled by Euler–Lagrange equa-
tions approach a constant vector of generalized coordinates of a leader with local
interaction. Similar to Chap. 4, we use the term coordinated tracking to refer to the
case where the vectors of generalized coordinates of a group of followers modeled
by Euler–Lagrange equations approach a varying vector of generalized coordinates
of a leader with local interaction. A coordinated regulation problem can be viewed
as a special case of a coordinated tracking problem. It is worthwhile to mention
that the coordinated tracking case becomes much more complex if the leader is a
neighbor of only a subset of the followers.

In the leaderless case, we are motivated to derive distributed coordination algo-
rithms when the agents have only local interaction with their neighbors and none of
them has the knowledge of the group reference trajectory. The distributed feature of
the algorithms makes them scalable to a large number of agents. The leaderless fea-
ture of the algorithms makes them suitable for applications where the absolute states
of the agents are not what is important but rather all agents achieve relative state de-
viations. While there are many applications where there exists a group reference
trajectory, there are also many applications where leaderless algorithms are impor-
tant. Examples include rendezvous, flocking, and attitude synchronization. For ex-
ample, the proposed leaderless algorithms have potential applications in automated
rendezvous and docking. In addition, rigid body attitude dynamics can be written in
the form of Euler–Lagrange equations. The proposed leaderless algorithms can be
used for attitude synchronization of multiple rigid bodies with local interaction. Fur-
thermore, when there is a team of networked mobile vehicles equipped with robotic
arms that hold sensors (e.g., iRobot PackBot Explorer), the robotic arms on each
mobile vehicle can be modeled by Euler–Lagrange equations. The proposed leader-
less algorithms can be used to coordinate the robotic arms and sensors equipped on
different mobile vehicles so that a team of mobile vehicles can scan an area cooper-
atively. We will propose and analyze three algorithms: (i) a fundamental algorithm;
(ii) a nonlinear algorithm; and (iii) an algorithm that accounts for unavailability of
measurements of generalized coordinate derivatives.

In the leader-following case, we are motivated to derive distributed coordinated
regulation and tracking algorithms when the leader is a neighbor of only a subset
of the followers and the followers have only local interaction. The presence of a
leader can broaden the applications as a group objective can be encapsulated by the
leader. We will consider three cases: (i) The leader has a constant vector of gener-
alized coordinates; (ii) The leader has a constant vector of generalized coordinate
derivatives; (iii) The leader has a varying vector of generalized coordinate deriva-
tives. In the first case, we propose and analyze distributed algorithms by extending
the distributed leaderless coordination algorithms. In the second case, with the aid
of a distributed continuous estimator, we propose and analyze, respectively, a dis-
tributed model-dependent algorithm and a distributed model-independent algorithm
accounting for parametric uncertainties. In the third case, we propose and analyze a
distributed model-independent sliding-mode algorithm.
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Consider a team of n agents with Euler–Lagrange equations given by

Mi(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) = τi, i = 1, . . . , n, (6.1)

where qi ∈ R
p is the vector of generalized coordinates, Mi(qi) ∈ R

p×p is the
symmetric positive-definite inertia matrix, Ci(qi, q̇i)q̇i ∈ R

p is the vector of Coriolis
and centrifugal torques, gi(qi) is the vector of gravitational torques, and τi ∈ R

p is
the vector of torques produced by the actuators associated with the ith agent.

Throughout the subsequent analysis, we assume that the following assumptions
hold [144, 276]:

(A1) (Boundedness) For any i, there exist positive constants km, km̄, kC , kC1 , kC2 ,
and kg such that Mi(qi) − kmIp is positive semidefinite, Mi(qi) − km̄Ip is
negative semidefinite, ‖gi(qi)‖ ≤ kg, ‖Ci(x, y)‖ ≤ kC ‖y‖, and ‖Ci(x, z)w−
Ci(y, v)w‖ ≤ kC1 ‖z − v‖ ‖w‖ + kC2 ‖x − y‖ ‖w‖ ‖z‖ for all vectors
x, y, z, v, w ∈ R

p.
(A2) (Skew-symmetric property) Ṁi(qi) − 2Ci(qi, q̇i) is skew-symmetric (i.e.,

yT [Ṁi(qi) − 2Ci(qi, q̇i)]y = 0 for all y ∈ R
p).

(A3) (Linearity in the parameters) Mi(qi)q̈i + Ci(qi, q̇i)q̇i + gi(qi) =
Yi(qi, q̇i, q̈i)Θi, where Yi(qi, q̇i, q̈i) is the regressor and Θi is the constant
parameter vector for the ith agent.

Define q
�
= [qT

1 , . . . , qT
n ]T and q̇

�
= [q̇T

1 , . . . , q̇T
n ]T . Also define M(q)

�
=

diag[M1(q1), . . . , Mn(qn)], C(q, q̇)
�
= diag[C1(q1, q̇1), . . . , Cn(qn, q̇n)], and

g(q)
�
= [gT

1 (q1), . . . , gT
n (qn)]T .

6.2 Distributed Leaderless Coordination for Networked
Lagrangian Systems

We consider three distributed leaderless coordination algorithms for networked La-
grangian systems, namely, a fundamental algorithm, a nonlinear algorithm, and an
algorithm accounting for unavailability of measurements of generalized coordinate

derivatives. Define q̆ij
�
= δi − δj , where δi ∈ R

p is constant. Here q̆ij denotes the
constant desired relative deviation on vectors of generalized coordinates between
agents i and j. The objective here is to design distributed leaderless coordination
algorithms for (6.1) such that qi(t) − qj(t) → q̆ij and q̇i(t) → 0p as t → ∞. Before
moving on, we need the following lemma:

Lemma 6.1. Let ψ : R → R be a continuous odd function satisfying that ψ(x) > 0

if x > 0.1 Suppose that ςi ∈ R
p, ϕi ∈ R

p, K ∈ R
p×p, and D

�
= [dij ] ∈ R

n×n. If D
is symmetric, then

1 For a vector, ψ(·) is defined componentwise.
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1
2

n∑

i=1

n∑

j=1

dij(ςi − ςj)T ψ
[
K(ϕi − ϕj)

]
=

n∑

i=1

ςT
i

{
n∑

j=1

dijψ
[
K(ϕi − ϕj)

]
}

.

Proof: The proof is similar to that of [248, Lemma 4.18] and is hence omitted here.

6.2.1 Fundamental Algorithm

In this section, we consider a fundamental coordination algorithm as

τi = gi(qi) −
n∑

j=1

aij(qi − qj − q̆ij) −
n∑

j=1

bij(q̇i − q̇j) − Kiq̇i, (6.2)

where i = 1, . . . , n, aij is the (i, j)th entry of the adjacency matrix A ∈ R
n×n

associated with the undirected graph GA
�
= (V , EA) characterizing the interaction

among the n agents for qi, bij is the (i, j)th entry of the adjacency matrix B ∈ R
n×n

associated with the undirected graph GB
�
= (V , EB) characterizing the interaction

among the n agents for q̇i, and Ki ∈ R
p×p is symmetric positive definite. Note that

here GA and GB are allowed to be different.

Theorem 6.1. Using (6.2) for (6.1), qi(t) − qj(t) → q̆ij and q̇i(t) → 0p, i, j =
1, . . . , n, as t → ∞ if the graph GA is undirected connected and the graph GB is
undirected.

Proof: Using (6.2), (6.1) can be written as

d

dt
(qi − qj − q̆ij) = q̇i − q̇j ,

d

dt
q̇i = −M −1

i (qi)

[
Ci(qi, q̇i)q̇i +

n∑

j=1

aij(qi − qj − q̆ij) (6.3)

+
n∑

j=1

bij(q̇i − q̇j) + Kiq̇i

]
.

Note that the system (6.3) with states qi − qj − q̆ij and q̇i is nonautonomous due to
the dependence of Mi and Ci on qi. As a result, Lemma 1.31 is no long applicable
for (6.3). Instead, we apply Lemma 1.36 to prove the theorem.

Let q̆
�
= [q̆T

1 , . . . , q̆T
n ]T with q̆i

�
= qi − δi, and K

�
= diag(K1, . . . , Kn). Let LA

and LB be, respectively, the Laplacian matrix associated with A and hence GA, and
B and hence GB . Note that both LA and LB are symmetric positive semidefinite
because both GA and GB are undirected. Let q̃ be a column stack vector of all qi −
qj − q̆ij , where i < j and aij > 0 (i.e., agents i and j are neighbors). Define
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x
�
= [q̃T , q̇T ]T . Consider the Lyapunov function candidate for (6.3) as

V (t, x) =
1
2
q̆T (LA ⊗ Ip)q̆ +

1
2
q̇T M(q)q̇.

Because the graph GA is undirected, it follows from Remark 1.1 and Lemma 1.21
that q̆T (LA ⊗ Ip)q̆ = 1

2

∑n
i=1

∑n
j=1 aij ‖qi − qj − q̆ij ‖2. It thus follows that V

is positive definite and decrescent with respect to x. Note that Condition 1 in
Lemma 1.36 is satisfied.

The derivative of V is given by

V̇ (t, x) = q̇T (LA ⊗ Ip)q̆ +
1
2
q̈T M(q)q̇ +

1
2
q̇T Ṁ(q)q̇ +

1
2
q̇T M(q)q̈

= q̇T (LA ⊗ Ip)q̆ + q̇T M(q)q̈ +
1
2
q̇T Ṁ(q)q̇,

where we have used the fact that M(q) is symmetric. Using (6.2), (6.1) can be
written in a vector form as

M(q)q̈ = −C(q, q̇)q̇ − (LA ⊗ Ip)q̆ − (LB ⊗ Ip)q̇ − Kq̇. (6.4)

Note that Ṁ(q) − 2C(q, q̇) is skew symmetric. By applying (6.4), the derivative of
V can be written as

V̇ (t, x) = −q̇T (LB ⊗ Ip)q̇ − q̇T Kq̇ ≤ 0. (6.5)

Therefore, Condition 2 in Lemma 1.36 is satisfied.

Let W (t, x)
�
= q̇T (LA ⊗ Ip)q̆. It follows that |W (t, x)| ≤ ‖q̇‖ ‖(LA ⊗ Ip)q̆‖.

Note that (6.5) implies V [t, x(t)] ≤ V [0, x(0)], ∀t ≥ 0, which in turn implies that
‖q̃‖ and ‖q̇‖ are bounded. Noting that (LA ⊗ Ip)q̆ is a column stack vector of all∑n

j=1 aij(qi − qj − q̆ij), i = 1, . . . , n, it follows that ‖(LA ⊗ Ip)q̆‖ is bounded. It
thus follows that |W (t, x)| is bounded along the solution trajectory, implying that
Condition 3 in Lemma 1.36 is satisfied.

The derivative of W along the solution trajectory of (6.4) is

Ẇ (t, x) = q̈T (LA ⊗ Ip)q̆ + q̇T (LA ⊗ Ip)q̇

= − q̇T CT (q, q̇)M −1(q)(LA ⊗ Ip)q̆

− q̆T (LA ⊗ Ip)M −1(q)(LA ⊗ Ip)q̆

− q̇T (LB ⊗ Ip)M −1(q)(LA ⊗ Ip)q̆ − q̇T KM −1(q)(LA ⊗ Ip)q̆

+ q̇T (LA ⊗ Ip)q̇.

Note that ‖q̇‖ is bounded. It follows from Assumption (A1) that ‖M −1(q)‖ and
C(q, q̇)q̇ are bounded. Therefore, Ẇ (t, x) can be written as Ẇ (t, x) = g[β(t), x],
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where g is continuous in both arguments and β(t) is continuous and bounded. On

the set Ω
�
= {(q̃, q̇)|V̇ = 0}, q̇ = 0np and Ẇ (t, x) becomes

Ẇ (t, x) = −q̆T (LA ⊗ Ip)M −1(q)(LA ⊗ Ip)q̆.

Note that M −1(q) is symmetric positive definite. It follows from Assumption (A1)
that

q̆T (LA ⊗ Ip)M −1(q)(LA ⊗ Ip) ≥ 1
km̄

∥∥(LA ⊗ Ip)q̆
∥∥2

.

Also note that ‖(LA ⊗ Ip)q̆‖2 is positive definite with respect to q̃. It follows
from Lemma 1.35 that on the set Ω, there exist a class K function, α, such that
‖(LA ⊗ Ip)q̆‖2 ≥ α(‖q̃‖). Therefore, for all x ∈ Ω, |Ẇ (t, x)| ≥ 1/km̄α(‖q̃‖).
It follows from Lemma 1.37 that Condition 4 in Lemma 1.36 is satisfied. We con-
clude from Lemma 1.36 that the equilibrium of the system (6.3) (i.e., ‖q̃‖ = 0 and
‖q̇‖ = 0) is uniformly asymptotically stable, which implies that qi(t) − qj(t) → q̆ij

and q̇i(t) → 0p as t → ∞ because GA is undirected connected.

6.2.2 Nonlinear Algorithm

In this section, we consider a nonlinear coordination algorithm as

τi = gi(qi) −
n∑

j=1

aijψ
[
Kq(qi − qj − q̆ij)

]

−
n∑

j=1

bijψ
[
Kq̇(q̇i − q̇j)

]
− Kiψ(Kdiq̇i), (6.6)

where i = 1, . . . , n, aij and bij are defined as in (6.2), Kq, Kq̇, Ki, and Kdi are p
by p positive-definite diagonal matrices, and ψ(·) is defined in Lemma 6.1 with an
additional assumption that ψ(·) is continuously differentiable. In the remainder of
the chapter, we use a subscript (j) to denote the jth component of a vector or the
jth diagonal entry of a diagonal matrix.

Theorem 6.2. Using (6.6) for (6.1), qi(t) − qj(t) → q̆ij and q̇i(t) → 0p, i, j =
1, . . . , n, as t → ∞ if the graph GA is undirected connected and the graph GB is
undirected.

Proof: Similar to the proof of Theorem 6.1, using (6.6), (6.1) can be written as a
nonautonomous system with states qi − qj − q̆ij and q̇i. We apply Lemma 1.36 to
prove the theorem. Let q̃ and x be defined as in the proof of Theorem 6.1. Consider
the Lyapunov function candidate
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V (t, x) =
1
2

n∑

i=1

n∑

j=1

aij

p∑

�=1

∫ qi(�)(t)−qj(�)(t)−q̆ij(�)

0

ψ[Kq(�)τ ] dτ

+
1
2

n∑

i=1

q̇T
i Mi(qi)q̇i.

Note that V is positive definite and decrescent with respect to x. Therefore, Condi-
tion 1 in Lemma 1.36 is satisfied.

The derivative of V is given by

V̇ (t, x) =
1
2

n∑

i=1

n∑

j=1

aij(q̇i − q̇j)T ψ
[
Kq(qi − qj − q̆ij)

]

+
1
2

n∑

i=1

[
q̈T
i Mi(qi)q̇i + q̇T

i Ṁi(qi)q̇i + q̇T
i Mi(qi)q̈i

]
.

Using (6.6), (6.1) can be written as

Mi(qi)q̈i = − Ci(qi, q̇i)q̇i −
n∑

j=1

aijψ
[
Kq(qi − qj − q̆ij)

]

−
n∑

j=1

bijψ
[
Kq̇(q̇i − q̇j)

]
− Kiψ(Kdiq̇i). (6.7)

Note that A is symmetric because the graph GA is undirected. It follows from
Lemma 6.1 that

1
2

n∑

i=1

n∑

j=1

aij(q̇i − q̇j)T ψ
[
Kq(qi − qj − q̆ij)

]

=
n∑

i=1

q̇T
i

{
n∑

j=1

aijψ
[
Kq(qi − qj − q̆ij)

]
}

.

Also note that Mi(qi) is symmetric and that Ṁi(qi)−2Ci(qi, q̇i) is skew symmetric.
By applying (6.7), it follows that

V̇ (t, x) = −
n∑

i=1

q̇T
i

{
n∑

j=1

bijψ
[
Kq̇(q̇i − q̇j)

]
+ Kiψ(Kdiq̇i)

}
.

Note that B is symmetric because the graph GB is undirected. By applying
Lemma 6.1 again, it follows that the derivative of V becomes

V̇ (t, x) = − 1
2

n∑

i=1

n∑

j=1

bij(q̇i − q̇j)T ψ
[
Kq̇(q̇i − q̇j)

]
−

n∑

i=1

q̇T
i Kiψ(Kdiq̇i).
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Given a vector z and two positive-definite diagonal matrices K1 and K2, z and
K1ψ(K2z) have the same signs for each component. Therefore, it follows that
V̇ (t, x) ≤ 0, which implies that Condition 2 in Lemma 1.36 is satisfied.

Let W (t, x)
�
=
∑n

i=1 q̇T
i χi, where

χi
�
=

n∑

j=1

aijψ
[
Kq(qi − qj − q̆ij)

]
.

Note that V̇ (t, x) ≤ 0 implies V [t, x(t)] ≤ V [0, x(0)], ∀t ≥ 0, which in turn
implies that q̃ and q̇ are bounded. It thus follows that ‖χi‖ is also bounded. Similar
to the proof of Theorem 6.1, it follows that |W (t, x)| is bounded along the solution
trajectory, implying that Condition 3 in Lemma 1.36 is satisfied.

The derivative of W (t, x) along the solution trajectory of (6.7) is

Ẇ (t, x) = −
n∑

i=1

q̇T
i CT

i (qi, q̇i)M −1
i (qi)χi

−
n∑

i=1

{
n∑

j=1

bijψ
[
Kq̇(q̇i − q̇j)

]
}T

M −1
i (qi)χi

−
n∑

i=1

χT
i M −1

i (qi)χi −
n∑

i=1

[
Kiψ(Kdiq̇i)

]T
M −1

i (qi)χi +
n∑

i=1

q̇T
i χ̇i.

A similar argument to that in the proof of Theorem 6.1 shows that Ẇ (t, x) can be
written as Ẇ (t, x) = g[β(t), x], where g is continuous in both arguments and β(t) is
continuous and bounded. On the set {(q̃, q̇)|V̇ = 0}, q̇ = 0np and Ẇ (t, x) becomes

Ẇ (t, x) = −
n∑

i=1

χT
i M −1

i (qi)χi.

If
∑n

i=1 χT
i χi is positive definite with respect to q̃, then a similar argument to that in

the proof of Theorem 6.1 implies that Condition 4 in Lemma 1.36 is satisfied. Be-
cause

∑n
i=1 χT

i χi ≥ 0, equivalently we only need to show that
∑n

i=1 χT
i χi = 0

implies qi − qj − q̆ij = 0p for all aij > 0. Suppose that
∑n

i=1 χT
i χi = 0,

which implies χi =
∑n

j=1 aijψ[Kq(qi − qj − q̆ij)] = 0p. It thus follows that∑n
i=1 qT

i {
∑n

j=1 aijψ[Kq(qi − qj − q̆ij)]} = 0, which implies from Lemma 6.1
that 1

2

∑n
i=1

∑n
j=1 aij(qi − qj − q̆ij)T ψ[Kq(qi − qj − q̆ij)] = 0. Note that GA is

undirected and qi − qj − q̆ij and ψ[Kq(qi − qj − q̆ij)] have the same signs for each
component. It follows that qi − qj − q̆ij = 0p for all aij > 0 when

∑n
i=1 χT

i χi = 0.
Combining the above arguments, we conclude from Lemma 1.36 that the equilib-
rium ‖q̃‖ = 0 and ‖q̇‖ = 0 is uniformly asymptotically stable, which implies that
qi(t) − qj(t) → q̆ij and q̇i(t) → 0p as t → ∞ because GA is undirected connected.
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6.2.3 Algorithm Accounting for Unavailability of Measurements
of Generalized Coordinate Derivatives

Note that (6.2) and (6.6) require measurements of q̇i and q̇i − q̇j , where bij > 0. In
this section, we consider a coordination algorithm that removes the requirement for
the measurements of q̇i and q̇i − q̇j as

˙̂xi = F x̂i +
n∑

j=1

bij(qi − qj − q̆ij) + κq̆i, (6.8a)

yi = P

[
F x̂i +

n∑

j=1

bij(qi − qj − q̆ij) + κq̆i

]
, (6.8b)

τi = gi(qi) −
n∑

j=1

aijψ
[
Kq(qi − qj − q̆ij)

]
− yi, (6.8c)

where i = 1, . . . , n, F ∈ R
p×p is Hurwitz, κ is a positive scalar, aij is the (i, j)th

entry of the adjacency matrix A ∈ R
n×n associated with the undirected graph

GA
�
= (V , EA) characterizing the interaction among the n agents for qi in (6.8c),

bij is the (i, j)th entry of the adjacency matrix B ∈ R
n×n associated with the

undirected graph GB
�
= (V , EB) characterizing the interaction among the n agents

for qi in (6.8a), ψ is defined in (6.6), and P ∈ R
p×p is the symmetric positive-

definite solution to the Lyapunov equation FT P + PF = −Q with Q ∈ R
p×p

being symmetric positive definite.

Theorem 6.3. Using (6.8) for (6.1), qi(t) − qj(t) → q̆ij and q̇i(t) → 0p, i, j =
1, . . . , n, as t → ∞ if the graph GA is undirected connected and the graph GB is
undirected.

Proof: Similar to the proofs of Theorems 6.1 and 6.2, we apply Lemma 1.36 to

prove the theorem. Let x̂
�
= [x̂T

1 , . . . , x̂T
n ]T . Let q̃ be defined as in the proof of

Theorem 6.2. Let x
�
= [q̃T , q̇T , ˙̂xT ]T . Consider the Lyapunov function candidate

V (t, x) =
1
2

n∑

i=1

n∑

j=1

aij

p∑

�=1

∫ qi(�)(t)−qj(�)(t)−q̆ij(�)

0

ψ[Kq(�)τ ] dτ

+
1
2

n∑

i=1

q̇T
i Mi(qi)q̇i +

1
2

˙̂xT (S ⊗ Ip)−1(In ⊗ P ) ˙̂x,

where S
�
= LB + κIn with LB being the Laplacian matrix associated with B and

hence GB . Note that LB is symmetric positive semidefinite because the graph GB

is undirected. It thus follows that S is symmetric positive definite, so is S−1. From
Lemma 1.21, note that (S ⊗ Ip)−1 = (S−1 ⊗ Ip). Also note from Lemma 1.21 that
(S−1 ⊗ Ip)(In ⊗ P ) = S−1In ⊗ IpP = InS−1 ⊗ PIp = (In ⊗ P )(S−1 ⊗ Ip).
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That is, (S ⊗ Ip)−1 and In ⊗ P commute. Similarly, it is straightforward to show
that (S ⊗ Ip)−1 and In ⊗ FT also commute. Note that S−1In ⊗ IpP is symmetric
positive definite, so is (S−1 ⊗ Ip)(In ⊗ P ). It follows that V is positive definite and
decrescent with respect to x. Therefore, Condition 1 in Lemma 1.36 is satisfied.

Following the proof of Theorem 6.2, we derive the derivative of V as

V̇ (t, x) = −
n∑

i=1

q̇T
i yi +

1
2

˙̂xT
(
In ⊗ FT

)
(S ⊗ Ip)−1(In ⊗ P ) ˙̂x

+
1
2
q̇T (S ⊗ Ip)T (S ⊗ Ip)−1(In ⊗ P ) ˙̂x

+
1
2

˙̂xT (S ⊗ Ip)−1(In ⊗ P )(In ⊗ F ) ˙̂x

+
1
2

˙̂xT (S ⊗ Ip)−1(In ⊗ P )(S ⊗ Ip)q̇

= −
n∑

i=1

q̇T
i yi +

1
2

˙̂xT (S ⊗ Ip)−1
[
In ⊗

(
FT P + PF

)] ˙̂x + q̇T (In ⊗ P ) ˙̂x

= − 1
2

˙̂xT (S ⊗ Ip)−1(In ⊗ Q) ˙̂x ≤ 0,

where we have used the fact that

¨̂x = (In ⊗ F ) ˙̂x + (S ⊗ Ip)q̇, (6.9)

(S ⊗ Ip)−1 and In ⊗ FT commute, (S ⊗ Ip)−1 and In ⊗ P commute, S ⊗ Ip =
(S ⊗ Ip)T , y = (In ⊗ P ) ˙̂x with y = [yT

1 , . . . , yT
n ]T , and (S ⊗ Ip)−1(In ⊗ Q) =

S−1In ⊗ QIp is symmetric positive definite. Therefore, Condition 2 in Lemma 1.36
is satisfied.

Let W (t, x) and χi be defined as in the proof of Theorem 6.2. Similar to the proof
of Theorem 6.2, it follows that |W (t, x)| is bounded along the solution trajectory,
implying that Condition 3 in Lemma 1.36 is satisfied.

The derivative of W (t, x) along the solution trajectory of closed-loop sys-
tem (6.1) using (6.8) is

Ẇ (t, x) = −
n∑

i=1

q̇T
i CT

i (qi, q̇i)M −1
i (qi)χi −

n∑

i=1

χT
i M −1

i (qi)χi

−
n∑

i=1

yT
i M −1

i (qi)χi +
n∑

i=1

q̇T
i χ̇i.

Note that V̇ = 0 implies ˙̂x = 0np, which in turn implies that (S ⊗ Ip)q̇ = 0np

according to (6.9) and yi = 0p by noting that yi = P ˙̂xi according to (6.8b). Be-
cause S ⊗ Ip is symmetric positive definite, it follows that q̇ = 0np. On the set
{(q̃, q̇, ˙̂x)|V̇ = 0}, q̇ = 0np, ˙̂x = 0np, and Ẇ (t, x) becomes
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Ẇ (t, x) = −
n∑

i=1

χT
i M −1

i (qi)χi.

Therefore, the rest of the proof is similar to that of Theorem 6.2. We conclude that
qi(t) − qj(t) → q̆ij and q̇i(t) → 0p as t → ∞.

Remark 6.4 Note that without the terms −
∑n

j=1 bij(q̇i − q̇j) in (6.2),
−
∑n

j=1 bijψ[Kq̇(q̇i − q̇j)] in (6.6), and
∑n

j=1 bij(qi − qj − q̆ij) in (6.8a), or equiv-
alently bij ≡ 0, Theorems 6.1, 6.2, and 6.3 are still valid as long as the graph GA

is undirected connected. However, these terms introduce relative damping between
neighboring agents.

6.2.4 Simulation

In this section, we simulate a scenario where six two-link revolute joint arms are
coordinated through local interaction using, respectively, the algorithms (6.2), (6.6),
and (6.8). For simplicity, we assume that each arm is identical. The Euler–Lagrange
equation of each two-link revolute joint arm is given in [276, pp. 259–262]. In par-
ticular, the inertia matrix, the vector of Coriolis and centrifugal torques, and the
vector of gravitational torques are given as

Mi(qi) =

[
Θi(1) + 2Θi(2) cos[qi(2)] Θi(3) + Θi(2) cos[qi(2)]
Θi(3) + Θi(2) cos[qi(2)] Θi(3)

]
,

Ci(qi, q̇i) =

[
−Θi(2) sin[qi(2)]q̇i(2) −Θi(2) sin[qi(2)][q̇i(1) + q̇i(2)]
Θi(2) sin[qi(2)]q̇i(1) 0

]
,

gi(qi) =

[
Θi(4)g cos[qi(1)] + Θi(5)g cos[qi(1) + qi(2)]

Θi(5)g cos[qi(1) + qi(2)]

]
,

where qi
�
= [qi(1), qi(2)]T , g = 9.8 m/s2 is the acceleration due to gravity, Θi

�
=

[Θi(1), Θi(2), Θi(3), Θi(4), Θi(5)] = [m1l
2
c1+m2(l21+l2c2)+J1+J2, m2l1lc2, m2l

2
c2+

J2, m1lc1 + m2l1, m2lc2]. Here the masses of links 1 and 2 are, respectively,
m1 = 1 kg and m2 = 0.8 kg, the lengths of links 1 and 2 are, respectively,
l1 = 0.8 m and l2 = 0.6 m, the distances from the previous joint to the center
of mass of links 1 and 2 are, respectively, lc1 = 0.4 m and lc2 = 0.3 m, and
the moments of inertia of links 1 and 2 are, respectively, J1 = 0.0533 kg m2 and
J2 = 0.024 kg m2.

For simplicity, we assume that the graphs GA and GB are identical. Figure 6.1
shows GA (equivalently, GB) for the six two-link revolute joint arms. Table 6.1
shows the control parameters for each algorithm. In simulation, we let qi(0) =
[π
7 i, π

8 i]T rad and q̇(0) = [0.1i − 0.4, −0.1i + 0.5]T rad/s, where i = 1, . . . , 6.
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Fig. 6.1 Graph GA (equivalently, GB) for the six two-link revolute joint arms. An edge between i

and j denotes that agents i and j are neighbors. The graph is undirected connected

Table 6.1 Control parameters for each algorithm

Algorithm (6.2):
Ki = I2, aij = bij = 1 if (i, j) ∈ EA (or EB), q̆ij = 02

Algorithm (6.6):
Kq = Kq̇ = Ki = Kdi = I2, aij = bij = 1 if (i, j) ∈ EA(or EB), q̆ij = 02

Algorithm (6.8):
Γ = −4I2, κ = 0.2, P = I2, Kq = 0.6I2, aij = bij = 2 if (i, j) ∈ EA (or EB), q̆ij = 02

Fig. 6.2 Joint angles of arms 1, 3, and 5 using (6.2)

Figures 6.2, 6.3, and 6.4 show, respectively, the joint angles, their derivatives, and
the control torques of arms 1, 3, and 5 using (6.2). Note that the joint angles of all
arms achieve coordination while their derivatives converge to zero. Figures 6.5, 6.6,
and 6.7 show, respectively, the joint angles, their derivatives, and the control torques
of arms 1, 3, and 5 using (6.6), where ψ(·) is chosen as tanh(·). Note that the joint
angles of all arms achieve coordination while their derivatives converge to zero.
Figures 6.8, 6.9, and 6.10 show, respectively, the joint angles, their derivatives, and
the control torques of arms 1, 3, and 5 using (6.8). The initial conditions x̂i(0)
are chosen randomly. Note that the joint angles of all arms achieve coordination
while their derivatives converge to zero even without measurements of absolute and
relative joint angle derivatives.
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Fig. 6.3 Joint angle derivatives of arms 1, 3, and 5 using (6.2)

Fig. 6.4 Control torques of arms 1, 3, and 5 using (6.2)

Fig. 6.5 Joint angles of arms 1, 3, and 5 using (6.6)
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Fig. 6.6 Joint angle derivatives of arms 1, 3, and 5 using (6.6)

Fig. 6.7 Control torques of arms 1, 3, and 5 using (6.6)

Fig. 6.8 Joint angles of arms 1, 3, and 5 using (6.8)
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Fig. 6.9 Joint angle derivatives of arms 1, 3, and 5 using (6.8)

Fig. 6.10 Control torques of arms 1, 3, and 5 using (6.8)

6.3 Distributed Coordinated Regulation and Tracking
for Networked Lagrangian Systems

Suppose that there exist n followers, labeled as agents 1 to n, and a leader, la-
beled as agent 0, in the team. Let q0 ∈ R

p and q̇0 ∈ R
p denote, respectively,

the leader’s vector of generalized coordinates and vector of generalized coordinate
derivatives.

Suppose that in addition to n followers, labeled as agents or followers 1 to n,
there exists a leader, labeled as agent 0, in the team. Let q0 ∈ R

p and q̇0 ∈ R
p

denote, respectively, the leader’s vector of generalized coordinates and vector of
generalized coordinate derivatives.
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6.3.1 Coordinated Regulation when the Leader’s Vector
of Generalized Coordinates is Constant

In this subsection, we assume that q0 is constant (and hence q̇0 = 0p). The objective
here is to design distributed coordinated regulation algorithms for (6.1) such that
qi(t) → q0 and q̇i(t) → 0p as t → ∞.

We first consider a fundamental coordinated regulation algorithm as

τi = gi(qi) −
n∑

j=0

aij(qi − qj) −
n∑

j=0

bij(q̇i − q̇j), (6.10)

where i = 1, . . . , n, aij , i, j = 1, . . . , n, is the (i, j)th entry of the adjacency matrix

A ∈ R
n×n associated with the graph GA

�
= (V , EA) characterizing the interac-

tion among the n followers for qi, bij , i, j = 1, . . . , n, is the (i, j)th entry of the

adjacency matrix B ∈ R
n×n associated with the graph GB

�
= (V , EB) character-

izing the interaction among the n followers for q̇i, ai0 > 0 (respectively, bi0 > 0),
i = 1, . . . , n, if follower i has access to the vector of generalized coordinates of the
leader (respectively, the vector of generalized coordinate derivatives of the leader)
and ai0 = 0 (respectively, bi0 = 0) otherwise. Note that here q̇0 = 0p. Also note
that GA and GB are allowed to be different.

Theorem 6.5. Using (6.10) for (6.1), qi(t) → q0 and q̇i(t) → 0p, i = 1, . . . , n,
as t → ∞ if both GA and GB are undirected connected, at least one follower has
access to q0 (i.e., at least one ai0 > 0), and at least one follower has access to q̇0

(i.e., at least one bi0 > 0).

Proof: Let q̃ be a column stack vector of qi − q0, i = 1, . . . , n. Let LA and LB

be, respectively, the Laplacian matrix associated with A and hence GA and B and

hence GB . Let HA
�
= LA+diag(a10, . . . , an0) and HB

�
= LB+diag(b10, . . . , bn0).

Using (6.10), (6.1) can be written as

d

dt
q̃ = q̇,

(6.11)
d

dt
q̇ = − M −1(q)

[
C(q, q̇)q̇ + (HA ⊗ Ip)q̃ + (HB ⊗ Ip)q̇

]
.

Note that the system (6.11) with states q̃ and q̇ is autonomous because q = q̃ +
1n ⊗ q0, where q0 is constant. As a result, Lemma 1.31 can be applied to prove the
theorem.

Consider the Lyapunov function candidate

V =
1
2
q̃T (HA ⊗ Ip)q̃ +

1
2
q̇T M(q)q̇.

Because both GA and GB are undirected connected, at least one ai0 > 0, and at
least one bi0 > 0, it follows from Lemma 1.6 that both HA and HB are symmetric
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positive definite. Therefore, V is positive definite and radially bounded with respect
to q̃ and q̇. The derivative of V is given by

V̇ = ˙̃qT (HA ⊗ Ip)q̃ +
1
2
q̈T M(q)q̇ +

1
2
q̇T Ṁ(q)q̇ +

1
2
q̇T M(q)q̈

= q̇T (HA ⊗ Ip)q̃ + q̇T M(q)q̈ +
1
2
q̇T Ṁ(q)q̇,

where we have used the fact that M(q) is symmetric and ˙̃q = q̇. Using (6.10), (6.1)
can be written in a vector form as

M(q)q̈ = −C(q, q̇)q̇ − (HA ⊗ Ip)q̃ − (HB ⊗ Ip)q̇. (6.12)

Note that Ṁ(q) − 2C(q, q̇) is skew symmetric. By applying (6.12), the derivative of
V can be written as

V̇ = −q̇T (HB ⊗ Ip)q̇ ≤ 0.

On the set {(q̃, q̇)|V̇ = 0}, note that V̇ ≡ 0 implies q̇ ≡ 0np, which in turn implies
(HA ⊗ Ip)q̃ ≡ 0np according to (6.12). Because HA is symmetric positive definite,
it follows that q̃ ≡ 0np. By Lemma 1.31, it follows that q̃(t) → 0np and q̇(t) → 0np

as t → ∞, which in turn implies that qi(t) → q0 and q̇i(t) → 0p as t → ∞.
We next consider a nonlinear coordinated regulation algorithm as

τi = gi(qi) −
n∑

j=0

aijψ
[
Kq(qi − qj)

]
−

n∑

j=0

bijψ
[
Kq̇(q̇i − q̇j)

]
, (6.13)

where i = 1, . . . , n, aij and bij , i = 1, . . . , n, j = 0, . . . , n, are defined as in (6.10),
Kq ∈ R

p×p and Kq̇ ∈ R
p×p are positive-definite diagonal matrices, and ψ(·) is

defined in Lemma 6.1.

Theorem 6.6. Using (6.13) for (6.1), qi(t) → q0 and q̇i(t) → 0p, i = 1, . . . , n,
as t → ∞ if both GA and GB are undirected connected, at least one follower has
access to q0 (i.e., at least one ai0 > 0), and at least one follower has access to q̇0

(i.e., at least one bi0 > 0).

Proof: Similar to the proof of Theorem 6.5, using (6.13), (6.1) can be written as an
autonomous system with states qi − q0 and q̇i, i = 1, . . . , n. Consider the Lyapunov
function candidate

V =
1
2

n∑

i=1

q̇T
i Mi(qi)q̇i +

1
2

n∑

i=1

n∑

j=1

aij

p∑

�=1

∫ qi(�)(t)−qj(�)(t)

0

ψ[Kq(�)τ ] dτ

+
n∑

i=1

ai0

p∑

�=1

∫ qi(�)(t)−q0(�)

0

ψ[Kq(�)τ ] dτ.

Note that V is positive definite and radially unbounded with respect to qi − q0 and
q̇i, i = 1, . . . , n, under the condition of the theorem. The rest of the proof is similar
to that of Theorem 6.2 by applying Lemma 1.31.
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We finally consider a coordinated regulation algorithm that removes the require-
ment for the measurements of generalized coordinate derivatives as

˙̂xi = Γ x̂i +
n∑

j=0

bij(qi − qj), (6.14a)

yi = P

[
Γ x̂i +

n∑

j=0

bij(qi − qj)

]
, (6.14b)

τi = gi(qi) −
n∑

j=0

aijψ
[
Kq(qi − qj)

]
− yi, (6.14c)

where i = 1, . . . , n, Γ ∈ R
p×p is Hurwitz, aij and bij , i = 1, . . . , n, j = 0, . . . , n,

are defined analogously to those in (6.10), and P ∈ R
p×p is the symmetric positive-

definite solution to the Lyapunov equation ΓT P +PΓ = −Q with Q ∈ R
p×p being

symmetric positive definite.

Theorem 6.7. Using (6.14) for (6.1), qi(t) → q0 and q̇i(t) → 0p, i = 1, . . . , n,
as t → ∞ if both GA and GB are undirected connected, at least one follower has
access to q0 (i.e., at least one ai0 > 0), and at least one follower has access to q̇0

(i.e., at least one bi0 > 0).

Proof: Similar to the proof of Theorem 6.5, using (6.14), (6.1) can be written as
an autonomous system with states qi − q0, q̇i, and ˙̂xi, i = 1, . . . , n. Consider the
Lyapunov function candidate

V =
1
2

n∑

i=1

q̇T
i Mi(qi)q̇i +

1
2

n∑

i=1

n∑

j=1

aij

p∑

�=1

∫ qi(�)(t)−qj(�)(t)

0

ψ[Kq(�)τ ] dτ

+
n∑

i=1

ai0

p∑

�=1

∫ qi(�)(t)−q0(�)

0

ψ[Kq(�)τ ] dτ +
1
2

˙̂xT (HB ⊗ Ip)−1(In ⊗ P ) ˙̂x,

where x̂
�
= [x̂T

1 , . . . , x̂T
n ]T and HB

�
= LB + diag(b10, . . . , bn0). Note that V is

positive definite and radially unbounded with respect to qi − q0, q̇i, i = 1, . . . , n,
and ˙̂x under the condition of the theorem. The rest of the proof is similar to that of
Theorem 6.3 by applying Lemma 1.31.

Remark 6.8 Let G A
�
= (V , E A) and G B

�
= (V , E B) be, respectively, the directed

graph characterizing the interaction among the leader and the followers correspond-
ing to, respectively, GA and GB . From the proofs of Theorems 6.5, 6.6, and 6.7, it
can be seen that all conclusions of the theorems still hold as long as GA and GB

are undirected and in G A and G B the leader has directed paths to all followers or
equivalently HA and HB are symmetric positive definite (see Lemma 1.6).
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6.3.2 Coordinated Tracking when the Leader’s Vector
of Generalized Coordinate Derivatives is Constant

In this subsection, we assume that q̇0 is constant. The objective here is to design
distributed coordinated tracking algorithms for (6.1) such that qi(t) − q0(t) → 0p

and q̇i(t) → q̇0 as t → ∞. Before moving on, we need the following lemma.

Lemma 6.2. For differentiable vectors x, y, and z ∈ R
p, under Assumption (A1),

Ċi(x, y)z is bounded if all vectors ẋ, ẏ, y, and z are bounded.

Proof: Let ej ∈ R
p denote the vector with 1 as its jth component and 0 elsewhere.

Let Ci(k,m)(x, y) be the (k, m)th entry of Ci(x, y). For x
�
= [x1, . . . , xp]T ∈ R

p,

y
�
= [y1, . . . , yp]T ∈ R

p, and z ∈ R
p, we have

Ċi(k,m)(x, y) =
p∑

j=1

[
∂Ci(k,m)(x, y)

∂xj
ẋj +

∂Ci(k,m)(x, y)
∂yj

ẏj

]

= lim
ε→0

p∑

j=1

[
Ci(k,m)(x + εej , y) − Ci(k,m)(x, y)

ε
ẋj

+
Ci(k,m)(x, y + εej) − Ci(k,m)(x, y)

ε
ẏj

]
.

It thus follows that

∥∥Ċi(x, y)z
∥∥ =

∥∥∥∥∥∥∥

⎡

⎢⎣
Ċi(1,1)(x, y) · · · Ċi(1,p)(x, y)

...
. . .

...
Ċi(p,1)(x, y) · · · Ċi(p,p)(x, y)

⎤

⎥⎦ z

∥∥∥∥∥∥∥

=

∥∥∥∥∥ lim
ε→0

p∑

j=1

[
Ci(x + εej , y) − Ci(x, y)

ε
ẋjz

+
Ci(x, y + εej) − Ci(x, y)

ε
ẏjz

]∥∥∥∥∥

≤ lim
ε→0

p∑

j=1

[
‖Ci(x + εej , y)z − Ci(x, y)z‖|ẋj |

|ε|

+
‖Ci(x, y + εej)z − Ci(x, y)z‖|ẏj |

|ε|

]

≤
p∑

j=1

(
kC2 ‖y‖ ‖z‖ |ẋj | + kC1 ‖z‖|ẏj |

)

= kC2 ‖y‖ ‖z‖ ‖ẋ‖1 + kC1 ‖z‖‖ẏ‖1, (6.15)
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where we have used Assumption (A1) to obtain the second inequality. From (6.15),
if all vectors ẋ, ẏ, y, and z are bounded, it follows that Ċi(x, y)z is bounded.

6.3.2.1 Model-dependent Coordinated Tracking Algorithm

In this subsection, we propose a distributed model-dependent coordinated tracking
algorithm for (6.1) as

τi = τi1 + τi2 + τi3, (6.16a)

τi1 = −
n∑

j=0

aij(qi − qj), (6.16b)

τi2 = −
n∑

j=1

cij

[
(q̇i − v̂i) − (q̇j − v̂j)

]
− ci0(q̇i − v̂i), (6.16c)

τi3 = Mi(qi) ˙̂vi + Ci(qi, q̇i)v̂i + gi(qi), (6.16d)

˙̂vi = −
n∑

j=1

bij(v̂i − v̂j) − bi0(v̂i − q̇0), (6.16e)

where i = 1, . . . , n, aij (respectively, bij and cij), i, j = 1, . . . , n, is the (i, j)th
entry of the adjacency matrix A ∈ R

n×n (respectively, B ∈ R
n×n and C ∈ R

n×n)

associated with the graph GA
�
= (V , EA) [respectively, GB

�
= (V , EB) and GC

�
=

(V , EC)] characterizing the interaction among the n followers for qi (respectively,
v̂i and q̇i − v̂i), ai0 > 0 (respectively, bi0 > 0 and ci0 > 0) if in G A (respectively,
G B and G C ) the leader is a neighbor of the follower and ai0 = 0 (respectively,
bi0 = 0 and ci0 = 0) otherwise, and v̂i is the ith follower’s estimate of the leader’s
vector of generalized coordinate derivatives. Here G A (respectively, G B and G C ) is
the directed graph characterizing the interaction among the leader and the followers
corresponding to GA (respectively, GB and GC ). Here (6.16b) is used to drive the
vector of generalized coordinates of follower i to track those of the followers and
the leader who are its neighbors, (6.16c) is used to drive the vector of generalized
coordinate derivatives of follower i to track v̂i, (6.16d) is the compute-torque control
with compensation, and (6.16e) is used to estimate the leader’s vector of generalized
coordinate derivatives.

Before presenting our main results, we need the following lemmas.

Lemma 6.3. If GB is undirected connected, and at least one follower has access to
the constant q̇0 (i.e., at least one bi0 > 0), using (6.16e), v̂i(t) → q̇0 exponentially
as t → ∞.

Proof: Let v̄i
�
= v̂i − q̇0 and v̄

�
= [v̄T

1 , . . . , v̄T
n ]T . Note that q̈0 = 0 because q̇0 is

constant. Then (6.16e) can be written as ˙̄vi = −
∑n

j=0 bij(v̄i − v̄j), which can be
written in a vector form as

˙̄v = −(LB ⊗ Ip)v̄ −
[
diag(b10, . . . , bn0) ⊗ Ip

]
v̄ = −(HB ⊗ Ip)v̄, (6.17)
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where LB is the Laplacian matrix associated with B and hence GB , HB
�
= LB +

diag(b10, . . . , bn0), and we have used Lemma 1.21 to obtain the last equality.
Because GB is undirected connected and at least one bi0 > 0, we conclude from

Lemma 1.6 that HB is symmetric positive definite, which means that λmin(HB) >
0. Consider the Lyapunov function candidate V0 = 1

2 v̄T v̄. The derivative of V0 is
given by

V̇0 = −v̄T (HB ⊗ Ip)v̄ ≤ −λmin(HB)v̄T v̄ = −2λmin(HB)V0,

After some manipulation, we can get

V0(t) ≤ V0(0)e−2λmin(HB)t. (6.18)

Therefore, v̄ = 0np is globally exponentially stable, which implies that v̂i(t) → q̇0

exponentially as t → ∞.

Lemma 6.4 ([225]). Consider the following cascade system

ẋ = f(t, x) + h(x, ξ), f(t, 0) = 0, h(x, 0) = 0, (6.19)

ξ̇ = Aξ, (x, ξ) ∈ R
n × R

m, (6.20)

where f(t, x) is continuously differentiable in (t, x), and h(x, ξ) is locally Lipschitz
in (x, ξ). When ξ = 0, (6.19) can be written as

ẋ = f(t, x). (6.21)

If (6.21) has the origin as a globally asymptotically stable equilibrium, A is Hur-
witz, and all solutions of (6.19) and (6.20) are bounded, then the cascade system is
globally asymptotically stable at the origin.

We have the following theorem in the case of a constant q̇0.

Theorem 6.9. Using (6.16) for (6.1), if GA, GB , and GC are all undirected con-
nected, at least one ai0 > 0, at least one bi0 > 0, and at least one ci0 > 0,
qi(t) − q0(t) → 0p, and q̇i(t) → q̇0, i = 1, . . . , n, as t → ∞.

Proof: Let q̃ and v̂ be, respectively, a column stack vector of qi − q0 and v̂i, i =
1, . . . , n. Define ṽ

�
= q̇ − v̂. Let v̄ be defined in the proof of Lemma 6.3. Note that

v̄ = v̂ − 1n ⊗ q̇0. Using (6.16), (6.1) can be written in a vector form as

M(q) ˙̃v = −C(q, q̇)ṽ − (HA ⊗ Ip)q̃ − (Hc ⊗ Ip)ṽ, (6.22)

where HA
�
= LA + diag(a10, . . . , an0) and HC

�
= LC + diag(c10, . . . , cn0) with

LA and LC being, respectively, the Laplacian matrix associated with A and hence

GA and C hence GC . Let x1
�
= q̃, x2

�
= ṽ, x

�
= [xT

1 , xT
2 ]T , and ξ

�
= v̄. Equations

(6.22) and (6.17) can be written as
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ẋ =
[

x2

−M −1(q)[(HA ⊗ Ip)x1 + Qx2]

]

︸ ︷︷ ︸
f(t,x)

+
[

ξ
0np

]

︸ ︷︷ ︸
h(x,ξ)

, (6.23)

ξ̇ = −(HB ⊗ Ip)︸ ︷︷ ︸
A

ξ, (6.24)

where Q
�
= C(q, q̇) + HC ⊗ Ip, HB is defined in (6.17), and we have used the fact

that ẋ1 = q̇ − 1n ⊗ q̇0 = ṽ + v̂ − 1n ⊗ q̇0 = x2 + ξ. Note that q = x1 + 1n ⊗ q0

and that q̇ in C(q, q̇) and hence in Q is not treated as a state but as a function of t.
Hence, (6.23) and (6.24) takes in the form of the cascade system (6.19) and (6.20),
and

ẋ =
[

x2

−M −1(q)[(HA ⊗ Ip)x1 + Qx2]

]

︸ ︷︷ ︸
f(t,x)

(6.25)

takes in the form of (6.21).
First, we show that all solutions of (6.23) and (6.24) are bounded. Note that GB

is undirected connected and at least one bi0 > 0. From Lemma 6.3, noting that
ξ ≡ v̄, we get that the solution of (6.24) (i.e., ξ) is bounded. Consider the Lyapunov
function candidate as

V (t, x) =
1
2
xT

1 (HA ⊗ Ip)x1 +
1
2
xT

2 M(q)x2. (6.26)

Because GA is undirected connected and at least one ai0 > 0, it follows from
Lemma 1.6 that HA is symmetric positive definite. Also note that M(q) in sym-
metric positive definite. It follows from Assumption (A1) that V (t, x) is positive
definite. Therefore, we have

V ≥ 1
2
λmin(HA)‖x1‖2 +

1
2
km‖x2‖2

≥ 1
2

min
[
λmin(HA), km

]
‖x‖2, (6.27)

and
∥∥∥∥

∂V

∂x

∥∥∥∥ =
∥∥{[(HA ⊗ Ip)x1

]T
,
[
M(q)x2

]T}T
∥∥∥∥

≤ max
[
λmax(HA), km̄

]
‖x̄‖ ≤ γ

√
V , (6.28)

where γ
�
=

√
2 max[λmax(HA),km̄]√
min[λmin(HA),km]

, and we have used Assumption (A1) to obtain

(6.27) and have used (6.27) and Assumption (A1) again to obtain (6.28).
The derivative of V along (6.25) is
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V̇(6.25) =
∂V

∂t
+

∂V

∂x
f(t, x) = ẋT

1 (HA ⊗ Ip)x1 +
1
2
xT

2 Ṁ(q)x2 + xT
2 M(q)ẋ2

= xT
2 (HA ⊗ Ip)x1 + xT

2

[
1
2
Ṁ(q) − C(q, q̇)

]
x2

− xT
2

[
(HA ⊗ Ip)x1 + (HC ⊗ Ip)x2

]
= −xT

2 (HC ⊗ Ip)x2, (6.29)

where we have used Assumption (A2) to obtain the last equality. Because GC is
undirected connected and at least one ci0 > 0, it follows from Lemma 1.6 that HC

is symmetric positive definite. Therefore, it follows that V̇(6.25) ≤ 0. Note that

∥∥h(x, ξ)
∥∥ =

∥∥∥∥

[
ξ

0np

]∥∥∥∥ = ‖ξ‖. (6.30)

Then, the derivative of V along (6.23) can be written as

V̇(6.23) =
∂V

∂t
+

∂V

∂x
f(t, x) +

∂V

∂x
h(x, ξ) = V̇(6.25) +

∂V

∂x
h(x, ξ)

≤
∥∥∥∥

∂V

∂x

∥∥∥∥
∥∥h(x, ξ)

∥∥ ≤ γ‖ξ‖
√

V , (6.31)

where we have used (6.28) and (6.30) to obtain the last inequality. From (6.18),
noting that ξ ≡ v̄, we can get

∫ t

0

∥∥ξ(τ)
∥∥ dτ ≤

∥∥ξ(0)
∥∥
∫ t

0

e−λmin(HB)τ dτ

=
‖ξ(0)‖

λmin(HB)
[
1 − e−λmin(HB)t

]
. (6.32)

Note that (6.31) is equivalent to the following inequality

V̇√
V

≤ γ‖ξ‖. (6.33)

Integrating both sides of (6.33) from 0 to t > 0 and after some manipulation, we
obtain

√
V
(
t, x(t)

)
≤
√

V
(
0, x(0)

)
+

γ

2

∫ t

0

∥∥ξ(τ)
∥∥ dτ

≤
√

V
(
0, x(0)

)
+

γ‖ξ(0)‖
2λmin(HB)

, (6.34)

where we have used (6.32) to get the last inequality. From (6.34), we can conclude
that V (t, x) is uniformly bounded along the solution of (6.23). It thus follows that
the solution of (6.23) (i.e., x1 and x2) is bounded.

Second, we show that the system (6.25) is globally asymptotically stable at the
origin. Note that from the fact that V (t, x) is positive definite and the fact that
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V̇(6.25) ≤ 0 that x1 and x2 are bounded in the system (6.25). It thus follows that ẋ1

is bounded because ẋ1 = x2 in (6.25). Also note that v̄ is bounded from (6.18), v̂ is
bounded from v̂ = v̄+1n ⊗ q̇0 and the fact that q̇0 is constant, and q̇ is bounded from
q̇ = x2 + v̂. Because M −1(q) is bounded and C(q, q̇)x2 is bounded if q̇ and x2 are
bounded from Assumption (A1), we can conclude that ẋ2 is bounded from (6.25).
Thus, we have explicitly shown that all vectors x1, x2, ẋ1, ẋ2, and q̇ are bounded.
By differentiating V̇(6.25), we can see that V̈(6.25) is bounded. Therefore, V̇(6.25) is
uniformly continuous in time. From Lemma 1.33, we get that V̇(6.25)(t) → 0 as
t → ∞. Then from (6.29), we get that x2(t) → 0np as t → ∞ because HC is
symmetric positive definite. The second equation in (6.25) can be written as

M(q)ẋ2 = −(HA ⊗ Ip)x1 − Qx2. (6.35)

Differentiating (6.35), we get

M(q)ẍ2 + Ṁ(q)ẋ2 = −(HA ⊗ Ip)ẋ1 − Qẋ2 − Ċ(q, q̇)x2, (6.36)

where we have used the fact that Q̇ = Ċ(q, q̇). From Assumption (A2), we can
obtain that Ṁ(q) = C(q, q̇) + CT (q, q̇). From the proceeding boundedness state-
ments, we can conclude that Ṁ(q)ẋ2 is bounded because C(q, q̇)ẋ2 is bounded
and Ċ(q, q̇)x2 is bounded from Lemma 6.2. Then from (6.36), it follows that ẍ2

is bounded, which means that ẋ2 is uniformly continuous. From Lemma 1.33, we
get that ẋ2(t) → 0np as t → ∞. Because both x2(t) → 0np and ẋ2(t) → 0np as
t → ∞, according to (6.35), we can obtain that (HA ⊗ Ip)x1(t) → 0np as t → ∞.
Note that HA is symmetric positive definite. It thus follows that x1(t) → 0np as
t → ∞. Also because V given by (6.26) is radially unbounded with respect to x, it
follows that (6.25) is globally asymptotically stable at the origin.

Third, it follows from Lemma 1.6 that A in (6.24) is Hurwitz. We conclude from
Lemma 6.4 that the cascade system (6.23) and (6.24) is globally asymptotically
stable at the origin, i.e., x1(t) → 0np, x2(t) → 0np and ξ(t) → 0np as t → ∞.
Note that x1 = q − 1n ⊗ q0. We can get qi(t) − q0(t) → 0np, i = 1, . . . , n, as
t → ∞. Also note that x2 = q̇ − 1n ⊗ q̇0 − ξ. We can conclude that q̇i(t) → q̇0,
i = 1, . . . , n, as t → ∞ because x2(t) → 0np and ξ(t) → 0np as t → ∞.

Remark 6.10 We here show that the conditions in Theorem 6.9 can be relaxed. In
fact, the conclusion of Theorem 6.9 holds as long as HA is symmetric positive defi-
nite, −HB is Hurwitz,2 and HC is symmetric positive definite. Lemma 1.6 implies
that if GA (respectively, GC ) is undirected and in G A (respectively, G C) the leader
has directed paths to all followers, then HA (respectively, HC) is symmetric positive
definite. Also, in G B , if the leader has directed paths to all followers, then −HB is
Hurwitz. Note that here GB can be directed. Therefore, the connectivity conditions
in Theorem 6.9 can be relaxed.

2 If −HB is Hurwitz, so is −HB ⊗ Ip. It thus follows that in (6.17) v̄ = 0np is globally exponen-
tially stable even if HB might not be symmetric.
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6.3.2.2 Coordinated Tracking Algorithm Accounting for Parametric
Uncertainties

In this subsection, we present a distributed coordinated tracking algorithm that ac-
counts for unknown parametric uncertainties of the Euler–Lagrange dynamics. Be-
fore moving on, we introduce the following auxiliary variables

q̇ri
�
= v̂i − α

[
n∑

j=0

aij(qi − qj)

]
, (6.37)

si
�
= q̇i − q̇ri = q̇i − v̂i + α

[
n∑

j=0

aij(qi − qj)

]
, (6.38)

where i = 1, . . . , n, α is a positive constant, v̂i is the ith follower’s estimate of the
leader’s vector of generalized coordination derivatives, aij , i, j = 1, . . . , n, is the

(i, j)th entry of the adjacency matrix A associated with the graph GA
�
= (V , EA)

characterizing the interaction among the n followers for qi (and q̇i as shown later
on), and ai0 > 0 if the leader has access to q0 (and q̇0 as shown later on) and ai0 = 0
otherwise. From Assumption (A3), we get

Mi(qi)q̈ri + Ci(qi, q̇i)q̇ri + gi(qi) = Yi(qi, q̇i, q̇ri, q̈ri)Θi,

where i = 1, . . . , n, and Θi is the unknown constant parameter vector for the ith
follower defined in Assumption (A3).

We propose the following coordinated tracking algorithm for (6.1) in the pres-
ence of parametric uncertainties

τi = −Kisi − η(q̇i − v̂i) + YiΘ̂i, (6.39a)

˙̂vi = −
n∑

j=1

bij(v̂i − v̂j) − bi0(v̂i − q̇0), (6.39b)

where Ki is a symmetric positive-definite matrix, η is a positive constant, Yi
�
=

Yi(qi, q̇i, q̇ri, q̈ri), Θ̂i is the estimate of Θi, and bij , i = 1, . . . , n, j = 0, . . . , n, is
defined in (6.16e). Here Θ̂i is updated by the following adaptation law

˙̂
Θi = −ΛiY

T
i si, (6.40)

where Λi is a symmetric positive-definite matrix. Let Θ̃i
�
= Θi − Θ̂i, and Θ̃, Θ, Θ̂,

s, q̃, and v̂ be, respectively, the column stack vector of Θ̃i, Θi, Θ̂i, si, q̃i
�
= qi − q0,

and v̂i, i = 1, . . . , n. Note from (6.38) that q̇i − v̂i = si − α
∑n

j=0 aij(qi − qj).
Hence, the closed-loop system (6.1) using (6.39a) can be written in a vector form
as
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M(q)ṡ = −C(q, q̇)s − Ks − η
[
s − α(HA ⊗ Ip)q̃

]
− Y Θ̃, (6.41)

where HA is defined as in (6.22), Y
�
= diag(Y1, . . . , Yn), and K

�
=

diag(K1, . . . , Kn).

Theorem 6.11. Using (6.39) and (6.40) for (6.1), if both GA and GB are undirected
connected, at least one ai0 > 0, and at least one bi0 > 0, qi(t) − q0(t) → 0p and
q̇i(t) → q̇0, i = 1, . . . , n, as t → ∞ in the presence of parametric uncertainties.

Proof: Let x1
�
= q̃, x2

�
= s, x

�
= [xT

1 , xT
2 ]T , and ξ

�
= v̂ − 1n ⊗ q̇0. Equations (6.41)

and (6.39b) can be written as

ẋ =

[
x2 − α(HA ⊗ Ip)x1

−M −1(q)
[

− ηα(HA ⊗ Ip)x1 + Qx2 + Y Θ̃
]

]

︸ ︷︷ ︸
f(t,x)

+

[
ξ

0np

]

︸ ︷︷ ︸
h(x,ξ)

, (6.42)

ξ̇ = −(HB ⊗ Ip)︸ ︷︷ ︸
A

ξ, (6.43)

where Q
�
= C(q, q̇) + K + ηIn ⊗ Ip and HB is defined as in (6.17). Note that

q = x1 + 1n ⊗ q0 and that q̇ and Θ̃ in (6.42) are not treated as states, but as
functions of t. Hence, (6.42) and (6.43) take in the form of the cascade system
(6.19) and (6.20), and

ẋ =

[
x2 − α(HA ⊗ Ip)x1

−M −1(q)
[

− ηα(HA ⊗ Ip)x1 + Qx2 + Y Θ̃
]

]
(6.44)

takes in the form of (6.21).
First, we will show that all solutions of (6.42) and (6.43) are bounded. Because

GA (respectively, GB) is undirected connected and at least one ai0 > 0 (respectively,
bi0 > 0), it follows from Lemma 1.6 that HA (respectively, HB) is symmetric
positive definite. We get that the solution of (6.43) (i.e., ξ) is bounded. Consider a
nonnegative scalar function as

V (t, x) =
ηα

2
xT

1 (HA ⊗ Ip)x1 +
1
2
xT

2 M(q)x2 +
1
2
Θ̃T ΞΘ̃, (6.45)

where Ξ
�
= diag(Λ−1

1 , . . . , Λ−1
n ) is symmetric positive definite. We have

V ≥ ηα

2
λmin(HA)‖x1‖2 +

1
2
km‖x2‖2

≥ 1
2

min
[
ηαλmin(HA), km

]
‖x‖2,

and
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∥∥∥∥
∂V

∂x

∥∥∥∥ =
∥∥{ηα

[
(HA ⊗ Ip)x1

]T
,
[
M(q)x2

]T}T∥∥,

≤ max
[
ηαλmax(HA), km̄

]
‖x‖ ≤ γ

√
V ,

where γ
�
=

√
2 max[ηαλmax(HA),km̄]√
min[ηαλmin(HA),km]

.

The derivative of V along (6.44) is

V̇(6.44) =
∂V

∂t
+

∂V

∂x
f(t, x)

= ηαxT
1 (HA ⊗ Ip)

[
x2 − α(HA ⊗ Ip)x1

]

+
1
2
xT

2 Ṁ(q)x2 + xT
2 M(q)ẋ2 + Θ̃T Ξ

˙̃
Θ

= −η
[
x2 − α(HA ⊗ Ip)x1

]T [
x2 − α(HA ⊗ Ip)x1

]

− xT
2 Kx2, (6.46)

where we have used Assumption (A2) and the fact that ˙̃
Θ = Ξ−1Y T s according to

(6.40) and s ≡ x2 to obtain the last equality. Note that V̇(6.44) ≤ 0 because η > 0
and K is symmetric positive definite. Then the derivative of V along (6.42) can be
written as

V̇(6.42) =
∂V

∂t
+

∂V

∂x
f(t, x) +

∂V

∂x
h(x, ξ) = V̇(6.44) +

∂V

∂x
h(x, ξ)

≤
∥∥∥∥

∂V

∂x

∥∥∥∥
∥∥h(x, ξ)

∥∥ ≤ γ‖ξ‖
√

V . (6.47)

Following the same steps as in the proof of Theorem 6.9, we can easily get that
V (t, x) is uniformly bounded along the solution of (6.42), which means that x1, x2

and Θ̃ are all bounded.
Second, we show that the system (6.44) is globally asymptotically stable at the

origin. By following similar boundedness statements in the proof of Theorem 6.9
and applying Lemma 1.33, we conclude that V̇(6.44)(t) → 0 as t → ∞. Then from
(6.46) we can get that x2(t) − α(HA ⊗ Ip)x1(t) → 0 and x2(t) → 0 as t → ∞,
which means that (HA ⊗ Ip)x1(t) → 0 as t → ∞. Because HA is symmetric
positive definite, it follows that x1(t) → 0 as t → ∞. Note that V defined by (6.45)
is radially unbounded with respect to x, it follows that the system (6.44) is globally
asymptotically stable at the origin.

Third, note that HB is symmetric positive definite, which implies that A in (6.43)
is Hurwitz. We conclude from Lemma 6.4 that the cascade system (6.42) and (6.43)
is globally asymptotically stable at the origin, which in turn proves the theorem.

Remark 6.12 In the adaptive case, we need to introduce the auxiliary variables. If
we just introduce the adaptation law without the auxiliary variables, and choose the
Lyapunov function as (6.26) with an addition of 1

2 Θ̃T Ξ Θ̃, then V̇(6.44) is negative
semidefinite as in (6.29). However, in this case, we cannot get that x1(t) → 0 from
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x2(t) → 0 as t → 0. By introducing the auxiliary variables defined in (6.37) and
(6.38), we need both

∑n
j=0 aij(qi − qj) and its derivative in the control algorithm

(6.39) because they are needed to derive q̇ri and q̈ri (and hence Yi). It is therefore
required that the interaction graphs associated with the followers for both qi and q̇i

be the same. In addition, the connectivity condition in Theorem 6.11 can be relaxed
similar to that in Remark 6.10.

6.3.3 Coordinated Tracking when the Leader’s Vector
of Generalized Coordinate Derivatives is Varying

In this subsection, q̇0(t) is allowed to be varying. The objective here is to design
a distributed model-independent sliding-mode algorithm for (6.1) such that qi(t) −
q0(t) → 0p and q̇i(t) − q̇0(t) → 0p as t → ∞. Define the following auxiliary
variables

si
�
= q̇i + λqi, i = 0, 1, . . . , n, (6.48)

where λ is a positive constant. Also define the error variable between si and s0 as

s̃i
�
= si − s0 = q̇i − q̇0 + λ(qi − q0), i = 1, . . . , n. (6.49)

Then (6.1) can be written as

Mi(qi)ṡi+Ci(qi, q̇i)si =τi+λMi(qi)q̇i+λCi(qi, q̇i)qi −gi(qi). (6.50)

We propose the distributed coordinated tracking algorithm for (6.50) [and hence
(6.1)] as

τi = −α

[
n∑

j=0

aij(si − sj)

]
− β

(
n∑

j=1

aij

{
sgn

[
n∑

k=0

aik(si − sk)

]

− sgn

[
n∑

k=0

ajk(sj − sk)

]}
+ ai0sgn

[
n∑

j=0

aij(si − sj)

])
, (6.51)

where α is a nonnegative constant, β is a positive constant, aij , i, j = 1, . . . , n is
the (i, j)th entry of the adjacency matrix A associated with the undirected graph

GA
�
= (V , EA) characterizing the interaction among the followers, ai0 > 0 if the

leader is a neighbor of follower i and ai0 = 0 otherwise, and sgn(·) is defined
componentwise. Let s and s̃ be, respectively, the column stack vector of si and s̃i,
i = 1, . . . , n. We can rewrite the closed-loop system (6.50) [and hence (6.1)] using
(6.51) in a vector form as
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M(q) ˙̃s + C(q, q̇)s̃ = −α(HA ⊗ Ip)s̃ − β(HA ⊗ Ip) sgn
[
(HA ⊗ Ip)s̃

]
+ Δ,

(6.52)

where HA
�
= LA + diag(a10, . . . , an0) with LA being the Laplacian matrix asso-

ciated with A and hence GA and Δ
�
= −M(q)(1n ⊗ ṡ0) − C(q, q̇)(1p ⊗ s0) +

λM(q)q̇ + λC(q, q̇)q − g(q). Note that HA is symmetric positive semidefinite be-
cause GA is undirected.

Remark 6.13 Note that the algorithm (6.51) is discontinuous. Therefore, the stabil-
ity analysis of the closed-loop system (6.1) using (6.51) is conducted for the Filippov
solutions via the nonsmooth analysis in Sect. 1.5. Accordingly, Remarks 4.1 and 4.3
also apply here.

Before moving on, we need the following assumption on the boundedness of q̇0

and q̈0:

(A4) Both q̇0 and q̈0 are bounded, and in particular, ‖1n ⊗ q̇0‖ ≤ kv and
‖1n ⊗ q̈0‖ ≤ ka.

Remark 6.14 We do not restrict q0 to be bounded in (A4). Most desired trajecto-
ries have the properties of (A4), so (A4) is a reasonable assumption. In the control
algorithm (6.51), there is no need to know the value of q̈0.

Next, we show the boundedness of Δ in (6.52). From Assumption (A1), it follows
that ‖g(q)‖ ≤

√
nkg . Following Assumptions (A1) and (A4), we have

‖Δ‖ =
∥∥−M(q)(1n ⊗ q̈0) − C(q, q̇)(1n ⊗ q̇0) + λM(q) ˙̃q + λC(q, q̇)q̃ − g(q)

∥∥

≤ km̄ka + kCkv ‖q̇‖ + λkm̄‖ ˙̃q‖ + λkC ‖q̇‖ ‖q̃‖ +
√

nkg, (6.53)

where q̃
�
= q−1n ⊗q0. Note that (6.49) can be written in a vector form as s̃ = ˙̃q+λq̃.

Multiplying eλτ on both sides and integrating from 0 to t, we have

q̃(t) = e−λt

[
q̃(0) +

∫ t

0

eλτ s̃(τ) dτ

]
. (6.54)

Lemma 6.5. Define a norm-like function ‖x‖M
�
=
√

xT M(q)x, where x ∈ R
np.

Then
√

km ‖x‖ ≤ ‖x‖M ≤
√

km̄ ‖x‖ for all t ≥ 0.

Proof: Note that from Assumption (A1), kmzT z ≤ zT Mi(qi)z ≤ km̄zT z for
z ∈ R

p, i = 1, . . . , n. It thus follows that kmxT x ≤ xT M(q)x ≤ km̄xT x, which
means that

√
km‖x‖ ≤ ‖x‖M ≤

√
km̄‖x‖.

From (6.54), we have

∥∥q̃(t)
∥∥ ≤ e−λt

∥∥q̃(0)
∥∥+

sup0≤τ ≤t ‖s̃(τ)‖
λ

(
1 − e−λt

)
. (6.55)

From Lemma 6.5, we can get ‖s̃(t)‖ ≤ ‖s̃(t)‖M/
√

km for all t ≥ 0. It thus follows
that sup0≤τ ≤t ‖s̃(τ)‖ ≤ sup0≤τ ≤t ‖s̃(τ)‖M/

√
km. Define
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φ(t)
�
= sup

0≤τ ≤t
‖s̃(τ)‖M . (6.56)

It follows from (6.55) and (6.56) that

∥∥q̃(t)
∥∥ ≤

∥∥q̃(0)
∥∥+

sup0≤τ ≤t ‖s̃(τ)‖
λ

≤
∥∥q̃(0)

∥∥+
φ(t)

λ
√

km

�
= ke. (6.57)

Note from the definition of s̃ that s̃ = ˙̃q + λq̃. It thus follows that

∥∥ ˙̃q(t)
∥∥ =

∥∥s̃(t) − λqe(t)
∥∥ ≤ φ(t)√

km

+ λke
�
= kė (6.58)

and
∥∥q̇(t)

∥∥ =
∥∥ ˙̃q(t) + 1n ⊗ q̇0(t)

∥∥ ≤ kė + kv. (6.59)

Substituting (6.57)–(6.59) into (6.53), it follows that

‖Δ‖ ≤ km̄(ka + λkė) + kC(kv + λke)(kė + kv) +
√

nkg

= aφ2(t) + bφ(t) + c
�
= γ(t), (6.60)

where

a
�
= 2kC/km,

b
�
=
(
3kCkv + 2λkm̄ + 3λkC ‖q̃(0)‖

)
/
√

km,

c
�
= km̄ka +

√
nkg + kCk2

v +
(
2λkCkv + λ2km̄

)∥∥q̃(0)
∥∥+ λ2kC

∥∥q̃(0)
∥∥2

.

Noting that a, b, c are positive constants, and φ(t) ≥ 0, we get that γ(t) is monoton-
ically increasing on [0, ∞) because φ(t) is monotonically increasing on [0, ∞). If
there exists some bounded disturbance in (6.1), with an addition of a constant in c,
the following results still hold. Thus, the coordinated tracking algorithm (6.51) is
robust to bounded disturbance.

Consider the following Lyapunov function candidate for (6.52) as

V =
1
2
s̃T M(q)s̃. (6.61)

It follows that

max L̃F V = V̇ = s̃T M(q) ˙̃s +
1
2
s̃T Ṁ(q)s̃

= s̃T
{

− α(HA ⊗ Ip)s̃ − β(HA ⊗ Ip)sgn
[
(HA ⊗ Ip)s̃

]
+ Δ

}

(6.62)

= −αs̃T (HA ⊗ Ip)s̃ − β
∥∥(HA ⊗ Ip)s̃

∥∥
1

+ ΔT s̃
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≤ −αs̃T (HA ⊗ Ip)s̃ − β
∥∥(HA ⊗ Ip)s̃

∥∥+ ‖Δ‖‖s̃‖
≤ −αs̃T (HA ⊗ Ip)s̃ −

[
βλmin(HA) − γ(t)

]
‖s̃‖, (6.63)

where we have used Assumption (A2) to obtain the second equality, the fact that
‖x‖ ≤ ‖x‖1 to obtain the first inequality, and the fact that ‖HAx‖ ≥ λmin(HA)x,
∀x ∈ R

n, and ‖Δ‖ ≤ γ(t) from (6.60) to obtain the last inequality.
If we can choose β such that βλmin(HA) − γ(t) > 0,3 then we can show that V̇

is negative definite. However, γ(t) is a time-varying function involving s̃(t), which
implies that we need to know all s̃i(t), i = 1, . . . , n, at each time to find a proper β.
Unfortunately, it is not possible to do so because the leader is the neighbor of only
a subset of the followers. So we need the following lemmas.

Lemma 6.6. If βλmin(HA) − γ(t1) > 0 and ‖s̃(t1)‖ = 0 at some time t1 ≥ 0, then
‖s̃(t)‖ ≡ 0 for all t ≥ t1.

Proof: Treat t1 as the initial time. Let φ(t) be defined as in (6.56) with 0 ≤ τ ≤ t
replaced with t1 ≤ τ ≤ t, and let γ(t) be defined as in (6.60) with q̃(0) in the
variables b and c replaced with q̃(t1). Note that ‖s̃(t)‖ is continuous, which implies
that φ(t) and γ(t) are also continuous. Because βλmin(HA)−γ(t1) > 0, there exists

a neighborhood Ω of t1 such that βλmin(HA) − γ(t) > 0 when t ∈ Ω1
�
= Ω ∩ {t >

t1}. For t ∈ Ω1, from (6.63), we can get that V̇ (t) ≤ −[βλmin(HA)−γ(t)]‖s̃‖ ≤ 0.
Also note that ‖s̃(t1)‖ = 0, which means that V (t1) = 0 and V̇ (t1) = 0 from
(6.62). Because V (t) ≥ 0 for all t ≥ 0, we can conclude that V (t) = 0, i.e.,
‖s̃(t)‖ = 0, for t ∈ Ω1.

We then prove the lemma by contradiction. Suppose that there exists t2 > t1
such that ‖s̃(t2)‖ 
= 0 (and hence ‖s̃(t2)‖ > 0). From the continuity of ‖s̃(t)‖,
there exists t3 ∈ (t1, t2) and a neighborhood Ω2 of t3 such that ‖s̃(t)‖ = 0 for

t ∈ [t1, t3] and ‖s̃(t)‖ > 0 for t ∈ Ω3
�
= Ω2 ∩ (t3, t2). From the definition of γ(t),

we can get that βλmin(HA)−γ(t3) = βλmin(HA)−γ(t1) > 0. From the continuity
of γ(t), there exists a neighborhood Ω4 of t3 such that βλmin(HA) − γ(t) > 0 for

t ∈ Ω5
�
= Ω4 ∩ (t3, t2), which means that V̇ ≤ −[βλmin(HA) − γ(t)]‖s̃‖ ≤ 0

for t ∈ Ω5. Also note that V (t3) = 0, V̇ (t3) = 0, and V (t) ≥ 0 for all t ≥ 0,
we can get that V (t) = 0, i.e., ‖s̃(t)‖ = 0, for t ∈ Ω5. Note that both Ω2 and
Ω4 are neighborhoods of t3. We can get that Ω3 ∩ Ω5 
= ∅. Thus, we have that
‖s̃(t)‖ > 0 for t ∈ Ω3 and ‖s̃(t)‖ = 0 for t ∈ Ω5, which results in a contradiction
for t ∈ Ω3 ∩ Ω5.

Lemma 6.7. If β is chosen such that βλmin(HA) − γ(0) > 0, then βλmin(HA) −
γ(t) = βλmin(HA) − γ(0) > 0 for all t ≥ 0, or there exists t̄ ≥ 0 such that
‖s̃(t)‖ ≡ 0 for all t ≥ t̄.

Proof: From the definition of φ(t) in (6.56) and γ(t) in (6.60), for all t ≥ 0, we
have that φ(t) ≥ φ(0) and γ(t) ≥ γ(0). Thus, if γ(t) = γ(0) for all t ≥ 0, we can

3 Of course, in this case, λmin(HA) must be positive, implying that HA must be symmetric posi-
tive definite rather than just symmetric positive semidefinite.
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conclude our proof. If β is chosen such that βλmin(HA) − γ(0) > 0, from (6.63),

V̇ (0) ≤ 0. If V̇ (0) = 0, i.e., ‖s̃(0)‖ = 0, we have that ‖s̃(t)‖ = 0 for all t ≥ t̄
�
= 0

from Lemma 6.6. This conclude our proof.
Because s̃(t) is continuous, so is V defined in (6.61). If V̇ (0) < 0, there must

exist a neighborhood Ω of 0 such that V (t) < V (0) when t ∈ Ω1
�
= Ω ∩ {t > 0}. If

there exits t1 > 0 such that γ(t1) > γ(0), from (6.60) and the monotonic property
of γ(t), we have that φ(t1) > φ(0). From the definition of φ(t) in (6.56), there
must exist t2 ∈ (0, t1) such that ‖s̃(t2)‖M > ‖s̃(0)‖M . Without loss of generality,
suppose that t2 is in the interval where ‖s̃(t)‖M becomes larger than ‖s̃(0)‖M for
the first time. Note that V (t) = 1

2 s̃T (t)M(q)s̃(t) = 1
2 ‖s̃(t)‖2

M . Because V (t) <
V (0) for all t ∈ Ω1, which implies that ‖s̃(t)‖M < ‖s̃(0)‖M for all t ∈ Ω1.
Also note that ‖s̃(t)‖M is continuous and ‖s̃(t2)‖M > ‖s̃(0)‖M . There must exist
t3 ∈ (0, t2) such that ‖s̃(t3)‖M = ‖s̃(0)‖M and ‖s̃(t)‖M < ‖s̃(0)‖M for all
t ∈ (0, t3), which means that V (t3) = V (0) and V (t) < V (0) for all t ∈ (0, t3).
From the mean value theorem, there is a point t4 ∈ (0, t3) at which V̇ (t4) = 0.
But on the other hand, ‖s̃(t4)‖M < ‖s̃(0)‖M because t4 ∈ (0, t3). Because for
all t ∈ (0, t3), ‖s̃(t)‖M < ‖s̃(0)‖M , it follows that φ(t4) = φ(0), which means
that γ(t4) = γ(0). We can conclude that βλmin(HA) − γ(t4) = βλmin(HA) −
γ(0) > 0. From (6.63), we have that V̇ (t4) ≤ 0. On the one hand, if V̇ (t4) < 0,
there is a contradiction because we have already shown that V̇ (t4) = 0, which
implies that there does not exist t1 > 0 such that γ(t1) > γ(0). Note further that
γ(t) ≥ γ(0) for all t ≥ 0, which means that γ(t) = γ(0) for all t ≥ 0, i.e.,
βλmin(HA) − γ(t) = βλmin(HA) − γ(0) > 0. This conclude our proof. On the
other hand, if V̇ (t4) = 0, noting that V̇ (t4) ≤ −[βλmin(HA) − γ(t4)]‖s̃‖ ≤ 0
because βλmin(HA) − γ(t4) > 0, we can get that ‖s̃(t4)‖ = 0. Thus, it follows

from Lemma 6.6 that ‖s̃(t)‖ ≡ 0 for any t > t̄
�
= t4. This also conclude our proof.

Theorem 6.15. Suppose that GA is undirected connected and the leader is a neigh-
bor of at least one follower (i.e., at least one ai0 > 0). Using (6.51) for (6.1),
qi(t) − q0(t) → 0p and q̇i(t) − q̇0(t) → 0p, i = 1, . . . , n, exponentially as t → ∞
if β is chosen such that β > γ(0)/λmin(HA).

Proof: Because GA is undirected connected and at least one ai0 > 0, it follows from
Lemma 1.6 that HA is symmetric positive definite. Because β > γ(0)/λmin(HA),
it follows from Lemma 6.7 that either βλmin(HA)−γ(t) = βλmin(HA)−γ(0) > 0
or there exists t̄ ≥ 0 such that ‖s̃(t)‖ ≡ 0 for all t ≥ t̄. In the first case, consider the
Lyapunov function candidate given by (6.61). Noting that V = 1

2 ‖s̃‖2
M , it follows

from (6.63) that

V̇ ≤ −
[
βλmin(HA) − γ(t)

]
‖s̃‖ ≤ −

[
βλmin(HA) − γ(0)

]‖s̃‖M√
km̄

= −η
√

V ,

where η
�
=
√

2/km̄[βλmin(HA) − γ(0)], and we have used the fact that ‖s‖ ≥
‖s‖M/

√
km̄ from Lemma 6.5 to obtain the second inequality. After some manipu-
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lation, we get

2
√

V (t) ≤ 2
√

V (0) − ηt.

Therefore, we have V (t) ≡ 0 and equivalently ‖s̃(t)‖ ≡ 0 when t ≥ 2
√

V (0)

η . In
the second case, there exists t̄ ≥ 0 such that s̃(t) ≡ 0 when t ≥ t̄. Combining

both cases, we can get that ‖s̃(t)‖ ≡ 0 when t ≥ t̄1
�
= max{ 2

√
V (0)

η , t̄}, which

implies ˙̃q(t) + λq̃(t) ≡ 0np, i = 1, . . . , n, when t ≥ t̄1. Noting that the solution
of ˙̃q(t) + λq̃(t) ≡ 0np is q̃(t) = e−λ(t−t̄1)q̃(t̄1) and ˙̃q(t) = −λe−λ(t−t̄1)q̃(t̄1),
we can conclude that qi(t) − q0(t) → 0p and q̇i(t) − q̇0(t) → 0p exponentially as
t → ∞.

Remark 6.16 From Lemma 6.7, β can be chosen according to γ(0), which means
that the initial values ‖q̃(0)‖ and ‖s̃(0)‖ should be known by each follower to com-
pute β even if the leader is a neighbor of only a subset of the followers. How-
ever, because only the initial value is needed, it is reasonable. Also note that the
lower bound of β might be conservative. In reality, a smaller value might be cho-
sen. Moreover, β can be tuned according to the performance of the whole sys-
tem in practice, so the accurate knowledge of ‖q̃(0)‖ and ‖s̃(0)‖ might not be
needed.

Remark 6.17 Note that the algorithm (6.51) is model-independent. The bound of
‖Δ‖ in (6.53) is dependent on the bound of ‖g(q)‖. In practice, one might know the
nominal dynamics of gi(qi), denoted as g0

i (qi). Assume that ‖gi(qi)−g0
i (qi)‖ ≤ kg̃,

where kg̃ is a known positive constant generally smaller than kg . If we choose the
control algorithm as τ̌i = τi + g0

i (qi), then kg in (6.53) can be replaced with a
smaller parameter kg̃ . In addition, by doing so, it is no longer required that ‖gi(qi)‖
is bounded. That is, Assumption (A1) can be relaxed.

Remark 6.18 From the proof in Theorem 6.15, the error vector s̃ will first decrease
to zero in finite time. Then, qi − q0 and q̇i − q̇0 converge zero exponentially fast
with an exponential convergence rate λ. In addition, similar to that Remark 6.10,
the condition GA is undirected connected and at least one ai0 > 0 in Theorem 6.15
can be relaxed to be the condition that HA is symmetric positive definite, which in
turn implies a weaker connectivity condition.

Remark 6.19 Note that from the algorithm (6.51), only a subset of the followers
needs to have access to q0 and q̇0, and q̈0 is not needed. It should be noted that
(6.51) requires the availability of information (vectors of generalized coordinates
and their derivatives) from both the one-hop and two-hop neighbors due to the chal-
lenge involved in distributed coordinated tracking of a leader with a varying vector
of generalized coordinated derivatives with local interaction. However, only the sign
of the information of the two-hop neighbors is required.



180 6 Networked Lagrangian Systems

Fig. 6.11 The interaction graph associated with the leader and the six followers. An edge between
i and j means that followers i and j are neighbors of each other while an arrow from 0 to i means
that the leader is a neighbor of follower i

6.3.4 Simulation

In this subsection, we simulate a scenario where six two-link revolute joint arms
(followers) track a leader with local interaction using, respectively, (6.16),
(6.39) and (6.51). The models and the parameters of the followers are given as
in Sect. 6.2.4. From the model parameter values in Sect. 6.2.4, we obtain that
km = 0.0256, km̄ = 1.2757, and kC = 0.09. We also assume that the nominal dy-
namics g0

i (qi) is set off from the real dynamics gi(qi) by 10%.
We assume that GA, GB , and GC associated with the followers (also A , B

and C ) are identical for simplicity. Figure 6.11 shows the interaction graph asso-
ciated with the leader and the six followers. In our simulations, we choose aij = 1,
i = 1, . . . , 6, j = 0, . . . , 6, if agent j is a neighbor of agent i, and aij = 0 other-
wise. We let qi(0) = [π

7 i, π
8 i]T rad and q̇i(0) = [0.05i − 0.2, −0.05i + 0.2]T rad/s,

where i = 1, . . . , 6. For the algorithms (6.16) and (6.39), the vector of joint an-
gles of the leader are chosen as q0(t) = [0.04t, 0.05t]T rad, and the vector of joint
angle derivatives of the leader is hence q̇0 = [0.04, 0.05]T rad/s. The control pa-
rameters in (6.39) are chosen as Ki = I2, α = 0.5, η = 0.5, and Λi = 0.2I2.
For the algorithm (6.51), the vector of joint angles of the leader is chosen as
q0(t) = [cos( 2π

60 t), sin(2π
60 t)]T rad, the vector of joint angle derivatives of the leader

is hence q̇0(t) = 2π
60 [− sin(2π

60 t), cos(2π
60 t)]T rad/s, and the control parameters are

chosen as α = 2, λ = 0.5, and β = 7.5.
Figure 6.12 shows the differences between the joint angles of arms 1, 3 and 5 and

the leader using (6.16). Figure 6.13 shows the differences between the joint angle
derivatives of arms 1, 3 and 5 and the leader using (6.16). Note that all followers’
joint angles approach those of the leader and all followers’ joint angle derivatives
also approach those of the leader.

Figure 6.14 shows the differences between the joint angles of arms 1, 3 and 5
and the leader using (6.39). Figure 6.15 shows the differences between the joint
angle derivatives of arms 1, 3 and 5 and the leader using (6.39). Again, note that all
followers’ joint angles approach those of the leader and all followers’ joint angle
derivatives also approach those of the leader.

Figure 6.16 shows the differences between the joint angles of arms 1, 3, and 5
and the leader. Figure 6.17 shows the differences between the joint angle derivatives
of arms 1, 3, and 5 and the leader using (6.51) by introducing the nominal dynamics
g0

i (qi) as a compensation term in (6.51). Note that all followers’ joint angles ap-
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Fig. 6.12 Differences between the joint angles of arms 1, 3, and 5 and the leader using (6.16)

Fig. 6.13 Differences between the joint angle derivatives of arms 1, 3, and 5 and the leader using
(6.16)

proach those of the leader and all followers’ joint angle derivatives also approach
those of the leader.

6.4 Notes

The results in Sect. 6.2 are based mainly on [245]. The results in Sect. 6.3 are mainly
based on [189]. For further results on coordination of networked Lagrangian sys-
tems, see [52, 59, 62, 64, 119, 254, 275, 284]. In particular, [254] studies posi-
tion synchronization of robotic manipulators when only position measurements are
available under a fully connected interaction graph. In [59], output synchronization
is studied for general passive systems under a passivity-based framework, which
unifies several existing results on consensus or synchronization in the literature.
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Fig. 6.14 Differences between the joint angles of arms 1, 3, and 5 and the leader using (6.39)

Fig. 6.15 Differences between the joint angle derivatives of arms 1, 3, and 5 and the leader using
(6.39)

To use the passivity property, the control law on synchronization of networked La-
grangian systems derived in [59] requires the knowledge of the inertial matrix and
the Coriolis and centrifugal torques. In [62], a controller based on potential func-
tions is proposed for networked Lagrangian systems to achieve leaderless flocking
(i.e., velocity synchronization and collision avoidance). Communication delays and
switching interaction graphs are also considered. In [284], position synchronization
of multi-axis motions is addressed via a cross-coupling technique. In [275], output
synchronization of networked Lagrangian systems is studied under both fixed and
switching interaction graphs in the presence of communication delays. The con-
traction analysis is used in [64] to study coordinated tracking for multiple robotic
manipulators. Utilizing potential functions, [52] designs a control scheme that can
force multiple robots modeled by Euler–Lagrange equations to move as a group
inside a desired region while maintaining a minimum distance among themselves.
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Fig. 6.16 Differences between the joint angles of arms 1, 3, and 5 and the leader using (6.51) with
a compensation term g0

i (qi)

Fig. 6.17 Differences between the joint angle derivatives of arms 1, 3, and 5 and the leader using
(6.51) with a compensation term g0

i (qi)

The robots can achieve velocity synchronization finally. Despite the fact that track-
ing of a leader or a reference is considered in [52, 64, 275, 284], it is assumed that
the leader is a neighbor of all followers or all followers have access to the refer-
ence. Unfortunately, this assumption is rather restrictive and not realistic. In [119],
the problem of position synchronization of networked Lagrangian systems is stud-
ied with communication constraints caused by delays and limited data rates, where
the leader modeled by Euler–Lagrange equations is a neighbor of only a subset
of the followers and the close-loop system is shown to be input-to-state stable. In
the absence of network effects, while the result in [119] can guarantee distributed
coordinated regulation where the leader has a constant vector of generalized coor-
dinates, the result is not applicable to ensure distributed coordinated tracking where
the leader has a varying vector of generalized coordinates and the leader is a neigh-
bor of only a subset of the followers.
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