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Abstract We present the first space-time hybridizable discontinuous Galerkin fi-
nite element method for the advection—diffusion equation. Space-time discontin-
uous Galerkin methods have been proven to be very well suited for moving and
deforming meshes which automatically satisfy the so-called Geometric Conserva-
tion law, for being able to provide higher-order accurate approximations in both
time and space by simply increasing the degree of the polynomials used for the
space-time finite elements, and for easily handling space-time adaptivity strategies.
The hybridizable discontinuous Galerkin methods we introduce here add to these
advantages their distinctive feature, namely, that the only globally-coupled degrees
of freedom are those of the approximate trace of the scalar unknown. This results
in a significant reduction of the size of the matrices to be numerically inverted, a
more efficient implementation, and even better accuracy. We introduce the method,
discuss its implementation and numerically explore its convergence properties.

Keywords Discontinuous Galerkin methods - Advection—diffusion equations -
Space-time methods

1 Introduction

Many applications in fluid dynamics require the solution of a set of partial differ-
ential equations in time-dependent flow domains. Examples include fluid-structure
interaction, moving spatial configurations (e.g., helicopter rotors) and flows with
free-surfaces (e.g., wave impacts on coastal and off-shore structures), see, e.g.,
[21] and [10]. The accurate solution of partial differential equations by a numerical
method on moving and deforming meshes, however, is non-trivial. Many schemes
fail to preserve the trivial solution of a uniform flow field on dynamic meshes. This
condition, the so-called Geometric Conservation Law (GCL), was proved to be es-
sential for the accuracy of the solution [13].

One class of numerical methods that automatically satisfies the GCL is the space-
time Discontinuous Galerkin (DG) method. The main example is nothing but the
first DG method [25], originally devised for the numerical simulation of neutron
transport. Extensions have been obtained and successfully used in a wide variety of
applications, e.g., the compressible Euler and Navier—Stokes equations [11, 24, 33],
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the shallow-water equations [1, 2, 31], two-phase flows [27, 29], hyperbolic non-
conservative partial differential equations [26], and advection—diffusion and Oseen
flows [30, 32]. In addition to their versatility, these methods can provide higher-
order accurate approximations in both time and space and are ideally suited for
hp-adaptivity. On the other hand, they are computationally expensive and so require
the use of sophisticated solvers like Newton-GMRES solvers for the Navier—Stokes
equations [22] and like optimized multigrid methods, see [12, 28, 34, 35] for the
case of advection-dominated flows.

Recently, a new class of discontinuous Galerkin methods, namely, the hybridiz-
able Discontinuous Galerkin method (HDG) [3, 6, 8], see also [5, 9], was introduced,
in the framework of diffusion problems, with the sole purpose of reducing the com-
putational complexity of these methods. In the HDG method, the approximate scalar
variable and its corresponding flux are expressed in terms of an approximate trace
of the scalar variable on the element faces. By enforcing the continuity of the nor-
mal component of the flux across the faces, a unique value for the approximate trace
can be defined. A global system of equations for the approximate trace only is thus
obtained, therefore significantly reducing the globally-coupled degrees of freedom
of the discontinuous Galerkin method. The HDG method is computationally more
efficient, can be more efficiently implemented, and is more accurate than all pre-
viously known discontinuous Galerkin methods. The method has been extended to
time-dependent linear and nonlinear convection—diffusion in [4, 14, 15], to incom-
pressible fluid flow [7, 17-19] and to the compressible Euler and Navier—Stokes
equations [20]; see the recent review [16]. In all these papers, when dealing with
time-dependent problems, implicit finite difference or Runge—Kutta time-marching
methods were used. In this article, we extend the HDG method for the first time
to a space-time setting. The resulting method thus combines the advantages of a
space-time DG method with the efficiency and accuracy of the HDG methods.

The outline of this article is as follows. In Sect. 2, we introduce the advection—
diffusion equation to which, in Sect. 3, we apply the space-time HDG method.
A thorough numerical study of the convergence properties of the method is pre-
sented in Sect. 4. We end this article with some concluding remarks in Sect. 5.

2 The Advection-Diffusion Equation

We consider the following time-dependent advection—diffusion model problem:

u0+ (aku — ks ) k= f in &,
u=up on £2(ty), (1)
U=gp on Qp,

where a comma notation denotes differentiation with respect to the Cartesian coor-

dinate x; and the summation convention is used on repeated indices. Here £ € RY™!
is the physical space-time domain (with d the spatial dimension), f is a source term,
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a(x) € R? a given advective divergence-free velocity field, and « (x) € R¢*? a posi-
tive definite diffusion tensor. The initial flow field is denoted by u( and the Dirichlet
boundary data, gp, is defined on the Dirichlet boundary Qp.

By introducing an auxiliary variable 6y = —kysu s, we can rewrite (1) as a first-
order system of equations:

uo-+ (aru + ek)’k =f in &, (2a)
Ok +Kkksu s =0 in&, (2b)

with the boundary conditions

u=uop onS2(t),

u=gp oOon QD. (20)

3 The Space-Time HDG Method

In this section, we will present the space-time hybridizable discontinuous Galerkin
method. We closely follow the notation of, e.g., [11, 26, 33] to highlight the simi-
larities and differences between a space-time HDG and a space-time DG method.

3.1 Space-Time Notation

In a space-time method, space and time variables are not distinguished. A point
at time ¢ = xo with position vector x = (x1, x2, ..., Xg) has Cartesian coordinates
(x0, x) in the open domain £ C R+, At time ¢ the flow domain £2(t) is defined
as 2(t):={x € Re:(t,%) €& }. Let the initial and final time of the evolution of
the space-time domain be denoted by #y and 7', then the boundary of the space-time
domain, d&, consists of the hyper-surfaces

(1) ={x € & 1X0 =1o},
QT):={xedf:xp=T},
Q:={xedf:tn<xo<T}

The time interval [y, T'] is partitioned using the time levels 7o < 7] < --- < T, where
the nth time interval is defined as I, = (#,, t,41) with length Az, = t,41 — t,.
The space-time domain £ is then divided into N; space-time slabs £" = € N I,.
Each space-time slab £" is bounded by £2(t,), £2(t,+1) and Q" = 3dE"/(82(t,) U
Q(tn41)).

The flow domain $§2(z,) is approximated by $£2;(t,), where £2;,(t) — $£2(t) as
h — 0, with & the radius of the smallest sphere completely containing the largest
space-time element. The domain £2;,(t,) is divided into N,, non-overlapping spatial
elements K (¢,). Similarly, §2(#,+1) is approximated by £2;,(¢,+1). The space-time
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elements K are constructed by connecting K with K;"H by using linear interpo-
lation in time. In case of curved boundaries, a higher order accurate interpolation
is used for elements connected to the domain boundary. The space-time elements
K" are connected to a master element K by an iso-parametric mapping G'-. The
tessellation 7, of the space-time slab & consists of all space-time elements K'};
thus the tessellation 7, of the discrete flow domain &, := Uf:’;gl &) then is defined
as Tp = Uflv;gl T

The element boundary GIC?, which is the union of open faces of IC;f, consists
of three parts: K (t,) = lime o K (1, + €), Kj(t, ) =lime o K (ty11 — €), and
Q’} = Z)IC;?/(KJ- (tHUK; (t,41))- We define S}, as the set of surfaces S of the form
Q;? N a& or of the form Q’]’. N Q’},. We set Sp, := UQI’;OI Sy

To obtain the Arbitrary Lagrangian Eulerian (ALE) formulation, we have to in-
troduce the grid velocity v € RY. Let X(*) be a point on Q;f with xg = #". As the

mesh moves, the point x(#"") moves along Q;? to X (t"*!) according to some pre-
scribed movement defined by x(¢) = V (¢; x(¢")), t € I, with V a given function.
The grid velocity on Q’]’. is then defined by v = 9, V. The outward space-time normal
vector at an element boundary point on BIC? can then be shown to be given by [33]:

(176) at Kj(t;_'_l)s

n=|(-1,0) at K (), 3)
(—vkng,n)  at QF,

where 0 € R? and 77 € R? the space-component of the space-time normal.

3.2 Approximation Spaces

Let PP (KC) denote the space of polynomials of degree at most p on the reference
element /C and consider LZ(Q), that is, the space of square integrable functions
on £2. We introduce the discontinuous finite element spaces

W ={we L*(&):olc oG € PP(K), VK € Ta},
and
VP ={ve (L2E)" vk o Gk e (PP(K)), VK € Ta).
We also introduce a traced finite element space:
M} ={n e L*Sh) : ulsoGs € PP(S),VS € Si).

We set M;Z(gD) ={une M}f : = Pgp on I'p}, where P denotes the L2-projection
into the space {u|se Yu € M,f }. Note that Mf consists of functions which are
continuous inside the faces S € Sy, and discontinuous at their borders.
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3.3 Weak Formulation on Each Space-Time Element

Here, we are going to find the weak formulation on each of the space-time elements.
Our objective is to be able to determine an approximation inside each space-time
element only in terms of the data and on the numerical trace

ri=ills, € M). 4)
We proceed as follows. Multiplying (2a) by a test function w € Wf and (2b) by a

test function v € Vhp and integrating by parts in space-time over an element C € 7j,,
we obtain:

—/ (a),ou + o i (aru —}—Qk)) dx
K
+ / " (liny + @it + Gp)iig) ds = / fwdx, (52)
K K
/ Vi Ok dx—/ Uk’szxudx—l—/ kakSI/AH/_lX ds =0. (5b)
K K Q

Here, the numerical traces azii + 0, and i are approximations to, respectively,
aru — kisit s and u over 0K, and are introduced to couple local to global infor-
mation as well as for stability purposes. These numerical traces will be defined later
on.

To obtain the ALE-formulation to accommodate moving and deforming meshes,
we follow [33] and use the definition of the space-time normal vector (3) to write
the boundary integral in (5a) as:

|l + @+ B ds
K

s,

a)ﬁdi—/ wﬁdi+/ w(agi — ivk + g ds.  (6)
) K(t) o}
The numerical traces 7 on K (¢, _ ) and K (1) are chosen inspired in a causality-in-

time argument and are therefore defined as the upwind flux:

A [“n+1 at K(t,, ),

u
u, atK(@h),

n+
the previous and the current space-time slab. The function u is nothing but the
L2-projection of the initial data u into the space {w|q, ) : @ € W}/'}.

To be able to solve (5a) and (5b) locally, the numerical trace must depend only
on A and on the traces obtained from the interior of the space-time element K.
To achieve this, we take the numerical traces (azu + ék — vit)ny of the form

where u, and u | are the traces of u on K (#,) and K (1) from, respectively,

(agu + 6r — v g = (a — vp)ngh +Okng +t(uw—A) on Q, @)

for some positive function 7. The selection of t shall be described later.
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Finally, by using (6) in combination with the upwind flux on the time faces and
the numerical trace (7), (5a) and (5b) become:

_/ (a),()u + w i (axu +9k)) dx + (f
K K(t

U d)?—f a)u_d)?>(8a)
n+1 K@) n

1)
+/ o ((ax — v + it + T(u — 1)) ds =f fwdx, (8b)
Q K
/ VO dx —/ Vi, sKksU dx —i—/ VikisAngds =0, (8¢c)
K K Q

for all (w, v) € W}f X Vhp.

3.4 The Global Weak Formulation for the Approximate Trace A

We still need to determine X. To do this, we require that the boundary conditions be
weakly satisfied and that the normal component of the numerical trace of the flux
axu + ék — viu given in (7) be single valued. In other words, we require that A € M f
be the solution of

A=P(gp) on Q}, (%a)
> [ @+ b wiyieds =o. o)
Q

KeT

for all 1« € M} (0); recall that this implies that . =0 on Qp.

3.5 The Geometric Conservation Law

We now prove that the Geometric Conservation Law (GCL) is automatically sat-
isfied by the space-time HDG method. The GCL states that uniform flow must be
preserved on a moving mesh. Let U denote a uniform flow field. In a uniform flow
field, A = U and 6 = 0. Substituting this into (8a) and considering the element X
on the time interval (¢, t + €), we obtain:

—/ (w,oU—i—w,kakU)dx—l—/ wUd)E—/ U dx
K K (t+e) K(t)
+/ w(ar —vi)Unrds =0. (10)
Q

Note that this formulation is exactly the same as a standard space-time DG for-
mulation in uniform flows. Since U is constant and arbitrary, U can be divided out
of (10). Furthermore, we can rewrite (10) as:
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t+e
/ <—/ (w,0+ wrax)dx + / w(ay — vg)ng df) dt
t K(t) AK (1)

+/ a)di—/ wdx =0. (11)
K(t+¢€) K1)

With the following equality

t+e d
/ wdi—/ a)d)_c:/ <—/ a)d)_c)dt,
K (1+¢) K@) ‘ dt Jxo

noting that ¢, t 4 ¢ are arbitrary, and considering a constant polynomial approxima-
tion, we obtain the GCL.:

d
— di—/ vng ds =0, (12)
dt Jxu IK (1)

using the fact that integration over a closed surface d K () of a constant is equal to
zero. This law states that to preserve uniform flow on a moving mesh, the change in
area/volume of each element must be equal to the area/volume swept by the element
boundary [13].

3.6 Existence and Uniqueness of the Approximate Solution

Next, we present a result that shows that when the stabilization function 7 is suitably
defined, the approximation of our space-time HDG method is well defined.

Theorem 1 Assume that the matrix-valued function k is symmetric and positive
definite and constant on each space-time element KC € Tp,. Assume that the advective
velocity a is divergence-free. Then, if we take the stabilization function T such that

1
T= E(ak_vk)ﬁk—l-‘f() on QVK €Ty,

where T is a strictly positive constant, the approximate solution of the HDG method
under consideration is well defined.

Proof We only have to show that if the data is equal to zero, the only solution of
the weak formulation (8a)—(8c) relating A to (6, u) and the equations determining A
(9a), (9b) is the trivial one. It is easy to see that we only need to work on any time
slab £" assuming that u, = 0.

Thus, taking @ := u in (8a), we get

_ Z /(u,0u+u,k(aku+9k))dx+ Z / (”;Jrl)zdjE
K K(t

KeT)! KeT,! n+1)

+ Z / u(@pi — vk + O )i ds = 0.
KeTy” 2
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Integrating by parts and rearranging terms, we obtain

1 N2 -
— Z Lu,kekdx+§ Z /K (”n+1) dx

KeTy KeTp? KD
1 _ 1 _
+ — Z / (u;f)zdx - = Z f u2(ak —vp)ngds
2 ke 2. =)o
€7, KeT,
+ > / u (g — fvg + O ds =0.
Q

KeT,!

Since the tensor-valued function « is piecewise constant, we can take v := P
in (8c) to get

> [ aodx= Y [ ocdre Y [ odicds o
Kery 'K ket 7K KeTr 9
Adding this equation to the previous one, we obtain

1 N | 2,
D3 / ()i 5 Y / (uf)d
K(t KeTr K

Kern I K ) (&)
+ > / (1), Okbs dx + O =0,
Kerp 'K
where
R _ 1, - . A
Oy = Z Or(t — u)ny — Eu (ar — vi)ng + u(aru — uvg + 6)ny ) ds.
KeTp” 2
We claim that @, is a dissipative term. To see this, note that, by (9b),

. _ 1 -
@h = Z / <9k(u — u)nk — EMZ(ak — vk)nk
KeTp” 2

+ (u — i) (axu — dvg + ék)ﬁk> ds,

and by the definition of the numerical trace (7),

1
Opi= Y f <—§u2(ak —voitg + = 1) ((ax — vo)ikh + T(u — A))) ds
’CGEI’L Q

- Z / <—%((u =02+ 2% (ak — vtk + T — )»)2> ds
KeT,! Q

1 _ 2
= Z f <r——(ak—uk)nk)(u—,\) ds.
0 2

KeT!



Space-Time Hybridizable Discontinuous Galerkin Method 53

‘We can now conclude that ”;+1 =0 on £2,4+1, that ujl‘ =0on £2,, that 6, =0
on 7;", and that u = A on S}/. Equation (8c) now gives that u is constant in space
on the time-slab 7;1" and since u = A = 0 on the Dirichlet boundary, we obtain that
u=0on7," and that . =0 on S;. This completes the proof. 0

3.7 The Local Stabilization Parameter t

In the rest of this article, we assume x1; = k22 = k and «i; = 0 otherwise. Then
the local stabilization parameter t is chosen similarly as done in [14]. We, however,
slightly modify the local stabilization parameter to account for moving grids. Two
options are discussed in [14], the centered scheme and the upwinded scheme. To
account for the diffusion and advection effects, let T = t, + t4, where 7, and 74
are the local stabilization parameters related to the advection and diffusion, respec-
tively. Consider an interior face S = OL N OF between the space-time elements KL
and KR and denote by (-) the trace of (-) on S from K’, and similarly for (-)X.
Furthermore, let 7z be the outward normal with respect to ICL.

Centered Scheme  To obtain a centered scheme, take on each face 7t =R =1y,
and rdL = rf = n4, where

£ (13)
Z’

Na = |(ax — vi)itg|, Nd =

and ¢ denotes a representative diffusive length scale.

Upwinded Scheme To obtain an upwinded scheme, choose raL R and tdL’R ac-

cording to

[(ar — viong| + (ax — vi)ng
2|(ar — vi)n|

[(ar — ving| — (ax — vi)ng
2|(ar — vi)ny|

(tL.t8) = (nas na)

’

(‘CaR7 tf) = (nas nd)

3

with 1, and n, given in (13).

4 Numerical Results

In this section, we consider numerical results for the space-time HDG discretization
of the advection—diffusion equation. For each test case, we show the convergence
history of the flow field u, the auxiliary variables 6 and 6, and the mean of the flow
field i. Note that

o 1 2\
||u—uh||L2(_Q): Zﬁ(/ (u—uh)dx> .
K K
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4.1 Steady-State Solution of the Advection
and the Advection-Diffusion Equation on a Uniform Mesh

In this first test case, we consider both the advection and the advection—diffusion
equations on a uniform mesh. For this we consider (2a), (2b) on the space-time
domain £ = (0, T) x (O, 1)2 where the source term f(x1,x2) and the Dirichlet
boundary condition g are such that the exact solution is given by u(xy,x2) =
4 + sin(m x1) sin(wxp) + sin(2w x1) + sin(2wx3). We take a; = a» = 1 and, in the
case of the advection—diffusion equation, k = 0.01. In the case of the advection
equation, ¥ = 0. Therefore, for this test case, we modify the definition of 6 such
that Oy = u .

We use a space-time HDG discretization using linear-, quadratic-, and cubic-
polynomial approximations and obtain convergence orders. The local stabilization
parameter T is chosen such that we obtain a central scheme. For this steady-state
problem, we take one physical time step of 7 = Ar = 10'3. In Tables 1 and 2,
we show the convergence results obtained when « = 0.01 and x = 0, respec-
tively.

For the advection—diffusion equation, from Table 1, we see the expected orders of
convergence for the scalar variable u# and the auxiliary variables 6] and 6>, namely,
for a P? polynomial approximation we obtain the orders of convergence of p + 1.
For the mean variable i, for P! we obtain superconvergence with order p + 2. For
P2 and P3 we seem to be achieving superconvergence with order p + 3!

For the advection equation, from Table 2, we obtain the expected order of con-
vergence for the scalar variable u, namely, for a P? polynomial approximation we
obtain orders of convergence p + 1. For the “artificial” auxiliary variables 6; and
6>, we only obtain orders of convergence p. For the mean variable u, we find the
strange behavior that for odd p = 1, 3 polynomial approximation we achieve super-
convergence of orders p + 2 while for even p = 2, we only achieve a convergence
order of p + 1.

4.2 Steady-State Boundary Layer Problem

Next, we consider a boundary layer problem. Consider (2a), (2b) on the space-time
domain £ = (0, T) x (0, 1)> where f =0 and where g(x1, x2) equals at the domain
boundary the exact steady-state solution:

Uy x) = l<exp(a1//<) —exp(arx1/k)  exp(az/k) — eXp(azxz//c)>
1,X2) = exp(ai/x) — 1 exp(az/i) — 1

2

In the discretization, we use a Shishkin mesh in which the coordinates (x{', x5) of
a uniform mesh are mapped onto a mesh suitable for dealing with boundary layers.
The mapping is given by:
[2(1 —oj)x}, for x} < 0.5,
l’ =

i =1.2,
14+20i(x — 1), forx!>05 '
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Table 1 History of convergence for the steady-state advection—diffusion equation on a uniform
mesh with « = 0.01

Degree Neens — llu —unll 20 100 =0l 20y 102 =002y Nl —itnll 20
Error Order  Error Order  Error Order  Error Order
1 8 3532 - 6.80e-1 — 6.80e-1 — 1.45e-2 -
16  7.41e-3 23 2.62e-1 14 2.62e-1 14 1.64e-3 3.1
32 1.66e-3 2.2 8.84e-2 1.6 8.84e-2 1.6 1.92¢-4 3.1
64 3934 2.1 2.67e-2 1.7 2.67e-2 1.7 2.38e-5 3.0
128 9.59¢-5 2.0 7.44e-3 1.8 7.44e-3 1.8 3.05e-6 3.0
2 8 2523 - 530e-2 - 5.30e-2 - 1.99¢e-3 -
16  2.19e-4 35 9.46e-3 2.5 9.46e-3 2.5 1.50e—4 3.7
32 1.59e-5 3.8 1.54e-3 2.6 1.54e-3 2.6 7.46e-6 4.3
64 1.28e-6 3.6 2254 2.8 2.25¢-4 2.8 2.90e-7 4.7
128 1.29¢e-7 3.3 3.06e-5 2.9 3.06e-5 29 1.00e-8 4.9
3 8 9.7le-5 - 1.80e-3 - 1.80e-3 - 2.67e-5 -
16 6.0le-6 4.0 1.29¢e-4 3.8 1.29¢e-4 3.8 3.66e-7 6.2
32 3.64e-7 4.0 8.26e-6 4.0 8.26e-6 4.0 3.36e-9 6.8
64 2.13e-8 4.1 5.34e-7 4.0 5.34e-7 4.0 2.74e-11 6.9
128 1.27¢-9 4.1 3.52e-8 39 3.52¢e-8 39 5.23e-13 5.7

Table 2 History
whichk =0

of convergence for the steady-state advection equation on a uniform mesh in

Degree Neets  llu—unlliziey 101 — 002y 102 =002y i —inll 2o
Error Order  Error Order  Error Order  Error Order
1 8 443e-2 - 9.7le-1 - 9.71le-1 - 2.22e-2 -
16 1.0le-2 2.1 5.05e-1 0.9 5.05e-1 09 3.06e-3 2.9
32 2453 2.0 2.55e-1 1.0 2.55e-1 1.0 3.97e4 2.9
64  6.06e4 2.0 1.28e-1 1.0 1.28e-1 1.0 5.05e-5 3.0
128 1.51e4 2.0 6.39e-2 1.0 6.39e-2 1.0 6.35e-6 3.0
2 8 43le-3 - 8.57e-2 - 8.57e-2 - 3.89¢-3 -
16  5.76e4 29 2.07e-2 2.0 2.07e-2 2.0 5.26e—4 2.9
32 7.34e-5 3.0 5.13e-3 2.0 5.13e-3 2.0 6.73e-5 3.0
64 9.24e-6 3.0 1.28e-3 2.0 1.28e-3 2.0 8.48e—6 3.0
128 1.16e-6 3.0 320e-4 2.0 3.20e4 2.0 1.06e-6 3.0
3 8 1.20e4 - 4.77e-3 - 4.77e-3 - 8.77e-5 -
16 5826 4.4 5.86e—4 3.0 5.86e—4 3.0 2.85e-6 49
32 3.28e-7 4.1 7.30e-5 3.0 7.30e-5 3.0 9.08e-8 5.0
64  1.99¢-8 4.0 9.12e-6 3.0 9.12e-6 3.0 2.87e-9 5.0
128 1.23e-9 4.0 1.14e-6 3.0 1.14e-6 3.0 9.16e-11 5.0
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Fig. 1 The steady-state solution of the boundary layer problem using a cubic polynomial approx-
imation on a grid with 32 x 32 elements (using a central flux)

where o; = min(0.5, 2« /a; In(N;)), and where N; is the number of elements in the
x; direction (see, e.g., [28]). For this test case, we take a; =a» =1 and x = 0.01.

We solve the above problem using a space-time HDG discretization using linear-,
quadratic-, and cubic- polynomial approximations in space. For steady-state test-
cases, it is sufficient to take a constant polynomial approximation. The local sta-
bilization parameter 7 is chosen such that we obtain a central scheme. We will
consider two cases for the diffusive length scale, ¢, in (13), namely £ = 1 and
¢ =min(/[KL], v/IKRg]), in which K g are the areas of the two spatial elements
adjacent to the face on which t is evaluated. Furthermore, we set 7 = 0 on all bound-
aries. We remark that if 7 # 0 on the boundaries, for this test case we do not achieve
expected convergence rates. For this steady-state problem, we take one physical time
step of T = At = 101, The steady-state solution is depicted in Fig. 1. Tables 3 and 4
show the obtained convergence orders when £ = 1 and £ = min(/[K |, v/]KR]), re-
spectively.

For this test case, from Tables 3 and 4, we see that the diffusive length scale
£ in the stabilization parameter has an effect on the order of convergence for the
different variables. For degrees 1 and 2, if £ = min(4/[K .|, /]Kg|), we only obtain
orders of convergence p for the auxiliary variables 6 and 6, and for degree p = 1,
u converges with order p + 1. On the other hand, u converges with orders p + 1 for
all considered p, the auxiliary variables converge with orders of at least p + 1 for
p =3 and u superconverges with order p + 2 for p =2, 3.
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Table 3 History of convergence for the steady-state boundary layer problem with £ = 1
Degree Neents  llu—unlli2y 100 =001y 12— 00 N12)  llid —inlli2g)
Error Order  Error Order Error Order Error Order
1 8 846e-3 - 2.54e-3 - 2.54e-3 - 7.59%-4 -
16 3.40e-3 1.3 1.09¢e-3 1.2 1.09e-3 1.2 226e-4 1.7
32 1.16e-3 1.6 4.14e4 14 4144 14 537e-5 2.1
64 3.6le4 1.7 1.47¢4 1.5 147e4 1.5 1.10e-5 2.3
128 1.06e4 1.8 5.00e-5 1.6 5.00e-5 1.6 2.04e-6 24
2 8 7.08¢e4 - 3.15¢4 - 3.15¢e4 - 1.29e4 -
16 1.71e-4 2.0 5.62e-5 2.5 5.62e-5 2.5 7.96e-6 4.0
32 3.6le-5 22 1.14e-5 2.3 1.14e-5 23 8.70e-7 3.2
64 6.77le-6 24 2.38e-6 2.3 2.38e-6 2.3 526e-8 4.0
128 1.13e-6 2.6 4.69¢e-7 2.3 4.69¢e-7 2.3 1.11e-9 5.6
3 8 4.14e4 - 2.8%9e4 - 2.89¢e4 - 1.48e4 -
16 5.44e-5 29 3.84e-5 29 3.84e-5 29 1.21e-5 3.6
32 3726 39 2.63e-6 3.9 2.63e-6 3.9 3.60e-7 5.1
64 1297 49 9.17e-8 4.8 9.17e-8 4.8 4.06e-9 6.5
128  5.80e-9 4.5 4.10e-9 4.5 4.10e-9 4.5 1.97e-11 7.7

Table 4 History of convergence for the steady-state boundary layer problem with ¢ =

min(v[Kr|, vIKRI)

Degree Neens  llu—unllizey 161 =600 l2@) 162 =08lli20) i —inll 2
Error Order  Error Order  Error Order  Error Order
1 8 7.57e-3 - 2.54e-3 - 2.54e-3 - 7.85e—4 -
16 2.83e-3 1.4 1.13e-3 1.2 1.13e-3 1.2 2.42e-4 1.7
32 8.78e4 1.7 482¢4 1.2 482¢4 1.2 6.53e-5 1.9
64 242e4 19 227e4 1.0 227e4 1.0 1.77e-5 1.9
128 6425 1.9 1.20e4 0.9 1.20e4 0.9 5.29e-6 1.7
2 8 7974 - 3.15¢e4 - 3.15¢e4 - 1.27e-4 -
16 1.59¢4 23 5.95¢e-5 24 5.95e-5 24 9.00e-6 3.8
32 2.69e-5 2.6 1.47e-5 2.0 1.47e-5 2.0 1.44e-6 2.6
64  4.09e-6 2.7 4.3%-6 1.7 4396 1.7 9.69e-8 39
128  5.55¢e-7 29 142e-6 1.6 1.42e-6 1.6 2.72e-9 5.2
3 8 4294 - 2.96e4 - 2.96e4 - 1.54e—4 -
16 5.76e-5 2.9 4.03e-5 2.9 4.03e-5 2.9 1.31e-5 3.6
32 4.06e-6 3.8 2.86e-6 3.8 2.86e-6 3.8 4.40e-7 49
64 1.44e-7 4.8 1.02e-7 4.8 1.02e-7 4.8 5.96e-9 6.2
128  6.06e-9 4.6 4299 4.6 4.29¢-9 4.6 3.55e-11 7.4
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Taking ¢ = 1, for degree 1 and 2, it seems that u has difficulty converging with
the expected orders of convergence p + 1, while the auxiliary variables and the mean
show better orders of convergence than for the case £ = min(/[K .|, /]Kg]). For
degree p =3, u, 01, 6, converge with orders of at least p + 1 and u converges with
order of at least p 4 2!

4.3 A Rotating Gaussian Pulse on a Moving/Deforming Mesh

Finally, we consider the transport of a two-dimensional rotating Gaussian pulse,
a test case that was presented in [14]. We, however, consider a moving and de-
forming space-time domain £. Let the rotating velocity field be prescribed as
a = (—4x»,4x1). We consider the solution at final time T = 7 /4, which is the time
period for one-half rotation of the Gaussian pulse. The initial condition is given
by

= w10+ (2 —x0)?
202 ’

where (xi., xp¢) is the center and o is the standard deviation. The exact solution
with constant diffusivity constant « is given by

207 L E = X0 4 (B — xa0)?
202 + 4kt P 202 + 4kt ’

uo(x1, x2) =exp<

u(xy, x2) =

where X1 = x1 cos(4t) + xp sin(4¢) and X, = —x; sin(4¢) + x; cos(4t). The Dirich-
let boundary condition g is deduced from the exact solution. As in [14], we
choose (x1¢, x2¢) = (—0.2,0) and take o = 0.1. As diffusivity constant, we take
k =0.01.

The deformation of the space-time domain £ is based on the following transfor-
mation of a uniform mesh of the space-time domain [¢, t + Af] x [—0.5, 0.5]%. Let
(xy»x{, x3) be the coordinates on the uniform mesh. Then we consider the follow-

ing mapping:
u 1 u s 1 u *
xi=x+A 7 % |sin 2 §_X*+t ,

N t if xg =t,
1T =
t+ At ifxy=t+ At,

U xy ifi=1,
*Tlxy ifi=2,

where A is the amplitude. We set A = (.1. Furthermore, for the diffusivity constant
we take k = 0.01. We consider the convergence properties of the space-time HDG
method for two given CFL numbers, namely CFL =1 and CFL = 10. The history
of convergence for the given CFL numbers is given in, respectively, Tables 5 and 6.
In Fig. 2, we show some snapshots of the solution and mesh at different time levels.
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Fig. 2 Snapshots of the rotating Gaussian pulse on a moving/deforming mesh with CFL =1 on a

grid with 32 x 32 elements using a cubic polynomial approximation
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Table 5 History of convergence for the rotating Gaussian pulse on a moving/deforming mesh with

CFL=1
Degree  Neens  llu —unlli2e) 16 =67l 20) 1162 — 0%y Nl —itnll 2
Error Order  Error Order  Error Order  Error Order

1 8 1.50e-2 - 1.26e-3 - 1.23e-3 - 1.3le-2 -
16 3.26e-3 22 348e-4 1.9 3.57e-4 1.8 2.93e-3 2.2
32 5.46e-4 26 8.30e-5 2.1 93le-5 1.9 447e4 2.7
64  9.78e-5 2.5 2.19¢e-5 1.9 2.60e-5 1.8 5.91e-5 29

2 8 1.6le-3 - 2.09e-4 - 222e4 - 1.22e-3 -
16 1.19e-4 38 293e-5 28 3.46e-5 2.7 6.19e-5 43
32 1.22e-5 33 4.78¢e-6 2.6 5.71e-6 2.6 225e-6 438
64 1486 3.0 7.30e-7 2.7 8.81le-7 2.7 7.61e-8 49

3 8 1494 - 29le-5 - 334e-5 - 8.67e-5 -
16  6.72¢-6 4.5 2.46e-6 3.6 2.82e-6 3.6 1.2le-6 6.2
32 394e-7 4.1 2.06e-7 3.6 2.35e-7 3.6 1.41e-8 6.4
64 2388 4.0 1.60e-8 3.7 1.81e-8 3.7 2.07e-10 6.0

Table 6 History of convergence for the rotating Gaussian pulse on a moving/deforming mesh with

CFL=10
Degree  Ncelis lluw — up, ||L2(S?) e — 9{1 ||L2(Q) 162 — 9; ”LZ(.Q) i —tnll2
Error Order  Error Order  Error Order  Error Order

1 8 444e2 - 2.76e-3 - 35le-3 - 4.04e-2 -
16 1.79e-2 1.3 1.25¢-3 1.1 1.56e-3 1.2 1.69e-2 1.3
32 48le-3 19 344e4 19 4844 1.7 457e-3 19
64 943e4 24 7.67e-5 2.2 1.05e4 2.2 8.64e4 24

2 8 2.0le-2 - 1.70e-3 - 1.90e-3 - 1.69e-2 -
16 3.44e-3 25 3.57e4 23 3.85e4 2.3 3.09e-3 2.5
32 2834 3.6 342e-5 34 4.46e-5 3.1 2.25¢4 3.8
64 237e-5 3.6 4.69e-6 2.9 6.03e-6 2.9 9.7le-6 4.5

3 8§ 7.64e-3 - 9.59¢e4 - 8.82e4 - 6.03e-3 -
16  5.08e4 39 7.67e-5 3.6 8.38e-5 34 4.13e-4 39
32 247e-5 44 5.49¢-6 3.8 6.87e-6 3.6 7.97e-6 5.7
64 1.64e-6 3.9 3.99e-7 3.8 5.40e-7 3.7 1.36e-7 5.9

For this test case, from Tables 5 and 6, we consider the effect of the CFL number
on the convergence orders. Even though the mesh is moving/deforming, the results
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are very good. Indeed, for CFL = 1 for degree p, we achieve for u, 61, 6, the order
of convergence p + 1 while u# seems to superconverge with order at least p + 2!
Moreover, for CFL = 10, we also find orders of convergence p + 1 for u, 61, 6. For
p =1, it seems that u only converges with order p + 1, but for p = 2, 3, we find
again that u superconvergence with an order of at least (p + 2)!

5 Conclusions

We have introduced and numerically tested the first space-time HDG method for
time-dependent advection—diffusion problems. We have showed that, when the sta-
bilization function is suitably defined, the method provides optimally convergent
approximations, even in the advection-dominated regime and with highly-deformed
and moving meshes. Moreover, the superconvergence of the local averages seems
to be, to the knowledge of the authors, a new phenomenon whose theoretical study
constitutes the subject of ongoing research.
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