
Chapter 18
On the Regularity Property of Semi-Markov
Processes with Borel State Spaces

Óscar Vega-Amaya

18.1 Introduction

A semi-Markov process (SMP) combines the probabilistic structure of a Markov
chain and a renewal process as follows: it makes transitions according to a Markov
chain, but the times spent between successive transitions are random variables
whose distribution functions depend on the “present” state of the system. Observe
that a continuous-time Markov chain is a SMP with exponentially distributed
transition times. Thus, it is raised the question of whether the SMP experiences
finite or infinitely many transitions in bounded time periods. If the former property
holds, the SMP is said to be regular (or nonexplosive), and irregular (or explosive)
otherwise.

A natural way to obtain the regularity property is to impose conditions that
guarantee that transitions do not take place too quickly, and the most popular
condition to do this is that used by Ross [7, Proposition 5.1, p. 88] and Çinlar
[2, Chap. 10, Proposition 3.19, p. 327]. Roughly speaking, this condition requires
the transition times to be greater than some γ > 0 with a probability of at least
ε > 0, independently of the present state of the system [see (18.6) below]. Under
this condition, both authors obtain the regularity of the SMP for the countable
state space case only, but using a key remark of Bhattacharya and Majumdar [1]
(see Remark 18.3.1, below), this result can also be proved for Borel spaces (see
Theorem 18.3.2). It is worth mentioning that Çinlar’s proof [2, Chap. 10, Proposition
3.19, p. 327] also extends directly to the general case of Borel spaces.

Moreover, for the countable state space case, Ross [7, Proposition 5.1, p. 88] and
Çinlar [2, Chap. 10, Corollary 3.17, p. 327] prove that the regularity property holds
whenever the “embedded” Markov chain reaches a recurrent state with probability
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one for every initial state. Thus, in particular, the regularity property holds if the
embedded Markov chain is recurrent. However, their proofs cannot be extended, or
at least not directly, to the case of Borel state space because they rely on the renewal
process formed by the successive times at which a recurrent state is visited, which
typically involves events of probability zero if the state space is uncountable. In fact,
to the best of our knowledge, there is no counterpart of these results for Borel spaces.

The aim of this note is to fill this gap by extending the latter results to SMP with
Borel state space. More precisely, imposing a fairly weak condition on the sojourn or
holding time distribution, we show that the regularity property holds under each one
of the following conditions: (a) the embedded Markov chain is Harris recurrent;
(b) the embedded Markov chain is recurrent and the “recurrent part” of the state
space is reached with probability one for each initial state; (c) the embedded Markov
chain has a unique invariant probability measure. Under the latter condition, the
regularity property is only ensured for almost all initial state with respect to the
invariant probability measure.

18.2 Preliminary Concepts

This section briefly introduces the SMPs. The readers are referred to Limnios and
Oprişan [5] for a rigorous and detailed description. Next, we have some notation
which is used through the note. Let (X,B) be a measurable space where X is a
Borel space and B is its Borel σ -algebra. We denote by R+ and N0 the sets of
nonnegative real numbers and nonnegative integers, respectively, while N stands
for the positive integers. Set Ω := (X×R+)

∞ and denote by F the corresponding
product σ -algebra.

Consider a fixed stochastic kernel Q(·, ·|·) on X×R+ given X. Then, for each
“initial” state x ∈ X, there exists a probability measure Px and a Markov chain
{(Xn,δn+1) : n ∈N0} defined on the canonical measurable space (Ω ,F ) such that

Px[X0 = x] = 1, (18.1)

Px[Xn+1 ∈ B,δn+1 ≤ t|Xn = y] = Q(B, [0, t]|y) (18.2)

for all B∈ B, t ∈R+,y ∈X.

The process {(Xn,δn+1) : n ∈ N0} is called Markov renewal process and usually
thought of as a model of a stochastic system evolving as follows: it is observed at
time t = 0 in some initial state X0 = x ∈X in which it remains up to a (nonnegative)
random time δ1. The distribution function of δ1 is given by

F(t|x) := Q(X, [0, t]|x) ∀t ∈ R+,x ∈ X,
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which is called the sojourn or holding time distribution in the state x. Thus, the mean
sojourn or holding time function is defined as

τ(x) :=
∫
R+

tF(dt|x)≥ 0, x ∈ X.

Next, at time δ1, the system jumps to a new state, say X1 = y ∈ X, according to the
probability measure

P(B|x) := Q(B,R+|x), B ∈ B,x ∈X.

Once the transition occurs, the system remains in the new state X1 = y up to a
(nonnegative) random time δ2, and so on.

The state of the systems is tracked in continuous time by the process

Zt := Xn if Tn ≤ t < Tn+1

where

Tn+1 := Tn + δn+1, n ∈ N0, and T0 := 0.

The continuous-time process {Zt : t ∈ R+} is called semi-Markov process (SMP)
with (semi-Markov) kernel Q(·, ·|·).

Note, by (18.2), that the process {Xn : x ∈N0} is a Markov chain on X with one-
step transition probability P(·|·). Thus, it is called the embedded Markov chain in
the SMP {Zt : t ∈R+}.

Now observe that the kernel Q(·, ·|·) can be “disintegrated” as

Q(B, [0, t]|x) =
∫

B
G(t|x,y)P(dy|x) ∀B ∈ B, t ∈ R+,x ∈ X,

where G(·|x,y) is a distribution function on R+ for all x,y ∈ X, while G(t|·, ·) is a
measurable function on X×X for each t ∈R+. Thus,

G(t|z,y) = Px[δ n+1 ≤ t|Xn = z,Xn+1 = y] ∀x,y,z ∈ X, t ∈ R+. (18.3)

Then, using the Markov property of the Markov renewal process and (18.3), it is
easy to prove that the random variables {δn : n ∈N} are (conditionally) independent
given the state process {Xn : n ∈N0} and also that

Px[δ 1 ≤ t1, . . . ,δn ≤ tn|X0,X1, . . . ,Xn] =
n

∏
k=1

G(tk|Xk−1,Xk). (18.4)
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18.3 The Regularity Property, Recurrence and Invariant
Measures

Let {(Xn,δn+1) : n∈N0} be a Markov renewal process with stochastic kernel Q(·, ·|·)
on X×R+ given X.

Definition 18.3.1. A state x ∈ X is said to be regular if

lim
n→∞

Tn = ∞ Px-a.s.

The SMP is said to be regular if every state x ∈ X is regular.

Define

Δ(x) :=
∫
R+

exp(−t)F(dt|x), x ∈ X.

and observe that 0 < Δ(·) ≤ 1. Also note that

Δ(x) = 1 ⇔ F(0|x) = 1 ⇔ τ(x) = 0. (18.5)

Clearly, to guarantee the regularity property holds, it is required to exclude this
degenerate case occurs for all or “almost all” states. The most popular way to do
this is by means of the following assumption: there exist positive constants γ and
ε < 1 such that

1−F(γ|x)> ε ∀x ∈ X. (18.6)

Ross [7, Proposition 5.1, p. 88] and Çinlar [2, Chap. 10, Proposition 3.19,
p. 327] prove that the SMP is regular assuming condition (18.6) holds. Here, for
the sake of completeness, we provide other proof based in the following remark due
to Bhattacharya and Majumdar [1].

Remark 18.3.1. It follows from the conditional independence of the random vari-
ables {δn : n ∈N} and (18.4) that

Ex[exp(−Tn+1)|X0,X1, · · · ,Xn] = Δ(X0) · · ·Δ(Xn) ∀n ∈ N0. (18.7)

Hence,
Tn → ∞ ⇔ [Δ(X0) · · ·Δ(Xn)]→ 0. (18.8)

This follows directly from (18.7) after noting that Zn := exp(−Tn) and Wn :=
Δ(X0) · · ·Δ(Xn),n ∈ N, are bounded and nonincreasing sequences.

Theorem 18.3.1. If condition (18.6) holds, then the SMP is regular.
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Proof of Theorem 18.3.1. This follows directly from (18.8) after noting that
condition (18.6) implies that

sup
x∈X

Δ(x)≤ (1− ε)+ ε exp(−γ)< 1.
�

The regularity can also be guaranteed asking condition (18.6) holds only for
states in a proper subset C ⊂ X provided it is accompanied by an appropriate
“recurrence” property [see Remark 18.3.6(b) below].

Next, we prove the regularity of the SMP holds under some “recurrence”
conditions which seems to be the weakest possible ones. To state these assumptions,
we need several concepts and results from Markov chain theory which are collected
from Hernández-Lerma and Lasserre[3] and Meyn and Tweedie [6].

A Markov chain {Yn : n ∈N0} with state space X is said to be irreducible if there
exists a nontrivial σ -finite measure ν(·) on (X,B) such that

T (x,B) := Ex

∞

∑
n=1

IB(Yn)> 0 ∀x ∈ X,

whenever ν(B) > 0, B ∈ B; in this case, ν(·) is called an irreducibility measure.
If the Markov chain {Yn : n∈N0} is irreducible, there exists a maximal irreducibility
measure ψ(·), which means that ψ(·) is an irreducibility measure and that any other
irreducibility measure ν(·) is absolutely continuous with respect to ψ(·). Moreover,
if ψ(B) = 0, then

ψ({y ∈ X : T (y,B)> 0}) = 0, (18.9)

which means that the set of initial states for which the Markov chain enters to a
ψ-null set is also a ψ-null set [6, Proposition 4.2.2, p. 88].

Let {Yn : n∈N0} be an irreducible Markov chain and ψ(·) a maximal irreducibil-
ity measure. The Markov chain {Yn : n ∈N0} is said to be recurrent if

Ex

∞

∑
n=0

IA(Yn) = ∞ ∀x ∈ X,A ∈ B+, (18.10)

where B+ := {B ∈ B : ψ(B) > 0}. Note that B+ is well defined because all
maximal irreducibility measures are equivalent. If instead of condition (18.10) we
have

∞

∑
n=0

IA(Yn) = ∞ Px-a.s. ∀x ∈ A,A ∈ B+,

then the Markov chain is said to be Harris recurrent. It is proved in Meyn and
Tweedie [6, Theorem 9.1.4, p. 204] that a Harris recurrent Markov chain satisfies
the (apparently) stronger condition

∞

∑
n=0

IA(Yn) = ∞ Px-a.s. ∀x ∈ X,A ∈ B+.
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We now come back to the discussion of the regularity property with the following
remark.

Remark 18.3.2. Suppose the embedded Markov chain {Xn : n ∈ N0} is irreducible.
If the SMP is regular, due to property (18.8), the Markov chain {Xn : n ∈ N0} visits
the set

L := {x ∈X : Δ(x) < 1}

infinitely often Px-a.s for every initial state x ∈ X. Moreover, the set L belongs to
B+; otherwise, by (18.9),

ψ(X) = ψ({y ∈ X : T (y,L) > 0}) = 0,

which obviously is a contradiction.

Remark 18.3.3. Suppose the embedded Markov chain {Xn : n ∈ N0} is irreducible.
Then, L ∈ B+ if and only if Bα := {x ∈ X : Δ(x) ≤ α} ∈ B+ for some α ∈ (0,1).
This claim follows noting that L=∪∞

n=1 Bn where Bn := {x ∈ X : Δ(x) ≤ αn} and
αn ↑ 1.

We now state the first result of this note.

Theorem 18.3.2. Suppose the embedded Markov chain is Harris recurrent. Then,
the SMP is regular if and only if L ∈ B+.

Proof of Theorem 18.3.2. Note that the “only if” part is proved in Remark 18.3.2.
To prove the other part, take Bα as in Remark 18.3.3 and for each n ∈N define

σ(1) := inf{k > 0 : Xk ∈ Bα}, σ(n+ 1) := inf{k > σ(n) : Xk ∈ Bα}

and

Sn :=
n

∑
k=1

IBα (Xk).

Now observe that

Δ(X0) · · ·Δ(Xn)≤ Δ(Xσ(1))Δ(Xσ(2)) · · ·Δ(Xσ(Sn))≤ αSn

on the set [Sn �= 0]. Thus, since the embedded Markov chain {Xn : n ∈ N0} is Harris
recurrent and ψ(Bα)> 0, Sn → ∞ Px-a.s. for all x ∈ X; hence,

Δ(X0) · · ·Δ(Xn)→ 0 Px-a.s. for all x ∈ X,

which, by (18.8), proves that the process is regular. �



18 On the Regularity Property of Semi-Markov Processes 307

The regularity property of the SMP can also be obtained assuming that the
embedded Markov chain {Xn : n ∈ N0} is recurrent. However, as in Ross [7,
Proposition 5.1, p. 88] and Çinlar [2, Chap. 10, Corollary 3.17, p. 327], we need
to assume additionally that the “recurrent part” of the state space is reached with
probability one for every initial state. To state this condition precisely, we require the
following important result (see, e.g., Hernández-Lerma and Lasserre [3, Proposition
4.2.12, p. 50] or Meyn and Tweedie [6, Theorem 9.0.1, p. 201]).

Remark 18.3.4. If the embedded Markov chain{Xn : n ∈ N0} is recurrent, then

X=H ∪N,

where the measurable set H is full and absorbing (i.e., ψ(N) = 0 and P(H|x) = 1
for all x ∈ H, respectively). Moreover, the Markov chain restricted to H is Harris
recurrent, that is,

∞

∑
n=0

IA(Xn) = ∞ Px-a.s. ∀x ∈ H,A ⊂ H,A ∈ B+.

Theorem 18.3.3. If the embedded Markov chain is recurrent, L ∈ B+ and

σ := inf{n ∈N0 : Xn ∈ H}< ∞ Px-a.s. ∀x ∈ X,

then the SMP is regular.

Proof of Theorem 18.3.3. The proof follows the same arguments given in the proof
of Theorem 18.3.2 but considering Bα := Bα ∩H instead of the set Bα . �

Note that Theorems 18.3.2 and 18.3.3 state that the regularity property holds for
all initial state x ∈ X under a recurrence condition independently of whether the
embedded Markov chain admits an invariant probability measure μ(·), that is, a
probability measure satisfying the condition

μ(B) =
∫
X

P(B|x)μ(dx) ∀B ∈ B.

Recurrence (and then Harris recurrence) may be dispensed if one supposes the
existence of a unique invariant probability measure with the cost that the regularity
property will be ensured only for almost all initial states (see Theorem 18.3.4
below). The proof uses a pathwise ergodic theorem which is borrowed from
Hernández-Lerma and Lasserre [3, Corollary 2.5.2]. To state this result, we need
the following notation: for a measurable function v(·) and measure λ (·) on (X,B),
let

λ (v) :=
∫
X

v(y)λ (dy),
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whenever the integral is well defined. Moreover, denote by L1(λ ) the class of
measurable functions v(·) on X such that λ (|v|)< ∞.

Remark 18.3.5. (a) Suppose that {Xn : n ∈ N0} has a unique invariant probability
measure μ(·). Then, for each function v ∈ L1(μ), there exists a set Bv ∈B, with
μ(Bv) = 1, such that

1
n

n−1

∑
k=0

v(Xn)→ μ(v) Px-a.s. ∀x ∈ Bv. (18.11)

(b) If in addition the Markov chain is Harris recurrent, then (18.11) holds for all
x ∈ X (see Hernández-Lerma and Lasserre [3, Theorem 4.2.13, p.51]).

Theorem 18.3.4. Suppose the following conditions hold: (a) the embedded Markov
chain has a unique invariant probability measure μ(·); (b) μ(Δ) =

∫
X

Δ(x)μ(dx)
< 1. Then, the SMP is regular for μ-almost all x ∈ X. If in addition the embedded
Markov chain is Harris recurrent, then the regularity property holds for all x ∈ X.

Proof of Theorem 18.3.4. Observe that

[Δ(X0) · · ·Δ(Xn)]
1/(n+1) ≤ 1

n+ 1

n

∑
k=0

Δ(Xk) ∀n ∈ N0.

Thus, by condition (a) and Remark 18.3.5(a), there exists a set BΔ ∈ B such that

1
n+ 1

n

∑
k=0

Δ(Xk)→ μ(Δ)< 1 Px-a.s. ∀x ∈ BΔ ,

with μ(BΔ ) = 1. Therefore,

Δ(X0) · · ·Δ(Xn)→ 0 Px-a.s. for μ-almost all x ∈ X.

The second statement of the theorem follows from Theorem 18.3.2 because the
property μ(Δ)< 1 implies that L ∈ B+. �

Remark 18.3.6. (a) Let μ be a probability measure on (X,B). Observe that (18.5)
implies that {x ∈ X : τ(x)> 0}= {x ∈ X : Δ(x)< 1}. Then

μ(τ)> 0 ⇔ μ(Δ)< 1.

Thus, the conclusions in Theorem 18.3.4 remain valid if condition (b) is
replaced by the condition μ(τ)> 0.

(b) Schäl [8] and Jaśkiewicz [4] considered the following weakened version of
condition (18.6): there exist positive constants γ, ε < 1, and a subset C ∈ B
such that

1−F(γ|x)> ε ∀x ∈C.
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This condition by itself does not imply the regularity of the SMP (see the
example in Ross [7, p. 87]); however, it does provided that C ∈ B+, and a
suitable recurrence condition holds, e.g., the embedded Markov chain is Harris
recurrent. To see this is true, note that

sup
x∈C

Δ(x)≤ (1− ε)+ ε exp(−γ)< 1,

which implies that L = {x∈X : Δ(x)< 1} ∈B+. Hence, from Theorem 18.3.2,
the SMP is regular.
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