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Preface

This book deals with numerical methods for control and optimal control prob-
lems for nonlinear continuous-time stochastic systems with delays. It is an
extension to the model with delays of the Markov chain approximation meth-
ods of [58]. For the nondelay problem, these methods are a widely used and
powerful class of numerical approximations of optimal costs or other func-
tionals of controlled or uncontrolled stochastic processes in continuous time
and have significant applications to deterministic problems. A comprehensive
development is in [58].!

There are numerous sources of delays in the modeling of realistic physical
and biological systems. Many examples arise in communications and queueing,
due to the finite speed of signal transmission, the nonnegligible time required
to traverse long communications distances, or the time required to go through
a queue [90]. Other examples arise because of mechanical transportation delays
as, for example in hydraulic control systems, delays due to noninstantaneous
human responses or chemical reactions, or delays due to visco-elastic effects in
materials. The books [44, 45] contains many concrete examples in mechanics,
physics and control, as well as in biology and medecine. These examples are
for the most part uncontrolled and deterministic. But many of them would
be more realistic if noise were added. Many examples, together with a great
deal of information on deterministic delay systems are in [77]. The excellent
reference [46] contains a thorough development of the problems of optimal
control of deterministic and stochastic delay systems up to its original date
of publication (1992), with many examples from biology, mechanics, and else-
where, as well as a discussion of approximation in policy space algorithms for
approximating the optimal cost and control. Other examples can be found
in [17, 39, 68, 77, 78]. Examples arise in biological systems due to the time

! This book is concerned with optimization and control problems, and with the
computation of the expected values of system functionals of interest. Methods for
the pathwise numerical solution of the delay equation itself for deterministic and
stochastic models are discussed in [2, 6, 32, 47, 48, 69, 81].
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delay in the body’s adaptive loops, the finite speed of blood flow, or the time
required for enzyme or other chemical reactions to occur (see, e.g., [4, Chapter
2]). Models of ecological interactions have been a main source of dynamical
models with delays, and applications to financial mathematics are beginning
to appear [11]. Very little information is available concerning solutions when
the models are nonlinear and stochastic, and numerical methods should be a
main source of such information. The reference [75] is concerned with discrete-
time approximations to determinstic control problems governed by differential
inclusions.

There is a huge literature on control problems for delay systems for the
linear model (deterministic or stochastic) with a quadratic cost criterion, and
many good computational methods have been developed. Some of the ap-
proximations have been done in the spectral domain, based on finite-order
rational approximations to the transfer function of the system. Others work
with the state-space formulation, where the key issue is the finite-dimensional
approximation of the Ricatti equation, which is often done via an approxima-
tion to the semigroup of the system. A selection of the available results can
be found in [3, 15, 22, 26, 28, 35, 36, 37, 38, 40, 63, 66, 72, 95] and in their
references. Although these techniques and algorithms have been very useful
for the linear problem, it is not clear (as for the problem without delays),
how to adapt them to the nonlinear models that are of concern to us. For
this reason, we confine attention to analogs of the approaches that have been
found to be very useful for the general no-delay problem, namely the Markov
chain approximation method.

The models of the systems of concern in the book are diffusion and reflected
diffusion processes, and the results can be extended to cover jump-diffusions.
The control might be “ordinary” in the sense that it is a bounded measurable
function, or it might be impulsive, or what is known as a “singular” control.
All of the usual cost functionals are covered; the discounted cost, stopping on
reaching a boundary, optimal stopping, ergodic, etc. Any or all of the path,
control, boundary reflection process, or driving Wiener process, might appear
in delayed from. Examples where the boundary reflection process might be
delayed occur in communications/queueing models, where there is a commu-
nications delay. (See Section 1.2 for an example.) If a buffer overflows (corre-
sponding to a lost packet), a signal is sent to the source, which receives it after
a delay, and then adjusts its rate of transmission accordingly. The buffer over-
flow is a component of the boundary reflection process. Models with delays of
such boundary reflection terms have not been treated previously.

For the nondelay problem, the approach of the Markov chain approxi-
mation method starts by approximating the original controlled process by a
controlled Markov chain on a finite state space. The approximation parameter
is denoted by h and it might be vector-valued. The original cost functional
is also approximated so that it is suitable for the chain. The approximating
chain must satisfy a simple condition called “local consistency.” This is quite
unrestrictive and means simply that from a local point of view and for small
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h, the conditional mean and covariance of the changes in state of the chain
are proportional to the local mean drift and covariance of the original process,
modulo small errors. Many straightforward ways of getting the approximating
chains are discussed in [58], where it is seen that the approach is very flexible.
The approximation yields a control problem that is close to the original, which
gives the method intuitive content that can be exploited for the construction
of effective algorithms. After getting the approximating chain, one solves the
Bellman equation for the optimal cost (or simply the equation for the value
function of interest if there is no control), and proves that the solution con-
verges to the desired optimal cost or value function as h goes to zero. One
tries to choose the approximation so that the associated control or optimal
control problem can be solved with a reasonable amount of computation and
that the approximation errors are acceptable.

The proofs of convergence of the Markov chain approximation method as
h — 0 are purely probabilistic. We always work with the processes. No tools
from PDE theory or classical numerical analysis are used. The idea behind the
proof can be described as follows. For the optimal control problem, starting
with the approximating chain with its optimal control, one gets a suitable
continuous-time interpolation, and shows that in the sense of weak or dis-
tributional convergence, there is a convergent subsequence whose limit is an
optimally controlled process of the original diffusion type, and with the origi-
nal cost function and boundary data. The mathematical basis is the theory of
weak convergence of probability measures, and this powerful theory provides
a unifying approach for all of the problems of interest. The development in
this book depends heavily on the results and methods in [58]. We try to be
as self-contained as possible, and do review all of the essential ideas, but it
would be beneficial to be familiar with the basic ideas in that source before
reading this book.

The probabilistic nature of the methods of process approximation and of
the mathematical proofs of convergence allows us to use our physical intuition
concerning the original problem in all phases of the development. This gives
us great flexibility in the details of the approximation and in the construction
of algorithms. These advantages will carry over to the problem with delays.
In fact, the probabilistic approach to the approximation and convergence is
particularly important when there are delays, since virtually nothing is known
about the analytical properties of the associated (infinite-dimensional) Bell-
man equations for nonlinear problems.

When doing numerical work on general nonlinear systems, it is most con-
venient if the system is bounded. Many types of systems are a priori bounded,
owing to the physical constraints on the state variables. For example, systems
arising in communications or in approximations to queueing models might
be bounded due to the boundedness of the buffers and the possible rates of
transmission. Other systems are intrinsically bounded due to saturation ef-
fects. Models of many communications and queueing systems involve bound-
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aries on the state space that are reflecting, where the reflection directions are
determined by the internal routing of the data in the system [56].

There are two standard ways of bounding a state space if it is not already
bounded due to the physical constraints imposed on the model. One might
stop the process, with an associated stopping cost, if it attempts to leave a
prespecified region. Or one might confine it to a given region via a reflect-
ing boundary (the latter method is common in ergodic cost problems). Both
approaches are dealt with. If the boundary is added for numerical purposes,
then one might have to experiment with it to assure that it is large enough so
that it does not materially affect the quantities of main interest. For simplic-
ity, we confine attention to the diffusion model, with the noise variance not
being controlled. The methods can be extended to cover jump diffusions and
controlled variance and jumps; One adapts the methods that are used in [58]
for such problems analogously to the way that the methods for the covered
problems are adapted.

For models without delays, the system state takes values in a subset of
some finite-dimensional Euclidean space, and the control is a functional of the
current state. For models with delays, the state space must take the path of
the delayed quantities (over the delay intervals) into account, and this makes
the problem infinite-dimensional. So a major issue in adapting the Markov
chain approximation method to models with delays concerns suitable “finite”
approximations to the “memory segments” so that a reasonable numerical
method can be devised, and much attention is given to this problem.

The methods of approximation that are developed are natural and seem
to be quite promising. They deal with issues of approximation that are fun-
damental. However to date there has been little numerical experience, and
considerable further work is required. Yet, judging from the experience with
no-delay problems, the methods that are developed are very likely to be the
foundation of useful algorithms. There are many additional difficulties to be
overcome before effective numerical methods for nonlinear stochastic delay
equations become a reality. One is rarely interested in an optimal control.
Since the model of interest is often not known precisely, or the implementation
of an optimal control might be difficult, what is desired is an understanding of
the structure of the control, and how it can be approximated. For the no-delay
case in low dimensions this is facilitated by being able to visualize the control
via graphical methods. This would be a considerable challenge when there are
delays.

Numerical optimization methods are often used as a means of exploring
the possible tradeoffs among competing criteria. One solves the optimization
problem repeatedly, varying the weights of the various components of interest,
to see how a decrease in the value of one component affects the values of the
other components, under conditions of optimality, as in [59]. Such information
can be invaluable to the system designer, even if optimality is not sought for
its own sake.

Next the contents of the various chapters of the book will be described.
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Outline of the book. Suppose that the effect of the control action is delayed
by an amount 6. This can cause serious instabilities. To effectively control
in such a case, in determining the current control action one must take into
account the control actions that were made in the recent past but whose effects
have not yet been seen by the controller, those up to § units of time back from
the present time. Chapter 1 contains some simple examples that dramatically
illustrate this point. It also describes the class of examples for which there
is a state transformation that reduces the problem to one in finitely many
dimensions. The narrowness of this class makes numerical methods all the
more important.

Chapter 2 is a summary of the main results that will be needed from the
theory of weak convergence of a sequence of random processes, and of the so-
called martingale problem for characterizing the limit of a weakly convergent
sequence. The theory of weak convergence is an extension to a sequence of
random processes of the theory of convergence in probability of a sequence
of random variables, and is a fundamental tool for approximation and limit
theorems. The primary processes of concern in the proofs of convergence are
continuous-time interpolations of the approximating chains, and we will need
to show that they have limits that are (in fact, optimal) controlled diffusions.
Weak convergence theory, together with the methods of the so-called martin-
gale problem for characterizing the limit procesess as the the desired diffu-
sions, provides the essential tools. With their use, the proofs of convergence
are purely probabilistic. For the no-delay case this probabilistic approach to
the proofs of convergence of numerical algorithms is the most powerful and
flexible. For the delay case, there does not seem to be any alternative since,
as noted above, the Bellman equation is infinite-dimensional and virtually
nothing is known about it.

Chapter 3 describes the controlled dynamical system models that will be
of main interest. The subject of delay equations is vast, whether determin-
istic, stochastic, or controlled or not; for example, see [27, 39, 44, 45, 51,
57, 68, 73, 74, 77, 78]. The behavior can be quire bizarre, as seen in the ex-
amples in [6, 74]. The numerical approximations that are of interest require
that the path take values in some compact subset G of a Euclidean space,
and this motivates the models. The process can be either stopped on first (if
ever) reaching the boundary of G, or else be prevented from leaving G by a
boundary reflection process, both being standard models in applications. The
stochastic differential equations with path and control delays are reviewed
for the cases where the process is either reflected from a boundary or not.
Relaxed controls, which are very helpful when dealing with approximation
and convergence in control problems, and the Girsanov transformation, an
approach to constructing control systems from uncontrolled systems, are dis-
cussed. The Girsanov transformation method will be crucial in dealing with
the ergodic cost problem in Chapter 5. When the control and possibly the re-
flection process and/or the driving Wiener process appear in a delayed form,
the most direct approaches to the numerical approximation could require an
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impossibly large memory. One promising way of alleviating this is discussed in
Chapter 9 and a dynamical model that is particularly useful for that approach
is introduced in Chapter 3.

The existence of an optimal control is also shown. The proof of this fact is
important because it is a template for the proofs of convergence of the system
and numerical approximations in subsequent chapters. Proofs of the existence
of solutions to uncontrolled stochastic delay equations of the diffusion type
(without reflecting boundaries) and some of their properties can be found in
[39, 68, 73, 74]. For the singular control problem, the definition of the model
and the existence of an optimal control are dealt with via a very useful “time
transformation” method, which is necessary owing to the possibly wild nature
of the associated paths and controls.

Numerical methods involve working with approximations of the original
problem whether there are delays or not. The design and success of a numer-
ical approximation is dependent upon the sensitivity of the original model to
perturbations in its structure since the numerical algorithm itself is an ap-
proximation to the original model. This issue of sensitivity is a particularly
acute problem when there are delays owing to the great sensitivity of many
such models to parameter variations. See, for example the examples in [74].
One must always be aware of this issue of sensitivity in constructing a nu-
merical approximation. Nevertheless it is important to simplify the original
dynamical model as much as possible without sacrificing the essential aspects
of the results. Fortunately, for many problems of interest, approximations that
are useful for numerical purposes can be obtained.

The key difference between the problem with and without delays is that
the state space for the problem with delays involves the “memory segments”
of the components whose delayed values appear in the dynamics. The first
step in the construction of a numerical approximation involves approximat-
ing the original dynamical system. In our case, this entails approximating the
delays and dynamics so that the resulting model is simpler, and ultimately
finite-dimensional. Chapter 4 is is devoted to a set of model simplifications
that have considerable promise when the path or path and/or control are de-
layed. A variety of approximations are presented, eventually leading to finite-
dimensional forms that will be used as the basis of numerical algorithms in
Chapters 7-9. To help validate the approximations, simulations that compare
the paths of the original and approximated system are presented, and it is
seen that the approximations can be quite good.

Delay equations might have rapidly time-varying terms, even rapidly vary-
ing delays. This complicates the numerical problem. But, under suitable con-
ditions, there are limit and approximation theorems that allow us to replace
the system by a simpler “averaged” one and some such results are presented
at the end of Chapter 4.

Chapter 5 is concerned with the average cost per unit time (ergodic cost)
problem for nondegenerate reflected diffusion models, where only the path is
delayed. The aim is to prepare ourselves for the needs of the numerical algo-
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rithms for this case. Hence the issues of model complexity and simplification
that were of concern in Chapter 4 are also of concern here. There are only a
few results on the ergodic theory for general delay equations. Some, dealing
with the problems of existence and convergence of the distributions to invari-
ant measures are [12, 18, 83, 86]. Since they are not quite adequate for the
needs of the numerical and approximation problems for the systems of inter-
est, the necessary results are developed, using methods based on the Girsanov
transformation and the Doeblin condition, and to the extent possible follow-
ing the procedures laid out in [56, Chapter 4]. Of particular interest is the
demonstration that the various model approximations developed in Chapter
4 can also be used for the ergodic cost problem.

The Markov chain approximation method for the model with no delays is
outlined in Chapter 6. We review of the key parts of [58] that will be needed in
the sequel. All of the usual process models and cost functions can be handled.
For efficiency, the development and analysis of the numerical algorithms in
the following chapters is organized to take advantage of the results in [58],
wherever possible, and it would be helpful if the reader has some familiar-
ity with that reference. The notation will be slightly different from that in
the references [31, 50, 58], since we wish to adapt or simplify it for the par-
ticular purposes of this book. The basic and unrestrictive local consistency
condition, methods of approximation, continuous time interpolations, and the
discounted, singular, impulsive control, and ergodic cost function are cov-
ered. The numerical algorithms are based on the finite-state Markov chain
approximation. But the convergence proofs are based on continuous-time in-
terpolations of the approximating chains. These interpolations are used for
the convergence proofs only and not for the numerical algorithms.

Owing to the local consistency condition, the dynamical system that is
represented by a continuous-time interpolation of the chain “resembles” the
original controlled diffusion process. Thus we would expect that the optimal
cost or the values of the functionals of interest would be close to those for
the diffusion. This is quantified by the convergence theorems. There are two
(asymptotically equivalent) methods of getting the approximating chains that
are of interest, called the “explicit” and “implicit” methods. They differ in
the way that the time variable is treated, and each can be obtained from the
other. The first method was the basic approach for the nondelay problem. The
second method will play a useful role in reducing the memory requirements
when there are delays.

The adaptation of the methods of the Markov chain approximation method
to the models with delays begins in Chapter 7 and is continued in Chapter 8.
It is shown in Chapter 7 that any method of constructing the approximating
chain for the no-delay problem can be readily adapted to the delay problem,
with the transition probabilities taking the delays into account. The only
change in the local consistency condition is the use of the “memory segment”
arguments in the drift and diffusion functions.
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The algorithms in Chapters 7-9 are well motivated and seem to be quite
reasonable. But since the subject is in its infancy, what is presented should
be taken as a first step, and will hopefully motivate further work. When
constructing a numerical approximation algorithm, there are two main issues
that must be kept in mind. The algorithm must be numerically feasible and
it must be such that there is a proof of convergence as the approximating
parameter goes to zero. These issues inform the structure of the development.

We start the development in Chapter 7 by working with numerical ap-
proximations to the original model. Then we turn our attention to the various
approximations to the original model that were developed in Chapter 4, with
an eye to the feasibility of their numerical approximations, taking the two
main issues cited above into consideration. It will be seen that variations of
the implicit approximation method of Chapter 6 can be advantageous in deal-
ing with the memory problem. The continuous-time interpolations that are
used for the convergence proofs are somewhat more complicated that those
for the no-delay case, owing to the need to represent the “memory segment”
argument in a way that is convenient for use in the proofs of convergence.

The development is continued in Chapter 8, where classes of numerical
approximations that we call the periodic and periodic-Erlang are given. The
chapter also contains the proofs of convergence for the algorithms in both
chapters. Where possible, the proofs follow the general lines that were used
for the no-delay case in [58]. As noted above, one interpolates the chain to a
continuous-time process in a suitable manner, shows that the Bellman equa-
tion for the interpolation is the same as for the chain, and then that the
interpolated processes converge to an optimal diffusion as the approximating
parameter goes to zero.

The methods of Chapters 7 and 8 are promising if only the path is delayed
or if the control is delayed but the control-value space has only a few points.
The memory requirements can become onerous if the reflection process and/or
the Wiener process also appear in delayed form, or if the control-value space
has more than a few points. Chapter 9 takes an alternative approach that
reduces the memory requirements for general nonlinear stochastic problems
where the control and reflection terms, as well as the path variables, are de-
layed. The approach was suggested by the work in [94] for linear deterministic
system with a quadratic cost function. Effectively, the delay equation is re-
placed by a type of stochastic wave equation with no delays, and its numerical
solution yields the optimal costs and controls for the original model. The rep-
resentation is equivalent to the original problem in that any solution to one
yields a solution to the other. The details of the appropriate Markov chain
approximation are given and the convergence theorem is proved. Theoreti-
cally, with the use of appropriate numerical approximations, the dimension of
the required memory vector is much reduced, although there is little practical
numerical experience as yet.

Because of the large sizes of the state spaces that arise in the numerical
approximations, it would seem that the topic is well suited for one of the
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various approaches that are known as approximate dynamic programming,
or even linear programming with suitably sampled constraints. See., e.g., the
references in [30, 87, 82]. The success of such approaches usually depends on
detailed insight into the “physics” of the problem, so that the approximation
can be tailored apprpriately. At this time, it is not at all clear how to use
such approaches for our problem, but one must always seek approaches that
simplify the problem while yielding meaningful results.

Numbering and cross referencing. Cross reference numbering within a
chapter does not include the chapter number. For example, within Chapter 5,
Equation 4 of Section 3 of Chapter 5 is called Equation (3.4), and Subsection
6 of Section 3 of Chapter 5 is called Subsection 3.6, with the analogous usage
for Theorem, Figure, and Assumption. Cross references between chapters do
include the chapter number. For example, in Chapter 5, a reference to Equa-
tion 4 of Section 3 of Chapter 2 is called Equation (2.3.4), and Subsection 6
of Section 3 of Chapter 2 is called Subsection 2.3.6, with the analogous usage
for Theorem, Figure, and Assumption.

A glossary of the more frequently used symbols appears at the end of the
book.

The author gratefully acknowledges the long-term support of the Army
Research Office and the National Science Foundation on numerical methods
in stochastic control.

Providence, Rhode Island, USA Harold J. Kushner
February 2008
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Examples and Introduction

1.0 Outline of the Chapter

Consider a system where the effects of the control are delayed. Letting the
control depend only on the current state of the system will lead to oscillations
in the path, and possible instability, unless the delay is small. The cause
is often overcontrol, due to the fact that the current choice for the control
ignores control actions that have been made, but whose effects have not yet
been seen due to the delay. The purpose of this chapter is simply to illustrate
the improvement in behavior that can be achieved when the current control
properly takes past control actions into account. The examples are simple and
there is no concern for optimality in any sense, but they illustrate the point.
The issue of finite-dimensional representations of a dynamical system with
delays is intriguing. This is possible under certain conditions and is discussed
briefly. The conditions are narrow, but the results are interesting since they do
cover some applications of interest and can provide benchmarks to evaluate
numerical methods.

1.1 An Introductory Example: Controlling the
Temperature of a Fluid Flow

This example is intended to be illustrative of the importance of a control that
depends on the past. It is a classical and perhaps the most familiar example
of the effects of delay. One wishes to keep the temperature x(t) of water at
the end of a pipe at a desired value T'. At the source, there are tanks of cool
and hot water, and valves that connect these to the pipe. The control at time
t is a signal u(t) sent from the measurement point at the end of the pipe
to the valve controllers. The signal is received instantaneously at the valves,
which act instantaneously, but it takes a time @ for any correction to be seen
at the measurement point. A positive value of the control signal increases the

H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 1
doi: 10.1007/978-0-8176-4 621-9 1,
© Birkhduser Boston, a part of Springer Science + Business Media, LLC 2008
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fraction of the flow that is hot water, and a negative value the fraction that
is cool water. The system dynamics are da(t) = u(t — 0)dt + odw(t), where
w(+) is a Wiener process that serves as a disturbance in the system that might
be due to turbulence in the pipe or to uneven cooling. Let us start with a
noiseless model. Then the mixed flow moves through the pipe as a wave with
a sharp wavefront.

A naive or inexperienced controller simply measures the discrepancy
T — z(t) between the desired and the measured temperatures and sends the
corresponding signal u(t) = co[T' — z(t)], co > 0. The familiar result is an os-
cillation in the measured temperature. This is illustrated in Figure 1.1, where
0 = 10,co = .15, = 5, and x(0) = 15. Both the measured temperature and
the control are plotted. The behavior is typical, unless the delays are short.
The oscillations will decrease as the gain ¢y decreases. For ¢y = .05 there will
be minimal oscillation but the desired level 5 is not well-approximated until
approximately time 80.

The oscillations occur because at each time the control signal simply de-
pends on the current error. It does not account for the fact that other control
signals that depended on the measured error were recently sent and whose
effects have not yet been seen. So we have overcontroled. This is the key is-
sue that distinguishes the problem with delays from that without delays. By
making the gain smaller, the effect of ignoring the past is decreased since the
rate of change of the temperature is smaller.

Temperature and control

] 50 100 150 200 250 300
Time

Figure 1.1. Deterministic model. Control not delay-dependent.

If the wave front was not sharp7 but was approximatable by a wedge, then
a possible model is dz(t) = dtf z(t +0))dp.(0) + odw(t), where p.(-) is
a measure whose effect is to spread out the wave front.

A more experienced controller would account for his past actions in choos-
ing the current value of the control. This is done in the case plotted in Fig-
ure 1.2, where u(t) has the form u(t) = 1 (T — z(t) — S(t)),c1 = .15, and



1.1 A Fluid Flow Example 3

S(t) = f;é u(s)ds. There was no attempt to optimize the control. The aim
is simply to illustrate the advantage of accounting for recent control actions.
See [92] where a similar control is used.

12

Temperature and control

oF V
] 50 100 150 200 250 300
Time

Figure 1.2. Deterministic model. Control delay-dependent.

The comparisons between the effects of a naive control and one that takes
the past into account are even more dramatic when the control is required to
be bang-bang, taking values @ or —u for some u > 0. Figure 1.3 is the case
of Figure 1.1, but with u(t) = cosign(T" — x(¢)),co = .15. As ¢¢ decreases,
the amplitude of the oscillations decreases, but never goes to zero, and it
takes it takes increasingly longer for the path to settle down to its asymptotic
oscillatory form. Compare this to the situation in Figure 1.4, which is the case
of Figure 1.2, with control u(t) = ¢ sign(T — z(t) — S(t)),c1 = .15.

12

Temperature and control

-2

] 50 100 150 200 250 300
Time

Figure 1.3. Deterministic model. Bang-bang control. Control not
delay-dependent.
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In the figure, the control is rapidly oscillating between the two allowed
values £.15. The convergence is faster as the gain increases.

12

Temperature and control

2 L L L L L
0 50 100 150 200 250 300

Time

Figure 1.4. Deterministic model. Bang-bang control. Control
delay-dependent.

The past-dependent control is also better at tracking time-varying temper-
ature goals. The behavior with added noise follows a similar (perhaps even a
worse) comparison. Let o = .4. Figure 1.5 uses the control of Figure 1.1. The
oscillations increase as time increases. Figure 1.6 uses the control of Figure
1.2. The behavior is that of a well-controlled system subject to uncontrollable
noise. The driving noise processes in Figures 1.5 and 1.6 are the same.

20

15

Temperature and control

5k

] 50 100 150 200 250 300
Time

Figure 1.5. o = .4. Control not delay-dependent.
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Temperature and control

] 50 100 150 200 250 300
Time

Figure 1.6. 0 = .4. Control delay-dependent.

1.2 An Example from Internet Regulation

Due to the finite speed of electromagnetic signaling, delays are a common
part of many telecommunications systems and can have significant effects on
performance. One important example is the AIMD (additive increase multi-
plicative decrease) model that arises in (FTP) congestion control of internet
traffic over long distances. The reference [1] studied the heavy traffic asymp-
totics [56] of many AIMD connections sharing a common router in the pres-
ence of other traffic, called "mice.” These mice are in the system for a short
time and are uncontrolled. The system was scaled by speed (bandwidth) and
average number of sources, both proportional to a parameter n. With appro-
priate scalings of the packet rate and buffer size, an approximating controlled
delayed-diffusion model was derived. The randomness due to the mice and/or
number of connections appears in the limit. As often with heavy traffic mod-
els, the limit contains the main structural and parametric dependencies and
is much simpler than the original system.

To improve the performance, another control, to be called the preemptive
control is used. This control selects packets at random to be “marked” as
they enter the buffer. The chance of being selected depends on the buffer
state and/or source (input) rate, and is a control function to be chosen.!

! Early marking or discarding has become very popular since it was deployed in the
RED (Random Early Detection) buffer management scheme [25]. It was designed
to counter the synchronization in the source rate adjustments that can occur
when there are many sources that send data to a common router buffer, and the
buffer overflows. Then, after a communications delay, many of the sources would
reduce their rates more or less simultaneously. Then, again after a delay, when
it appears that the packets are getting through, they would increase their rates,
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The selection probability will increase when the system nears a dangerous
operating point, whose value would depend on the system delays. The selected
packets are not dropped, as they would be if they were due to buffer overflows.
But a signal is sent to the source indicating the marking, and the source
responds by reducing its rate. Thus the effect on the source rate is similar
to that of lost packets. This control, which anticipates the possibility of lost
packets due to buffer overflows in the near future, can reduce the average
queueing delay and rate of overflow considerably. Numerical data support
this assertion. In a sense, the use of the preemptive control creates “false”
rejections, which are spread out, thereby helping to reduce the oscillations
that are caused by bursts of lost packets.
A simple form of the final model in [1] is

dp(t) = cdt — vy [ﬁd(](t —0) + ryu(t — B)dt], (2.1)

2(t) — 2(0) = /O Ip(s) = b ds + own(t) + L(t) = U().  (22)

Here w,,(+) is a standard Wiener process and ow,,(+) represents the noise due
to the presence of the mice. The variable p(-) represents the centered and
scaled rate at which controlled packets are put into the system, z(-) repre-
sents the scaled content of a buffer, and 6 is the round trip transportation
delay. The nondecreasing process U(-) represents the scaled buffer overflow
and can increase only when the buffer is full. The nondecreasing process L(+)
can increase only when the buffer is empty and assures that it does not be-
come negative. The b, ¢, 0, Kk, k1,01, v9, and a,, are constants. The variables
are measured at the buffer, and the control is determined there. The overflow
and selections by the preemptive control are signaled to the source, which
receives the information after a delay and adjusts its rate accordingly. The
effect of a control signal sent from the buffer reaches the buffer after a delay
of 6. Note the delayed reflection term U(t — ). Such delayed reflection terms
are common occurrences in models of communications systems, but have not
previously been treated in the literature on delay systems.

A revised model, a tentative control and simulations. Since the model
is a heavy traffic limit, the variables are centered and scaled, so p can be either
positive or negative. Nevertheless the form (2.1) and (2.2) makes sense even
for a non-heavy-traffic model, where p is constrained to be nonnegative. As
long as the queue is not empty, the processor is working full time and the total
system throughput is as high as possible. Then the main issues are average
queueing delay, losses due to buffer overflow, and the mean source rate.
Consider the following modification of (2.1):

all acting at more or less the same time. This results in high oscillation and poor
overall utilization.
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dp(t) = cdt —vop(t)dU (t — 0) — u(t — O)dt +dL,(t), p(t) >0,  (2.3)

where the term p(t)dU (t — 6) represents the (delayed) multiplicative decrease
due to buffer overflow. The nondecreasing reflection term L,(t) can increase
only when p(t) = 0 and serves to keep the source rate from going negative.
These variables would normally be scaled. With no preemptive control, the
system will overflow, and the source rate will be regulated only by the effects
of the delayed loss term p(t)dU(t — 0). For the model (2.2) and (2.3), let
c=1b=1,0 =1,0%2=1,v9 = 1, and let the scaled buffer size be B = 7.
Figure 2.1 is a typical plot of the queue size and source rate when there is
no preemptive control, with the queue being represented by the upper curve.
The driving noise processes for all cases for this example are the same. The
comparisons are similar with other choices of the noise processes.

m
patl’

Queue size and rate

0 10 20 30 40 50 60 70 80 90 100
Time

Figure 2.1. o = 1. Uncontrolled AIMD model.

The queue is never empty, so the processor output rate cannot be im-
proved. The average queue length is 6.0, the average source rate is 1.9, and
the average buffer overflow loss per unit time is 0.867, which is exceedingly
high, especially considering that the overflow packets need to be retransmit-
ted. By increasing the penalty parameter vy, the queue overflow behavior can
be improved, but the general behavior is similar. Reducing the value of the
continuous rate increase parameter ¢ helps. Figure 2.2 illustrates the case of
Figure 2.1, with ¢ reduced to 0.1. The average queue length is 3.48, the aver-
age source rate is 1.12, and the average overflow per unit time is .17, which is
still large.
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Queue size and rate

] 10 20 30 40 50 60 70 80 90 100
Time

Figure 2.2. ¢ = 1. Uncontrolled AIMD model. Smaller rate of increase

The figure illustrates a familiar behavior. While the average source rate p
is smaller than for the case of Figure 2.1, the queue is rarely empty and so the
processor is working essentially full time, and less (although still too much)
of the uncontrolled traffic is lost.

Controls. Let the (nonnegative) control be bounded above by @. Suppose that
the cost function is either discounted or ergodic, with cost rates that are linear
in the overflow and queue size, and with no penalty on the preemptive control.
When there is no delay, the optimal controls are of the “bang-bang” type. They
would take the maximum value when some function of the rate and buffer
occupancy is above a threshold value, and be zero otherwise. Computations
show that this function can be well approximated by an affine function,? and
the cost does not change much when the region in which the control is active is
approximated by a rectangle. When there are delays the control would still be
“bang-bang,” but the form of the functions that determine the active region
(in the infinite-dimensional) state space is not known. Part of the object of the
book is to develop feasible ways of getting information about its structure.
In this example, our only concern is to demonstrate the value of including
information on past control actions in the computation of the present control
value, analogously to what was done in the first example.

With a dynamic programming formulation, the control at time ¢ would
depend on the full system state, which is the pair (z(t), p(t)), and the control
memory segment {u(t + 6), —0 < 6 < 0}. Since, without the constraints that
are handled by the reflection terms, the system is linear, and the buffer over-
flow should be small with any reasonable control, one could follow a common
current procedure by dropping the bound on the control and the upper and
lower bounds on the queue, use a quadratic cost function, and approximate

2 See the figure in [1].
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the consequent optimal linear control. One would still have to experiment with
this cost function to assure that the desired tradeoffs among the quantities of
interest are achieved for the system with a bounded queue and control.

Continuing, let @ = 2.5 be an upper bound for the control. Now, taking
a clue from the form of the optimal controls for the no-delay problem, for
parameters pg, xg that are to be chosen let the control be zero if p(t) < pg or
x(t) < xg. Otherwise, we use the form

u(t) = max{0, z(t) + p**(t) — 3S(t)} A 4, (2.4)

where S(t) was defined in the previous example.? The value of the control at
a time ¢ is the average rate of packet selection at that time.

This form was found to be useful via experimentation, but no claim is
made concerning any optimality properties. Figure 2.3 plots the queue and
source rate values for the parameters that were used in Figure 2.1. It is seen
that, for the plotted trajectory, the queue rarely overflows and is rarely empty.
The mean queue length is 3.39, the mean source rate is 1.025, and the mean
overflow per unit time is .02, a vast improvement over the uncontrolled model
and that for the model with the reduced rate increase ¢ = .1 as well. The role
of S(t) is the same as in Example 1, to help avoid overcontrol by accounting for
the control values chosen on the time interval [t—6,¢) in computing the control
value at time t. It is likely that the control can be modified to reduce the
oscillations, but it is not clear whether that will help the overall performance.
The variations in the queue process are influenced by the driving noise as
well as by variations in the source rate process, so that process will always be
random if o # 0.

Let o = 0. Then for the uncontrolled case of Figure 2.1, the average queue
length is close to the maximum (7), and the source and overflow rates converge
to 1.68 and .62, resp., quite bad. For the case of Figure 2.2, the average queue
size is close to the maximum, and the source and overflow rates converge to
1.097 and .09, resp. For the controlled model of Figure 2.3 (but with o = 0),
the overflow rate is zero and the queue length and source rate converge to
2.96 and 1.02, respectively, a vast improvement over the above uncontrolled
cases.

3 A complication in applications is that, in general, the controllable source rates
would not be known at the controller; only the queue lengths and the total queue
input rates, which is the sum of the controllable and uncontrollable source rates.
However, if a “locally” smoothed queue input rate is used, then the noise due to
the uncontrollable sources is partly averaged out, yielding an approximation to
the controllable source rate.
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6 ueue siz

Queue size and rate

] 10 20 30 40 50 60 70
Time

Figure 2.3. ¢ = 1. AIMD model with control.
Suppose that (2.3) is replaced by

dp(t) = edt —vop(t)dU (t — 0) — p(t)u(t — O)dt + dL,(t), (2.5)
where the effect of the preemptive control is proportional to the source rate.
The result is plotted in Figure 2.4. The performance is close to that of the case
of Figure 2.3, but the oscillations in the source rate are reduced. The average
queue length is 3.2, and the average source and overflow rates are 1.02 and
.02, resp.

7 T T T T T T m

ol ueue size

Queue size and rate

0 10 20 30 40 50 60 70 80 90 100
Time

Figure 2.4. 0 = 1. AIMD model with proportional control (2.5)

1.3 Models With Finite-Dimensional Equivalences

The numerical problem would be considerably simpler if there was a state
transformation that would yield an equivalent system that is finite-dimensional.
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Such models do exist, but the class is quite narrow. One such class is in
[5, 33, 62] for an model with no boundary constraints:

d(t) = by(x(t), y(t), u(t))dt+ba(x(t), y(t))x(t —O)dt+ o (x(t), y(t), u(t))dw(t),

3.1)
where, for a real number A\ and real-valued bs(-),
0
y(t) = / Ay (a(t + 0))ds. (3.2)
-0

The cost function is defined over a finite interval and depends only on z(+)
and y(-). A main assumption in [5] is that the system of PDEs defined by

eéATx(l‘,y)bg(l‘,y) = Ty(l‘,y) (33)

has a solution, where T, denotes the Jacobian of T with respect to = and
T(xz,y) has the dimension of z. Then, under appropriate conditions on the
functions in (3.1), (3.2), and in the cost rate, the system with state variable
Q(t) = T(x(t),y(t)) has a finite-dimensional dynamical representation. See
the references for full details. Applications for which explicit solutions to (3.3)
are available are given for a financial-investment problem and for a problem
of admission control arising in communications. This model is similar to that
used in [33, 62]. An application to an investment-consumption problem is
developed in [33], and necessary and sufficient conditions for this class of
processes to have a finite-dimensional Bellman equation are given in [62].
Another example takes the (real-valued) form

dz(t) = [arz(t) + agy(t) + azz(t — 6)] dt

Yo [x(t) + agemy(t)] dw(t) — dvy(t),

where 7(-) is the total asset that has been consumed or harvested by time ¢.
The value function (to be maximized) is over a long finite interval and has
the particular form, with « = x(¢) and y = y(¢),

W(z,y,t) = E], /tT e r® {(m(s) + age)‘éy(s))’c ds + d’y(s)} )

If the parameters of the problem satisfy particular narrow relations, then
the optimal control can be solved for explicitly. In this example [33] the control
is singular. Le., there is a boundary line of the form v* = cjx(t) + coy(t), for
some constant v*, such that the control acts only on the boundary and keeps
the pair (z(t),y(t)) on one side. Singular controls are common occurrences in
the no-delay analog of such problems. Although the models and the allowed
parameter sets are very special, the results are interesting since in principle
they allow a comparison of the optimal cost values with those for controls that
ignore the delay. The infinite-dimensional memory problem is not necessarily
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completely eliminated. Since the control is to be applied to the system (3.1)
where z(+) is observed, to compute the control at time ¢ in an application one
needs to compute y(t). If we cannot compute y(-) from a dynamical system
whose inputs at time ¢ are only the control u(t) and z(t), then we will have
to keep the memory segment {x(t + 6),—60 < 0 < 0}. This is still simpler
than if the control depended on the full memory segment rather than on some
finite-dimensional functional of it.
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Weak Convergence and Martingales

2.0 Outline of the Chapter

This chapter contains a brief review of two of the main mathematical methods
for dealing with the convergence of a sequence of approximations to a stochas-
tic process or for showing that a sequence of stochastic processes has a limit
and for characterizing it. The first method is the theory of weak convergence
of a sequence of probability measures. The theory, which is an extension to
a sequence of random processes of the theory of convergence in probability
of a sequence of random variables, provides powerful tools for approximation
and limit theorems. Once one knows that the sequence of processes of concern
has a limit, that limit must be characterized. The methods of the so-called
martingale problem are a standard and powerful approach to doing such a
characterization, when the limit is a diffusion-type process.

The numerical approximations of concern will be representable as con-
trolled Markov chains with multistep memory. The convergence and approxi-
mation theorems of the later chapters, which are based on weak convergence
theory and the methods of the martingale problem, show that the expecta-
tions of a large set of functionals of these chains converge to the values for
the original process, as the approximation parameter goes to zero. In partic-
ular; the optimal cost values converge to the optimal value for the original
controlled process of interest. Also, suitable interpolations of the sequence of
approximating chains, under their optimal controls, converges to an optimal
limit process. In addition, for numerical purposes one often approximates the
original model and uses that for the numerical computations. Then one must
show that these approximations do indeed provide results that are close to
those for the original model. The same methods are employed for these pur-
poses. Only an outline of the results that are of main use to us will be given.
The comprehensive references [8, 23] contain full details and much additional
information. The references [55, 58, 61, 56] contain many applications of these
methods to control and communications systems or to numerical approxima-
tions.

H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 13
doi: 10.1007/978-0-8176-4 621-9 2,
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2.1 Weak Convergence

Let IR* denote Euclidean r-space with canonical value z = (z1,...,2k), and
let {X,,} be a sequence of IRF-valued random variables on a probability space
(2, F, P). If there is an IR*-valued random variable X such that Ef(X,,) —
Ef(X) for each bounded and continuous real-valued function f(-) on IR*,
then X,, converges to X in distribution. The sequence {X,,} is said to be tight
or, equivalently said, bounded in probability if

lim sup P{|X,| > K} =0. (1.1)
K—oo p

An equivalent definition is that for each small ;¢ > 0 there are finite M, and
K, such that P{|X,| > K,} < p for n > M,. Convergence in distribution is
also called weak convergence. Tightness is a necessary and sufficient condition
that any subsequence of {X,,} have a further subsequence that converges in
distribution [10, 23].

Let {&,} be a sequence of mutually independent and identically distributed
real-valued random variables, with mean zero and unit variance and w(-) a
real-valued Wiener process with unit variance parameter. For ¢ > 0 define

1
W) = =3 &, (1.2)
v i=1
where [nt] denotes the integer part of nt. Then the central limit theorem says
that w™(¢) converges in distribution to a normally distributed random variable
with mean zero and variance t.

For an integer k, and 0 = ty < t; < --- < tp+1, the multivariate central
limit theorem [10] says that {w™(¢;4+1) — w™(¢;), i < k} converges in distribu-
tion to {w(t;+1) —w(t;),i < k}. Now consider w"(+) to be a random process
with paths that are constant on the intervals [i/n, (i+1)/n). It is then natural
to ask whether the sequence of processes w™(-) converges to w(-) in a stronger
sense. For example, will the distribution of the maximum max{w™(¢) : t <1}
converge in distribution to max{w(t) : ¢ < 1} ? Donsker’s theorem states that
F(w™(-)) converges in distribution to F(w(-)) for a large class of functionals
F(-) [7, 23], for example for measurable F(-) that depend on only a finite
segment of the path and are continuous almost everywhere with respect to
the measure of w(-). This is an example of the theory of weak convergence.

The two main steps in getting the limit theorems for random processes
are analogous to what is done for proving the central limit theorem: First
show that there are appropriately convergent subsequences and then identify
the limits. For vector-valued random variables, the necessary and sufficient
condition (1.1) for the first step says that, neglecting an n-dependent set of
small (uniformly in n) probability, the values of the random variables X,
are confined to some compact set. When random processes replace random
variables, there will be an analogous condition ensuring that the paths are in
a compact set with a “high probability.”
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2.1.1 Basic Theorems of Weak Convergence

Definitions. Let S denote a metric space with metric p(-) and C(S) the
set of real-valued continuous functions on S, with C(S) being the subset of
bounded functions. Let B(S) denote the collection of Borel subsets of S. Let
P(S) denote the space of probability measures on (9, B(S)). Let X,,,n < oo,
and X be S-valued random variables, with distributions P,,n < oo, and P,
respectively. The sequence {X,,,n < oo} is said to converge in distribution
to X if Ef(X,) — Ef(X) for all f € Cy(S) or, equivalently written, if
Js f(8)Py(ds) — [4 f(s)P(ds). This is called weak convergence and written
as P, = P. We will often say that the sequence of random variables X,
converges weakly to X, and denote this by X,, = X as well. The X will be
said to be the weak-sense limit.

For A € A, an arbitrary index set, let Py € P(S). The set {Py, A € A} is
called tight if for each € > 0 there is a compact set K. C S such that

inf P\(K.;)>1—e¢. 1.
ol PR 21— "

If P is the measure defined by an S-valued random variable X, then we will
also say that {Xy,\ € A} is tight. If all of the X are defined on the same
probability space, then (1.3) is equivalent to

i >1—ec. .
){IGIEP{XAGKE}fl € (1.4)

The Prohorov metric. Let P; € P(5),i = 1,2. For A € B(S), define the
set A = {s": p(¢',s) < & for some s € A}. Then the Prohorov metric m(-) on
P(S) is defined by

w(Py, Py) =inf{e > 0: P (A) < Py(A%) + ¢ for all closed A € B(S)},

and is always used on the space P(S). The following two theorems are funda-
mental.

Theorem 1.1. [23, page 101.] If S is complete and separable, then P(S) is
complete and separable.

Theorem 1.2. [23, Theorem 3.2.2.] If S is complete and separable, then a set
{Px,A € A} C P(S) has compact closure if and only if {Px, X\ € A} is tight.

Suppose that S is complete and separable and that a given sequence of
probability measures has compact closure (Prohorov metric). Theorem 1.2
then implies the existence of a convergent subsequence [19, Theorem 13, page
21]. The theorem gives a practical method for verifying the compact closure
property, as tightness is also a property of the random variables (or processes)
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associated with the Py,. These random variables typically have explicit rep-
resentations (for example, they might be solutions to a stochastic differential
equation) that can be used to verify the tightness property. A sequence of
vector-valued random variables is tight if the sequence of each of its compo-
nents is tight, as asserted in the next result.

Corollary 1.3. Let S; and So be complete and separable metric spaces, and
define S = Sy x Sy with the usual product space topology. For {Px,A € A} C
P(S), let P\ be the marginal distribution of Py on S;. Then {Px,\ € A} is
tight if and only if {Px;, X € A}, i = 1,2, are tight.

The next theorem contains some statements that are equivalent to weak
convergence. Let B be the boundary of the set B € B(S).

Theorem 1.4. [23, Theorem 3.3.1.] Let S be a metric space and let P,,, n < 0o,
and P be elements of P(S). Then statements (i)—(iv) below are equivalent and
are implied by (v). If S is separable, then (i)—(v) are equivalent:

(i) P, = P,
(#) limsup,, P, (F) < P(F) for closed sets F,
(741) liminf,, P,(O) > P(O) for open sets O,
(tv) lim, P,,(B) = P(B) if P(0B) =0,
(v) w(Py,, P) — 0.

The theorem implies that, for separable S, convergence in the Prohorov
metric is equivalent to weak convergence. Part (iv) implies the following im-
portant extension of the class of functionals that converge in distribution.

Theorem 1.5. [7, Theorem 5.1.] Let S be a metric space, and let P,,n < oo,
and P be probability measures on P(S) satisfying P,, = P. Let f(-) be a real-
valued measurable function on S and define Dy to be the measurable set of
points at which f(-) is not continuous. Let X,, and X be random wvariables
that induce the measures P, and P on S, respectively. Then f(X,) = f(X)
whenever P{X € D;} = 0.

The Skorokhod representation. Suppose that X,, = X, where the X,, and
X might be defined on different probability spaces. The probability spaces
are unimportant, as weak convergence is a statement on the measures of the
random variables. But for the purpose of characterizing the weak-sense limit
X, it can be very useful to have all processes defined on the same space and
weak convergence replaced by probability one convergence. This can be done
without changing the distributions of the X, or X. The result is known as
the Skorokhod representation [23].
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Theorem 1.6. [23, Theorem 3.1.8.] Let S be a separable metric space, and
assume that P, € P(S) converges weakly to P € P(S) as n — oo. Then
there exists a probability space (Q,f, ]5) on which there are defined random
variables Xn,n < 00, and X such that for all Borel sets B and all n < oo,

ﬁ{f(neB}:Pn(B), P{XeB}:P(B), (1.5)

and such that

X,, — X with probability one. (1.6)

2.1.2 The Function Spaces D(S;I)

For a complete and separable metric space S, let D(S;I) denote the set of S-
valued functions on the interval I that are right continuous and have left-hand
limits. Let C(S;I) denote the subset of continuous functions. The interval
I will be either [0,00),[t1,00) or [t1,t2] for some t; < t. Even when the
weak-sense limit processes have continuous paths, it is usually easier to prove
tightness and weak convergence using the path spaces D(S;[0,00)). If there
are Poisson jumps in the system dynamics or if the control is of an impulsive
or singular nature, then D(S;[0, c0)) must be used. We next define the metric.

The Skorokhod metric [23, Chapter 3.5], [7, Chapter 3]. For T' > 0, let Ar
denote the space of continuous and strictly increasing functions from [0, T
onto [0, T]. The functions in this set will be “allowable timescale distortions.”

For A(-) € Ar define
A = sup 1og{MH.

s<t t—s

The Skorokhod metric di.(-) on D(IRF;[0,T]) is defined by, for A(-) € A,

dp(f(-),9()) = inf{e: [N < e, S [£(s) = g(A(s))] < e, for some A(-)}.

(1.7)
On the space D(IR¥;[0,0)), the metric is defined by

d'(f(),9()) = /Oo e "min [1,dy(f(-),9(-))] dt. (1.8)

0
Now let S be a complete and separable metric space with metric p(-). Then
the Skorokhod metric on the spaces D(S;[0,T7]) is defined by the d’n(-) above,
but with p(f(s), g(A(s))) used in place of |f(s) —g(A(s))|, where both f(-) and
g(+) are now points in D(S; [0, T]). Define the space D(S;[0,c0)) analogously.
If S is complete and separable, then so are D(S;[0,7]) and D(S;[0,00)) [23].

If f,() — f(-) in dp(-) where f(-) is continuous, then the convergence
must be uniform on [0, 7). If there are n,, — 0 such that the discontinuities
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of fn(+) are less than 7, in magnitude and if f,(-) — f(-) in dr(-), then the
convergence is uniform on [0,7] and f(-) must be continuous. Because of the
“timescale distortion” that is involved in the definition of the metric dp(-),
we can have (loosely speaking) convergence of a sequence of discontinuous
functions where there are only a finite number of discontinuities, where both
the locations and the values of the discontinuities converge, and a type of
“equicontinuity” condition holds between the discontinuities. See [7, 23] for
full detail.

A criterion for tightness in D(S5;[0,7]) and D(S;[0,00)). The following
criterion for tightness will be used. Recall that for a filtration {F,t > 0}, the
random time 7 is an Fy-stopping time if {7 <t} € F; for all ¢ € [0, 00).

Theorem 1.7. [49, Theorem 2.7b.] Let x™(-) be processes with paths in
D(S;1]0,00)), where S is a complete and separable metric space with metric
p(+). For each 6 > 0 and rational t < oo, let there be a compact set S5, C S
such that

sup P(z"(t) & Ss) <. (1.9)

Let F}' be the o-algebra determined by {z"(s), s < t} and let T,(T) be the
set of F'-stopping times that are no bigger than T. Suppose that

lim limsup sup Fmin{l, p(z"(7+6),2" (7))} =0 (1.10)
=0 n = 7eT(T)

for each T < oo. Then {z"(-), n < oo} is tight in D(S;[0,00)).

Let C(G;[a,b]) denote the space of S-valued continuous functions on the
interval [a, b] with the sup norm topology, where G is a compact subset of a
Euclidean space. If the interval [a,b] is unbounded, then the local sup norm

topology is used. The next theorem gives a necessary and sufficient condition
for tightness of sequence of G-value continuous processes.

Theorem 1.8. [8, Theorem 7.3.] The sequence of G-valued processes x™(-) is
tight in C(G;[0,1]) if and only if: For each ¢ > 0 and n > 0, there is a 6 > 0
and an ng < oo such that, for n > ng,

P {sup sup |z (s) — 2" (i9)| > e} <n.

i5<1 5<8
2.2 Martingales and the Martingale Method
2.2.1 Martingales

Definitions. Let (2, F, P) denote a probability space. It will always be
assumed that F is complete; i.e., it contains all subsets of P-null sets.
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Let F x B(]0,00)) denote the completion of the product o-algebra with re-
spect to the product measure, with Lebesgue measure used on B([0,00)). A
function ¢(-) on 2 x [0,00) and with values ¢(w,?) in some metric space
S is said to be a measurable process if it is a measurable mapping from
(2 x [0,00), F x B(]0,00))) to (S,B(S)). All processes are assumed to be
measurable and separable. It is always assumed that S and C(S;[0,00)) and
D(S;[0,00)) are complete and separable metric spaces ([7, 23]).

A family of o-algebras {F;,t > 0} is called a filtration on this probability
space if Fs € Fy € F for all 0 < s < t. We will always assume that the
F; are complete in that F; contains all the subsets of null sets in F. If A is
a collection of random variables defined on (£2, F, P), then we use F(A) to
denote the o-algebra generated by A. Let E'z, and Pz, denote the expectation
and probability, respectively, conditioned on the o-algebra F;.

Let M(-) be a stochastic process defined on (§2,F,P) with filtration
{Fi,t > 0}. If M(¢) is Fi-measurable for each ¢, then M(-) is said to be
Fi-adapted. Let M(-) be Fi-adapted and take values in the path space
D(IRF;[0,00)). Then M(:) is said to be an F;-martingale if E|M(t)| < oo
for all t > 0 and

Exr,M(t+ s) = M(t) w.p.1 for all s,t > 0. (2.1)

If the filtration is unimportant or obvious, then we will simply say that M (-)
is a martingale. If M(-) is an F;-martingale, then it is also an F (M (s), s < t)-
martingale. We say that {F(M(s),s < t),t > 0} is the filtration generated by

Martingales are a fundamental tool in stochastic analysis. Processes can
often be decomposed into a sum of a process of bounded variation and a
martingale. This decomposition can be used to facilitate the analysis, as the
bounded-variation term is often relatively easy to handle, and there are many
useful techniques for the analysis of martingales. The following inequalities
will be useful. Let M(-) be a real or vector-valued F;-martingale with paths
in D(IR*;[0,00)) for some k > 1. Then [10, 16, 42, 76] for any ¢ > 0 and
0<t<T,

P, { sup |M(s)| > c} < Ex,|M(T)*/¢* w.p.1, (2.2)
t<s<T
Er, sup |M(s)]* <4Ez|M(T)|* w.p.1. (2.3)
t<s<T

Stopping time. Let {F;,¢ > 0} be a filtration. If M () is an F;-martingale
and 7 is an Fy-stopping time, then the “stopped” process defined by M (¢t A7)
is also an Fi-martingale [10, 76]. Let F, denote the “stopped” o-algebra that
is composed of the sets A € F such that AN{r <t} € F for all ¢.
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2.2.2 Verifying That a Process Is a Martingale

We now give a method that will be useful in showing that a process is a
martingale. It is only a rewording of the definition of a martingale in terms of
conditional expectations.

Let Y be a vector-valued random variable with E|Y| < oo, and let V(+)
be a process with paths in D(S; [0, 00)), where S is a complete and separable
metric space. Suppose that for some given ¢ > 0, each integer p and each set of
real numbers 0 < s; <t,7=1,...,p, and each bounded and continuous real-
valued function h(-), Eh(V(s;), i < p)Y = 0. This fact and the arbitrariness
of p, s;,t, and of the function A(-) imply that

E[Y|V(s),s<t]=0

with probability one [10].

Next, let U(-) be a random process with E|U(t)| < oo for each ¢, with
values in D(S;[0,00)), and such that for all p, h(-), s; < t,i < p, as given
above, and a given real 7 > 0,

EW(U(si),i < p) [U(t+7) = U(£)] = 0. (2.4)

Then E[U(t 4+ 7) — U(t)|U(s),s < t] = 0. If this holds for all ¢ and 7 > 0,
then by the definition (2.1) of a martingale, U(-) is a martingale with respect
to the filtration generated by U(-). It is often more convenient to work with
the following more general setup.

Theorem 2.1. Let U(-) be a random process with paths in D(IR*; [0, )) and
with E|U(t)| < oo for each t. Let V(-) be a process with paths in D(S; [0, 00)),
where S is a complete and separable metric space. Let U(t) be measurable on
the o-algebra F) determined by {V (s),s < t}. Suppose that for each realt > 0
and T > 0, each integer p, and each set of real numbers s; <t,i=1,...,p,
and each bounded and continuous real-valued function h(-),

Eh(V(s;),i <p)[U(t+7)—U(t)] = 0. (2.5)

Then U(-) is an F, -martingale.

An application. A sufficient condition for a Wiener process. The
numerical approximations can be represented as processes that have the drift
of the original diffusion and are driven by martingales. For the convergence
proofs one needs to prove that these martingales converge to a Wiener process.
The following result is useful for this purpose.

A process v(-) is said to be nonanticipative with respect to a Wiener
process w(-) if w(-) is a martingale with respect to the filtration gener-
ated by (v(-),w(-)). Equivalently, for all ¢, w(t + -) — w(¢) is independent
of {v(s),w(s),s < t}. Let z(-) and z(-) be IR"-valued continuous processes
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with z(-) having bounded variation (w.p.1) on any bounded time interval.
Let b(-),0(:),z(-) be measurable processes and define a(t) = o(t)o’(t) =
{a; ;(t);i,5}. For f(-) a real-valued function with compact support that is
continuous and bounded together with its first and second derivatives, define

Lf(x(t) = fr(=(0)b(t) + % Z i j () faia; (€(1)).

Let h(-) be a bounded and continuous function of its arguments, and for
an integer k, and nonnegative ¢t,7T,let 0 <t; < .- <tp <t <t+ T, and let
f(-) be as above. Suppose that for all such A(-), f(), k,t,T,t;, we have

Eh (l‘(ti), b(ti), O'(ti), Z(ti),i S ]{i)

T
X [f(x(tJrT)) — f(z(t)) */t (Lf(x(s))ds + f;(x(S))dZ(S))] =0.

(2.6)
Then there is a standard IR"-valued Wiener process on the same probability
space (perhaps augmenting the space by adding an “independent” Wiener pro-
cess) such that [42, Chapter 5, Proposition 4.6] z(+), z(+), b(-), o(-) are nonan-
ticipative with respect to w(-), and
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Stochastic Delay Equations: Models

3.0 Outline of the Chapter

In this chapter, we will describe most of the models that will be of interest
in the sequel. The subject of delay equations is vast, whether deterministic,
stochastic, or controlled or not; for example, see [27, 44, 45, 68, 74, 73, 77].
The behavior can be quire bizarre, as seen in the examples in [74]. Our main
concern is with models for which practical convergent numerical algorithms
are possible.

Numerical approximations usually require that the process be confined to
some compact set G, either directly or after a state space transformation. This
motivates the models that we use. Two types of physical models are discussed.
With the first, in Section 1, the process is either stopped on first reaching the
boundary of a compact set G or else it is confined to G via its own dynamics.
Thus the behavior on the boundary of G is irrelevant. A process might be
stopped on first reaching the boundary either because that is the problem of
interest or to obtain a bounded state space for purely numerical purposes.
The models of interest are defined, with path and/or control delays. Standard
issues, such as relaxed controls and weak-sense uniqueness, are reviewed. We
start with the simplest model (1.1), where only the path is delayed, and then
discuss the models in the order of increasing complexity.

Models for many physical problems have reflecting boundaries. They occur
naturally in problems arising in queueing and communications systems [56],
where the state space is often bounded owing to the finiteness of buffers and
nonnegativity of their content, and the internal routing and buffer overflows
determine the reflection directions on the boundary. One common way of
“numerically” bounding a state space is to impose a reflecting boundary, if
one does not exist already. In this case, one selects the region so that the
boundary plays a minor role. Section 2 introduces the standard reflecting
diffusion model, also known as the Skorokhod problem, where the process is
confined to G by means of a reflection process on the boundary. Estimates
of the moments of the reflection terms are given as well as criteria for the

H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 23
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tightness of a sequence of solutions. The outline is brief and additional material
can be found in [56] and in the other references cited in Section 2. If the path,
control (and possibly the reflection terms as well) are delayed, then the model
(2.11) is useful and it is the form that will be used in Chapter 9, which
concerns an approach that is designed to deal with the memory requirements
of the numerical procedures when the path, control, and possibly the reflection
processes are delayed. The so-called neutral equation model is in Subsection
2.3. The system models that are discussed are the ideal ones. Because the
state spaces for such problems are infinite-dimensional, approximations need
to be made before the numerical problem can be considered, and some such
approximations will be discussed in Chapter 4.

In order not to overcomplicate the development and to focus on the issues
that are of main concern in the delay case, we omit treatment of many inter-
esting cases, such as where the control occurs in the variance term or where
there are Poisson-type jumps, controlled or not. These are fully dealt with in
[68] for the no-delay case, and that development can be carried over to the
delay case in the same manner that we carry over the cases that are treated.
The Girsanov transformation method, discussed in Section 3, is a powerful
tool for introducing nonlinear control while maintaining uniqueness. It will be
very useful for the treatment of the ergodic cost problem in Chapter 5. Typ-
ical cost functionals are discussed in Section 4. The existence of an optimal
control is shown in Section 5. The proofs are of interest also because they pro-
vide a template for the proofs of convergence of the numerical approximations
in Chapters 7-9. The singular and impulsive control problems are considered
in Section 6. The models are described and existence of an optimal control
proved. Singular controls occur frequently in routing and admission control in
communications problems, where it is usually determined by a “free bound-
ary;” that is where there is a set in the state space with the control acting
when the process reaches its boundary, and attempts to keep the process from
exiting the set.

We will suppose that the maximum delays are the same for the path and
control. This will not be the case in general, where the maximum delay will
depend on the component of the path or control. But the convention greatly
simplifies the notation, and it is trivial to adjust any of the results to the case
where the maximum delays are different.

We have supposed that the delays are not random and are known. Suppose
that the delay is random, say a finite-state Markov chain, but its value is
always known. (See, e.g., [79] for an example arising in communications.) In
this case, we simply augment the system state by the state of this Markov
process, assuming that its value is always known. The memory segment will
be that for the maximum delay.
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3.1 The System Model: Boundary Absorption

Two types of delayed stochastic differential equations will be used as system
models, depending on the boundary conditions. In this section, we discuss a
simple model for use when the control stops on first leaving a predetermined
set or hitting its boundary. Because interest in the process stops on first
contact with the boundary, we need not specify reflection or other boundary
processes. In the next section, we discuss the models when there are reflecting
boundaries.

Terminology. The path of the stochastic differential equation of concern
takes values in IR", Euclidean r-space, and the solution is denoted by z(-). In
this section, the process is stopped on first hitting the boundary of a compact
set G C IR". The control u(t) takes values in a compact set U. An admissible
control is an (w,t)-measurable U-valued function that is nonanticipative with
respect to the driving Wiener process w(+). The maximum delay is denoted by
0 < 0 < co. Define Z(t) to be the path memory segment {z(t+6), —0 < 6 < 0}.
The value of the function Z(t) at 6 will be written as x(¢,6). The dynamical
terms depend on the segments Z(t) of the x(-)-process over an interval of
length 6, the state of the process, and we need to define the space of such
segments. In work on the mathematics of delay equations, it is common to
use either the path space C(G;[—6,0]) of continuous G-valued functions on
the interval [0, 0] (with the sup norm topology) or Lo(G;[—6,0]), the space
of square integrable functions on [—#, 0]. The Skorokhod space D(G; [-6,0]) is
more appropriate for the work on the convergence of the numerical algorithms
and for the results concerning the existence of an optimal control later in this
chapter, as well as for the approximation results in Chapter 4, which use weak
convergence methods, and its use involves no loss of generality. If the model
is extended to include a Poisson-type jump term or has singular or impulsive
controls, then the use of D(G;[—6,0]) is indispensable.

Note that if f™(-) converges to f(-) in D(G; [t1,t2]) and f(-) is continuous,
then the convergence is uniform on any bounded subinterval.

We will use #, with values £(#), —0 < 6 < 0, to denote the canonical point
in D(G; —[f,0]). A shortcoming of the Skorokhod topology is that the function
f(+) defined by f(&) = 4(6y), for any fixed 8y € [0, 0], is not continuous (it is
measurable). But it is continuous at all points 2 that are continuous functions.
In our case, all the solution paths z(-) will be continuous.

Delay in the path only. When the path only is delayed, the process model
is the controlled diffusion

dz(t) = b(z(t), u(t))dt + o(z(t))dw(t), (1.1)

with initial condition & = {z(s), —0 < s < 0}. We will use the following as-
sumptions. The last sentence of (A1.1) (and its analog in the other conditions)
is not needed in this chapter. But we write it for use in the later chapters.
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A1.1. b(+) is bounded and measurable and is continuous on D(G;[—0,0]) x U
at each point (£(-), ) such that &(-) is continuous.! More generally, suppose
that if f*(-) — f(-) in D(G;[~0,0]) and that the values of f"(-) at the points
of discontinuity of f(-) converge to those of f(-), then b(f™, a) — b(f,«)
uniformly in «.

A1.2. The matriz-valued function o(-) is bounded and measurable and is con-
tinuous on D(G;[—0,0]) at each point #(-) that is continuous. More generally,
suppose that if f*(-) — f(-) in D(G;[~0,0]) and that the values of f™(-) at the
points of discontinuity of f(-) converge to those of f(-), then o(f™) — o(f).
The function k(-) that will appear in the cost function satisfies the condition
on b(+).

Assumption (A1.1) covers the common case where b(Z(t), ) = >, b;(z(t—
0;),),0 < 0; <6, where the b;(-) are continuous.

Delays in the path and control. We will also consider the problem where
the control as well as the path is delayed. Let B(U;[—6,0]) denote the space
of measurable functions on [—f,0] with values in U, and let @, with values
@(0),—0 < 6 < 0, denote a canonical element of B(U;[—6,0]). Then the
dynamical term b(-) becomes a function of both Z, . As noted in the Chapter
Outline, we will suppose that the maximum delays are the same for the path
and control. This will not be the case in general, where the delay will depend
on the component of the path or control. But the convention greatly simplifies
the notation, and it is trivial to adjust any of the results to the case where
the maximum delays are different.

Depending on the applications of interest, there are a variety of choices for
the way that the control appears in b(-). We will use the following common
assumption, where @(t) denotes the “memory-segment” function {u(t+0),0 €

[~6.0]}.

A1.3. Let p.(-) be a bounded measure on the Borel sets of [—0,0] and let b(-)
be a bounded measurable function on D(G;[—0,0]) x U x [—0,0]. The function
b(Z, a,v) is continuous in (&, a,v) at each point T that is a continuous func-
tion. More generally, suppose that if f*(-) — f(-) in D(G;[—0,0]) and that
the values of f"(-) at the points of discontinuity of f(-) converge to those of
f(-), or else sup_gop<q | /™(0) — F(0)] — 0, then b(f™, ,0) — b(f,«,0) uni-

! The space D(G;[—0,0]) is used because we will be using weak convergence meth-
ods, but also because the various approximations to Z(¢) will be discontinuous,
although their limits will be continuous. The continuity of & implies that if Z,, — &
in D(G;[—0,0]) and & is continuous then b(i,, a) — b(#, a) uniformly in . The
function b(-) would not generally be continuous on D(G;[—8,0]). For example,
let # = 1 and b(2) = #(—.5). Define #,(0) = 1 for 6 € [~.5+ 1/n,0] and equal to
zero otherwise. Then, in D(G;[—0,0]), &, converges to the function with value
unity at @ > —.5. But b(£,) = 0 for all n.
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formly in «, 0. The function k(-) that will appear in the cost function satisfies
the condition on b(-).

Define
0

B(z(t), a(t)) = / b(E(t), u(t + 6), 6)pc(d6). (1.2)

—0

Then the system is
dz(t) = b(Z(t), u(t))dt + o (Z(t))dw(t), (1.3)

with initial condition (#,7) = {2(6), (), —0 < 6 < 0}.

An example of the general form covered by (A1.3) is, for 0 < 6; < 6,
dz(t) = 2(t)z(t — 01)u(t — O2)dt + u?(t — 03)dt + bo(Z(t))dt + o(Z(t))dw,

in which case p.(+) is concentrated on the three points {0, —f2, —f3}. What is
not covered are “cross” terms in the control such as u(t — 01 )u(t — 63), where

0, # 0,.

Relaxed controls. Given a control u(-), for a real Borel set T and a Borel set
A CU,let r(A,T) denote the Lebesgue measure of the subset of T' on which
the control takes values in A. The (random) measure r(+) is equivalent to the
control u(-) in that one can be obtained from the other. A relaxed control is
an extension of this idea. When proving approximation and limit theorems,
it is common practice to work in terms of relaxed controls, as they are better
behaved than ordinary controls in that r(A, [0,¢]) is continuous in ¢.

A relaxed control r(-) [58] is a measure on the Borel sets of U x [0, 00),
with r(A x [0,-]) being measurable and nonanticipative with respect to w(-)
for each Borel A € U, and satisfying (U x [0, ¢]) = ¢. It must then be Lipschitz
continuous, with Lipschitz constant < 1. Write r(A4,t) = r(A x0,t]). The left-
hand derivative? r'(da,t) = limg<s_o[r(da,t) — r(da,t — §)]/d is defined for
almost all (w,t). By the definitions, r(da ds) = 7/(da, s)ds. For —0 < 0 < 0,
we write r(da, ds + 0) for r(da, s + ds + 6) — r(da, s + 0). The weak topology
is used on the relaxed controls. Thus r"(-) converges to r(-) if and only if
[ [éla,s)r*(dads) — [ [ ¢(a,s)r(dads) for all continuous functions ¢(-)
with compact support. With this topology, the space of relaxed controls is
compact, which is one of its main advantages. An ordinary control u(-) can be
written as the relaxed control r(-) defined by its derivative r'(A,t) = Iy 1)eay,
where I is the indicator function of the set K. Then, as noted above, r(A,t)
is the amount of time that the control takes values in the set A by time ¢.

Rewriting (1.1) in terms of relaxed controls yields

2 In [58] m¢ or r; were used to denote the derivative. But this notation would be
confusing in the context of the notation required to represent the various delays
in this book.
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/ / (Z(s),a)r(dads) + /Ota(:i(s))dw(s)

/ / "(da s)ds+/0t (Z(s))dw(s)). Y
In relaxed control form, the integral of (1.2) on [0, 4] is
/ / / V! (da, s + 0)1c(d6)ds "

/ [/ / b(@(s), @, 6)r(der, d8+9)] pe(do).

Define the control memory segment
F(t) = {r(s) —r(t—0),t —0 < s <t}

with canonical value 7, and set

), 7 (t / / )r' (dev, t + 0)uc(d6). (1.6)

Then the full system equation (1.3) becomes

sy =20+ [ [ [ [ o306).0.00tda.ds +0)] e + [ at@opans

= 2(0) + / B((s), 7(0)ds + / o(2(s)du(s),

(1.7)
and the initial condition is (Z(0),%(0)). For ordinary controls, (1.6) can be
written in the simpler form (1.2).

For use in Chapter 4 and later, we introduce an alternative way of writing
(1.6). Define the function 7 (do, t,0) = r'(da, t+0). Then (1.6) can be written
as

b(z(t), 7 (t // ) (dev, t, 0) 1 (d6). (1.8)

This form will be useful because when we will be approximating the control
memory segment in Chapter 4, it is the function r’(da,t + 6) that will be
approximated for each ¢ and the result will not necessarily be representable
as a function of « and the sum ¢ + 6.

Random delays. In principle, there is no difficulty in letting the delays
be random. The issues are of a practical nature. Suppose that the delay is
random in that there are real-valued nonanticipative processes 0;(:),i < L,

with 0 < 6;(¢) < 6, such that the dynamical terms are b(xz(t — 6;(t)),7 <
L,u(t)) and o(x(t — 0;(t)),« < L). Such systems are discussed in [73, pages
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167-186]. Suppose that (-) is a finite-state Markov chain, the simplest model.
The randomness complicates the numerical problem because it adds a new
state variable, the state of the chain. If the state of the chain is known, then
numerical algorithms can be developed along the lines of the later chapters.
One needs to keep track of the maximum memory segment, assumed to be of
length 6. If the state of the chain is not known, then we have the substantially
more difficult problem of “partial information,” with which we do not deal.

Strong and weak-sense solutions. For notational convenience only, we will
suppose that the initial conditions Z(0) and @(0) are not random. A strong-
sense solution to (1.1), (1.3), (1.4), or (1.7), is a process z(+) such that, for each
t, 2(t) is measurable function of {w(s),u(s),s < t} or of {w(s),r(s),s < t},
according to the case. The definitions are the same for the reflected diffusion
model discussed in the next section.

Consider the model (1.1) or (1.4). If w(-) is a Wiener process on [0, 00)
and 7(-) is a relaxed control on the same probability space and it is defined
on [0,00), and is nonanticipative with respect to w(-), then we say that the
pair is admissible or, if w(-) is understood, that r(-) is admissible. Suppose
that, given an admissible pair (wq(-),r1(-)) and initial condition Z, there is
a probability space on which is defined a set (z(-),w(-),r(-)) solving (1.4)
with Z(0) = &, where (z(-), r(-)) is nonanticipative with respect to the Wiener
process w(-), (w(-),r(+)) has the same probability law as (w1 (-),r1(-)), and the
probability law of the solution set does not depend on the probability space.
Then we say that there is a unique solution to (1.1) in the weak sense [42].
The definition is the same with model (1.7), except that the initial control
condition @ or 7 needs to be specified. Because all controls will be admissible,
the qualifier will often be dropped. We always assume the following condition.

A1l.4. There is a weak-sense unique weak-sense solution to (1.4) or (1.7),
whichever is appropriate, for each admissible pair (w(-),r(-)) and initial data.

The techniques that are used to prove existence and uniqueness for the no-
delay problem can be adapted to the delay problem. For example, use (A1.1),
(A1.2), and the Lipschitz condition

o(2) — o(9)| + [b(2, a,v) = b(§,,0)| < K sup  [2(0) — §(0)],
—0<6<0

and a standard Picard iteration. In fact, this ensures that there is a strong-
sense solution for any admissible pair (w(-),7(-)). See also [67, Section 1.7]
and [73, 74] for a more complete development for the uncontrolled problem.
Alternatively, one can use the Girsanov measure transformation methods [56,
58] that will be discussed in Section 3.
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3.2 Reflecting Diffusions: The Skorokhod Problem

3.2.1 The Reflected Diffusion

In this section, we describe a standard model of a reflecting diffusion. The
process z(-) will be confined to a convex polyhedron G € IR", with a nonempty
interior and boundary dG, by means of the boundary reflection process z(-).
The conditions on the reflection directions on the boundary are stated below.
Let y;(+) denote the nondecreasing process that is the component of z(-) that is
due to reflection from the ith face of G. In problems arising in communications
theory, it is usually buffer overflows that are penalized, and on the boundaries
associated with overflows, the reflection directions are inward normals to the
boundary. The reflected diffusion models (2.1) or (2.3) below and their relaxed
control forms are known as the Skorokhod problem. For a detailed discussion
of the Skorokhod problem and the assumptions (A2.1) and (A2.2), see [56,
Chapter 3] and [20, 21]. In this subsection we consider the cases where the
path and/or the control is delayed. The next subsection gives an alternative
model that can be used when part of the reflection or Wiener process also
appears in a delayed form.

Assumptions on the state space G. Assumptions (A2.1) and (A2.2) are
the ones used in [58] (see Section 5.7 of this reference), and are standard in the
treatment of general reflecting diffusions [20, 21], [56, Section 3.5]. They might
look complicated, but are quite reasonable, as seen from the discussion in [56,
Chapter 3], which relates them to conditions that arise in various applications
in queueing and communications.

A2.1. The state space G is the intersection of a finite number of closed half
spaces in Euclidean r-space IR" and is the closure of its interior. Let 0G;,
i=1,..., denote the faces of G, and n; the interior normal to 0G;. Interior
to 0G;, the reflection direction is denoted by the unit vector d;, and (d;,n;) > 0
for each i. The possible reflection directions at points on the intersections of
the 0G; are in the convex hull of the directions on the adjoining faces. No
more than r constraints are active at any boundary point.

Let d(x) denote the convex hull of the set of reflection directions at the
point x € 0G, whether it is a singleton or not.

A2.2. For each x € 0G, define the index set I(x) = {i : x € 0G;}. Suppose
that = € G lies in the intersection of more than one boundary; that is, I(x)
has the form I(x) = {i1,... i} for some k > 1. Let N(x) denote the convex
hull of the interior normals n;,,...,n;, to 0G;,...,0G;,, resp., at x. Then
there is some vector v € N(zx) such that v'v > 0 for all v € d(z). (See Figure
2.1 for an illustration of this condition.)

There is a neighborhood N(G) and an extension of d(-) to N(G)—G that is
upper semicontinuous in the following sense: For each e > 0, there is p > 0 that
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goes to zero as € — 0 and such that if © € N(G) — G and distance(z, 0G) < p,
then d(x) is in the convex hull of the directions {d(v);v € OG, distance(x,v) <

€}

&A ]
MY \dg

Figure 2.1. Illustration of (A2.2).

With only the path delayed, the model is the reflected form of (1.1):
dx(t) = b(z(t),u(t))dt + o(z(t))dw(t) + d=(t), (2.1)

with relaxed control representation

da(t) = /U b@(1), a)r (das )t + o (F(0)dw(t) + d=(t).  (2.2)

When both the path and control are delayed, the model is the reflected form
of (1.2):

dx(t) = b(z(t), a(t))dt + o ((t))dw(t) + d=(t), (2.3)

with relaxed control form, analogously to (1.7),

x(t) = z(0) —|—/O b(z(s),7(s))ds +/O o(Z(s))dw(s) + z(t), (2.4)

where b(-) was defined in either (1.2) or (1.6), according to the case. The
analog of (A1.4) is

A2.3. There is a unique weak-sense solution to (2.4) for each initial admissible
relazed control and initial data.

Note on the solution. Let |z|(t) denote the variation of z(-) on the inter-
val [0,1]. By a solution to any of (2.1)-(2.4), we mean the following. z(-) is
the reflection process and satisfies the following conditions: |z|(t) < co with
probability one (w.p.1) for all ¢, and there is a measurable function ~y(-) with

~(t) € d(x(t)) w.p.1 such that z(¢ fo ~(s)d|z|(s). This says only that the
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reflection process can change only when x(t) is on the boundary, and the in-
crements are in a correct reflection direction. We can write z(t) = >, d;y;(1),
where y;(+) is a nondecreasing process that can increase only when x(¢) is on
the ith face of G. See [56, 58] for more detail on controlled reflected diffusions.

Remarks on the assumptions. The extension of d(x) to an outer neigh-
borhood of OG that is required in the last part of (A2.2) is needed as the
Markov chain processes associated with the numerical procedures are defined
on a discrete grid and might leave G before being reflected back in. The ex-
tension can always be constructed, so the requirement is insignificant. Under
(A2.1)—(A2.2), the choice of the reflection direction (in the allowed convex
sets) on the corners and edges of G has no effect on the process. If the state
space is being bounded for purely numerical reasons, then the reflections are
introduced only to give a compact set G, which should be large enough so that
the effects on the solution in the region of main interest are small. A common
choice is a hyperrectangle with interior normal reflection directions. The con-
dition (A2.2) implies (see [20, 56]), the so-called “completely-S” condition,
the fundamental boundary condition for the modeling of stochastic networks,
[29, 56, 84|, and which ensures that z(-) has bounded variation w.p.1.

Estimates of the reflection term z(-). Estimates of the variation of z(+)
will be needed in many of the proofs and to ensure that the cost functions are
well defined. The basic results are covered by the following theorem, which
is a rewording of [58, Theorem 1.1, Chapter 11], except for the assertion
concerning (2.7). This assertion is proved by working recursively on intervals
(0, 60], (B0, 26p], . .., using the previous part of the theorem, until the interval
(0,7 is covered, where 6 is defined in the theorem. With p(-) omitted, the
bounds on the expectations in (2.5) and (2.6) depend on Esup,.,|X(0) +

f(f f(s)ds + fot o(s)dw(s)|?, and the appropriate “recursive”adjustments are
made when p(-) # 0.

Lemma 2.1. Assume (A2.1)-(A2.2). Let f(-),0(-) be measurable and non-
anticipative processes of the appropriate dimension, and bounded in norm by
some constant K < co. Define

dX (1) = f(t)dt + o(t)dw(t) + dZ(t), X(0) € G,

where Z(+) is the reflection term. Let |Z|(t) denote the variation of Z(-) on
the interval [0,t]. Then

lim sup E|Z*(T)=0. (2.5)
T—0 X(0),f,o
For each T < oo,
sup FE|Z|*(T) < . (2.6)

X(0),f,0
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Let Y;(+) denote the component of the reflection process that is due to reflection
on the ith face, with corners and edges assigned in any way at all to the
adjacent faces, and define Y () = {Yi(-),i}. Then (2.5) and (2.6) hold for
Y (-) replacing Z(-). Let p(-) be a bounded function of 0 and x, with 6-support
concentrated on [—é, 0] and that takes the value zero on —0y < 6 < 0, where
0o > 0. For X(0) € G, redefine X(-) by

X (1) = f(t)dt+o(t)dw(t) +dt / L X (t+0),0)dY (146)+ dZ(1). (2.7)
O0=—0

Then (2.5) and (2.6) continue to hold.

Suppose that, for A > 0, on the intervals [nA, nA+ A) the system evolves
as (2.7) without the reflection term, and the reflection comes in at times nA
if X(nA—) & G. Then the lemma holds if imp A_¢ replaces limp_¢ in (2.5).

Tightness of a sequence of solutions to the Skorokhod problem.
The following result will be useful to establish tightness in D(G;[0,00)) of a
sequence of processes and is a special case of [56, Theorem 3.6.1]. See also
[58, Theorem 11.1.2]. Some details of the proof will be given in Theorem 5.5,
which gives a generalization that will be useful for the proofs of convergence
of the numerical procedures in Chapters 7-9.

Lemma 2.2. Assume (A2.1) and (A2.2). Assume the form
x"(t) = 2"™(0) + F*(t) + 2" (t), =(t) € G, (2.8)

where 2™(-) is the reflection process and F™(-) is asymptotically continuous in
the sense that for each v >0 and T > 0,

lim lim sup P {sup sup |[F*(t+s) — F"(t)| > 1/} =0. (2.9)
=0 n—oo t<T s<6

Then {z"(-),y™(-)} is tight in D(G;[0,00)), the limit (x(-), 2(+)) of any weakly
convergent subsequence is continuous with probability one, and z(-) is a reflec-
tion process for x(+).

The following extension of Lemma 2.2 will be useful in showing the con-
vergence of the numerical approximations, and the proof is that of Lemma
2.2. The lemma is designed to handle problems where the “reflection” might
occur outside of but close to the boundary, at a maximum distance that goes
to zero as n — oo0.

Lemma 2.3. Assume (A2.1), (A2.2), the form (2.8), and the condition (2.9).
The functions F™(-) are assumed to be piecewise-constant. Suppose that F™(-)
Jumps at t, with x(t—) + dF"(t) ¢ G. Let the reflection direction that takes



34 3 Stochastic Delay Equations: Models

the path back into G take the value at the point x(t—) + dF™(t), as defined by
the last paragraph of (A2.2). Then the conclusions of Lemma 2.2 hold.

Assumptions (A2.1) and (A2.2) imply that, for large n, the 2" (-) in (2.8)

can be written as®
M) =) diyl (1), (2.10)
i

where the y'(-) are nondecreasing and can increase only at ¢t where 2™ (%) is
within a distance of dG; that goes to zero as n — oo. The representation
(2.10) is not necessarily unique as the assignment when the path is sent back
to an edge or corner is not specified. It is not necessary to specify it. But, if
desired, it can be specified in any measurable way.

Holder continuity of the sample paths.

Lemma 2.4. [42, Theorem 2.9.25.] The sample paths of a Wiener process on
any interval [0,T] are Hélder continuous with an exponent slightly less than
1/2, with an arbitrarily high probability, in the sense that, for any p >0

P{lim sup |“’(’f)_w<5>|>0}=0.

0—0 g<s<t<1,t—s<5 §o-p

By a time change argument, this extends to any stochastic integral with a
bounded integrand. Hence it holds for the unreflected process.

The first sentence in the next theorem is the remark in [8, bottom of page
124]. The second sentence is a consequence of the first and the criterion in
Theorem 2.1.7. The theorem implies that for each ¢ > 0 there is a compact
set K. C C(G;[0,1]) such that for all T' < oo,

7(0i)nf(0)P{(x(T—|— s),s€[0,1]) e K} > 1 —e.

Theorem 2.5. A sequence of continuous processes that is tight in D(G; [0, 1])
is also tight in C(G;[0,1]). Let z™(-) be a sequence of solutions to any of the
stochastic differential equations that we have considered in this chapter. Then
the sequence {x™(l+-);1=1,2,...,n < o0} on [0,1] is tight in C(G;[0,1]).

3 For the model (2.8) and the models that arise as representations of the numerical
approximations, the process might jump out of G by a small amount, say at
most by ¢, that goes to zero as n — oo. Then the reflection back to G occurs
at a point that is not in G. By the extension in (A2.2) the form (2.10) should
be Y~ di(t)y; (t), where d}'(t) — di as n — oo. But we use the form (2.10) for
simplicity. The modifications in the development with the more general form are
trivial.
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3.2.2 Delayed Control, Reflection Term, and/or Wiener Process

In many applications delayed values of the reflection term and/or the Wiener
process also appear in the dynamics. This causes serious problems with the
memory requirements for the numerical algorithms. The following model is
used for the numerical approximations developed in Chapter 9. Those methods
help to reduce the memory requirements for such problems as well as for the
problem with delayed controls. All functions of # have value zero for § < —0
and 6 > 0.

Definition. Let ji4(-) be a distribution function on the interval [— — g, €o],
for any e¢g > 0, and with () being left-continuous. The value of ¢ is unim-
portant and is introduced only to simplify the notation for the increments at
the end points of [—0,0]. The mass on the end intervals [—0 — ¢y, —0) and
(0, €0] is zero. Define the differential dji,(0) = pq (0 + d) — pa(6).

The model is
dx(t) = c(z(t), u(t))dt

0
dt /_ B+ 0),u(t +6).0)dpa(6) + o (a0 du(t) + (1) (1)

dt / i p(a(t + 0), 0)day(t + 0).

The last integral is with respect to 6 in the sense that
p(a(t+0),0)doy(t +0) = p(x(t +0),0) [y(t + 6+ db) — y(t +0)].

We suppose that z(t) = 0 for ¢t < 0. As with (1.7) or (2.4), the initial condition
is the pair # = {x(s),—0 < s < 0}, @ = {u(s),—0 < s < 0}. One could
incorporate the term containing b(-) into the term containing c¢(-). But we
prefer to use both terms, with b(-) being used to represent the component
of the drift with delayed arguments, and c¢(-) being used to represent the
component without delays.

The relaxed control form of (2.11) is

d()_dt/ o) (das 1)
+dt/ / z(t+0),0,0)r (da,t + 0)dua(0) + o(x(t))dw(t)

+dz()+dt/ p(a(t + 0), 0)day(t + 0).

0=—0
(2.12)

For the boundary absorption case, where there is no reflection term, simply
omit the terms containing z(-) and y(-).
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The models (2.11) or (2.12) include drift terms such as fo(z(t — 61)) +
f1(u(t — 02)), where the delays 6, and 02 are equal or unequal. We can also
use the form

Z/ z(t +0),u(t + 0),0)dpq;(0) (2.13)

(with the analogous replacement in the relaxed control form (2.12)), where
the b;(+) and pge(-) satisfy the conditions to be imposed on b(-) and . (),
resp.

In models arising in communications where there is a delayed component
of the reflection process, it arises due to a transportation delay. This motivates
(A2.4) below. In any case, the assumption is needed for technical reasons, to
ensure that the solution processes are well defined.

A2.4. There is 0y € [—0,0) such that p(z,0) =0 for 6 > 6.

A2.5. The functions b(-),c(-), p(-), c(-), and o(-), are bounded and continuous.
The distribution function pia(-) satisfies pq(0+) — pa(0) — 0 as 6 1 0. The
function k() that will appear in the cost function satisfies the condition on
b(-). We suppose that z(t) =0 fort <O0.

A2.6. There is a unique weak sense solution to (2.12) for each initial condition
and admissible control.

Comment on the delayed reflection term in (2.11). Consider a one-
dimensional problem. Let p(z,0) = 1/§ on the interval [-A — §,—A4], A >
0,6 > 0, with value zero elsewhere. Then, with y(¢) = 0,¢ < 0, we have

t—A

/ ds/ 0)doy(s +6) = (15 / y(s)ds = y(t — A) (2.14)

—A-§

for small 0. In this way, point delays as well as distributed delays can be
approximated.

Extensions. One can add the delayed Wiener process term

dt / " pu(alt + 0),0)dgw(t + 0), (2.15)
—0

where p,,(+) satisfies the conditions on p(-). We can also use the form

0
[ / o (a(t + 0), )y (d6)| duw(t), (2.16)
-0

where p,(-) has a bounded derivative with respect to Lebesgue measure, for
the noise term in (2.11) or (2.12), with little additional difficulty for the numer-
ical problem. The term c(z(t), u(t)) can be replaced by the form ¢(Z(t), u(t)),
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which uses the path memory segment, but this would increase the memory re-
quirements considerably. See Chapter 9, where the numerical approximations
for (2.11) and (2.12) are done.

3.2.3 Neutral Equations

The numerical algorithms will also apply to models of the form
ﬂﬂﬂ—F@ﬁﬁﬁ=/b@()) "(dov,t)dt + o(z(t))dw(t) + da(2),
U

where F(-) is a continuous IR"-valued function on C(G;[—6,0]). Such forms
are known as neutral equations. Rewrite in integral form:

z(t) — F(z(t)) = (0) — F(z(0))

// '(da s)ds+/0t o )du(s) - 2.

If the control is delayed as well, then use the form (2.4) with b(-). The memory
segments at time ¢ are still on the interval [t — 6,¢]. See [68, Chapter 6] for a
discussion of the existence and uniqueness of solutions for the model without
boundary reflections. For the deterministic form, various applications and an
analysis of the stability problem can be found in [77], and a development of
the general theory is in [27].

We will suppose that F(+) satisfies the following “gap” condition. The other
conditions that apply to (2.3) or (2.4) are assumed as well. If the boundary
is absorbing and not reflecting, then drop z(-) and the assumptions on the
reflection directions.

A2.7. There is 0 < 0, < 0 such that F(&) depends only on the part of & on
[707 701] :

3.2.4 Controlled Variance and Jumps

All of the models in [58] can be handled with delays in the dynamics. However,
in this book, for the sake of simplicity, we will not deal with models subject to
(controlled or uncontrolled) jump driving forces or with controlled variance.
The main new issues when there are delays are the same as those for the
models in the previous subsections. The algorithmic development and proofs
of convergence would be adaptations of those in [58, Chapter 13] to the models
with delays, along the lines of what is done in this book for the models of the
previous subsections of this section. We will write simple forms of the possible
models so that the full range of control problems can be seen.

Poisson jumps. Let {F;,t < oo} be a filtration on a probability space,
with w(-) a standard vector-valued F;-Wiener process and N(-) an F;-Poisson
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random measure with intensity measure h(dt dp) = A\dt x II(dp), where II(-)
is a measure on a compact set I'. Let ¢(-) be a bounded measurable function.
Then, with ordinary controls used, the analog of (1.1) is

t

(1) :x(0)+/ b(E(s), u(s))ds

¢ 70 ¢ (2.18)
+ / o (2())du(s) + / /F 4@ (s—), p)N(ds dp).

There are obvious analogs of the other forms in Sections 1 and 2.

Controlled variance. The analog of (1.1) with controlled variance is

x(t) = z(0) —|—/0 b(a’c(s)m(s))ds—&—/o o(z(s),u(s))dw(s). (2.19)

A reflecting boundary satisfying (A2.1) and (A2.2) and associated reflection
term z(-) can be added in all cases and the controls can be delayed as well,
as in (2.3) or (2.4).

3.3 The Girsanov Transformation

The Girsanov transformation method for obtaining weak-sense existence and
uniqueness is widely used in control problems, particularly where we wish to
use feedback controls u(x) that are not Lipschitz continuous, or where b(-) is
not Lipschitz continuous. See [42] and the references therein. Given a solution
(either in the weak or strong sense) to the uncontrolled forms of any of the
dynamical equations (1.3), (1.7), (2.3), (2.4), (2.11) or (2.12), the Girsanov
transformation method defines another solution, with a controlled drift term
that we are able to choose, by simply transforming the probability measure
P on the original probability space to a new measure, denoted by P. The
new drift term contains the desired control. The key is the construction of
the Radon—Nikodym derivative of the new measure with respect to P. The
procedure will be particularly useful in Chapter 5 for the ergodic cost problem.
As usual, let (£2, F, P) be the probability space, with filtration {F;,t > 0}
and F = Uy F;. Let w(-) be an m-dimensional standard F;-Wiener process.
Let v(-) be an m-dimensional bounded and adapted (to F;) process. Define

R(t) = exp <[ V' (s)dw(s) — ;/Ot |v(s)|2ds) . (3.1)
By It6’s Lemma, .
R(t)=1 —l—/o R(s)v'(s)dw(s).

In fact [34, 42, 80], for s > 0,t > 0,
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ER(t)=1, E[R(t+s)|v(u),w(u),u<t] =R(t), wp.l

Thus the process R(-) is an Fy-martingale. }
For 0 < T' < oo, define the probability measure Pr on (2, Fr) by the
Radon-Nikodym derivative dPp/dP = R(T'). That is,

Pr(A) = E[I,R(T)], for A € Fr, (3.2)

where I 4 denotes the indicator function of the event A and the expectation is
with respect to P. Because ER(T) = 1, Py is indeed a probability measure.
There is a unique extension of the Pr, T < oo, to a measure P on (2, F).
The next theorem gives a key consequence.

Theorem 3.1. [42, 65, 80]. Assume that R(-) defined by equation (3.1) is a
martingale (which is assured here as v(-) is bounded). Then

B(t) = w(t) — /O o(s)ds (3.3)

is a standard m dimensional Fi-Wiener process on the probability space
(92, F,P).

Application. In control theory this result is often used in the following way.
Let wi(-) and ws(-) denote the first m and last k — m components of a k-
dimensional Wiener process w(-), respectively, and define x;(-) and z5(-) sim-
ilarly, with 2(-) = (21(-),22(+)). Let o1(-) be an m x m matrix-valued function
with the property that the inverse o} *(z) exists and is uniformly bounded in
x. Suppose that the stochastic differential equation

dxy (£)=b1 (x(t))dt + o1 (x(t))dwy,

das (£)=bs (2(8) )t + o (2(t) ) duws, (3.4)

has a unique weak-sense solution with the given initial condition.* Let l~71()
be a bounded, measurable, and IR™-valued function. Define

a1 () = op M@ ()b (a().
Define R(-), Pr, and P as in (3.1) and (3.2) above, but using (¢1(-), w1 (-)) in
lieu of (v(),w(-)), and define

By (t) = wn (t) — /0 ¢1(s)ds.

Then, under P, the process z(-) satisfies

4 The development is identical if b(-) depends on the control, or in the delay case,
or if there is a reflection term.
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dary ()=by (x(t))dt + by (x(t))dt + o1 (x(t))di (),

s (£)=bs (1))t + o2 (2(2)) s (£), (3.5)

and (w1 (-), wa(-)) is a standard F;-Wiener process.

The process by (z(+)) can be replaced by the more general form b.(x(t), u(t)),
where b.(+) is bounded and measurable, u(t) is U-valued, and (u(-),w(+)) is
an admissible pair. The solution to (3.5) is weak-sense unique (under the new

measure P) [34, 42, 52], as the original solution to (3.4) is weak-sense unique.

3.4 Cost Functions

In order not to overburden the text, the development of the numerical methods
in the following chapters will concentrate on the discounted and ergodic cost
functionals, with either boundary absorption or reflection. All of the standard
cost functionals in [58] can be handled. In this section, we will describe the
discounted cost functions for the models of Section 2, and results concerning
the existence of optimal controls are given in the next section. The impul-
sive and singular control models are discussed in Section 6. The ergodic cost
functional will be treated in Chapter 5.

The discounted cost function: Absorbing boundary. Consider the case
where the boundary is absorbing. For a continuous function ¢(-), define the
set G = {x : ¢(x) < 0} with nonempty interior G° = {z : ¢(z) < 0}, and
suppose that G bounded and is the closure of G°. The control process stops
at the time 7¢ = infi{z(t) ¢ G°} = inf,{z(t) € G}, the first time that the
boundary dG of G is reached. If z(t) € G° for all t < oo, then define 7¢ = oco.
We will use the following assumptions.

A4.1. The real-valued function go(-) in (4.1) is bounded and continuous.
Whatever the case, the real-valued function k(-) satisfies the conditions on

b(-).
A4.2. For each control, and w.p.1, inf {x(t) € G°} = inf{x(t) € G}.

Assumption (A4.2) is critical for the convergence of the numerical pro-
cedures when the process is to stop on first reaching a boundary. It ensures
that (w.p.1) the paths are not tangent to the boundary at the first time that
they reach it. Because all numerical procedures involve, either explicitly or im-
plicitly, approximations of the original model, we need to ensure that the first
hitting times of the approximations converge to that of the original model, and
(A4.2) ensures this. The condition is discussed further in [58, Section 10.2],
where it is shown how to avoid it by a simple and unrestrictive approximation
of “smoothing” the absorption near the boundary.

Let 8 > 0 and let E denote the expectation under the initial condition
& = Z(0), when the relaxed control r(-) is used on [0, 00). Then when the path
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only is delayed the discounted cost function is

T e PE(z(t), a)r' (da "e P76 go (z(Te
— B / /U k(& (t), a)r(dav, )t + Bl go(a(rg)). (4.1)

Define®
V(%) =inf W(&,7r),

where the inf is over the admissible relaxed controls.

For the model (1.7), in which both the path and control are delayed, we
need to specify the segment of the control on [—6, 0]. This might be given in
either ordinary or relaxed control form. In either case, let 7 denote the relaxed
control representation of the initial control segment. In our terminology, 7 =
7(0). The discounted cost function corresponding with the model (1.7) is

W(z,#,r) = gf/ // “Pk(z(t), a, 0)r (de, t 4 0) pe(dO)dt]
+E ze @),

(4.2)

where E7 . is the expectation given initial conditions & = Z(0),# = 7(0), and
the use of relaxed control r(+) on [0,00). Define

V(z,7) =inf W(z, 7, r),

where the infimum is over all relaxed controls with initial segments 7#(0) = 7.
Recall that, in our notation, for § < 0, r'(da, t 4+ 0)dt = r(da, dt + 0).

Optimal stopping. Suppose that we have the option of stopping the process
at a time 7 that can be no later than the first time 74 that the process
hits the boundary OG. Then 7 is another control variable and the cost is
either (4.1) or (4.2) with 7¢ replaced by min{rg, 7} and, for (4.2), V(z,7#) =
inf, , W(&, #,r, 7). In optimal stopping problems it is frequently the case that
there is no control u(-).

Discounted cost function: Reflecting boundary. For the reflecting
boundary model of Section 2, where (A2.1) and (A2.2) are used, the pro-
cess z(+) never stops and we set 7¢ = oo in the cost function and put a weight

5 Because we are working with weak-sense solutions, the Wiener process might not
be fixed. For example, if Girsanov measure transformation methods are used, then
the Wiener process will depend on the control. Then the inf in (4.1) should be
over all admissible pairs (7(-), w(-)), with the given initial data. But to simplify
the notation, we write simply inf,,. This is essentially a theoretical issue. The
numerical procedures give feedback controls and all that we need to know is
that there is an optimal value function to which the approximating values will
converge.
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on the reflection terms. For a vector ¢ = {¢;, ¢ = 1,...}, the discounted cost
function analog of (4.1) is

— B / / B [k(&(1), @) (do, )t + gdy(t)] . (4.3)

The term ¢'dy(t) can be used to penalize behavior on the boundary. For
example, in models of communications systems, where a boundary denotes a
buffer capacity, the reflection from that boundary denotes a buffer overflow
that we might wish to penalize. The boundary penalty is also useful for the
modeling of a “numerical” boundary. Suppose that the reflecting boundary
is added simply to bound the state space for numerical purposes. One then
tries to select the reflection direction so that the process is concentrated in
the region of greatest importance. Adding an appropriate boundary penalty
can be helpful in this regard.
The analog of (4.2) is

Wz, 7, r

|
Z~2>ﬂ

(4.4)
/ / / O [k(2 (1), @, )1 (dav, t + O)p1c(d0)dt + q'dy (1) .

For the model (2.12), replace (4.4) by
W(z, 7

_ ET’ / / / —ﬁt t+ 0) Q, Q)T/(da, t+ G)dﬂa(e)dt + q/dy(t)] )

(4.5)
If the reflection term is delayed, then the cost function will also depend on
the initial segment Z of the reflection term. But we generally suppose that
2(t) = 0,t < 0.
The y;(-) in the representation z(t) = >, d;y;(t) are not necessarily defined
uniquely if the process z(-) hovers around an edge or corner of G. This is not
a problem if the noise does not allow such hovering, for example if

inf njo (&)o' (2)n; >0 (4.6)

for all faces ¢ with g; # 0, where n; is the interior normal to the ith face [56,
Theorem 4.2.1]. To handle the general problem, we use the following assump-
tion, which will also ensure that the limit of the sequence of cost functionals
for the numerical approximations is the cost for the limit processes.

A4.3. Either the set of directions d; for the faces meeting at any edge or
corner are linearly independent or, if not, then the coefficients q; are identical
for the components of any linearly dependent (at any edge or corner) subset.
[In the latter case, it is only the sum of the relevant components y;(-) that
matters in the cost function.]
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3.5 Existence of an Optimal Control

The proofs of convergence of the numerical procedures are facilitated by know-
ing that there is an optimal control. We will discuss the proof for the models
of Section 1 and Subsections 2.1 and 2.2. The proof will illustrate one way of
using the martingale method introduced at the end of Section 2.2 for iden-
tifying the limit of a sequence of processes as a diffusion and will serve as a
template for the convergence proofs for the numerical methods in Chapters
7-9.

3.5.1 Reflecting or Absorbing Boundary: Discounted Cost

Theorem 5.1 establishes the existence of an optimal relaxed control for the
discounted cost function and a reflecting or absorbing boundary. The proof of
existence closely follows the standard procedure for the no-delay problem, say
that of [58, Theorem 10.2.1]. We will outline the procedure and concentrate
on the differences. See also [31, Theorem 2.1]. Theorem 5.2 says that the cost
functionals are continuous in the initial conditions, uniformly in the control,
and the proof is nearly identical to that of Theorem 5.1. Theorem 5.3 asserts
that the use of relaxed controls does not affect the infimum of the costs.
The no-delay form is [58, Theorem 10.1.2] and the proof is omitted because
the adjustments for the current case are readily made, given the comments
in the proof of Theorem 5.1. There is currently no proof that the optimal
value function satisfies a Bellman equation. But this is not needed for the
convergence of the numerical approximations. Theorem 5.4 will be of technical
assistance in proving the convergence of the numerical algorithms in Chapters
7-9. The described controls are not for practical use. In the proof of Theorem
5.1, it is supposed that the sequence of reflection processes is tight. The proof
of this fact is outlined in Theorem 5.5, and the method will be very useful
when dealing with the singular control model in Section 6.

Theorem 5.1 Use the model (2.4) with fized initial condition &, #, where & is
continuous on [—0,0] and use the cost functional (4.4). Assume (A1.2), (A1.3),
(A2.1)—(A2.3), and (A4.3). Then there is an optimal control. That is, there is
a probability space on which is defined a set of processes (x(-),w(-),r(-),z(-))
solving (2.4), where (z(-),r(-),z(-)) is nonanticipative with respect to the
Wiener process w(-), 7(0) = 7, z(0) = &, and W(&,7,r) = V(Z,7). If the
control is not delayed so that the model is (2.1), then with (Al.1) and (Al.4)
replacing (A1.3) and (A2.3), the conclusions continue to hold.

Now assume the model (2.11) with associated conditions (A2.4)—(A2.6).
Then the conclusions continue to hold. Suppose that control stops when the
boundary is reached. Use the cost function (4.2), drop (A2.1), (A2.2), and
(A4.3), and assume (A4.1), (A4.2). Then the conclusions continue to hold.
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Proof. The proof will be given for (2.4) only. The proof for (2.11) is similar.
Proofs of existence of optimal controls start by taking a minimizing sequence
of controls, and showing that, for some subsequence, there is a limit control
that is optimal. Because we are using weak-sense solutions, the probability
space and driving Wiener process might depend on the control. This is only
a technical matter, and the dependence will be suppressed in the discussion
and notation.

Let () be a minimizing sequence® of relaxed controls, with associated
standard Wiener processes w™(-), solutions z™(-), reflection processes z"(-),
with initial conditions Z"*(0) = & and 7" (0) = 7. That is, 2" (-) satisfies

2" (t) = 2(0)+

L[ o omideds o] mtan + [/ tam e+ =

0
(5.1)
There are nonanticipative, continuous, and nondecreasing processes y*(-) such
that 2"(-) = >, d;y"(-), so that we can work with either 2" (-) or y"(-).

The w"(-) are all standard Wiener processes, hence the set is tight, and
any weak-sense limit is a standard Wiener process. The sequence of relaxed
controls r™(-) is always tight and any weak-sense limit has continuous paths,
w.p.1. The processes defined by the ordinary and stochastic integral terms of
(5.1) are also tight, and all weak-sense limits are continuous. The tightness
and asymptotic continuity of the sequence z"(-) and the continuity of any
weak-sense limit follows from Theorem 5.5.7

Now, take a weakly convergent subsequence of (z™(-),r"™(-),2"(-),w™ ("))
with limit denoted by (z(-),7(-),z(-),w()), and index it by n also. Use the
Skorohod representation Theorem 2.1.6 (see also [23, page 102]), so that we
can assume that the convergence is w.p.1 in the topologies of the spaces of
concern. By the weak convergence, we must have z(t) € G, and that z(-) can
change only at t where x(t) is on OG. By the weak convergence and Skorokhod
representation, we can suppose that sup,, |z"(s) — z(s)| — 0 for each ¢ > 0.
Then (A1.3) implies that, for all § € [~6,0] and ¢t > 0, w.p.1,

sup |b(f”(5), a,&) - b(j(s)v «, 9)| - 07

s<t,«

and also for o(-) and k(-) replacing b(-). The last sentence and the continuity
and boundedness assumptions (A1.3) yield, w.p.1,

6 As noted above and in Section 4, it is the pair (r"(-),w™(-)) of (control, Wiener
process) that determines the cost. Thus a cost function W (&, #,r) depends on
the distribution of the pair (r(-),w(-)) where w(-) is the Wiener process that is
used, together with the relaxed control r(-), to get the solution. For notational
simplicity, we omit the w(-) argument because what is being defined is clear.

™ The methods that are used for proving the tightness and asymptotic continuity of
the reflection terms will be of use when dealing with the singular control problem
as well, so we prefer to separate them out.
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// ), 0, 0)r"™(da, ds + 0) —>// )r(do, ds + 0)

for all t > 0 and 6 € [—0,0], w.p.1. From this and the dominated convergence
theorem it follows that the first integral in (5.1) converges to the process
obtained when the superscript n is dropped. The same argument shows that
the first integral in the cost function (4.4), with 2™ () and r"(-) used, converges
to the value for the limit.

Nonanticipativity of the limit processes with respect to the limit Wiener
process w(-) is shown as follows, again using a standard method. Let ¢;(-), j <
J, be continuous functions with compact support and write

{r,d;) ( //gbjas (da ds).

For arbitrary ¢ > 0 and integer I > 0, let s; < ¢ for ¢ < I, and let h(-) be
an arbitrary bounded and continuous function. By the nonanticipativity, for
each n and T > 0,

Eh (xn(si)’zn(si)’wn(si)a <Tn7¢j> (51)71 < Iaj < J)

(5.2)
x (W™t +T) — w"(t)) = 0.

By the weak convergence, the continuity of the limit processes, and the uni-
form integrability of {w™(t +T) — w™(¢)}, (5.2) holds with the superscript
n dropped. Now, by Theorem 2.2.1, the arbitrariness of h(-),I,J, s;,t, and
¢;i(+), implies that w(-) is a martingale with respect to the o-algebra gen-
erated by (z(-),w(-),z(+),7(+)). Hence the limit processes are nonanticipative
with respect to w(-).

The convergence of the stochastic integral is obtained by an approxima-
tion argument. For a measurable function f(-) and x > 0, let f.(-) be the
approximation that takes the value f(nk) on [nk,nk+ k). Then, by the weak
convergence and the continuity properties of o(-) in (A1.2), for each k and as

/J(;EZ(S))dw"(s)—»/ o(Zx(s))dw(s). (5.3)

To get the limit of the stochastic mtegrals fo ))dw (s), we first
bound the mean square value Efo (Z1(s)) —o(z™ ( N]*ds by a constant
times

B [ 1o oo ds + 5 [ fo(aa(s) — olale))ds
(5.4)
+E / (e

Because x(-) is continuous w.p.1 and 2" (-) — «(-) uniformly on any bounded
time interval w.p.1, the continuity properties of o(-) imply that the first and
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third integrals go to zero as n — oo. The continuity properties of o(-) and
z(+) imply that the second integral goes to zero as x — 0. Hence the left-hand
term of (5.3) approximates fot o(z™(s))dw™(s) uniformly in n and in ¢ on any
bounded interval, for small k. The convergence of the second integral of (5.4)
and the nonanticipativity of z(-) imply the convergence (uniformly, w.p.1 on
any bounded time interval) of the right-hand term in (5.3) to fot o(z(s))dw(s).
It follows from Theorem 5.5 that z(-) is the reflection process for z(-).

Factor the limit process z(:) as z(-) = >_ d;y;(-). By Lemma 2.1, {y"(t +
T) —y"(t);t < co,n < oo} is uniformly integrable for any T' < oo and so are
the increments of z(-) and y(-). This, the weak convergence, and the condition
(A4.3), imply that component of the cost due to the reflection terms also con-
verges to the value for the limit process. Finally, by the minimizing property
of the sequence r"(-), W(z,#,r") — W(&,#,r) = V(&,7), the infimum of the
costs.

Now turn to the case where the boundary is absorbing. The only new
concern is the convergence of

W(j”,'f’n’r") — z",r" / [/ / 5tk a79)rn,l(da7t+ H)dt /f’/c(de)

+Ejn sne P76 go (2™ (7)),

where 72 is the first escape time of 2™ () from G. The terminal costs converge
due to the weak convergence and the continuity of go(-), and the integral
converges due to weak convergence and the condition (A4.2). B

The next theorem is implied by the proof of Theorem 5.1.

Theorem 5.2. Assume the conditions of Theorem 1.1, but let (z™(0),7™(0))
converge weakly to (&,7), where Z(-) is continuous. Then V(z™(0),7"(0)) —

V(#, 7).

The next theorem asserts that the use of relaxed controls does not change
the minimal values. See [58, Theorem 10.1.2] for the no-delay case. The proof
depends on the fact that for any relaxed control 7(-) one can find a sequence of
ordinary controls u™(-), each taking a finite number of values in U, such that
(@, 7™(-),w(:)) converges weakly to (Z,r(-),w(-)) where r™(-) is the relaxed
control representation of u™(-).

Theorem 5.3. Assume the conditions of Theorem 1.2. Then, with fized initial
conditions,

inf W(&,7,u) = inf W(&,7,7),

where the inf,, (resp., inf,.) is over all controls (resp., relaxed controls).

An approximately optimal control. The next result, which is [58, 11.1.6]
except for the more general initial condition, will be useful in the proof of con-
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vergence of the numerical approximations to the optimal value. It constructs
an e-optimal control of a special form for the original model. Its purpose is
simply to facilitate the proof, and it has no value in applications. The theorem
is essentially a consequence of the weak-sense uniqueness of the solution for
each control and initial condition.

Theorem 5.4. Assume the conditions of Theorem 5.1. For ¢g > 0, let
(x(+),2(+),r(-),w(:)) be an eg-optimal process. Let e > 0, 6 > 0, and let U, be a
finite set in U. For small enough €y, d, and fine enough approximation U, to U,
there is a probability space with an e-optimal solution (x€(-), z¢(+), uc(-), w(-))
of the following form. The control u(t) takes values in U. and is constant on
intervals [nd,nd + §),n > 0. There is p > 0 such that the probability law of
u¢(nd), conditioned on the data {x¢(s),z(s), w(s), s < no;u(ld),l < n} de-
pends only on the initial condition and the samples {w¢(Ip),lp < nd;uc(ld),l <
n}. It is continuous in the w(-) arguments and in the initial condition
& € C(G;[-0,0)) for each value of {uc(16),1 < n}.

Tightness and asymptotic continuity of the reflection terms. It is
difficult to prove directly that {z"(-)} is tight and has continuous limits. In [58,
Chapter 11] and [56, Sections 2.6 and 3.6], a time-stretching argument is used.
An alternative proof in these references is by contradiction. One supposes that
for some € > 0 there is an asymptotic discontinuity of magnitude > € > 0 in
2™(+) and then shows that (A2.1) and (A2.2) imply that such a discontinuity
implies that there is ¢; > 0 such that there is an asymptotic jump of z"(+) into
the interior of G at a distance > ¢; > 0 from the boundary. This contradicts
the fact that a reflection can occur only on the boundary. The result will have
other uses in the book, and it is useful to phrase it in a way that is more
general than what is needed for the proof of Theorem 5.1. We will give the
proof of [56, Section 3.6] which is based on a time-stretching argument.
Assume the system

2" (t) = 2(0) + F™(t) + 2"(t), (5.5)

where z"(-) is a “reflection” process satisfying (A5.1) below. Suppose that
the right-continuous process F™(-) has a discontinuity at ¢ such that ¢"(t) =
2" (t—=)+(F"(t)—F™(t—)) ¢ G. Then the reflection process increment (2" (¢)—
2™ (t—)) at t acts in one of the reflection directions at ¢™(¢) in the sense of the
following condition.

A5.1. 2" (-) is a reflection process satisfying (A2.1) and (A2.2) except possibly
at the times t where q"(t) & G. The discontinuities of F™(-) are less than
€, — 0 in magnitude. Thus z™(-) can change only at t where x™(t) is within
a distance of €, from the boundary OG. Let d.(x) denote the set of reflection
directions at all points on OG within a distance of € from x ¢ G. Let z™(0) = 0
and suppose that there are p, — 0 such that for ¢"(t) ¢ G,
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2"(t) — 2" (t—) € cone(dy, (¢"(1))), (5.6a)

where cone(A) is the positive cone generated by the convex hull of A, and for
each T < oo

sup |2"(t) — 2" (t—)| — 0 in probability as n — oo. (5.6b)
t<T

Note that 2™(-) —¢"(-) — 0 and that the process z™(-) might actually send
the path slightly interior to G. By (A2.1), (A2.2), and (A5.1), 2"(-) can be

written as
2Nt =Yyl (t)ds, (5.7)

where y7'(0) = 0 and the y'(-) are nondecreasing and can increase only at t
where 2™ (t) is within a distance €, of 9G;.

Theorem 5.5. Assume the form (5.5), and that F™(-) satisfies the following
condition: for each v >0 and T > 0,

;iH(lJ lim sup P {sup sup |[F"(t+ s) — F"(t)| > V} =0. (5.8)

t<T s<6

Assume (A2.1), (A2.2), that {x™(0)} is tight, and that z"(-) satisfies (A5.1).
Then {a™(-), 2™ (-)} is tight, the limit (x(-),z(+)) of any weakly convergent sub-
sequence is continuous with probability one, x(t) € G, z(-) can change only at
t where x(t) € 0G, and

2(t+s) — 2(t) € cone{d(z(u)) : t <u<t+s}. (5.9)

Proof. Because the sequence F"(-) is tight and asymptotically continuous,
using the Skorokhod representation of Theorem 2.1.6, without loss of gener-
ality for purposes of the proof we can suppose that F™(-) converges uniformly
to a continuous function. Indeed, by working with sample functions, we can
suppose that the F™(-) are not random. If the asymptotic continuity assertion
is false, then without loss of generality (taking a subsequence if necessary)
we can suppose that there is an asymptotic jump (say, of size > 1y > 0) in
some component y'(-) somewhere on an interval that we denote by [0,7]. By
shifting the time origin, we can suppose that there are vy > 0 and §,, — 0
such that y(d,) > vy for large n and some nonempty set of indices 4.

Now, to prove a contradiction, we need only consider the functions on
the interval [0, d,]. Because §,, — 0, we can suppose that F™(t) converges
uniformly to zero. The condition (A5.1) implies that the asserted jump in
y™(-) cannot take the path z™(-) interior to the state space G, say more than
some v,, — 0 from the boundary, at least for large n. So the problem reduces
to a consideration of the possible asymptotic behavior of 4™ (-) on or arbitrarily
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close to the boundary. It will be seen that (A2.1) and (A2.2) prohibit such
jumps on the boundary.

By taking a subsequence if necessary, we can suppose (without loss of gen-
erality) that z™(0) converges to a point z(0) € 9G. Now the timescale trans-
formation method that will be introduced will show that there is a solution
to the equation z(t) = x(0) + 2(t), where x(0) € 0G, and z(t) = Y, yi(t)d;,
where the y;(+) are the components of the process z(-), and at least one of the
y;(t) is positive for ¢ > 0.

To prove the assertion, start by defining

M) =t+ Y yl(t) (5.10)

and
T"(t) = inf{s : T"(s) > t}. (5.11)

Define the time-stretched processes 7"(t) = y™(T"(t)), and so forth. The
time-transformed set satisfies

() = z(0) + F™(t +Zyz i

where F(-) can be assumed to go to zero uniformly in t as n — oo, and §(-)
can increase only when the distance between 2" (t) and G, is no greater than
€,. The time transformation stretches out any real-valued component of the
processes so that the distance between any discontinuities is at least equal
to the size of the jump, and between jumps the processes are all Lipschitz
continuous with Lipschitz constant no larger than unity.

Take a convergent subsequence with limits satisfying

0)+ 3 Gi(t)ds. (5.12)

By the assumption concerning the existence of an asymptotic discontinuity,
for some nonempty set of indices i we must have ¢;(¢) > 0 for ¢ > 0. Suppose
that z(0) is interior to the bounding face 0G; and g;(t) > 0 for ¢t > 0. For
the other components we must have §;(t) = 0,5 # 4. The condition (A2.2)
implies that the vector d; points inward, so that #(¢t) € G° for small ¢t > 0,
which contradicts the impossibility of there being a jump to the interior of G.

Next, suppose that x(0) lies on the edge or corner that is the intersection
of 0G; and 0G5. Then one or both of §1(-), 72(+) are nonzero, with g;(-) = 0,
i # 1,2. If only one of the g;(+) is nonzero, say ¢1(t) > 0, then d; points either
inward, outward, or into face 2. It cannot point outward, and if it points
inward or into face 2, we are back to the case of the previous paragraph.
Now, let both 7, () and g2(-) be nonzero. The condition (A2.2) implies that
no positive linear combination of d; and ds can be zero. Hence we cannot
have Z(t) = x(0). Also, we cannot move to the interior or exterior. Condition
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(A2.2) implies that (>, 7;(t)d;,n;) > 0 for j being either one of or both 1,2,
which implies that we cannot stay on the edge or corner, which belongs to
both faces 1 and 2. Hence Z(-) must move away from the edge onto one of the
adjoining faces. But then we are back to the case of the first paragraph. The
proof when z(0) lies on the intersection of more than two faces is done in the
same way.

The facts that z(-) can change only at ¢ where x(t) € 9G and that (5.9)
holds follows from (A5.1) and the convergence and asymptotic continuity. B

3.6 Singular and Impulsive Controls

3.6.1 Singular Controls

The model. Singular controls [64, 41, 88] appear in many areas of control
theory. Some applications to controlled routing and admission in communi-
cations and queueing systems are in [56]. Communication delays are often a
crucial part of the physics and can play a key role in the performance.

Define A(-) = {\i(:),i = 1,...}, where each \;(-) is right-continuous, non-
decreasing, bounded w.p.1 on each bounded interval, adapted to the standard
Wiener process w(-) and with A\;(0) = 0. If a function g(-) has a left-hand
(resp., right-hand) limit at ¢, then g(t—) (resp., g(t+)) denotes the left-hand
(resp., right-hand) limit. A simple form of the singular control problem with
boundary reflection and path delays takes the form &

du(t) = b(Z(t))dt + qu(T(t—))dA(t) + o (&(t))dw(t) + d=(t).  (6.1)

If there is a discontinuity in a component A;(-) at ¢, then d\;(t) = X\;(¢t) —
Ai(t—). The \;(-) are called singular controls because they are not necessarily
representable as dA;(t) = w;(t)dt for some ordinary control w;(-); i.e., A;(+),
when considered as a measure on the real line, might be singular with respect
to Lebesgue measure. If the singular control as well as the path is delayed,
then one possible analog of (2.11) and (2.12) is

0
da(t) = dt /U c(a(t)) + dt /_ b +0).0)dpa () + o (a(1))du(t)

+qU(:c(t—))d)\(t)+dt/ go(a((t + 0)—), 0)dpA(t + 0) + d=(2).

0=—0
(6.2)
Equation (6.2) can be modified in various ways. For example, we could use
only discrete delay values in the delayed singular control part of (6.2). The

8 The values b(Z(t—)) and o(Z(t—)) can be used as well, with no change in the
solution.
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terms in (2.1), (2.4), (2.11), or (2.12) and in the cost functions (4.1) and (4.2)
that contain ordinary or relaxed controls can be added to the above models.
Also, delays in the reflection process can be included if desired. We use the
forms (6.1) and (6.2) in order to concentrate on the basic features associated
with the singular control problem.

It is a common occurrence in applications that the optimal singular control
acts to keep the state from leaving some (a priori unknown) region. In this
case finding the singular control is equivalent to finding the boundaries of that
region and the direction of action of the control there. With such controls, if
the initial condition 2(0) is not in that region, there will be an initial jump
in the control, whose purpose is to return the path to that region, and after
that A(-) would be continuous, but not necessarily absolutely continuous with
respect to Lebesgue measure. The lack of absolute continuity is due to the
need to counteract the role of the stochastic integral in pushing the path out
of the region.

One possible discounted cost function has the form, where A(s) = 0,5 <0,

W(a,\) = B / / P (@ (E)dE + ¢ dy(t) + dhdNE)].  (6.3)
o JuU
We will use the following assumption.

AG6.1. The functions b(-),c(+),qo(-), q2(-), and o(-) in (6.2) are continuous.
The functions b(-),q1(-) and o(-) in (6.1) and k(-) in (6.3) that might depend
on the path memory segment have the form b(2(—0;),i < L), where —0 < 6; <
0,L < oo, and b(+) is continuous, and analogously for k(-),q1(-) and o(-). The
components qyx,; of the vector gx in (6.3) are positive. When (6.2) is used in
Chapter 9, the k(Z(t)) in (6.3) is replaced by k(x(t)).

Suppose that, for some small 6 > 0, the ¢2() in (6.2) has the form
q2(2,0) = qa(z) for 0 € [—0, —0 + 6] and equals zero otherwise, and A(s) = 0
for s < 0. Then, if A(-) is continuous on [t — 6, — @ + &), the delayed singular
control term in (6.2) is approximated by

g2 (z((t —0)=)) [\t — 0 +6) — A\t — 0)]dt.

In this way one can approximate point delays in the singular control.

3.6.2 Definition of and Existence of Solutions

Example of a potential problem. We need the assurance that there exists
a well-defined solution for each initial condition and singular control and that
there is an optimal control. When the ¢,(-),a = 0,1,2, depend on the path
there is a particular problem that requires a careful definition of the solution.
Consider, for example, the nondelay form da™(t) = 2™ (t—)d\"(t), where A™(+)
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is a piecewise-constant function with A"(s) = 0,s < tg, and that increases by
1/y/n at times to +I/n,l = 1,2,..., until the value J; is reached (at Jiv/n
steps), after which it is constant. To simplify the discussion, until further
notice suppose that the singular control does not try to take the path out of
the set G, so that it does not cause any reflection terms. Then 2" (tp—) = 2™ (0)
and z™(to + J1//n) = 2(0)(1 + 1/y/n)" V™ — 2(0)exp(Jy), as n — oo. On
the other hand, if the entire set of jumps in A(-) was concentrated at t = ¢
in that A(-) had a jump of J; at t = ¢y and was constant thereafter, then we
would have z(ty) = z(0) + J12(0) < z(0) exp(Jy).

When some ¢,(-) depends on the path, the possible cumulative effect of
many small jumps that is illustrated by the example makes it difficult to prove
the existence of optimal controls by standard methods, where one takes lim-
its of minimizing sequences, and the minimizing sequence of controls (which
is not a priori known) could conceivably have the form in the example. A
very useful approach to resolving this complication involves a time change ar-
gument, where the asymptotic discontinuity phenomena that was illustrated
above is “smoothed out, ” effectively by replacing it by a control that is a Lip-
schitz continuous function. The method is analogous to the “time-stretching”
argument that was used in Theorem 5.5, and it works as follows.

Working with (6.1) and given A(+), start by defining

M) =t + Z)\i(t) + Zyi(t)

~ T 2 (64)
TA(t) = inf{s : T*(s) > t}.
Then we have the inverse relationship
TAt) = inf{s : T*(s) > t}. (6.5)

Define the time-stretched “tilde” processes as in #*(t) = z(T*(t)). Then

(1)
z(t) = z(0) + /0 b(z(s))ds

TA(t) T (t) N
+ / 41 (E(5—))AA(s) + / o (#(s))dw(s) + 2(T>(1)),

where we suppose that d\(0) = 0. With a change of variable, we can write

( / b (5)) AT (s) + /thlms—)m(s)

A
+/O ( —))di*(s) + 22 (¢).

(6.6)

With the new timescale the cost can be written as

=5} [ [ PO W@ )0 + a0+ ] (6)
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As defined, the transformed process ;\() is the sum of a Lipschitz con-
tinuous process (Lipschitz constant unity) and a pure jump process, where
the time between two successive jumps is at least the magnitude of the first
jump. The process TA() is Lipschitz continuous, with constant unity. If 5\()
and T*(-) are defined by (6.4) and (6.5), and there is a well-defined solution
to (6.1), then the inverse-transformed set of processes yield that solution.

The “stretched out” form (6.6) will be the fundamental equation, in lieu
of (6.1). Then to get the original model, use the inverse-transformed processes
x(t) = #M(TA(t)) as the definition of the solution to (6.1), and analogously for
(6.2).

The time-transformation procedure will be illustrated via a simple exam-
ple. Consider the real-valued process z(-) on the state space G = [0, 1]:

dz(t) = xz(t—)d\(t) + odw(t) + dz(t).

Refer to Figure 6.1 for an illustration. In this motivational discussion, we
suppose that z(-) = 0. Then by (6.4), A(-) determines 7*(-) and T*(-) uniquely.
Figure 6.1a plots an example of A(-). There is a jump of size J; at time ¢
and then it increases linearly with slope a;. Figure 6.1b plots the associated
T>(-), and Figures 6.1c and 6.1d plot the stretched out timescale T*(-) and
the stretched-out process :\(), resp.

A(t)

slope = a;

Ji

to i

Figure 6.1a. An example of a singular control A(-).

slope =14 a;

Ji
T(¢)

slope =1

to t

Figure 6.1b. The corresponding function 72(-).
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(1)

slope =1/(1+4a1)
to .

to to + J1 t

Figure 6.1c. The stretched-out timescale corresponding with A(-).

J

N

>
e

~
~—

Lo to+ J1 t
Figure 6.1d. The stretched-out process 5\()

Now consider the limit (A(-),T(:),T(-)) of the sequence (A™(-),T*"(-),
T*"(-)) that is defined by the example at the beginning of the subsection.
The limit A(-) of A"(-) is plotted in Figure 6.2. The limit 7'(-) has the form
in Figure 6.1c and the inverse process T'(-) has the form in Figure 6.1b. Thus
the graphs of T(-) and T*(-) are the same as those for T(-) and T'(-), resp.,
and the limit of the the singular controls A\"(-) has a jump of J; at t = to.
The graphs of 5\(-)~in Figure 6.1d (which is based on the example in Figure
6.1a) and that of A(-) in Figure 6.2 are different. The first case entails an
instantaneous jump of magnitude Ji, and in the second case A(-) increases
linearly with slope unity until the value J; is attained. Continue to suppose
that there are no reflection terms. For the first case, Z(t9) = Z(to—) + Ji1, and
in the second case, in the limit, we have the form of (6.6):

(to+J1)
{f)(to + Jl) = i’(to—) + / i(s—)d)\(s),

to

where dS\(s) = ds in the range of concern for this example. This implies a
jump of z(to—) exp(J1) at to in the limit, as in the example. If 2™ (t—)dA™ (1)
were replaced by dA\"(t), then the result would be the same in both cases.
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45

to to+ it
Figure 6.2. The limit A(-) of the stretched-out processes.

The definition of a solution. Note that, in the example, when the limit
T(-) or TA(-) is constant on an interval [to,to 4 Ji], and where the singular
control has only one component, the limit A(-) of the singular control jumps
by Ji at tg. This holds whether the jump of A(-) at tg is of value J; in just
one step or whether it is the limit of the sum of a sequence of small jumps.
In the second case, in the dynamical equation each of the small jumps was
multiplied by the current value of the state.

Now drop the assumption that z(-) = 0, but continue to suppose that A(+)
has only one component, and suppose that T™(-) is constant on an interval
[t1,t; 4 J]. If A() does not try to take the path out of G on this interval,
then we are back to the previous case. If 5\() does try to take the path out of
G on that interval, then the path is pushed back by the reflection term and
the jump in the singular control will be J; < J, with the increase in ), 7;(-)
on [t1,t1 + J] being J — J;. Note that the constancy of T)‘() on [ty,t1 + J]
implies a jump of A(:) (of value J; in this one-dimensional example) at time
to defined by T*(t1) = t,.

Now consider the (real-valued) form

da™(t) = qu (3" (t—))dA"(t) + odw(t) + d2"(t),

where A" (+) is of the type introduced at the beginning of the subsection, with
jumps 1/y/n, and write the formal limit as

dz(t) = q1 (Z(t—))dA(t) + odw(t) + dz(t).

Suppose that the path stays in G so that there is no reflection term and that
the limit T*(-) is constant on [t1, t; +.J]. Then, with ¢y defined by T*(t;) = to,
the limit jump in the path z(-) would occur at to and be defined by (¢t +
J) — Z(t1—), where Z(t1—) = z(tp—) and

ti+J -
it +J) = @(t—) +/ q1(Z(s—))dX(s) = Z(t1—) +/ q1(2(s—))ds.

t t
(6.8)

The inverse transformation defined by (6.5) gives the correct value x(t) at
points t where A(+) is continuous, and for all ¢ if ¢; (+) is constant. If the singular
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control has more than one component, the method is analogous, except for a
minor change when several components jump simultaneously. In lieu of making
specific assumptions that ensure that there is a weak-sense unique solution,
we use the following condition.

AG6.2. There is a unique weak-sense solution to (6.6) and its analog for (6.2)
for each singular control \(-) that is bounded on each bounded time interval
and each initial condition. That is, for each admissible pair (A(-),w(:)) and
wiatial condition, there is a probability space on which there are equivalent
processes and a nonanticipative solution to (6.6), and the distribution of the
(control, Wiener process, solution, reflection process) does not depend on the
probability space.

3.6.3 Existence of an Optimal Control

Theorem 6.1. Assume (A6.1), (A6.2), system (6.1) or (6.2), cost function
(6.3), and (A2.1), (A2.2), and (A4.3). Then there is an optimal control. If we
use the cost function

W(#,\) = B} / - /U e [k(E(1))dt + dy(t) + dhdA (D) +Ee7 o (x(7:))

and replace the boundary conditions by (A4.1) and (A4.2), then there is an
optimal control.

Proof. Recall the definition of the solution via the time-transformed model
that was discussed in the previous subsection. We will confine the development
to (6.1) with the reflecting boundary. The proof for the analog of (6.2) is nearly
identical. The new issues that are due to the use of singular controls are the
same in the other cases.

Let (2™(-), A" (-),w"(+), 2" (-)) be a minimizing sequence. Theorem 5.5 used
a time-transformation method to show that the sequence of reflection pro-
cesses was asymptotically continuous for the ordinary or relaxed control case.
In the current case, there is no a priori assurance that {\"(-)} is tight, but the
time-transformation method can be used to get the desired result. The proof
follows the lines of the development in [56, Section 2.6]. See also [58, Section
11.1] and [60, Section 4], using the type of time transformation introduced in
Theorem 5.5 and in the previous subsection. The positivity of the components
of the weight vector ¢, implies that, for the minimizing sequence, the tails f;o
of the costs goes to zero as T' — oo and that the costs are bounded, uniformly
in n.

Analogously to what was done in Theorem 5.5 and in the previous sub-
section, define
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t)=t+ Z Y (t) + Z AP (1), (6.9)

and
T™(t) = inf{s : T"(s) > t}. (6.10)

Define the time-stretched processes 2" (t) = 2™ (T"(t)), and so forth. Then

z"( /b ))dT™(s)
t (6.11)
+/O q1(Z" (s—))dA\" (s) + /Oa(in(s))d@"(S)Jri”(t),

o0
W (&,A\") = B} / / e AT [k(f”(t))df”(t) + '™ (t) + AdA" (1) | -

’ (6.12)
The set of time-transformed processes (Z™(-), A" (-), @"(-), 5™ (-), T™(-)) is tight,
with T”( ) being Lipschitz continuous, with constant unity. Each of the pro-
cesses §"(-), \"(-) is the sum of a Lipschitz continuous process (Lipschitz con-
stant unity) and a pure jump process, where the time interval between any
two jumps is at least the magnitude of the first jump.

Extract a weakly convergent subsequence, indexed also by n, and with limit
denoted by (Z(-),A(-),@(-),§(-),T(-)). Then (-) is a continuous martingale
(with respect to the filtration induced by the full set of limit processes) and
has quadratic variation process I T()7 where [ is the identity matrix. Also,
the limit set satisfies (6.6) in that

z(t) = z(0) +/ b(Z(s))dT(s)
.70 i ) £ ) ) (6.13)
+/0 ql(:r(sf))d)\(s)+/0 o(z(s))dw(s) + 2(t).

The proof of nonanticipativity and of the form of the limit of the stochastic
integrals is similar to that in Theorem 5.1.

Using Fatou’s Lemma and the fact that {A\"(-)} is a minimizing sequence,
we have

th(x A" =V()

- - - 6.14
>W=E) / / =BT | |(2(4)dT(t) + ¢'dii(t) + q;dA(t)} : (6.14)
Hence there is an optimal control for (6.6), (6.7).
To relate (6.13) to (6.1), define the inverse transformation
T(t) = inf{s: T(s) > t}. (6.15)

Because sup,, FA"(t) < oo for each ¢, the inverse is finite for each ¢ and goes to
infinity as t — oo (all w.p.1). Now define the inverse processes z(t) = Z(T'(t)),
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and so forth. Then w(-) is a standard Wiener process with respect to the
filtration induced by the set of inverse transformed processes.

Suppose that A(-) = A(T(-)) is continuous. Then so are the y;(-), and
the set (2(-),y(-), \(-),w(-)) satisfies (6.1) with z(t) = 3, diyi(t). Also W =
W (Z, \), which must equal V(&).

Now suppose that the process T'(-) has a jump of magnitude J at tg. This
corresponds with the process T(-) being constant on the interval [ty,t; + J]
where T'(tp—) = t1. Thus one or more components of \(-) jump at ¢y, and the
sum of the jumps is < J. Suppose, for specificity, that A\;(-) jumps J;, i = 1,2,
J > Jy + Jo. The value z(t) is the solution at t = t; + J of the differential
equation

H(t) - #(t—) = / G (#(s=)dA(s) + 5(t) — E(ti—), (616

t1

where Z(+) is the boundary reflection process. B

3.6.4 Impulsive Controls

By an impulsive control we mean a control that has the effect of a Dirac delta
function: It forces an instantaneous change in the system [13, 41, 70]. Such
controls occur as limits of systems operating in heavy traffic environments, as
the traffic intensity goes to unity. See, for example, [58, Example 5, Section
8.1.5]. They occur if the control action or external interruptions shut down or
alter part of the system for a period of time. They are also used as approx-
imations to problems where a large “force” can be applied over a relatively
short interval. The impulsive control problem differs from the singular control
problem in that there is a positive “setup” cost as well as a cost associated
with the magnitude of the control. When there is a setup cost, one is likely
to have few control moments, but with larger forces used.

Let the sequence of random variables {v;,7;} denote the values and the
times of the impulses, and define

F(t)y= > v

1 <t

Tt is always assumed that F'(-) is nonanticipative with respect to w(-) and that
Tn < Tn41 — 00 with probability one. But some 7,, might be infinite with a
positive probability. The 7; are F;-stopping times and v; is F;,-measurable.
For a matrix D, a simple “impulsively controlled” analog of (6.1) is

dz(t) = b(z(t))dt + DAF(t) + o (z(t))dw(t) + dz(t). (6.17)

One can add delays in the control, as well, with analogs of either (2.3) or
(2.11) used.

Let g(z,v) be a bounded and continuous function that is nondecreasing
in v for each z and satisfying g(x,v) > ¢y > 0 for all 2, v such that v # 0,
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and g(x,0) = 0. This positivity for v # 0 corresponds with the setup cost. A
discounted cost function is

W (i, F) = EF

/000 e PlE(z(t))dt + Z e Pigla(ri—), )| . (6.18)
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Approximations to the Dynamical Models

4.0 Outline of the Chapter

Because the state space for the delay equation is infinite-dimensional, the nu-
merical problem can be quite difficult. A major part of the difficulty is due to
the size of the state space that is required for the numerical approximation.
Because of this, it is important to simplify the original dynamical model as
much as possible without sacrificing the essential aspects of the results. No
matter what the problem, the ability to get good numerical solutions depends
in no small part on the relative insensitivity of the model to small varia-
tions, as the numerical algorithm itself is an approximation to the original
model. This chapter is devoted to a set of model simplifications that have
considerable promise when the path or path and/or control are delayed. The
associated numerical algorithms are readily implementable, and the paths of
the approximating models are often close to those of the original model. Many
models with delays are very sensitive to variations in the delay or dynamics.
Because of this, it is essential to use any approximation with care.

Section 1 is concerned with generic approximations to the drift function
b(-) in the dynamics and k(-) in the cost rate. It is shown that the costs are
insensitive to small variations in these functions, and in the case where the
delays are continuously distributed, it allows us to discretize them. The results
justify working with simpler control-value spaces, say those with finitely many
points, and allow us to approximate the path memory segments in various
ways.

Section 2 is concerned with approximations when only the path values
(and not the control) are delayed. In the original model, the path memory
segment Z(t) evolves continuously and, even if the delays are discretized to
be integral multiples of some basic value, one must still keep track of the
infinite-dimensional quantity Z(t). In order to get a finite-dimensional ap-
proximation, one needs to alter the way that the memory segment evolves in
time. In the “periodic approximation,” the delays vary periodically in time,
oscillating about the true values with small variations. This resulting path
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memory segment is finite-dimensional. The changes in the cost functions are
minimal for small periods. This approximation can be used as a first step in
developing numerical procedures.

For such periodic approximations, one must keep track of the time that
has elapsed since the beginning of the current period. Depending on the nu-
merical algorithm, discretizing this elapsed might or might not be convenient.
In many cases, the number of points that are required for such a discretization
will be very large. To handle this, Approximations 4 and 5 introduce models
where the time advances randomly and that require only a finite (and usually
not too large) number of points to keep track of its evolution. The numerical
algorithms are readily adapted to such approximations. One can prove that
the costs converge (uniformly in the controls) to those of the original model
as the approximations are refined. The Bellman equation for the approxima-
tions involves the random renewal process that determines the evolution of
time only via averages, and for a fine enough approximation it is essentially
equivalent to that when the true elapsed time is used.

The simulations described in Section 3 illustrate the basic approximations.
Paths for the original process are compared with those for the approximations,
and it is seen that they can be quiet close, even with moderate levels of ap-
proximation. Evaluations of various cost functions support this conclusion.
Although the approximations were good for the tested problems, as noted
above one must always exercise care owing to the sensitivity to model varia-
tions that is common in systems with delays.

The model approximation problem is harder when the control or both
the path and control are delayed. Because the paths are continuous func-
tions, there are many ways of sampling and approximating them to get finite-
dimensional results. But it is not usually known a priori whether the control
processes have any regularity properties at all. Because of this there is an
advantage in approximating the relaxed control representation. Some possi-
bilities are discussed in Section 4. An alternative approach to systems with
delays in the control and path is discussed in Chapter 9. Section 5 is con-
cerned with system approximations when there is a delayed singular control.
The methods used in Sections 4 and 5 should be taken as being well moti-
vated and natural, but still preliminary. Much more work is needed on system
approximation methods when the control is delayed. In the numerical algo-
rithms (see Chapters 7 and 8), the path values are discretized and represented
in various ways to minimize the memory requirement.

Delay equations might have rapidly time-varying terms, even rapidly vary-
ing delays. This complicates the numerical problem. But, under suitable con-
ditions, there are limit and approximation theorems that allow us to replace
the system by a simpler averaged one. Some such results are developed in
Section 6.
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4.1 Approximations of the Dynamical Systems

4.1.1 A Basic Approximation

A first step in simplifying the numerical problem is to simplify the original
model. The idea is to work with a simpler model, but for which the val-
ues of the cost functions and the essential features are close to those for the
original model. Indeed such approximations are an important part of the de-
velopment of useful algorithms. The following theorems show that the cost
function does not change much, uniformly in the control, if the dynamics
are changed slightly, and they allow us to make the type of approximations
just suggested, as well as more useful ones. Eventually the simplifications will
lead to finite-dimensional approximations whose behavior is close to that of
the original model and for which numerical algorithms can be conveniently
developed.

We concentrate on the model (3.2.3), and cost function (3.4.4), and the
analogs of the approximation results also hold for the other models discussed
in Chapter 3. The next two theorems show that varying the memory struc-
ture slightly changes the costs only slightly, uniformly in the control. The
theorems are intended to be suggestive of the possibilities, and their proofs
use the methods of Theorem 3.5.1. In the system of concern in Theorem 1.1,
the dynamical terms b(+),o(-), p.(+), and the cost rate k(-), are approximated
by b™(-),0™(), u2(+), and k™(-), resp. In (A1.1), v(:) and v™(-) are used for
canonical paths in C(G;[—0,0)), and the canonical path memory segments
associated with them are denoted by o(t) and 0™ (t), resp.

A1.1.b"(-) and k™(-) are measurable IR" -valued functions on D(G;[—0,0]) x
U x [-0,0]. Suppose that v™(-) — v(-) in C(G;[—0,00)). Let o"(t) (resp.,
o(t) ) denote the path memory segments at t associated with the paths v™(-)
and v(-), resp. Then b™(0"(t),a,8) — b(0(t), o, 0) uniformly in «,0 on any
bounded time interval. The real-valued function k™(-) and the matriz-valued
function o™ (-) are measurable and satisfy the analogous property. Also, p2(+)

converges weakly to p.(+).

Theorem 1.1. Use the model (3.2.3) with the cost function (3.4.4). Assume
(A3.1.2), (A3.1.3), (A3.2.1)~(A3.2.3), (A3.4.3) and (AL.1). Let W™ (&, 7,r) de-
note the cost under (b"(:),c™(-), k" (-), u2(-)). Then W™ (&, 7, r) — W(&,#,r)
uniformly in &, 7 (where & is confined to some compact set in C(G;[—0,0]) )
and in r(-) as n — 0.

Now drop the conditions (A3.1.2) and (A3.1.3), and assume the model
(3.2.11) and (A3.2.4)—(A3.2.6). Then the conclusions continue to hold. Sup-
pose now that control stops when the boundary is reached, where the cost func-
tion is (3.4.2). Drop (A3.2.1) and (A3.2.2) and assume (A3.4.1) and (A3.4.2).
Then the conclusions continue to hold.
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Comment on the notation. Consider a solution to (3.2.3), with relaxed
control r(-) and Wiener process w(-). Because we are working with weak-
sense solutions, when we abuse the notation by saying that we apply the
same pair (r(-),w(-)) to the system that uses (b"(-),o™(:),k"™(-), u2(-)) and
to the system with (b(-),o(-), k(-), e(+)), we mean that there is a probability
space on which are defined (r™(-),w™(-)) and a solution z™(-), with reflection
term 2"(-), where (r™(-),w™(-)) has the probability law of (r(-),w(-)).

Proof. The proof is very similar to that for the existence of an optimal control
in Section 3.5, and we will only discuss the proof of the uniformity. Suppose
that the uniformity (in the controls and initial condition) of the approximation
does not hold as n — oc. Then there is a sequence of initial conditions z"
(confined to some compact set) and 7", admissible pairs (r™(-),w"™(+)), and
corresponding solutions z™(-) with reflection terms z™(-) such that

" (t /ds/ /b” t"(s), o, O)r™' (dev, s + 0) i (d6) "
+/Oa<<>>dw<)+z<t> |

and, for some € > 0 and as n — oo,

(W™ (E™, 7, ") — W(E™, 7, r7)] > e (1.2)

Let (r§(+),w{ () have the distribution of (r™(-), w™(-)), and let z{(-), 25 ()
be the associated solution and reflection term, resp., to (3.2.3) under the initial
conditions 2", 7"; i.e.,

(1) = &7 /ds// P (dav, s + 0) 1 (d6) -

+/0 o (F(3))dwf} (5) + 28 (1),

Choose a weakly convergent subsequence of (z™(-),y"(:), r™(-),w"(+),
z", #) and (g (-),yg (-), 76 (-), wg (-), 2", 7") with limits (z(-), y(-),r(-), w(),
z,7) and (2o(),yo(-),70(+), wo(+),&,7), resp. Let n index the subsequence. Use
the Skorokhod representation so that the convergence can be supposed to be
w.p.1 in the topology of the path spaces. By (Al.1), the continuity of the
limit processes, and the fact that r"(da, ds + v)u? (dv) = r(da, ds + v) e (dv)
if r™(-) = r(-), the first integral in (1.1) converges to

/ds/ /b )r'(dev, s + 0)pue(d6).

The stochastic integrals are treated by the approximation procedure of The-
orem 3.5.1. Thus, the limit of (1.1) satisfies
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/ ds/ / ) (dev, s + 0) e (dO)

+/0 o (2(s))dw(s) + 2(2).

Analogously, the limit of (1.3) satisfies

H(0) + /0 s /_ 09 /U b(@o(s), v, 0)rh (davy s + O)1o(d6)

+ / o (20(s))dwo(s) + z0(t).

The probability laws of (r(-),w(-)) and (ro(-), wo(-)) are identical and the
initial conditions are the same for both cases. Hence the weak-sense unique-
ness (A3.2.3) of the solution to (3.2.3) implies that (zo(-),y0(),70(), wo(+))
and (z(:),y(-),r(:),w(-)) have the same probability laws. The proof that
wn (g™, @ r") — W(&,#,r) and W (2", 7", r") — W(&,#,r) (which contra-
dicts (1.2)) is similar to the proof of the analogous result in Theorem 3.5.1
and the details are omitted. W

Theorem 1.2. Assume the conditions of Theorem 1.1. Let (r™ E(
be an e-optimal (control, Wiener process) pair, under (b™(-), o™ (+),
and initial conditions &, 7. Then any weak-sense limit (r€(-), we(-)
w™e(+)) is an e-optimal pair under (b(-),o (), k(+), pe(+)).

Comment on the proof. Let (z™(-),2™¢(-)) denote the solution under
(r™e(-),w™*(-)). Choose a weakly convergent subsequence (indexed by n)
of (2(-), #74(), 7™ (-), w™<(-)) with limit (2(), 2(),7<(-), w(-)). By the
optimality of r™¢(+),

W™ (z, 7, r™e) < irrlf W™(z,#,r) +e. (1.4)

We will use this and the weak convergence to show that
W(z, 7, re) < iI;lf W(z,7,7)+e. (1.5)

Suppose that (1.5) is false. Then there is a 6 > 0 such that

iIrlf W(z, ) < W(Z,7r) —e—4,
and a pair (rs(-),ws(-)) such that

W(Z,7,rs) < W(&,7,r) —e—§/2. (1.6)
Now apply the pair (r5(-), ws(+)) to (1.1) with initial conditions (Z, 7). That is,

there is a probability space with processes (rj(-), wy(-),z5(-),25(-)) defined
on it such that
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t 0
x (¢) ::%(0)4-/0 ds/_é/Ub”(f?(s),a,@)r?”(da,s+9)u£"(d9)
+ / o™ (@ ($))duwl (5) + 22 (),
0

and where the distribution of (r§(-),w§(-)) is that of (rs(-),ws(-)). By (1.6)
and the uniqueness of the solution to (3.1.3), the cost corresponding to the
limit of any weakly convergent subsequence of the processes in (1.7) must be <
W (z,#,r¢)—e—0/2, which contradicts the e-optimality (1.4) of (r™(-), w™*(+))
for large n. Hence (1.5) holds. W

(1.7)

The next theorem is a slight extension of Theorem 1.1. It will be used for
the approximation of the memory in the next section. It allows us to use an
approximation to the memory segment at time ¢ that depends on the solution
over an interval [t — 6™(t),t] in lieu of the interval [t — ,¢] where, for each
T < 00, Supscr lén(t) - é‘ — 0 in probability as n — oo. It is motivated
by approximations such as Approximations 2, 3, and 4 of the next section,
which in turn are motivated by approximations that reduce the memory re-
quirements of the numerical algorithms, such as those in Chapters 7-9. In
Approximation 3, defined by (2.6) and called the periodic approximation, the
maximum delay varies periodically between 6 — §/2 and  + §/2, and it is of
interest to know that as § — 0, the costs converge to those for the original
model. In Approximation 4, defined by (2.7), the delays vary randomly and
are determined by a renewal process, whose intervals are exponentially dis-
tributed with mean 6. The memory is the path from the present time back
to 0/6 renewal times ago, mapped into a function on [—@,0], and we wish to
know that as § — 0, the costs will converge to that for the original model.

In Approximation 5, defined by (2.8), the exponentially distributed inter-
vals are replaced by Erlang distributed intervals of order §/dp, of total mean 0.
This will be called the periodic-Erlang approximation. We wish to know that,
as 6p — 0, the costs converge to those for the periodic delay approximation.
The motivation for this approximation, as a means of reducing the required
memory for the numerical algorithms, is given in Chapter 8. Simulations that
illustrate these approximations are in Section 3 where it is seen that they can
be quite good. The limit of the memory segments at time ¢ for the approx-
imations mentioned in the previous paragraph is just the original memory
segment Z(t) = {x(t + 0),0 € [-0,0]}. But for the periodic-Erlang approxi-
mation noted in this paragraph, the limit (as dg — 0, with ¢ fixed) has the
form of the periodic memory segment that, for each ¢, is piecewise-constant
and not continuous. This motivates Assumption A1.3 and Theorem 1.4. and
was the motivation for the more general part of (A3.1.1) and (A3.1.3). The
importance of these approximations for the numerical problem will be seen in
Chapters 7-9.

In (A1.2), we use a sequence of approximations Z%(t),n < 0o, to the path
memory segment Z(t). The subscript “a” will later be used to indicate the
type of approximation.
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A1.2. Let the nonanticipative memory segment process " (t) € D(G;[—0,0])
be used in lieu of Z(t), where Ty (t) might depend on the path x(t + 0) for a
range 0 € [—0"(t),0] in lieu of the range [—0,0] (but mapped into a function on
[—0,0] ), for some nonanticipative process 6" (-). Let z"(-) denote the solution
under the memory segment T"(t), assumed to be weak-sense unique for each
wnitial condition and control. Suppose that, for each T < oo, and as n — oo,

sup sup |z, (t,0) —z"(t+6)] — 0 (1.8)
t<T —9<0<0

i probability, uniformly in the control and initial condition.

In Theorem 1.3, W2 (&, 7, ) is the cost under the path memory segment 7 (-).
Theorem 1.3. Assume the conditions of Theorem 3.5.1 and (Al.2). Use
b(ZI(t), o, 0) instead of b™(Z(t),,0), and use o(Z2(t)) and k(Z1(t), o, 0

)
Then W2 (&, 7,1r) — W (&, 7, ) uniformly in & in any compact set in C(G;[—0,
0)), and in 7,7(-), as n — oo.

Comment on the proof. The proof follows that of Theorem 1.1. Consider
(3.2.3) under the current substitutions for the path memory segments:

z(0) + / ds/ / )’ (dev, s + 0) pue(d6)

+ [ o w(s) +2"(t),
0

which we write as

where
/ s / | ). 0.0) = (" (). 1, 00) " (o 5+ O) ()
+ / lo(2(5)) — o(7"(s))] du(s).

By (A1.2), as n — oo, the max of the error term € (t) over any finite interval
goes to zero in mean, uniformly in the control and initial condition. The rest
of the details are as in Theorem 1.1.

An extension of Theorem 1.3. In Theorem 1.3, it was assumed that the
model used the path memory segment Z(t), and it was Z(t) that was approxi-
mated. But the original model might use a path memory that is different than
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Z(t). For example, it might be a piecewise-constant approximation to Z(t), or
depend on the values of z(-) over a time interval that is different than that
used for Z(t). Now let 7,(t) € D(G;[—0,0]) denote the value of the nonan-
ticipative memory segment process that is to be used in the original model
at time t. It is assumed to be piecewise-constant with intervals that do not
depend on ¢ and can be represented as a measurable function Fy (¢, z(s),s < t)
of the path and time. It also is used for the argument in the cost rate k(-) and
in o(+). Thus the original system is now

+t/0t ds /(;/Ub(fa(s),a,&)r/(da,s + 0)pc(d0) (L0

+ [ otanluts) + =00

If the control is not delayed, then the system reduces to

/ ds / (Zals), @) (da, ) + /0 ' o(5a(s))du(s) + 2(2). (19b)

A1.3. Let the solution to (1.9) be weak-sense unique for each initial con-
dition and control. Let the nonanticipative path memory segment Ty (t) €
D(G;[—0,0]) be used in lieu of T,(t) in the cost rate and in (1.9), with cor-
responding solution process x™(-), assumed to be weak-sense unique for each
iniatial condition and control. That is,

" / ds/ / )r'(dev, s + 0) e (d6)

+/0 o (& (5))dw(s) + 2" (2).

Suppose that, for each T' < oo, and as n — oo,

sup sup |zp(t,0) —zh(t,0)] — 0 (1.10)
t<T —9<6<0

in probability, uniformly in the control and initial condition, where TI'(t) =
F,(t,x™(s),s < t). Suppose further that if ™(-) converges to a process v(+)
then Z1(t) converges to the memory segment process Uy (t) = Fy(t,v(s),s < t)
associated with v(-) in the sense that, for each T < 0o and as n — oo,

sup sup |04(t,0) —Z0(t,0)] — 0.

t<T —§<6<0

Theorem 1.4. Assume the conditions of Theorem 1.3 with (A1.3) replacing
(A1.2). Then the conclusions of of Theorem 1.3 continue to hold.
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4.2 Approximations by Time-Varying Delays: Only Path
Delayed

In this section, the path memory segments that approximate Z(t) will be de-
noted by either 2 (t) or 2°06,(t), where § or (§,dy) are parameters of the ap-
proximation and the subscript “a” denotes the type of approximation. These
are nonanticipative functions of the solution to the system equation.

The numerical problem for delay equations involves a lot of memory be-
cause of the necessity of approximating the memory segments. In order to
reduce the memory requirements, it is necessary to simplify the model, with-
out sacrificing too much accuracy, and some approaches to attaining that goal
are discussed in this section for the case where only the path is delayed. We
use the models (3.2.1) or (in relaxed control form) (3.2.2). The approximations
(2.4)—(2.8) will be used in Chapters 7-9. Theorems 1.1-1.4 will be applied to
the various approximations in this section.

4.2.1 Discretized Delays

Discretized delays. Let § > 0 be small and such that Qs = /4 is an integer.
A simple way to approximate the delays is to discretize them to the finite set of
values {0, 0,29, ...,Qs0}. Suppose, for concreteness, that we move any delays
on the interval (id,i0 + d],7 < Qs, to the point delay id + J, thus possibly
increasing delays slightly. The precise approximation is as follows. Let Eg(t)
denote the function on [—6,0] with values Z5(t, ) given by

23(t,0) = x(t)
a(t—08), 0€[-5,0),

5(t,0) =

w(t—0), 0e[-0,—0+90).

The system (3.2.2) is now replaced by

x(t) :x(O)—l—/O /Ub(a’:g(s),a)r(dads)—&—/o o (2(s))dw(s) + z(t). (2.2)

The solution corresponding to the memory segment iz‘sd(o) will depend on 9§,
but until further notice we suppress that dependence for notational simplicity.
Let W°(&,r) denote the associated discounted cost and V(%) the minimal
value. This terminology will also be used for the other approximations that
are to follow that depend on a single parameter 6. If the delays were uniformly
distributed on [—6, 0], then this approximation increases the average delay by

5/2.
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Theorem 1.1 applies, so as 6 — 0, the costs for the approximation converge
to the cost for the original model. Although this approach will simplify the
representation of the delays, it will not help the memory problem because in
order to compute the values z(t — i), < @, for all ¢, we still need to track
the entire (infinite-dimensional) segments Z(¢).

The following approximations all yield processes with a finite-dimensional
representation. With them the effective delays vary either periodically or are
randomly varying in time. As seen in Section 3, they can be quite good.
But, given the sensitivity of the behavior of many models with delays to
slight variations in the dynamics, one must always exercise care in the use of
any approximation. There are numerous variations of each of the suggested
approximations. They vary in convenience of use, and the forms that are
described should be taken as one choice among many alternatives

Approximation 1. A direct approximation of Z(t). Let 16 <t <10+ 0.
Redefine #9(t) to be the restriction to the interval [—0,0] of a piecewise-
constant interpolation of the values

(z(t), z(10),...,z(16 — ) (2.3)

instead of those in the set in (2.1). In particular, we use the restriction of the
piecewise-constant interpolation of the following points:

z3(t,0) = 2(1),
2(16), 0= —(t—15),
(

216 —68), 0=—(t—18) -9,
(0.6 — ) (t—10) (2.4)

2(16 — Qs0), 0 = —(t — 16) — Qs

The construction is illustrated by the solid line in Figure 2.1

The maximum delay is § when t = 1§, and it increases to §+6 as t — 15+0,
at which point it reverts back to . An approximation that yields better results
in the simulations is the linear interpolation, given by the dotted line in the
figure, although the advantage is slight for small values of §, and it requires
more computation. To the extent that the linear interpolation is accurate, the
maximum effective delay with the linear interpolation used remains close to
6. Either approximation can be used as basis for the numerical algorithms in
Chapters 7-9. There is a computational burden associated with the fact that
the approximation shifts continuously in time, and this is the motivation for
the Approximations 2 and 3. For the numerical approximations, the values of
the state are discrete. To use either of the forms of Figure 2.1, one needs to
keep track of the continuously varying quantity 7°(t) =t — 1§ = t(mod 4), for
1§ <t < 1§+ 9. This introduces a quantity that takes values in a continuum
and that must be approximated (as in Approximations 4 or 5 below) in order
to adapt the model for the numerical algorithms.
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(1§ — 0) z(t)
Tl (1)
74(t,0) L
x(ld —9)
—(t—15) -6 ‘ (=18
L | -5 -5 0 0

Figure 2.1. Illustration of (2.4).

4.2.2 Periodic Delays

Approximation 2. A periodic finite-memory approximation. The fol-
lowing approximation is an alternative interpolation of the values (2.3), but
with the shift occurring at discrete times id,7 = 1,2, ...,, rather than contin-
uously. It requires less computation, although the effective delays vary peri-
odically. Let t € [16,10 + ). More precisely, for 1§ <t < 1§+ 6 let the memory
segment be the function i:fc(t) defined by:

#5(t,0) = a(t),

x(19), 6 € [-6,0),
4 (t,0) = 29

2(I6—0+06),0€[~0,—0+90).

The construction is illustrated in Figure 2.2. If the delays are uniformly dis-
tributed on [—#, 0], then this procedure decreases the average delay by §/2.
A piecewise-linear form can be used as well. Any approximation based on the
set (2.3) and that converges in the sense of Theorems 1.1-1.3 can be used.

z4(t,0) ) 205 ) a(t)

77777777777777777777777777777777777777 x(10)

— % % L0
-0 _g+5 —25 =5 0

Figure 2.2. Path only delayed. Model (2.5), 16 <t < [0+ 6.
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With the above model, we expect that the control at time ¢t € [1d,15 + 0)
should depend only on f‘} (t) and t — 1§. For such controls, the process
X0 = (z(nd),z(nd —6),...,2(né — Qs6 +46)) is Markov. Define Xo(t) =
(x(t), z(16),...,2(16 — Qsd + §)). The process defined by (X°(t),t — 1) for
t € [16,16 + 0) is also Markov but with a periodic (period 0) transition func-
tion. The component 7°(t) = ¢t — 1§ = t(mod &) is necessary because (on each
interval [10,10 + 0)) we need to keep track of the time that has elapsed since
6. For the numerical approximations in Chapters 7 and 8, the path values
are discretized. In order to obtain finite-state approximations, it will be nec-
essary to discretize the time as well. To prepare for this, we will introduce the
Approximations 4 and 5 below. This point will be returned to in Chapter 7.

Approximation 3: Delays periodic in 8 4= §/2. In the model (2.5), the
delays varied between § — § and §. With the variation in the last paragraph,
they varied between § and § + 6. Simulations (see the next section) show that
the quality of the approximation is improved relative to those models if the
maximum delay oscillates periodically between § —6&/2 and 646 /2. To get such
an approximation, define Q;‘ (assumed to be an integer) by 6 = (Q(}F +1/2)6
and let 1§ <t < 1§+ d. Then define the memory segment ig(t) as follows.

#(t,0) = (1),
«(16) 0 e[-5/2,0),
(

10-6), 0e[-0/2-04,-0/2), (2.6)

T

2(16 — QF8), 0 € [-0,—0 + 5).

The form is illustrated in Figure 2.3, and it is seen that the maximum delay
varies periodically in the desired range. The value /2 for the length of the
rightmost interval was chosen because t —[¢ varies from zero to § as t — [+,
and the average value is 0/2. This also explains the use of 6/2 in (2.8) below.
Other choices that maintain the correct mean values could be used as well.
The use of a linear interpolation based on (2.6) gave slightly better results in
simulations but involved more computation.

Discussion of the approximations and intervals in (2.6). Suppose that
b(z, ) has the form b(z(t — ), «). With the approximation (2.6), as ¢ varies
from 10 and 10+, the value b(z(I6—QF §), o) is used in the dynamical equation.
Thus the delay varies between 6 — §/2 to 6 + §/2, with an average value of 6.
Now consider the rightmost interval, whose length is §/2. For ¢ € (16,10 + 9),
we have Z)(t, —0/2) = x(16). Thus the average delay of the approximation at
0 = —4/2 is just 6/2. Such considerations motivate the choice of the intervals
in (2.6). With the particular form for b(-) in this example, the values of the
approximation on the interval 0 € [—§/2,0] and,
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z5(t,0) x(t)
(16 — QF6) 29 = 9)
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, x(19)
% % —t 0
-6 -0+ -36/2  —6/2 0

Figure 2.3. Tllustration of zJ(¢). Model (2.6), 16 <t < 16 + 4.

indeed, on (—#,0) are irrelevant. But we need to keep track of the values
X0(t) = (x(t), (16),2(10 — 6),...,x(16 — QF5)), no matter how they are in-
terpolated.

Suppose now that the delay for the original problem is uniformly dis-
tributed on [0, 0] in that u.(-) is Lebesgue measure on [—6,0]. Let (2.6) (i.e.,
the form in Figure 2.3) be used for the approximation to the memory segment.
Thus the distribution on [—#,0] in Figure 2.3 is Lebesgue measure for each t.
The approximation (2.6) concentrates the delay at the following values:

(QF6+(t—16),....6+ (t—10),t —15).

At time ¢, the interpolation effectively assigns a measure of value § to each
of the values, except the rightmost, to which the value §/2 is assigned. As t
varies between [d and [0 + ¢, the range of the delays that are associated with
the right-hand interval varies between [0, 0] and [0, ], with an average value
0/2, which again helps justify the interpolation (2.6).

4.2.3 Randomly Varying Delays

For Approximation 3 and 16 <t < [§ + 0, one must keep track of the elapsed
time ¢—19 since the last shift. This can be a problem when the model is adapted
for use with the numerical procedure. If the Markov chain approximation
is such that the “interpolation interval” is constant (which is not usually
the case) for each value of the discretization parameter, then we can get a
complete finite-state approximation for numerical purposes. This is discussed
in Chapter 7. Even then, when the interpolation interval is small, the number
of points required to keep track of time will be very large.

Such considerations imply that we need to modify our approach to the
measurement of the passage of time between shifts so that only a finite number
of values are required. Such modifications are described by Approximations 4
and 5. In these approaches, time advances “randomly,” and is determined by
a renewal process with either exponentially or Erlang distributed intervals.

Approximation 4. Continue to suppose that only the path is delayed. The
following model, where the delay varies randomly, is covered by Theorems 1.1
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and 1.3. Let time be divided into mutually independent and nonanticipative
intervals whose lengths are exponentially distributed and have mean length 4.
In detail, let {v?} bei.i.d., random variables that are exponentially distributed
with mean §. They are the intervals between jumps of a Poisson process
whose jump rate at time ¢, conditional on all data to ¢, is 1/d§. Thus they
are independent of the Wiener process. Define v = 0 and 09 = Z?;Ol v?. The
09 are called the shift times or the d-shift times for this approximation.

The memory will consist of the values of the path at the current time and
at the most recent Q5 = /4 renewal or shift times. Thus the effective delay is
randomly time-varying. In particular, define the path memory segment z(t)
as follows. For t € [07,07, ),

z)(t,0) = (1),

z(a?), —6<6<0,
s (2.7)
zo(t,0) =
x(af_QéH), —-0<0<0+0.
See the illustration of #3(t) in Figure 2.4.
If the subscript k in a term o in (2.7) is negative, then use the value of the
initial condition at § = —k¢&. The mean value of o — af7Q5+1 is (Qs —1)0 =

0 — §. The time between ¢ and the previous renewal moment is exponentially
distributed with mean ¢ [43, Chapter 5, Equation (6.5)]. Thus the average
maximum delay is 6.

For o) <t <o}, and (2.7) used, we expect that it is sufficient to have the
0 )

control at time ¢ dependent on X2 (t) = (z(t), z(a}),z(a? ), .., x(a?_Q5+1))
only. Then X?(-) is Markov and so is the discrete-parameter processes X, f,,l =
(z(0}),z(0P_1), .-, I(U?,Qﬁl)),l = 0,1,.... Because of the fact that the
intervals are exponentially distributed and i.i.d., we need not keep track of
the time since the last shift. Thus the state space is simpler than that for
the previous case. This advantage is offset by the fact that the intervals are
random.

Simulations indicate that there is too much randomness for such an ap-
proximation to be of general use, unless § is small. The dimensionality of the
path representation is inversely proportional to §, so we prefer to approximate
the passage of time by means other than by making § very small. The following
elaboration addresses this issue, by using a “periodic delay” approximation
based on an Erlang distribution of high order.
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z2(t,0)

6 —6+0 —25 -0 0
Figure 2.4. An illustration of Z%(t) defined by (2.7), for ¢ € [0?,07, ;).

4.2.4 Periodic-Erlang Delays

Approximation 5. A compromise between (2.6) and (2.7): A “finer”
random approximation. Equations (2.5) and (2.6) illustrated approxima-
tions that, for ¢ € [16,16 + 0), required keeping track of the time ¢ — 1. The
approximation (2.7) did not require such a component of the memory, but
the effective delay intervals were random. For small §, this might not be a
problem, but there are intermediate models between (2.5) (or (2.6)) and (2.7)
that are well worth considering. One such model replaces the exponentially
distributed intervals v® by Erlang distributed intervals, so that there is less
randomness, although the memory requirement is increased.

Define the integer QF and the real number § > 0 by 6 = (QF + 1/2)6, as
above (2.6). Let § > &y > 0 with L% = §/5y, an integer. Each interval of
length § will be approximated by a sum of L% random subintervals, with the
length of each subinterval having an exponential distribution with mean dy.
Thus the intervals between renewal times are sums of L9 of the subintervals
and have an Erlang distribution of order L% and total mean §.

Now we give the formal definition. Let the random variables {v%°} have
the properties of the {vn} defined above (2.7), but with mean dy. Define

v = 0 and g0 = 27_1 0. We will divide {v%} into groups of L%+ random

Varlables as follows. Define 05 5 — 0 and

nL%
Z O n=1,2,....

The intervals between renewal are O'?+1(S — 6160’5 [ =0,1.... The intervals are
mutually independent and are intended to approximate the constant interval
of length &. The renewal times G2°° are also called the shift times or d-shift

times. Define the path memory segment z%0:9(t) as follows. For & _60 <t<
50,6
Ul-?—l’
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2200(t,0) = x(t),
2(3%), —§/2<6 <0,

200(t, ) =

(670 ), —0<0<0+40.
1-Qj

The average value of 060’6 — 5160’Q+ is QF 0 = 0 —§/2. Because the intervals
Opil — are Erlang distributed with mean ¢ and order L%, the approx-
imation to a constant interval of length ¢ i 15 better The mean time between a
random time and the last renewal time Uz % before it is harder to calculate,
but it is between 6/2 and §. As L% — oo, it converges to /2. This argument
provides additional support for our use of the interval §/2 in the top line of
the brackets in (2.8).

*6075 76(],
n

Comment. When these approximations are adapted to the numerical prob-
lem in Chapters 7 and 8, a major concern is simplicity and the tracking of
a state that can be embedded into a finite-state Markov chain and used in
the dynamic programming equation. The representation of the path needs to
be simple, and our choices satisfy that need. We have tried to motivate the
particular choices that are made, but they are not exclusive and much more
thought is required. We will use similar interpolations when the delayed con-
trol problem is discussed in Section 4. But there is no intrinsic requirement
that the path and control have approximations of the same form.

The “Erlang” state. It will be helpful to formalize the process that marks
the passage of time. The right-continuous Erlang state L%-°(t) is defined to
be the number of dg-intervals that have passed since the last d-shift, and it
evolves as a cyclic Poisson process with L%° values, where the state moves
0—1-—2---— L[%9 10, with the rate for each transition being 1/dy.
Equivalently, the Erlang process changes values at the times ¢, n = 1,2.. ..

30,6 ~380,0

Let ¢ and [ be such that 7, o,y - 1f the control at

time ¢ depends only on (w(t) (E(O’?O’é), e ,x(afi’éQ) and L%°(t) (where, in
)

this case, L%0(t) = i—1L%°), then this process is Markov. We will then need
to keep track of the L%-°(¢), which takes only L% values, and this is simpler
than keeping track of the continuous variable ¢, modulo ¢. The intervals have
an Erlang distribution of high order, which is preferable to the exponential
distribution. Thus we have a compromise between (2.5) (or (2.6)) and (2.7).
The interpolations will be discussed further in the next section in connection
with the simulations.

Note that while the passage of time is determined by the renewal process,
the interpolations 2 (¢) and #%0:°(-) defined by (2.7) or (2.8) are piecewise-
constant with interval ¢ (or §/2 for the rightmost interval). In principle, one

<ol <t<ol <
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could construct interpolations by replacing these constant interpolation inter-
vals by the appropriate random renewal intervals, but this would entail the
use of a random (and potentially unbounded) number of path values and of
the associated values of the random intervals, all of which is to be avoided.

4.2.5 Convergence of Costs and Existence of Optimal Controls

The results of Section 3.5 concerning the existence of optimal controls for the
various approximations and those of Section 1 concerning the continuity of the
cost function with respect to the approximation parameters extend as follows,
for the case where only the path memory segment is approximated. The proofs
of existence of optimal controls are like that in Section 3.5. The proofs of the
convergence of the various approximations as the approximation parameters
2o to their limits use Theorems 1.3 and 1.4. Theorem 1.4 is required for the
assertions concerning Approximation 5, the periodic-Erlang model, where the
memory segments and the path values at the shift times converge to those for
the periodic model (Approximation 3) as dyg — 0. The details are omitted.

Theorem 2.1. Use the system (3.2.2) and cost function (3.4.3), with %5 (t)
replacing T(t), where z°(t) (a = d, f,p,r) is defined by any of the approz-
imations giwen by (2.1) or (2.4)—(2.7). Let the cost and optimal cost be de-
noted by W°(&,7) and V°(%), resp., for all cases. Assume (A3.1.1), (A3.1.2),
(A3.2.1)-(A3.2.3) and (A3.4.3). Let 0 be fized. Then the conclusions of Theo-
rems 3.5.1-3.5.4 hold as they pertain to these models. As 6 — 0, Wo(&,r) —
W (&,r) uniformly in r(-) and in & in any compact set in C(G;[—0,0]). Also,
V(%) — V(&). Now suppose that the controls are restricted to depend on one
of these approximations to the path memory segment and consider € -optimal
controls with this dependence. Given € > 0, there is € > 0 that goes to zero
as € — 0 such that for small enough 6 (which can depend on €), an € -optimal
control in any of the classes of approximations to the memory segments is
e-optimal for (3.2.2).

Next suppose that control stops when the boundary is reached, as for (3.4.2).
Drop (A3.2.1) and (A3.2.2) and assume (A3.4.1) and (A3.4.2). Then the con-
clusions continue to hold.

Now assume the model (3.2.11) with conditions (A3.1.1), (A3.1.2) and
(A3.2.4)-(A3.2.6). Let any of the approximations (2.1) or (2.4)—(2.7) be used
to approzimate the path component in the dynamical terms, and use p?(-)
such that pl(-) = pe(-). Then the conclusions continue to hold.

Now assume the approzimation (2.8) and let W °(&,r) and V°00(%)
denote the cost function and the optimal cost, resp. Then, as g — O,
V00:9(3) — VO(&) and W2 (&,r) — WO(&,r), uniformly in the control and
initial condition. The analog of the assertion concerning e, € -optimal controls
holds. Optimal controls exist in all cases.
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4.2.6 Differential Operator for the Periodic-Erlang Approximation

Let the path only be delayed and let t € [6%°8;,5% ;1) and L% (t) < L%:° —

1. Define X%:9(t) = (m(t), x(&l‘so"S), e ,x(c‘rfﬂ’&)), where z(-) is the solution
3

process under the path memory segment 22°°(-) defined in (2.8). In the time

interval of concern, the only component of X%-°(¢) that can change is the

first, namely x(¢). Define a(-) = o(-)o’(-). With control u(t) being used at

time ¢, define the differential generator £**) acting on twice continuously

differential functions with compact support, as
LU FXE0(8)) = iy (X200 (8))b(22°(8), u(t))

1 % .
3 3 om0 (K2 )y (327 (). (29)

With the periodic-Erlang approximation, we need to keep track of the
Erlang state L% (t) with values in 0, 1, ..., L% —1. Now let f(-) be a function
of X209(t) and oL (t), the elapsed time since the last shift, as it is counted
by the Erlang state L%(t). The differential operator of the joint process
(X200 (1), SoL>(1)) is

A F(X200(t), 6oL (8)) = L9 F(X200(t), 5o L% (¢))
% [/ (RE9(), 00L53(8) + 80) = F(XE (1), 80 L2 (1))] -
(2.10)
If f(X,-) is continuously differentiable in the second variable, then, for small
80, the last term of (2.10) is close to the derivative of f(X20%(t),8oL%%(t))
in the second variable. This implies that in the interval of concern and for
small &, time effectively advances continuously, from the perspective of the
differential operator. In computing cost functionals or in solving the Bellman
equation, the actual exponentially distributed random variables do not occur.
It is only the distribution function of the process that matters, and its closeness
to that of the original model. The above observations give additional support
to the use of the approximation.

4.3 Simulations Illustrating the Model Approximations

4.3.1 Simulations Based on the Periodic Approximation

As previously noted, the behavior of delay systems is often quite sensitive to
variations in the model, and one always needs to experiment with the form of
the approximation before embarking on the numerical computations, keeping
in mind that the original model will often itself be only an approximation
to the physical model. But for many classes of problems, the approximations
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in the previous sections are very acceptable. This will be demonstrated for
one class, arising in the modeling of a “fluid approximation” to a form of
TCP (transfer control protocol) regulation of Internet congestion in [89]. The
system is ([89, Equation (4.2)])

do(t) = L3 _9‘92)92”_ FE=9) 4t — sttt — 0)f(t — B)at

+olo(t—0)f(t - 6)]*x(t)dw(t),

(3.1)

where the real-valued z(t) denotes a rate of transmission, @ is the round-
trip delay between the source and the buffer/router, the “transmission rate
decrease” factor due to a lost packet is 1/2, and f(t) is a measure of packets
that are lost due to buffer overflows.

The origin of the model is a single-source system. A nonacknowledgment
of receipt of a packet at a router causes the source to reduce its rate of
transmission. The effect of the reduction is seen at the router after a delay
of the round-trip time . In this model, packets are queued at the router in
a buffer of size By, and lost packets are due to buffer overflow. The function
f(t), the fraction of packets lost at time ¢, depends on the transmission rate,
system congestion due to other users, and the router service rate and buffer
size. Modifying [89, page 67 | slightly, we use the loss probability for a M/M/1
queue with a buffer size By = 5, a service rate of ¢ = 10, and exogenous (and
uncontrolled) input rate unity, and § = 0.4. Then, for p(t) = z(t) + 1,

_ L= p(t)/e {pmro“_
1= [p(t)/c] " L e

Let us start with the deterministic form, as the presence of noise can
confuse the comparison. So, first, let ¢ = 0. Figure 3.1 illustrates a typical
simulation for the periodic approximation (2.6), for which the average delay
is just 6. The outer curve is the original model and the other is for Qgr =4,
§ = 0/(Qf +1/2). The relative behavior is similar for all initial conditions,
and we see that the path approximation is very good.

ft)

With the Approximation 2 of (2.5), the average delay is increased by §/2
and the performance can be seriously affected. See Figure 3.2, where the delay
is increased by ¢/2 and has the value 0.444. The upper curve is for the original
model, and the lower curve for the approximation, which is seen to be poor.
The periodic approximation form (2.6), maintaining the same mean delay, is
always superior.

Figure 3.3 is for the original model with ¢ = .1. We can see that even
a very small noise value changes the paths considerably. With the periodic
model (2.6) and Qf{ = 4, the paths and cost values are very close, with
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0=.0, delay =.4

x(t)

path value

4.5
2

Time

Fig. 3.1. Deterministic case: Approximation (2.6): original and periodic delay mod-
els, Q;‘ =4.

0=0, delay =.4 and .444, original models

x(t)

55 q

path value

45
2

4 6 8 10 12 14 16
Time

Fig. 3.2. Deterministic case: original model and model with delay increased by §/2.

sample differences in the means of the paths being 0.003 and in the variance
being 0.005. Figure 3.4 plots a typical path of the original model on a larger
time interval, to demonstrate the long-term behavior.

Figure 3.5 repeats the above for ¢ = .3. The sample mean and variance
of the difference of the sample paths of the original model and those for the
periodic model with Q;“ = 4 are .003 and .002, resp., with the values using
Qgr = 3 being only slightly higher. To facilitate comparisons, the same random
numbers were used in the simulations of Figures 3.3-3.5, but the features of
interest are typical. The values of the sample mean, variance, and of other
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simple cost functionals, are also very close. The use of the linear interpolation
of Approximation 2 generally improves the approximation a little.

o=.1, delay =.4

6.5 q

x(t)

path value
o
<

Time

Fig. 3.3. Added noise, original model.

o=.1, delay =.4

6.5 4

x(t)

5.5 b

path value

45 . . . . .
0 20 40 60 80 100 120
Time

Fig. 3.4. Added noise, original model.
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=3, delay=.4,original model
8 T T T

path value x(t)

Time

Fig. 3.5. Added noise.

4.3.2. Simulations Based on the Periodic-Erlang Approximation

The approximation based on (2.8) is illustrated in Figures 3.6 and 3.7.! Figure
3.6 compares the original model for ¢ = 0 with that for L% = 20, Q(}" =4.
The comparisons are similar for different initial conditions. With other se-
quences of random numbers used to get the “Erlang” intervals, the curves are
still close with the slight shift of one over the other often reversed, so that
on the average the approximation is very good. Keep in mind that when an
approximation is used in the Bellman equation, there are no random num-
bers, only an average over the possibilities, which improves the quality of the
approximation.

The initial condition that is used in these plots is “averaged” in that it
uses a linear interpolation of the piecewise-constant approximation between
the sample points. Generally, interpolating in this way gives a slight advantage.
Figure 3.7 is for the same data, but with ¢ = .1. In the figure, the periodic-
Erlang model has the sharpest and more extreme points in the first two cycles.
This behavior is often reversed in plots based on other random numbers, so
that the distribution of the paths for the original model and that for the
approximation are close. With Q;r = 3, the comparisons are similar but not
as good.

! The random numbers used in Figure 3.7 were independent of those used in Figures
3.3-3.5
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o0=0,delay =.4

7 T T

x(t)

path value

45 L L L L L L L L L
2 3 4 5 6 7 8 9 10 1" 12

Time

Fig. 3.6. Original model compared with periodic-Erlang delay approximation,
L0 =20,QF =4.

o=.1,delay =.4

X(t)

§ o\ j j \I ,’
E | W
T §
> i
c 55 | | ‘f’ | 1
g W
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5L Iy i
45 , , , , , , , , ,
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Time

Fig. 3.7. Original model compared with periodic-Erlang delay approximation,
L% =20,QF =4.
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4.4 Approximations: Path and Control Delayed

In this section, we will allow both the path and control to be delayed and
discuss various approximations to the control memory segments. The approx-
imation parameters will be  for the periodic approximation and the pair dg, d
for the periodic-Erlang approximation, analogously to the usage for these
forms in Section 2.

With ordinary controls used, the model with both the path and control
delayed is (3.2.3). In relaxed control notation, the drift term is (3.1.6) and the
full system is (3.2.4). If there are no boundary reflections, then delete the z(-)-
terms. The cost function is either (3.4.4) or (3.4.2). Unfortunately, in general,
the control process u(-) has no a priori available useful regularity properties
that can be exploited to get good approximations to the control memory
segments. Because of this, in general, the control memory segment cannot be
approximated in the manner that the path memory segment was, by using
a piecewise-constant approximation to the process u(-) over the “memory
interval.” On the other hand, the fact that the relaxed control representation is
continuous in time can be exploited and will be the basis of the approximation.

In the drift term (3.1.6), the control memory at time ¢ can be repre-
sented as the derivative of the relaxed control over the time interval [t — 6, ),
namely {r'(da,t + 0),0 € [—0,0)}. Recall the representation (3.1.8) where
the derivative of the relaxed control was written as 7 (da,t,6). Because the
approximation to the control memory segment at time ¢ will depend on ¢,
it is this form that will be approximated. Then for the periodic (parameter
0) approximations to the path and control memory segments, we write the
approximating drift term as

/ 07 / b(x(t), o, 0)7 (dov, t, 0) e (dB). (4.1)
—-0JU

The representation for the periodic-Erlang approximations will be written
analogously.

The approximations that are to be used will yield a piecewise-constant
control memory segment, whose values are obtained by averaging the con-
trols over the intervals of constancy. This averaging procedure will yield the
derivative of the relaxed control that is to be the approximation of the mem-
ory segment. There are many variations of the basic idea, and the particular
forms that we describe are to be taken as suggestive of the possibilities. The
described forms are successively less complicated from a numerical point of
view. Analogs of Approximations 1 and 3 are described simply to illustrate
how they might be adapted for use on the control memory segment. But they
suffer from the same “memory” problems as when used for the path memory
segment. For the path memory segment, the periodic-Erlang approximation
resolved the main memory issues, but its adaptation to the control memory
segment is still too complicated. This is partly resolved with the periodic-
Erlang variant to be defined by Approximation 5a. All but Approximation 5a
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require tracking a quantity with values in a continuum and so would require
additional approximations if they are to be adapted for numerical purposes.

An analog of Approximation 1. The following construction is an analog
of what was done in Approximation 1 in Section 2 for the path memory
segment. For b > a, define r(do, [a,b]) = r(da,b) — r(da,a). For § > 0 and
16 <t <16+, define the process Fg”(da, t,0) as the restriction to 6 € [0, 0]
of the following function:

ff/(da,w) = I{u(t)eda}
T(dav [lévtb/(t_lé)? e [_(t_l6)70)a

r(da, [16 — 6,15)) /6, 0 € [—(t—18)—8,—(t—16)),
7 (dev, t,0) =

r(da, [16 — 0,16 — 0+ 6]) /6,
0c[—(t—16)—0,—(t—15)—0+9).

(4.2)
A linear interpolation of (4.2) can be used as well. The process 7’'(da,t) on
the right side of (4.2) will generally depend on the parameter ¢ as the con-
trol that is actually used will generally depend on the approximation to the
path memory segment that is used. But, to avoid excessive numbers of super-
scripts in the discussion of the various approximations, that dependence will
be suppressed unless otherwise noted.

The problems with the use of (4.2) as a basis of the numerical approxima-
tion are similar to those raised for Approximation 1 in Section 2. One needs to
keep track of the running time ¢ — [J, and of the values of the relaxed control
segment over this interval. The issues involved in the approximation of the
control memory segment by a finite-state process are similar to those associ-
ated with the tracking of the time ¢ —[§ in Approximations 2 and 3, and whose
consideration led to the forms of Approximations 4 and 5, where time evolved
“randomly.” We next describe an analog of the periodic Approximation 3 and
then analogs of the periodic-Erlang Approximation 5.

An analog of the periodic Approximation 3. Recall the definition of the
integer QF : (QF +1/2)6 = 0. Let 16 <t < 1§+ 6. Then define ff)”(doz,t, 0) as
follows.

’Fg’,(daa t, 0) = I{u(t)eda}a
T(dav [157 tD/(t - 15)7 AS [_5/2a O),

r(da, [16 — 6,16)) /6, 0c[—6/2—06,—-6/2),
7 (dev, t,0) =

r(da, [I6 — QF 6,16 — QF 6+ 0])/8, 0 €[-0,—0+74).
(4.3)
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An analog of the periodic-Erlang approximation for the control
memory segment. Recall the notation of the periodic-Erlang Approximation
5 in Section 2. In this approximation, the passage of time was approximated by
a cyclic Poisson process, taking the values &y times 0,1,..., L% —1,0,1,...,
in turn, with the value moving to the next step with rate 1/50 Let 650’ <t<
6?1’15 An analogous approximation for the control memory segment is defined

by 7#0:9/(.), as follows.

7e(dat, 0) = Ifu(reda).
(dOé [ 5"’5,t])/(t - 5_?05), 0 e [75/2,0)7

r(da,[o120,5)°)/6, 0€[~6/2-6,-6/2), (44
7200 (da, t,0) =

80,6 b0, i A
r(da, [0 0Q+, 10Q++1])/6 0e[-0,—0+)9).
Recall the discussion below Figure 2.3 concerning the motivation for the di-
vision of the interval [—6,0] that is used in (4.4). As noted there, this is
well motivated but is only one of many possibilities. Tracking the first line
in the bracketed term is still a problem, as it involves tracking a continuous

time variable. In the next approximation ¢ — 3%°6; will be approximated by
SoL%5(t).

A numerically convenient form of the periodic-Erlang approxima-
tion for the control memory segment: Approximation 5a. The Ap-
proximation 5 of the path memory segment is useful for the numerical pro-
cedure. But the analog for the control memory segment is still too compli-
cated. Henceforth suppose that U contains only a finite number of points
(a1,...,aKk). Then (4.4) requires tracking the time that control u(t) takes the
value a;,1 < K, on each of the random time intervals [7, %00 41 or [5 f"’é 522’_’16 ]
This time takes values in a continuum and will have to be discretized. Such
issues will be addressed in Chapter 8, when the associated numerical problems
are discussed. In preparation for that discussion, we will describe a form of
the periodic-Erlang approximation for the discretization of the range of the
values of 7009/ (da, t,0).

Recall the definition of the Erlang state L%§(t) and its transitions, given
below (2.8). We will now define a right-continuous process, NN, f“"s(a, -), whose
purpose is to count the number of times that the control takes the value « at
the moments of change in the Erlang state in the [th cycle, where o I<t<
c‘r?_‘;’l This quantity will be the basis of a feasible numerical approximation to

(4.4). The precise definition is as follows. If L%-9(¢) increases at time ¢, then
define?

2 In the definitions, we supposed that the controls are ordinary and not relaxed
as that would be the case in the numerical approximations. If the controls are
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Nléo’é(a,t) _ Nl50,5(a7t_> —+ I{uéo,é(t):a}.

It
LO00(t—) = L% — 1 — L%(t) = 0,

then t = 6?_‘;‘1, the lth cycle ends, the (I + 1)th cycle begins, we define
No%§(a) = Nl‘so’é(a, t—), and start the new cycle with the value

N (s ) = Tuty=a)-

The first term in the brackets in (4.4) is to be approximated by
NP () /1L (1) + 1], (4.5)

which is the fraction of times from the beginning of the Ith cycle until the
present at which the Erlang state has increased and the control took the value

a simultaneously. The %6, (da, [5152’16, 5?"’6])/5 terms in (4.4) are to replaced
by the terms
NP (a)

which is the fraction of times in (I — 1)st cycle that the control took the value
unity when the Erlang state increased.

Summarizing, for t € [6?0’5, 6?115 ), the approximation to the control mem-
ory segment that was just defined can be written as 7732’?’/(-), where
7oy (e, t,0) = Ifu(iyy=a
NP (a,t)
7 0ec[-6/2,0),
L0 () +1 [=6/2,0)
Ne) (~6/2 — 6,~8/2) (4.7)
T Fs s 6 - - T ) 4-7
700 (da,t, 0) = L9
60,0
NI,OQ:;— (O() _ _
W, 96 [797794»5).

Theorem 4.1. Assume the conditions of Theorem 2.1, but with the control
delayed as in this section, with p1.(-),b(-), and k(-) satisfying (A3.1.3). For each
of the approzimations of this section, with the analogous forms used for the
path memory segment, there is an optimal control. The cost and optimal cost
functions for the periodic Approximation 3 converge to those for the original
unapproximated model as § — 0. If § is fized, then the cost and optimal cost

relaxed but not ordinary controls, then in the various constructions, at time ¢ use
r’(da,t) in (4.4). Theorem 4.1 will hold with this change.
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functions for the periodic-Erlang Approzimations 5 and 5a ((5a) being used for
the control memory segment) converge to those for the periodic Approzimation
3, as &g — 0. The assertions concerning (e, € )-optimal controls in Theorem
2.1 hold.

Outline of the proof. We will outline the argument for the convergence of
the periodic-Erlang approximations, starting with Approximation 5 used for
both the path and control memory segments. Fix § > 0. Then #209(t) and
7909/ (day, t,0) denote the memory segments corresponding to (2.8) and (4.4)
at time ¢. In this proof, we will index the associated solution process and
relaxed control by the pair (g, d). Thus x°0°(-) denotes the solution process
and 7%%(.) the relaxed control representation of the control process from
which the 2209 (¢) and 799/ (de, t,6) are derived via (2.8) and (4.4).

For notational convenience, we suppose that the same Wiener process can
be used for all 5. Then we can write

(50 s 60 a 505/ aS
o(t /d// de(s), o, 0)7"™ (dav, s, 0) pe(db) s
+/ 0(96,(5))duw(s) + 22 8(t).
0

The set
(x505(,)7 réoé(')v 2606(')7 ”LU(), {5606la I < OO}) (49)

is tight. Extract a weakly convergent subsequence (indexed by Jp for conve-
nience) and with limit (2°(-),7(-), 2°(-), w(-), {I8,] < oo}). Use the Skorokhod
representation so that we can assume w.p.1 convergence. By the convergence,
the continuity of 2°(-) and the fact that %8, — 1§, we have the convergence
795, (t) — :E]‘Z(t) for all t, where fg(~) is defined by (2.6), with 2°(-) replacing
z(+) on the right-hand side of (2.6).

By the above arguments and the continuity properties of b(-) in (A3.1.3),
the difference between the drift term in (4.8) and

/ ds/ /b L, 0)720% (dav, s, 0) 1. (d6) (4.10)

goes to zero as dg — 0. We would like to show that, asymptotically, we can
replace the 70%/(da, s,0) in (4.10) by 7’ (da, s, 0), where 7)7(-) is obtained
from (). To do this we need to show that

! 0 =5 50,0.1 _T a.s.
/Odslé/ljb(xp(s),a,H [790:94(das, 5,0) — 7% (dav, 5,0)] pe(d6)

goes to zero as 6y — 0. But this follows from the fact that b(z)(s),a,0) is

continuous in (s, a, ) for s € (16,16 +6),0l = 0,1,..., the fact that 050’ — 19,
both w.p.1 and in mean, and the constructions (4.3) and (4.4). From thls point
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on, the details of the proof for Approximation 5 follow the lines of Theorem
3.5.1, and are omitted.

Now we turn to the case where (2.8) is used for the path memory segment
and Approximation 5a, defined by (4.7), is used for the control memory seg-
ment. Let the processes in (4.9) now denote those resulting from the use of
these approximations (2.8) and (4.7). As above, the set (4.9) is tight and we
use the same notation (x%(-),...) for the limits. Assume Skorokhod represen-
tation.

The numerators of the terms in the brackets in (4.7) are values of point
processes, as is L% (t). We will decompose (& times) these terms in terms of

. _6y,0
compensators and martingales. For the zeroth cycle, where t < ;""" , we can
write the compensator-martingale decomposition as

SoL200(t) =t + M5 (t),

t
60N6050(O‘7t) :/ I{u506(s):a}d8+M606N(t)ﬂ
0

where the quadratic variation of the martingale M%§ (+) is 0pt, and that of
the martingale M% 4§y (-) is &g fg It ys06(s)=ayds. There is an analogous decom-

30,0 ~ 50,0

position on any interval [¢%d;,5%6;, ;). For 0,7° <t <oy, we have

t
50,0
/_60,6 Ttuso5(s)=ayds = r5°5(doz, (7,77, 1]).
9y

This, the weak convergence, and the fact that the quadratic variations of the
martingales are proportional to dy, implies that for all [ =0,1,..., as g — 0
we have the convergence

NP at)  r¥(da, [16,1)

oSty +1  t—15 (4.11)
N%(a)  7(day, [16,16 + b))
Loos 5 :

in mean, and this limit is the periodic approximation defined by (4.3).

Let 700-%/(.) denote the process that is computed from (4.4), but based on
the relaxed control that is a consequence of the use of the memory segments
defined by (2.8) and (4.7). Redefine & ( ) to be the process computed from
(2.6), but based on the new limit z°(-), and redefine 790 (-) to be the process
computed from (2.8), but based on the solution that is a consequence of the
use of (4.7). As with (4.10), as dp — 0 the difference between the drift term
with the use of z20°(-) and

/ ds/ / L, 0)70% (dov, s, 0) e (dB) (4.12)
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goes to zero. The main issue concerns the relaxed control term in (4.12).
Using the above compensator-martingale decompositions and (4.11), we
can write (4.12) as

t 0
/ ds/ / b(E(s), v, 0)720 % (dax, 5, 0) e (dB) + €20 (8), (4.13)
0 —-9JU

where the error term is a consequence of the martingale error terms M® 4y ()
and M5(-) in the above expansions. The sets of integrals (indexed by o)
in (4.12) and (4.13) are tight. Hence the set {€%§(:)} indexed by dy is tight.
It follows from this and the fact that E|e%°d(t)] — 0 as 6y — 0 that €%0:9(.)
converges to zero. We now proceed as for the first case of the proof. B

4.5 Singular Controls

Approximations analogous to those of the previous section can be written for
the singular control models of Section 3.6. In the model (3.6.1), the singular
control does not appear in delayed form, so only the path memory segment
needs to be approximated, and this can be done with the methods of Section 2.
We will briefly consider the model (3.6.2) where the singular control is delayed
and at time ¢ the control memory segment is A(t) = {\(t) — A(t + 0),0 €
[~0,0)}. Analogs of the periodic and periodic-Erlang approximations will be
briefly commented on. The motivation for these approximations, as part of
an effort to reduce the memory requirements, is the same as that for the case
where the control is not singular.

A periodic approximation to the singular control memory segment.
Let A0(t,6),0 € [—6,0) denote the periodic approximation to the control
memory segment at time ¢, to be defined below. We extend the domain of
the definition to the closed interval [0, 0] by defining dj\g(t, 0) = dA(t). For
6 <t <16+ 9, a simple analog of the periodic approximation (4.3) to the
control memory segment is defined by the piecewise-constant function whose
differences at the change points are given by

dA(t), 6 =0,
)\([Z(S, t])a 0= 75/2a
d@j\g(t,e) _ )\([15—57 lé])7 0= —5/2—5, (5.1)

A[I6 — QF,16 — QF +4]), 0 = —0.

The associated solution is
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0
dx(t) = dt ; c(xz(t)) + dt/_(; b(x(t+0),0)due(0) + o(z(t))dw(t)
0
o (w(t—))AN(E) + dt /9_75 4> (5((t + 0)—), 8)dpD3(t,0) + d=(t).

(5.2)

Using the conditions and methods of Theorem 3.6.1, it can be proved that

the solutions, controls, and costs converge to those for (3.6.2), as § — 0. As

for case of an ordinary control, one needs to keep track of the time that has

elapsed since the start of the current cycle, and the next approximation is a
first attempt to deal with this.

An analog of the periodic-Erlang Approximation 5. Recall the discus-
sion concerning (4.4). Let \o(¢,0),0 € [—0,0), denote the approximation to
the control memory segment at time ¢. Extend the domain of definition to
[~6,0] by using the first line of (5.1). Let 51°° <t < 6?_‘;‘;. Then an analog of
(4.4) is

dA(t), 6=0,
a7, 1), 6 =—3/2,
_30,0 00,0
do3oo(1,0) = { M7, 87D, 0=—8/2-9, (53)

50,8 80,5 _
)\([al_Q;,al_Q;H]), 0 =-6.

Using the conditions and methods of Theorem 3.6.1, it can be proved that
the solutions, controls, and costs with the use of (5.3) converge to those for the
periodic approximation (5.2), as 69 — 0. The next approximation completes
the analog of (4.7), where both time and value advance discretely.

An analog of the periodic-Erlang Approximation 5a in (4.7). The
approximation (5.3) needs to be simplified so that the memory has only a
finite number of values. One major difference with the situation dealt with in
the approximation (4.7) is that here there is no a priori bound on the incre-
ment in the singular control on any given time interval, so that an additional
truncation will have to be done when the numerical approximation is dealt
with. We also need to adjust the way that the memory increment is updated.

Let us consider a case where the singular control has only one component.
Suppose that we only allow increments of size kd1,k = 0,1,.... Then it can be
shown that as §; — 0, the costs will converge to those for the model without
the discretization. With such a discretization, the procedure of Approximation
5a in (4.7) can be carried over. Drop the denominators in (4.7). Let 5?0’5 <
t < c‘rl‘si’f. Let ngo"s(a,t) in (4.7) be replaced by the §; times the number
of times since the start of the current (Ith) cycle that the singular control
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increased. For arbitrary [, replace Nl‘so’é(a) by 6; times the number of times
in the [th cycle that the singular control has increased.

4.6 Rapidly Varying Delays

In this section, we will illustrate one way in which models with distributed
delays arise. The delays in the physical model to be considered are time-
varying and vary rapidly. It is shown that the model can be approximated by
one with distributed delays, where the distribution is an asymptotic average
of the delays in the physical models.

Rapidly time-varying delays in the drift function. Consider the model
(3.2.4) with time varying delays. The rapidly varying delays in the path will
be separated from the control and we use the system

dz€(t) = b*(z°(t + 05 (), k < K)dt

0
+dt/n:/‘ﬁ(f%ﬂ7anﬂr%da,t+zﬁu4dv)+wﬂ£5Qde€@)+wk€@)
-0Ju
(6.1)
The first term on the right models the time variations in the delays in the

path. Rapidly varying delays in the control are much harder to deal with and
are omitted. The cost function will be (3.4.4), but with cost rate

R+ 050), b < K)
’ 2(~€ / (62)
w0, ot oda)

In addition to the cost rate (6.2), there is the cost rate ¢'dy(t) associated
with the reflection terms, if the boundary is reflecting. Let Ef denote the
expectation given the data to time ¢ for all of the processes in (6.1).

A6.1. The process 0°(+) = (05(-),i = 1,..., K) is nonanticipative with respect
to the Wiener process we(-) and takes the form 05(s) = 0;(s/e€), where 0;(t) €
[—0,0]. The process 0(-) is asymptotically stationary with stationary measure
v(-) in the sense that the following mizing condition holds: Uniformly in g(-)
in any compact set in C(G;[—0,0]), and for any A >0, as € — 0,

(nA+A) /e
€ a b'(9(8(s)),j < K)ds — Ab' (g(-))
nAje (63)

—A/b1 ). < K)v(do)

m mean, uniformly m n. The analogous condition holds for k'(-), with the
definition k(g f k1 (g(0;),5 < K)v(db).
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A6.2. b () is a continuous IR"-valued function and k*(-) is a continuous real-
valued function, both on on [IR"])X.

A6.3. b*(-) (IR"-valued) and k*(-) (real-valued) satisfy the continuity and
boundedness condition on b(-) in (A3.1.3) and u.(-) satisfies (A3.1.3).

AG6.4. The system
(ma):dﬁ/éwmt—@xigzouum

+dt /_g/{}(ﬂ(f(t), o, )1 (de, t + o) pe(dv) + o (Z(s))dw(s) + dz(t)

(6.4)
has a unique weak-sense solution for each initial condition and relazed control.

Let W (,#,7) denote the discounted cost with the model (6.4) and cost rate
() + k2(-) with reflection term cost rate ¢'dy(t). Let W€(&, 7, r) denote the
cost with the model (6.1) and cost rate (6.2) with reflection term cost rate
q'dy(t). The theorem is written for reflected diffusions. The analog for the

boundary absorption case is similar.

Theorem 6.1. Use the system model (6.1) and let the cost function be
(3.4.2) with the rate given in the previous paragraph. Assume (A6.1)—(A6.4),
(A3.2.1)—(A3.2.2) and (A3.4.3). Let o(-) satisfy (A3.1.2). Then, as e — 0,
We(z,7,r) — W(&, #,r) uniformly in (&, 7), where & is confined to some
compact set in C(G;[—0,0]).

Now, suppose that o(-) has the form o(x(t+05(t)),i < K). Define a(-) =
o(-)o’(+). Suppose that there is a(-) such that, for any A > 0 and continuous
function g(-), as e — 0,

(nA+A)/e
eE / a(g(6:(s)),i < K)ds — Aa(g(-))
nA/e

:/@@wﬂiswaﬂ

in mean, uniformly in n. Let a(-) have a continuous square root &(-) and
suppose that weak-sense uniqueness holds with 6(-) used. Then the theorem
holds with &(-) replacing o(-) in (6.4).

Proof. When uniformity in & is referred to, it is always assumed that &
lies in some compact set. We will use the martingale method to identify the
limit process. The proof is based on that of Theorem 3.5.1. Let z€, 7€, r¢(-)
denote the initial conditions and relaxed control that are applied to the e-
system. We can suppose that there are Z, 7 such that 2¢ — 2,7 — 7 in their
respective topologies. Let f(-) be a real-valued function on IR"” with compact
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support and whose first and second partial derivatives are continuous. For
h(:), (), 8:,t,T,1,J, as in (3.5.2), Itd’s Lemma applied to (6.1) implies that

R ((s3), (), 0 (s:), 03, 7°(51)),1 < 1,j < J) [f(a(t + T)) = f(a(8))
t+T

fo (@< (s))b" (2°(s + 65 (s)), i < K)ds
t+T
/ // folz 7(8), o, v)r% (do, s + v) ps(dv, s)ds

t+T 1 [T
- [ R - / o' (2°(5)) e (°(9)) () ds] = 0.

(6.5)

As in Theorem 3.5.1, the set {z(-),y“(-),r(:),wc(-),e > 0} is tight and all

weak-sense limit processes are continuous. Now take a weakly convergent sub-

sequence, and abusing notation, index it by € as well, and denote the limit by
(x(4),y(-),r(:),w(-)). We will use the Skorokhod representation.

Next we derive the limit of the term involving b!(-) in (6.5). Thus, consider

the component of (6.5) defined by

Eh (xe(si)aye(si)awe(si)v <¢j7re(5i)>7i S I7j S J)

t+T 6.6
X Vt Fo (@ (s))b" (2°(s + 05(s)), j < K)ds 00

For A > 0 (and assuming, w.l.o.g., that ¢t and T are integral multiples of A),
write the integral in (6.6) as

t+T—A  GA+A
S [ R s+ 65(s)). < K)ds.
iiA=t 7148

By the weak convergence, given p > 0 there is A > 0 such that for small € > 0
the sum can be approximated within p, in the mean, by

t+T—A

TA+A
[ R A A+ 66 < K)ds. (6)
iriA=t V14

For the purpose of evaluating the expectation (6.6), we can use the approxi-
mation (6.7) and evaluate the conditional expectations in the sum

t+T A

1A+ A
B Y B / L@t (AP (@ (1A + 65(5)),5 < K)ds,  (6.8)

i1 A=t

where the 7th summand can be written as

1A+ A
P GANEG [ Ve iA+ 05(s/e)).5 < K)ds

M iaray/e (6.9)
— S ) EL | b (A + 0(5)),4 < K)ds.

iA/e
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The proof of tightness in Theorem 3.5.1 can also be used to show that
the doubly indexed set {x¢(t + -);e,t} is tight in D(G; [0, 00)). Because the
processes in this set are all continuous, the set is tight in C'(G; [0, 00)). Then,
for each v > 0, there is a compact set K., € C(G;[—6,0]) such that

inf P{(«(t +0), -0 <6 <0) € K} >1—. (6.10)

For fixed small v > 0 and 6 > 0, choose a finite number of disjoint sets
57’5 C C(G;[-0,0]),1=1,2,..., A, s, each of which has diameter less than
d and are such that K, C UlSle. For each [, choose any g;(-) € S;”é. We have

sup |2°(i0 + 8) = gu($)| L (pe(ia15), se[-a,0) 572
_G<s<0 {(z<(iA+s),5€[-0,0))€5,""} (6.11)
S 0 peiats) se €[-0,0)es)°}

Using the fact that the values of (2€(iA+5),s € [~0,0]) are known at time
iA, and that the delays on the interval [iA,iA + A] depend on the “future”
values 6¢(s), s > iA, for small enough v and 0, (6.11), and the continuity of
bl(:) implies that we can approximate (6.9) uniformly in i by

iA+A
m/ AICHOINES K)dS] ;

i A

Z I{(:ce(iA+s),se[—§70])657‘5}f; (@*(i4)
1
which equals
Z H(ae(1ats) sel-a.0)esy )
1

(6.12)
fo(2%(i4))

(tA+A) /e
o / b (91(6;(s)), j < K)ds| .
iAfe

Using the approximations (6.7), (6.8), (6.11) and (6.12), the arbitrariness
of v, A, and §, condition (A6.1) (which implies that the convergence of the
conditional expectation in (6.12) is uniform in /), and the weak convergence
yields that, as e — 0, (6.6) converges to

i i) (@5, 7(s:)), 0 < 1,5 < J)
t+T
/ /f x(s+0;),i < K)v(df)ds

We omit the details concerning the convergence of the reflection term in
(6.5) and of the approximation when o(-) depends on rapidly varying delays.
Finally, we have

Eh(x(s;),
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Bh (w(s:), y(si), w(s:), 05, 7(si)),i < 1,5 < ) [ fw(t+T)) = flo(t))
/t+T/f x(s+6;),i < K)v(df)ds

. / " / é /U £ (2(5))R(3(s), 0, 0)r (dev, 5 + v (do)ds

t+T t+T
- [ R -5 [ o @) e ee)ota)as] <o

(with 6(-) used in lieu of o (+) if o(+) has rapidly varying delays). By the remarks
connected with (2.2.6), there is a Wiener process such that (6.4) holds. With
the above convergence results available, the proof of the convergence of the
cost functions is similar to that in Theorem 3.5.1, and the details are omitted.
|



5

The Ergodic Cost Problem

5.0 Outline of the Chapter

This chapter is concerned with the average cost per unit time (ergodic cost)
problem. For such problems, one generally prefers to work with feedback con-
trols, and we use a generalized form of such controls, called relaxed feedback
controls, that are analogous to the extension of ordinary controls to relaxed
controls in Section 3.1. We assume that the systems are nondegenerate in
that the noise covariance matrix o(x)o’(x) is positive definite. The Girsanov
transformation method of Section 3.3 is used to define the process in terms of
an uncontrolled model.

Because our aim is the preparation for the needs of the numerical algo-
rithms, the issues of model complexity and simplification that were of concern
in Chapter 4 are also of concern for the ergodic cost problem. This is compli-
cated by the fact that there is not much relevant ergodic theory for nonlinear
controlled delay equations. We will develop ergodic theorems for the process
Z(t), and for various finite-dimensional approximations that are, in fact, suffi-
cient for the model approximations and the numerical problem. Only the case
where the path is delayed is considered. Nothing seems to be known about
the problem where the control is delayed as well.

Section 1 is devoted to the construction of the controlled process via the
Girsanov transformation and to showing the mutual absolute continuity of
the measures of Z(t) for the controlled process, with respect to those for the
uncontrolled process, and the irreducibility and aperiodicity of the process
Z(t). These results are used in Section 2 to show that a Doeblin condition
holds, and hence that Z(t) is geometrically ergodic, all uniformly in the control.
Using this, it is then shown that the costs per unit time converge to the
ergodic cost and that the normalized discounted costs converge as well, as the
discount factor goes to zero. This latter fact justifies the use of the discounted
cost function as a substitute for the ergodic cost function, when the discount
factor is small. The proofs of all of these facts depend heavily on estimates

H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 97
doi: 10.1007/978-0-8176-4 621-9 5,
© Birkhduser Boston, a part of Springer Science + Business Media, LLC 2008
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of the Radon—Nikodym derivatives in the measure transformations that are
used in the Girsanov transformation.

Section 3 is concerned with general approximations of the models. It is
shown that one can approximate the dynamics and control value space U,
while sacrificing little in the value of the cost. In essence, continuity proper-
ties of the invariant measures and ergodic costs as functions of the dynamical
terms are proved. Approximations such as dealt with in Chapter 4, where the
delays vary either periodically or periodically with time intervals determined
by a renewal process, are of great interest due to their role in reducing the
memory requirements for the numerical problem. The relevant ergodic theo-
rems and approximations to the cost functions for the periodic approximation
are discussed in Section 4, and those for the periodic-Erlang approximations
are discussed in Section 5.

It is shown that the optimal ergodic cost for the original model can be well
approximated by the cost for any of these model approximations, which justi-
fies their use in the numerical algorithms. It is also shown that nearly optimal
controls for any of these approximations are nearly optimal for the original
problem where the memory segment in the dynamics is not approximated.

The development in this chapter is for the case where there is no delay
in the diffusion coefficient o(-): At time ¢, it depends only on z(t). How to
handle the case where there is past dependence in this term is shown at the
end of Section 4. But, for the most part, we stick to the simpler case to avoid
overcomplicating the development.

Unfortunately, little is known at present concerning the general nonlin-
ear control problem when there are delays, particularly for the ergodic cost
problem. For example, it is not known whether there is a feedback optimal
control. Because this is not the place to develop such results, we make vari-
ous assumptions to cover our ignorance. The key assumption is that the use
of relaxed feedback controls cannot be improved upon by the use of relaxed
controls. This property holds if there are no delays, and it seems very likely
that it holds quite generally in the delay case. The methods that were used
in the proof of this result for the no-delay case do not seem to be able to be
carried over.

5.1 The Basic Model

5.1.1 Relaxed Feedback Controls

The system of interest for the bulk of the chapter, when ordinary feedback
controls are used, is the reflected diffusion model

dz(t) = b(z(t), w(Z(t)))dt + o(x(t))dw(t) + dz(t),

with cost function
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lim —E"

T—oo T

/ k(E(t), w(E())dt + ¢'y(T) | .

where & = Z(0) is the initial condition. Since the ergodic cost problem is of
concern over an infinite time interval, and there is no discounting of the future,
it is important for the numerical problem that we can ensure boundedness of
the path throughout. This is one motivation for the use of a reflected diffusion
model. If the reflecting boundaries are added for numerical purposes, to bound
the state space, then one must experiment with the boundaries to ensure that
they have only a minimal effect on the results.

When working with average cost per unit time control problems over an
infinite interval, it is common to suppose that the controls are feedback so
that the process is Markov, and appropriate ergodic theorems can be applied
to show the convergence of the average cost per unit time to the “stationary”
or “ergodic” cost and to obtain optimality and approximation results. For the
discounted or finite-time problem we saw that the use of relaxed controls facil-
itated the proofs of approximation and existence theorems. Analogously, for
the ergodic cost problem, the use of relaxed feedback controls [9, 56] facilitates
the proofs of such results.

Suppose that m(Z,-) is a probability measure on the Borel sets of U for
each 2 € D(G;[—0,0]) and that m(-, A) is Borel measurable for each Borel
set A C U. Then we say that m(-) is a relazed feedback control. Any ordinary
feedback control u(&) has a representation as the relaxed feedback control
m(-), where m(Z, B) = I{ys)ep)- In terms of the relaxed feedback control,
the system is

dx(t) = /me(:iz(t))dt + o (z(t))dwn, (t) + dz(t), (1.1)
where wy,(+) is a standard vector-valued Wiener process, and we define
bo@(t) = [ Wa(t).0)m(a(0).do). (1:2)

The subscript m is used on the Wiener process in (1.1) as the solutions will
be constructed by the Girsanov transformation method. The corresponding

cost function is
/ / km (Z(t))dt + ¢'y(T)| , (1.3)

where k,,(+) is defined analogously to b,,(-). Under the conditions to be im-
posed, the limit in (1.3) will exist uniformly in the initial condition and m(-).

The system (1.1) will be constructed using the Girsanov transformation,
starting with the uncontrolled system

y(m) = Jim TE

dx = o(x)dw + dz, (1.4)
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where w(-) is a standard vector-valued Wiener process. Unless mentioned oth-
erwise, throughout the chapter we always assume the conditions (A3.2.1) and
(A3.2.2) on the set G, condition (A3.1.1) on the function k(-), and the follow-
ing assumption on b(-), o(+) and the solution to (1.4). Additional assumptions
will be stated as neeeded. Whenever the convergence or approximations of the
cost functions are involved, we also assume the additional condition (A3.4.3)
on the reflection directions {d;}.

A1.1. o(-) is continuous on G, o~ '(-) exists and is continuous, and a(-) =
o(-)o'(+) is Holder continuous. The system (1.4) is defined on a complete prob-
ability space (2, F, P,) with filtration {F:,t < oo}, F = limy Fy, and §2 is
the set of continuous functions on [0,00) with the local sup norm topology.
The system (1.4) has a unique weak-sense solution for each initial condition
x € G. The initial condition & = z(0) for the system with delays is continuous
on [—0,0], and #(0) € G for 6 € [-0,0]. The function b(-) is bounded and
measurable.

In (A1.1) and in the (uncontrolled and controlled, resp.) system equations
(1.4) and (1.9), the function o(-) does not depend on delayed arguments. See
the comments at the end of Section 4 concerning the approach that is to be
taken when o(%) is used in lieu of o(z).

Construction of the controlled system. Recall the discussion of the Gir-
sanov transformation method in Section 3.3. The controlled system will be
constructed as follows. We start with the uncontrolled model (1.4) and con-
struct the desired solution via the Girsanov transformation. Let {2 denote
the restriction of {2 to functions on [0,7] and let m(-) be a relaxed feedback
control. For T' > 0 define

rm) = [ o @)l duts) = 5 [ o @b (a(s) s
(1.5)

and set
R(T,m) = ST, (1.6)

The process z(+) in (1.5) is the solution of (1.4), whose initial condition is
simply (0) € G. There are no delays. But to coordinate notation with the
delay case, we will sometimes write the initial condition as Z, with Z(0) = z(0).
There are two ways of writing the transition probability for (1.4) that will be
used, depending on the application. The standard transition probability for
the uncontrolled z(+) is denoted by Py(x,t, B) = P,{x(t) € B}, for B € B(G),
the Borel sets in G. When we are concerned with segments of the uncontrolled
path, for A € B(C(G;[—0,0])) and ¢ > 0, we will also have use for the form
P(i,t,A) = P;{z(t) € A}. For t > 0 this is P, {Z(t) € A}. For t > 0, we
will also use the definition P(z,t, A) = P,{Z(t) € A} where z € G. Let P; p
denote the measure induced by (1.4) on B(C(G;[—0,T7)).
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For each (2, T, m(:)), define the probability measure P}"y on ({27, Fr) via
the Radon-Nikodym derivative R(T,m):

APy = R(T,m)dPs. 1. (1.7)

For each (&, m(-)), the family PJ%. of measures indexed by T' can be extended
uniquely to a measure P}* on (£2, F) that is consistent with the P'r. When
there is no control (i.e., where the system is (1.4)), we omit the superscript
or subscript m. The process wy,(-) defined by

dwp (t) = dw(t) — [0 (2(s))bm (2(s))] dt (1.8)

is an Fy-standard Wiener process on (§2, P, F) [42]. Now, as in Section 3.3,
rewrite the uncontrolled model (1.4) as

dx(t) = by (Z(t))dt + o(x(t))dw, (t) + dz(t). (1.9)
Under the measures {PJ",# € C(G;[—0,0])}, the process Z(-) obtained from

xr
the solution z(-) of (1.9) is a Markov process and we use P™(zZ,t,-) for its
transition function.

The reference [83] contains a wealth of material on ergodic problems for
infinite-dimensional systems. Most of the work concerning particular sys-
tems of stochastic differential equations involve Hilbert space valued processes
driven by an infinite-dimensional Wiener process (the cylindrical Wiener pro-
cess). Ergodic theorems for nondegenerate finite-dimensional linear delay sys-
tems (nonreflected) are dealt with, but the material concerning nonlinear
systems requires that the linear part dominate and that the nonlinear part
satisfies a Lipschitz condition, which would exclude general relaxed feedback
controls. See also [12] for similar work for Hilbert space valued processes.

The work that is closest to ours is [86], which also uses Girsanov transfor-
mation methods to construct the solutions and verify the ergodic properties.
The development supposes that o(-) is a constant and it does not deal with
control problems, approximations, or with reflected diffusions (so that the
diffusions are unbounded). But it does show the Doeblin condition and con-
vergence to the invariant measure. From a numerical point of view, one needs
to work in a bounded space, either directly or via an appropriate transforma-
tion. We follow the procedure that was used in [56, Chapter 4]. The paper
[18] also uses Girsanov transformation techniques (for the nonreflected model)
and shows, under its assumptions, that the transition probabilities converge
to the invariant measure, and that the cost and invariant measure are contin-
uous functions of the control. The conditions are more restrictive than what
is needed here. We note that the first work to deal with the continuity of the
invariant measure and stationary costs in the control for a diffusion process
is [54]. See also [56, Section 4.5].

5.1.2 Density Properties and Preliminary Results

The proof of convergence of the measures P (Z,t,-) to an invariant measure
as t — oo depends on the fact that for any ¢; > 6, the measures defined
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by P"{z(t) € B},B C G, t > t1, are absolutely continuous with respect to
Lebesgue measure, uniformly in m(-),¢ and in & in any compact set. This fact
will be proved in the next few theorems.

Theorem 1.1. The process defined by (1.4) is a Feller process in that
E,f(x(t)) is continuous for each bounded and continuous function f(-). It
1s also a strong Markov process. For each relazed feedback control, the process
(1.9) is a strong Markov process and the solution is weak-sense unique for
each initial condition & € C(G;[—0,0]).

Comments on the proof. The Feller property of (1.4) is a consequence of its
weak-sense uniqueness for each initial condition and the continuity of (). The
strong Markov property and the weak-sense uniqueness of the solution to (1.9)
is a consequence of the strong Markov property and weak-sense uniqueness of
the solution to (1.4) and the Girsanov transformation method of constructing
(1.9).

For the uncontrolled system (1.4), the next result is Theorem 4.2.1 of [56].
The proof depended only on the properties ((A3.2.1), (A3.2.2)) of G, the
boundedness of the drift terms, and the nondegeneracy of o(-)o’(-). Hence it
remains valid for the problem with delays. The result for the controlled system
follows from the fact that for any set A € Fr such that P;{A} = 0, we have
P {A} = E;R(T,m)I4 = 0.

Theorem 1.2. Let Ns(OG) denote a d-neighborhood of the boundary 0G.
Then, for 0 < t; <ty < 00,
P {z(t) € 0G} =0 fort >0 and all m(-) and %,

lim sup supsup P;*{x(t) € Ns(0G)} = 0.
004, <t<t, & m

(1.10)

The next result is Theorem 4.2.2 and Theorem 4.3.3 of [56]. The proof de-
pends on the properties of the uncontrolled system (1.4) and the boundedness
of the second moment of the Radon-Nikodym derivative R(T,m) that is used
in the Girsanov transformation. So the delays in the drift term play no role.
The symbol I(B) denotes the Lebesgue measure of the set B. .

Theorem 1.3. Fort > 0 the transition probability PI*{z(t) € -} is uniformly
mutually absolutely continuous with respect to Lebesque measure in the fol-
lowing sense. Let 0 < t1 < ty < co. Given § > 0 there is € > 0 such that, if
I(B) <€ for B € B(G), then

sup supsup P;"{z(t) € B} <. (1.11)
t1<t<ta m

Also, for any € > 0 there is § > 0 such that
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inf infinf inf  P"{z(¢t) € B} >4. (1.12)
t1<t<ty & m {B:(B)>e}

The control m(-) can depend on time as well as on the path. By using the
Markov property of the process T(t), we can replace t < to by t < 00o.

Comment on Theorem 1.3. The theorem implies that Py(x,t,-) and I(-) are
mutually absolutely continuous, uniformly in « and ¢ > ¢; > 0. In particular,
for each € > 0 and t > ¢, there are co > €5 > €; > 0 such that for each
initial condition xg there is a set B(zo,t) with I(Bc(zo,t)) < € such that, for

x & Be(xo,1),
€3 > Po(xo,t,dx)/dx > €.

This implies that for « & B.(x;,t),i = 1,2,

€2 > Po(l’o,t,dl') > 2

— . 1.13
€1 P0<.’131,t,d$) €2 ( )

Theorem 1.4. Let 0 =ty < t1 < --- <ty < oo, with t;y1 —t; > 01 > 0. Let
B; € B(G). Then for 6 > 0 and k < oo, there is € > 0 (that does not depend
on the {t;}) such that l[(B;) < € for any i implies that

P"{x(t1) € By,...,x(tx) € Bp} <6, all m(-), 2. (1.14)
Also, for any € > 0 there is § > 0 such that

inf infinf inf P B, ... B} > 6. 1.1
toi<k @ m {Bi:l(Blir)IZe,igk} i {x(h) € Browlte) € Bip 2 0. (115)

The control m(-) can depend on time as well as on the path.

Comment. (1.14) and (1.15) are obtained by using the Markov property
P {x(t1) € By,...,x(tx) € By}
=EIP™ {x(t1) € By,...,z(ty) € Be| Fu,_, }
= E"P" {x(t1) € By,...,x(tp—1) € Br—1| Fup_, }
x P {x(ty) € By | x(tp-1)},

then bounding the right-hand term above or below, as required, by Theorem
1.3, and iterating backwards.

Comment on an extension to random times. By the strong Markov
property of (1.4), the times ¢ and ¢; in Theorems 1.2-1.4 can be replaced by
random times. In particular, for each n, let ¢',i = 1,...,k, be mutually in-
dependent and identically distributed random variables that are independent
of the process z(+) of (1.4) and such that
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lim sup P{¢}' <€, or ¢i > 1/e} =0

e—0 in
Then the theorems continue to hold, uniformly in n, for ¢} replacing ¢ in
Theorem 1.1 and Z;Zl ¢} replacing ¢; otherwise.

Theorem 1.5. Let A € B(C(G;[—0,0])). For any t > 0 there are € > 0,¢; >
0, and zo € G, such that P(xo,t + 0, A) = Py {Z(t +0) € A} > €1 implies
that P(z,t+0,A) = P,{z(t+0) € A} > € for all z € G.

Proof. The proof follows from the comments after Theorem 1.3. Consider the
set Bo(A) = {¢(=0) : ¢(-) € A}. If P, {Z(t +0) € A} > €1, then we must
have Py(zg,t, Bo(A)) > €1. Hence there is €2 > 0 such that I(Bg(A)) > €3 no
matter what A. By the discussion after Theorem 1.3, for any co > €4 > €3 > 0,
€4 > Py(x1,t,dx)/Py(x0,t,dx) > €3, except possibly on a set Be, (, (%0, Z1,t)
whose Lebesgue measure goes to zero uniformly in xg,z; as e — 0 and
€4 — 00. Since the distribution of the paths on [t,¢ + 0] is determined by
the initial condition z(t), we can conclude that there is € > 0 such that
P {z(t+0) € A} > efor all . B

The next theorem is a consequence of the irreducibility and aperiodicity of
the process Z(t) obtained from the uncontrolled form (1.4) and the absolute
continuity of the measure P}*(-) with respect to P(&,t,-) for ¢t > 6.

Theorem 1.6. The process Z(t) is irreducible and aperiodic for each relazed
feedback control m(-) and initial condition &.

Theorem 1.7. Let t > 20. Then P™(&,t,-) is absolutely continuous with
respect to P(x,t,-), for any x € G and @ € C(G;[—0,0]), and conversely.
The absolute continuity is uniform in m(-) and . [The measures are all on
B(C(G;[-6,0])).] In particular, for each € > 0 such that the set A satisfies
P(xo,t, A) > € for some xq, there is ea > 0 such that P™(&,t, A) > ey for all
Z and m(-). Also, if P™(Z,t, A) > € for some & and m(-), then there is e3 > 0
such that P™(Z1,t, A) > es for all &1 and my(+). In both cases, the ey will
depend on € and t, but it will be positive for all t > 26.

Proof. We will only prove that if P(zg,t, A) > € for some xg, then there is
€2 > 0 such that P™(&,t, A) > ey for all & and m(-). The other assertions are
proved similarly. Recall that P™(2,t, A) = E; R(t,m)I1z+)cay and define the
set B* = {((t,m) > —k}. Then

EzR(t,m)[zyeay > € " Ealipmya@mea) (L.16)
1.16
—k
>e [Efc(O)I{rE(t)eA} —Eilio-ppy| -

By the hypothesis and Theorem 1.5, we can suppose that there is ¢ > 0
depending only on € and such that ;) l{z)eay = P(#(0),t, A) > ¢; for all
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%(0). Thus
Pm(.’i‘,t,A) > ek |:€1 - EQI{Q,B’T}} .

Finally, choose k so that EzI{o_pmy < €1/4 for all m(-) and 2. B

Recurrence. Let ¢(-) be a probability measure on B(C(G;[—0,0])) We say
that Z(-) is ¢-recurrent under m(-) if for some § > 0 and ¢(A) > 0.

> P™(&,n6,A) = oo, for all &. (1.17)

n=1

The next theorem is a direct consequence of Theorem 1.7 and the Markov
property of Z(t).

Theorem 1.8. For each m(-), the process T(t) is ¢-recurrent for ¢(-) =
P(xo,t,) for any xo € G and t > 0.

The existence of an invariant measure for each m(-). In order to prove
that the measures P™(Z,t,-) converge to an invariant measure, we need to
know that there is at least one invariant measure for each m(-).

Theorem 1.9. For each m(-) there is at least one invariant measure for the
process T(t).

Proof. Let f(-) be a continuous and bounded real-valued function on the
space C(G;[—0,0]). Then ET*f(z(t)) is continuous in & by the weak-sense
uniqueness of the solution to (1.9). Hence Z(t) is a Feller process for each
m(-). By Lemma 3.2.2, for each m(-) and initial condition &, the set of pro-
cesses {z(t + -);t < oo} is tight in C(G;[0,00)). Hence the set of random
variables {Z(t);t < oo} is tight and there is a sequence t,, — oo such that
ft" P™(&,t,-)dt/t, converges weakly to some measure v(-). Then by [83, The-

0
orem 3.1.1], v(+) is an invariant measure under m(-). W

5.2 The Doeblin Condition

Consider a discrete-parameter Markov chain {Y},} with values in a complete
separable metric space. If there is a measure ¢(-) such that for some integer
ng and 0 < ¢g < 1,50 > 0,

(ZS(A) > €y = P(K no, A) > o (21)

for all Y in the state space, then we say that the chain satisfies a Doeblin
condition.
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The Doeblin condition implies the following [71, Theorems 16.0.2 and
16.2.3], [85, Chapter 4].

Theorem 2.1. Let the chain {Y,} be aperiodic and ¢-irreducible and let there
exist an invariant measure w(-). Then the chain is geometrically ergodic in the
sense that there are R > 0 and p < 1 such that

1P(Y,n, ) ==()l] < Rp", (2.2)

where ||v(-)|| is the variation norm. The measure 7(-) is unique and is abso-
lutely continuous with respect to ¢(-). The values of R and p depend only on
€0, 90,0 and not on other properties of the process {Yy}.

Theorem 2.2. The Doeblin condition holds for the process Z(t) for any m(-),
where ¢(-) = P(xo,t,-) for any xo € G and t > 20. The invariant measure
w™(-) is unique for each m(-) and there are C < oo and p € (0,1), not
depending on & or m(-), such that

1P (@,t,) — ™ ()| < Cp". (2.3)
The ™ (+) are mutually absolutely continuous.

Proof. The process is ¢-irreducible and aperiodic by Theorem 1.6, and by
Theorem 1.9, there is at least one invariant measure. By Theorem 1.7 and the
definition (2.1), the constants C' and p can be taken to be the same for all
m(-) and &. The mutual absolute continuity assertion follows from the mutual
absolute continuity of the P™(&,t,-) for all m(-),#, and any ¢ > 20. W

The cost function. Define
R m 1
V(xaTv m) = Eiﬁ f

T
/0 /U k(z(t),a)m(z(t), da)dt + ¢'y(T) (2.4)

and

y(m) = / /U k(0. a)m (0, de)u™ (do) + / EP [y u™(do).  (25)

Theorem 2.3. v(z,T,m) — v(m), uniformly in & and m(-) as T — co.

Proof. By Theorem 2.2, ||P™(Z,t,-) — ™ (-)|| — 0, uniformly in & and m(-).
Then, for f"(-) being measurable and uniformly bounded, [ f™(0)[P™(Z,t,d0)
—u™(60)] — 0, uniformly in & and m(-), no matter what the f”(-). For the
component involving k(+), the theorem statement then follows from
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En /U k(E (1), a)m(F(t), da) = / /U k(0 0)m(, da) P™ (i, 1, do)
. / /U k(0 a)m(, da)u™ (d).

Write
ETqy(t + 1) — y(1)] = / P (&, t, d0) EZq'y(1),

where E7"'q'y(t) is a measurable function of ¥. By the moment bounds in
Lemma 3.2.1, sup,, ; E2*|y(1)|? < co. This uniform integrability and the uni-
form convergence ||P™(Z,t,-) — pu™ ()| — O implies that the limit of the
average reflection costs per unit time is the second term in (2.5). B

Convergence of the discounted costs to the stationary cost. The proof
of Theorem 2.3 yields the following result.

Theorem 2.4. In addition to the assumptions of Section 1, assume the cost
function (3.4.3) but with a relaxed feedback control and where we now denote
the discounted cost by Ws(&,m). Then as § — 0

BWs(&,m) — ~v(m) (2.6)

uniformly in & and m(-).

5.3 Approximations of the Models

For the discounted cost case in Chapter 4, various results were proved con-
cerning the continuity of the costs in the model parameters, and some “finite-
memory” approximations were developed, all for the purpose of facilitating
the numerical approximations. Similar considerations are important to the er-
godic cost problem. Some preliminary results will be presented in this section,
where it is shown that the transition probabilities, invariant measures, and
ergodic costs are continuous in the dynamical term b(+), uniformly in m(-) and
2. We will make use of the inequality

e —e’| < |e” +€’||a—b|. (3.1)

Theorem 3.1. Let b™(:) be measurable functions of & and « for each n.
Let sup,, sup; ,, [b" (%, )| < oo and b™ (%, ) — b(Z, ), uniformly in o € U
for each continuous function . Let P!*(&,t,-) denote the measure of Z(t)
associated with b™(-) replacing b(-) and with control m(-) and initial condition
&. Then, for each t > 20,
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1Py (.8, ) = P™(2,,-)]] = 0 (3-2)

for each continuous . The convergence is uniform in m(-). The convergence
18 also uniform in any compact T-set of continuous initial conditions if the
convergence of b"™(+) — b(-) is uniform on each such compact set.

Proof. Define R™(t,m) = exp ("(t, m), where
¢"(t.m) = /ﬁw%<MWﬂWMM@—§Aw*mm%@@ﬁ@,
where by (&) / b" (Z, a)m(z, da). We have

[P:z?l(j:? L, A) - Pm(“% l, A)] = FE; [Rn(t’ m) - R(t7 m)] I{i(t)EA}~

Because sup,, ,, sup; Ez[R.'(t,m)]?* < oo, using (3.1), the boundedness of b(-)
and b"(-) and Schwarz’s inequality yields

PP (@) = PTGt )|
<mE”/@/|w ) b(E(s), o)) m(E(s), do)| (33,

<KEY? | sup b"(3(s),a) — b(E(s), )| ds,
0 «

for some constant K;. The process Z(t) in (3.3) is from the uncontrolled form

(1.4). As n — oo, the expression (3.3) goes to zero for each continuous Z, as

the path segments Z(t) are continuous for all ¢ w.p.1.

The assertion concerning uniformity of convergence on each compact set of
initial conditions can be proved by a weak convergence argument. Let ,, — &
uniformly on [~6,0], and let z,,(-) denote the solution to (1.4) under initial
condition Z,,. We need to show that

[e3

Eﬁf/o sup [b" (Z,(s), @) — b(Zn(s), a)| ds — 0. (3.4)

The set {,(+)} is tight in D(G; [0, 00)) and because all the paths are contin-
uous, it is tight in C(G; [0, 00)). Extract a weakly convergent subsequence,
indexed also by n, and use the Skorokhod representation so that we can sup-
pose that the convergence is w.p.1, uniformly on each bounded time interval.
Then, using the fact that the set of segments {Z,(t),0 < ¢t < oo} is tight
in C(G;[—0,0]) and the uniform convergence of b™(-) on each compact set,
(3.4) holds, which implies the uniformity assertion, as each subsequence has
a further subsequence that is weakly convergent. Bl

Theorem 3.2. Let b™(-) be as in Theorem 3.1. Define
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@ Tom) = B2 | [ [ K@ 0. am(@ 0, dojit +47 D) (35)

where ™ (+) is the solution to (1.1) or, equivalently, to (1.9), under b"™(-) and
control m(+), with associated reflection process components y™ () and invariant
measure pn'(+). Then, as n — oo, ||p(-) — p™(-)|| — 0. Also ||P"(Z,t,-) —
um (]| — 0 and

() — 4(m) (3.6)

no matter how n — oo and t — oco. The convergence is uniform in m(-). It is
also uniform in &, if the convergence of b™(-) is uniform on each compact set.

Proof. By Theorem 2.2, ||P*(&,t,-) — 2 (+)|| — 0 uniformly in n, & and m(-),
as t — oco. By Theorem 3.1, for each t and Z, ||P)*(Z,t,-) — P™(&,¢,-)|]] — 0
uniformly in m(-) as n — co. We have

e C) = ™ OI < Mg () = 0™ C) F P& £, ) £ P (2,80 (3.7)
This is bounded by
i () =B (@ 6, ) [+ ™ () =P (@& 8, ) [+ B (&, 8, ) = P™ (&, ¢, )] (3.8)

Given € > 0, choose t large enough so that the first two terms in (3.8) are
less than €/3 for all m(-),n,&. Then, for that ¢, the third term goes to zero
as n — oo, uniformly in m(-) by the computations in Theorem 3.1. If the
convergence of b™(-) is uniform on compact Z-sets, then so is the convergence
of the third term, by Theorem 3.1. This compactness requirement on the
initial condition can be dropped, by noting that the set {Z"(t),n < co,t > 0}
is tight in C(G;[—6,0]) (see the last part of the proof of Theorem 3.1), and
using " (o) in lieu of & in (3.7) and (3.8), where ¢, > 6.

These computations imply that [|p(-) — @™ (+)|| — 0. By Theorem 2.2,
[|P7(&,t,-) — i (-)|] — O, uniformly in m(-),n, and Z, as t — oco. Thus,

1B (&, 8, ) = ™ ()] = 0

as t — oo and n — oo in any way at all. The convergence of the cost com-
ponent involving k(-) follows from this. If the convergence of b"(+) is uniform
on compact Z-sets, then so is the convergence of this cost component for each
compact set of initial conditions.

Recall that if |[v"(-) — v(-)]] — 0 for measures v"(-) and v(-), then
[ [v"(dZ) — v(d#)] f(#) — O, uniformly in f(-), if the functions f(-) are
measurable and uniformly bounded. Thus, using the uniform integrability in
Lemma 3.2.1,

/ ™ (d) — P (it do)] BTy (1) — 0
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as n — oo and t — oo, where E)". denotes the expectation under initial con-
dition % and the use of b™(-) and control m(-). Since for each initial condition
 (and uniformly on any compact o-set), E';y(1) — Ef'y(1) as n — oo, the
convergence of the reflection term component of the costs follows. B

The theorem implies that we can approximate U by a finite subset. It also
implies that we can approximate Z(t) in both b(-) and k(-) by the piecewise-
constant interpolation (intervals §) of the d-samples z(t — 6),...,z(t — 0),
with Z(¢,0) = 2(¢) and 6/4 is an integer. The full Markov state of the process
at time t is still Z(¢). Further approximations will be discussed in the next
section.

Note on Theorem 3.2 and the order of taking the limits. The fact that
t and n can go to their limits in any way at all is important in applications. If
as n grew to infinity we required an ever larger value of ¢ for the approximation
of the invariant measure by the transition probability, or if the ¢,n required
for a good approximation depended on m(-) or on &, then the result would not
be very useful. The result says that for large enough n, ¢, the approximation
is good, uniformly in m(-) and &.

5.4 Approximations with Periodic Delays

5.4.1 Limit and Approximation Results for Periodic Delays

The general assumptions of this section are those of Section 1 and that
b(-) satisfies (A3.1.1). Recall the periodic Approximation 3 that was de-
fined by (4.2.6). We will consider an analog for the ergodic cost prob-
lem. Let 1§ < t < 16 + 6 and, as in Subsection 4.2.2, define X°(t) =
(z(t), z(18), 2(16 = 8),...,z(l6 — Qf§)) and 7°(t) = t—16 = t(mod &), where §
and the integer Qf satisfy § = (Qf 41/2)4. Recall the definition of Z9(t) from
(4.2.6) and that the full system state at time ¢ is (Z9(t), 7°(t)) or, equivalently,
(XO(t), 7°(t)). Define X} = (z(16), (16 — 6),...,z(16 — QFd)), the vector of
terms in the brackets in (4.2.6).

Relaxed feedback controls m(-) of the form defined above (1.1) will be
used, as well as extensions that are periodic in time (period ¢) and depend on
(X%(t),7%(t)). For a (nonperiodic) relaxed feedback control m(-) and memory
segment a‘cg(t) used, the controlled process is (1.9) with control m(fg(t), do),

g(t) is obtained from z(), and is defined from (1.4) via the mea-

sure Pg’m obtained from the Girsanov transformation with Radon—Nikodym
derivative R%(t,m) = exp ¢*(t,m), where

where T
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%/Ot a*l(x(s))/Ub(zf,(s),a)m(:f(s),da) 2 |

ds.
da(t) = dt /U B (1), )m(E(t), da) + o(2(t)dwm(t) + (). (4.2a)

The system is

With the periodic relaxed feedback control used, the system is defined as
above, but with drift term

/U bz (1), )m(E3(2), 7 (2), o),
and it is written as
dz(t) = dt /U b(Z(t), )ym(z5(t), °(t), da) + o ((t))dw,, (t) + z(t). (4.2b)

That is, m(z’(s),7°(s),da) is used in lieu of m(z(s),da) in (4.1). In the
analysis we will also need the system (1.9) with a periodic relaxed feedback
control, namely,!

dz(t) = dt/Ub(f(t),a)m(a?g(t),T‘s(t),da) + o (2(t))dw, (t) + z(t).  (4.2¢),

For a control m(-) that is periodic or not, let P%™ (&, ¢,-) denote the pe-
riodic transition probability for the process Z(t) defined by either (4.2a) or
(4.2b). It will be periodic because the memory segment is the periodic function
fg(t). For either a periodic or a nonperiodic control m(-) and models (4.2),
define the finite time-average cost (&, T, m) analogously to (2.4). Since the
maximum delay varies from 6 — 6/2 to 6 + 6/2, w.l.o.g., we can suppose that
the transition probability is defined for & being a function on an interval
[0 — §,0], where ¢ is an integral multiple of § and is larger than any of the

(small) values of §/2 that are of concern.

The next theorem follows from Theorem 2.2 and shows that the transition
probabilities of the d-sampled processes converge to the associated invariant
measures.

Theorem 4.1. The process T(nd),n = 1,2, ..., where z(-) is defined by either
(4.2a) or (4.2b), satisfies the Doeblin condition, uniformly in the control m(-)

! For simplicity, we use the same symbol w,,(+) for the Wiener processes in (4.2a)—
(4.2¢). They are not the same, since the actual Wiener process would depend
on the form of the controlled drift term. The analysis involves only the Wiener
process w(-).
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and in &, whether the control is relaxed feedback or periodic relazed feedback.
For the reference measure, we can use ¢(-) = P(xo, to, ) for any xg € G, as in
Theorem 2.2, where we can suppose that to is a multiple of §. For each 6 > 0
and periodic or nonperiodic relazed feedback control m(-), there is a unique
invariant measure p>™(-) for £(nd) and

[P (2,0, ) — p>™ ()| < Cp™, (4.3)

where C < oo and p € (0,1) do not depend on m(-), &, or 0.

The next theorem shows that the finite-time costs converge to the ergodic
cost.

Theorem 4.2. As T — 0o, for both models (4.2a) and (4.2b), 4% (&, T, m) —
70 (m) for each 6. The convergence is uniform in periodic and nonperiodic
m(-) and in & and 0.

Comment on the proof. Let §; be an integral multiple of §. It is bounded
but might depend on §. Consider (4.2b) and a periodic relaxed feedback con-
trol. The average cost on [0, Nd;] that corresponds to the rate k() can be
written as

N-1 5
1 1
Vi > /P‘S’m(:%,nél,dg))/ dsP‘S’m(g),&dﬁ)/ k(02, cym(0), 7°(s), dov),
L— 0 U

(4.4)
where, at time s, f)g is the periodic memory segment derived from the current
path segment @ and the time 7°(s) since the last shift. Then the proof for the
component of the cost that contains &(-) follows from (4.3), which implies that
P%™ (&, nd,-) converges to u®(-) in variation norm as nd — oo, uniformly in
0, m(+), and Z. The argument for the reflection term component of the cost is
similar and is omitted. B

The next theorem shows that if the dynamics and cost rate depend on the
memory segment form i‘g(t), but the control is a nonperiodic relaxed feedback
control, then as § — 0, the costs converge to those for the case where the
dynamics and cost rate depend on the full memory segment Z(t).

Theorem 4.3. Consider the model (4.2a). For each nonperiodic relaxed feed-

back control m(-), and as § — 0, ||p®™(-) — u™()|| — 0 and v (m) — v(m),

uniformly in m(-).

Proof. The proof uses arguments like that of Theorems 3.1 and 3.2. We have
Po™(g,t, A) — P™(&,t,A) = E; [R°(t,m) — R(t,m)] I{zyeay.  (4.5)

As in Theorem 3.1, there are constants K; such that
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1PP™ (i, 1,) — P (i, )|
<KEQA%/| ) = b((s), @) m(z(s),da)| (4.6
< K:FE //Osgp|b > ,a)—b(i(s),a)|ds,

where both Z(t) and a’:z(t) are from the uncontrolled process (1.4). For each
continuous Z, this expression goes to zero by the continuity condition (A3.1.1)
on b(+), as :Eg (t) — z(t) for each path, uniformly on any bounded time interval.
Thus, uniformly in m(-) and for each continuous Z, as § — 0

||[Po™ (&, t,-) — P™(&,t,-)|| — 0. (4.7)

The convergence in (4.7) is also uniform on any compact Z-set of initial con-
ditions.
Using (4.7), the method of Theorem 3.2 can be used to show that

1™ () = 1™ )l =0 (4.8)

uniformly in m(-). Using the expressions (4.3), (4.7), (4.8), and the represen-
tation (4.4) of the finite-time cost (but with control form m(z(t), da) used)
yields that the cost component corresponding to k(-) converges as asserted.
We omit the details concerning the reflection term. B

Suppose that, for a sequence of periodic relaxed feedback controls {m®(-)},
we apply m?(-) to both the system (4.2b) where the dynamics and cost rate
depend on the memory segment :Eg(t) and to the system (1.9) or (4.2¢) where
Z(t) is used for the memory segment in the dynamics and cost rate. Then
the next theorem shows that the difference between the costs goes to zero as
6 — 0, uniformly in the selected sequence of controls.

Theorem 4.4. Let m’(-) be a periodic relaved feedback control. Then, uni-
formly in the sequence {m’(-),d — 0}, for each & and as § — 0

1P (&,t,-) — P™ (&,t,-)|] — 0 (4.9)

uniformly on any bounded time interval. The convergence is uniform in any
compact z-set. Also, as 6 — 0,

1657 () = 1™ ()] = 0,

7 (m®) = y(m®) — 0. 1o

Proof. The proof of the assertions concerning convergence is like that of
similar assertions in Theorems 4.2 and 4.3. We need only replace the middle
line of (4.6) by
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t
K [ s [ |0a3(6),0) = ba(s),a)) e (23(5). ().

where #(-) and Z)(-) are obtained from the uncontrolled process (1.4). B

The next theorem implies that the periodic model (4.2b) is a good approx-
imation to (1.1) in that good periodic relaxed feedback controls for (4.2b) are
also good for (1.1). Define 4 = inf,, v(m), where the inf is over all relaxed
feedback controls, and 4° = inf,, v*(m), where the inf is over all periodic
relaxed feedback controls. We will require the following two assumptions.

A4.1. The infimum 7° of ¥°(m) over periodic relazed feedback controls (for
system (4.2b)) is at least as small as the infimum over nonperiodic relazed
controls (for system (4.2a)).

A4.2. The infimum of y(m) over periodic relazed feedback controls (for system
(4.2¢)) is no smaller than the infimum 7 over nonperiodic relaxed controls (for
system (1.9)).

The next assumption is stronger than (A4.1). It will be needed in Section
5 to show that the optimal costs for the memory segment and control pro-
cesses used there converge to the optimal cost for the periodic relaxed controls
and periodic memory segment of this section. It will also be needed to prove
the convergence of the numerical algorithms for the ergodic cost criterion in
Chapter 8. We expect that both (A4.1) and (A4.3) hold in general, although
a proof is lacking.? 3

A4.3. Consider the class of admissible relaxed controls r(-) such that there
is a controlled process x(-) with periodic memory segment :ig(t), and that is
stationary in the sense that the distribution of (xz(t+ -),r(t+ ) —r(t), z(t +

2 Consider (A4.1). Suppose that at time ¢ the dynamics and cost rate depend only
on #5(t) and 7°(t), as in the periodic approximation defined by (4.2.6). Then is
it possible that a control that depends on the full Z(t) would yield a smaller cost
than the best one that depended only on #(t) and 7°(t)? The answer to this
question is not known at present. But it is highly plausible that it is not the case.
For each relaxed feedback control with values m(z5(t), 7°(t), d) at time t, there
is a unique stationary process and invariant measure. This is the process that
starts at a (uniformly distributed) random time in [0, §], with the initial condition
associated with starting at ¢ having the distribution f,u‘;’m(dﬁ)P‘S’m(ﬁ,t, -). The
starting points of the renewal (still interval d) cycles depend on the path. The
associated cost is still v° (m). The reason for the restriction to stationary processes
in (A4.3) is that the limit processes will have this form. Using results for the
problem with no delays as a guide, where one cannot do better than with relaxed
feedback controls [56, Chapter 4, Theorem 6.1], it seems very likely that the
assumption (A4.3) is not restrictive. However, the methods that were used in the
proof of [56, Chapter 4, Theorem 6.1] for the problem with no delays do not seem
to carry over to the problem with delays.
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) — 2(t)) does not depend on t. Then the infimum of the costs over periodic
relaxed feedback controls is at least as small as the infimum over this class of
relaxed controls.

For the relaxed control r(-) in (A4.3), for future use let v°(r) denote the
average cost per unit time, which must exist due to the stationarity.

Theorem 4.5. Assume the conditions of this section and (A4.1), (A4.2). Then
7 — 7 as § — 0. For each € > 0, there is an €, > 0 such that an €;-optimal
periodic relazed feedback control for (4.2b) is e-optimal for both (1.1) and
(4.2¢c), where the memory segment is T(t).

Proof. Let m¢(-) be an e-optimal relaxed feedback control for (1.9). Then by
Theorem 4.3, (A4.1), and the minimality of 4° and # for (4.2a,b) and (1.9),
resp.,

7 <9 (mS) = () < T +e

Because e is arbitrary, limsup; 7° < 7. Next, let m®<(-) be an e-optimal peri-
odic relaxed feedback control for the -periodic model (4.2b). Thus 7°(m?®€) <
4% + €. By Theorem 4.4, 4% (m%€) — y(m%€) — 0 as § — 0 . Since y(m®€) > 7
by (A4.2) and ¢ > 0 is arbitrary, liminfs5° > 7, which completes the proof
that 30 — 7.

The last assertion of the theorem follows from lims_o [7° (m®€)—y(m?®€)| =
0 and limsups_,, |v(m?€) — 7| < ¢, both of which follow from the previous
computations. Bl

The next two theorems will be useful for proving convergence of the nu-
merical algorithms.

Discrete approximation to U. Let U™ be a set with finitely many points
such that U™ — U. Define b, (&,«) by dividing U into a finite number of
disjoint subsets U]* whose diameters are less than 1/n, selecting a point o €
U and letting b, (%, ) = b(Z,al) for a € U". Define k,(-) analogously.
The use of b,(-) and k,(-) is equivalent to exchanging U for U™. Then the
arguments in Theorems 3.1, 3.2, 4.3, and 4.4 imply that the costs change
little if the control-value set U is approximated by U™. This is stated in the
following theorem.

Theorem 4.6. Let U™ replace U in either the model (1.9) or (4.2a,b). Then,
for large n, the invariant measures and costs change little, uniformly in § and
m(-), for either relazed feedback or periodic relaxed feedback controls.

5.4.2 Smoothed Nearly Optimal Controls

Let U contain only finitely many points. For a € U, write m(fg(t), (1), {a})
for the weight that the measure puts on the point a. For 1§ < t < 1§ + 4,
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i‘g(t) is a function of X°(t). Thus, without confusion, we can use the notation

m(X0(t), 70(t), da) for m(z5(t), 7°(t), dov). Let X7 denote the canonical value
of X"S(t), and 77 the canonical value of 72(t). For the purposes of proving the
convergence of the numerical procedures, it will be helpful to know that for
each ¢ and e > 0, there is an e-optimal periodic relaxed control for (4.2) that
is continuous in X? and 7°, and this is shown in the next theorem. See [56,
Equation 4.3.17] for a related result, where the y/27e should be to the power
r, which is the dimension of the state variable x there.

Theorem 4.7. Let U contain only finitely many points and let € > 0. For any
0 and a periodic relazed feedback control m(-) for (4.2b), there is a periodic
relazed feedback control m<(-) such that, for each a € U, m (X%, 79 {a}) is
continuous in X° and 7°. Also |70 (m) —~4°(m)| < e.

Proof. Fix § > 0 and m(-). Each component of X? takes values in G, and
70 takes values in [0,8). Let us extend the definition of m(X?, 7%, {a}) so
that for each o € U it is defined for all values of the other variables in the
Euclidean space of the appropriate dimension. Suppose that there are pe-
riodic relaxed feedback controls m”(X’ 0 10 da), with associated transition
probabilities P%™"(-), such that for almost all 7 € (0,4) and each a € U,
m™(X%, 70, {a}) — m(X? 7% {a}) for almost all (Lebesgue measure) X°
whose components have values in G. By a computation analogous to (4.6), for
some constant K; we have

|‘P57m(‘%7t7 ) - Pé’mn (‘%atv )|| <

t
KtE;ﬂ/ ds/ ‘b(:ﬁi(s)a) [m(Xé(S),T(S(S),dOZ) - m"(Xé(s),T5(s)7da)] ‘
v (411)
By the convergence of m”(f( 9 7% ) for almost all (Lebesgue measure) X0
whose components have values in G, for almost all 70 € [0,6) and each « € U,
together with the density properties of X° in Theorem 1.4, the expression
(4.11) goes to zero as n — oo. Then the arguments of Theorems 4.3 and 4.4
imply that v°(m™) — ~°(m) as n — co. We have only to show that there are
such m”(X°%, 7, a) that are continuous in (X?,79).

Constructing the smoothed control. The approximations m”(X?, 79, a)
are constructed via a smoothing procedure. Let p — 0 replace n — oo and let
d=number of real values needed to specify X?. Define the smoothed control
771”()2"57757 {a}),a € U, by

mP(X°,7°, {a})

! 1 = —|X-X%%/2 —T—T6|2/2
= GG | e (e
(4.12)
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mP (X% 79 {a}) is continuous in X and 7° for each a € U. Now restrict
the domain to (X%, 7%)-values such that the components of X° have values
in G, and the values of 70 are in [0,0). For each a € U, it converges to
m(X?, 79, {a}) for almost all values in the desired range. B

5.4.3 Delays in the Variance Term

Up to now, we have assumed that the variance term o(-) did not depend on
the delayed path. The reason had to do with the method of constructing the
solutions to the controlled problem via the Girsanov transformation method,
which allows only the drift term to be changed, so that we would not be able
to change o(Z(t)) for U(i:g(t)) when deriving the periodic approximation, and
similarly for other approximations.

Delay-dependent noise terms can be handled under stronger assumptions.
This will be illustrated for the example of periodic delays. Consider the pro-
cesses

dz’ (t) = o(T5(t))dw(t) + dz° (1), (4.13a)
dz(t) = o(z(t))dw(t) + dz(1), (4.13b)
where i‘g(t) is the periodic approximation to the memory segment correspond-

ing to the solution z°(-), and 2%(-) is the reflection term, with the analogous
definitions for (4.13b). Suppose that, for any initial condition, (4.13a) and
(4.13b) have unique strong-sense solutions that are also weak-sense unique.
That is, given a Wiener process w(-), for any ¢ > 0 and initial condition & we
can construct solutions that are functionals of w(-) and the initial condition.
The density properties in Section 1 can still be shown to hold. Given any
relaxed feedback control, whether periodic or nonperiodic, we can construct
solutions via the Girsanov transformation method of Subsection 1.1, where
o(x(t)) is replaced by either o(Z(t)) or U(ﬂ?g(t)), according to the case. The
Doeblin condition continues to hold as do the results on convergence of the
costs and of the transition probabilities to the invariant measure, for each fixed
m(-) and . But the proofs of results such as in Theorems 4.3 and 4.6, which
compare solutions with different memory segments, need to be modified.

Consider the proof of Theorem 4.3. Equation (4.5) holds as all uncontrolled
processes can be defined in terms of the same Wiener process w(-), no matter
what § is. Using the inequality (3.1) yields the bounds

||P6’m(iat7') - Pm('iaty)H <

t
KB / ds / (oM@ (3)bES(5), ) — 0 (2(5))bla(s), @) m(z(s), dar)|

o (4.14)
Using the uniqueness hypotheses, under appropriate continuity conditions on
b(-) and o(+), this expression will go to zero as ¢ — 0. Using such results, we can
obtain the foregoing convergence and approximation results. For simplicity of
development, we will continue with only weak-sense existence and uniqueness
of the uncontrolled model and use the form o(z(t))dw(t).
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5.5 The Periodic-Erlang Approximation

To use the periodic approximation of the previous section, one needs to keep
track of the elapsed time since the beginning of the current cycle, as was
the case in Subsection 4.2.2. The periodic-Erlang approximation defined by
(4.2.8) in Subsection 4.2.4 was a useful way of approximating this elapsed
time, and the method can be carried over to the ergodic cost problem. It will
be a convenient basis for the numerical approximations.

Definitions. The general assumptions of this section are those of Section 1
and that b(-) satisfies (A3.1.1). We will use the notation of Subsection 4.2.4.

Recall the Erlang state L%:9(¢) (which is independent of the z(-) and w(-) in

(1.4)), the random times &f”’é and 0150, and the memory segments 9% (¢) of

(4.2.8) and their limits (as L%° — oo) ii(t) of (4.2.6). For 5?’6“ <t< (7*?_’5{’,

recall the definitions X% () = (2(t), 2(57°),.. ., x(&?’fg+
5

value X%%  and the vector Xlé,ao = (x(c—rl‘sv‘s‘)% el I(C_’ffgg;))- We will use

relaxed feedback controls of the form m(Z(t), da), and also controls of the form

m(z%0:9(t), L%9(t),de) that depend on the Erlang state and the periodic-

Erlang path memory approximation. We suppose that the o-algebra F; has

been augmented so that it measures {L%(s), s < t}.

)) with canonical

Construction of the controlled process. In analogy to (4.1), for a relaxed
feedback control m(Z(t), da), the process with memory segment 0% (t) is de-
fined from (1.4) via the measure Pgo"s'm obtained from the Girsanov transfor-
mation with Radon-Nikodym derivative R%%(t,m) = exp[¢%%(t,m)], where

30:6 (¢4 1) = t o Yax(s 72005, a)m(z(s), da l w(s
¢ (1, m) /[ ((”/Ub(e“’””’d)ld”
=5 [ o o) [ v s amats).da)

where z(-) is the process (1.4) and 220+(-) is obtained from it via the definition
(4.2.8). Write the transformed process as

(5.1)
ds,

dz(t) = dt /U b9 (1), a)m(Z(t), da) + o (2(t))dwm (t) + d2(t).  (5.2a)

If the control m(-) depends on the memory segment 7209 (¢) and the Erlang
state, then the system is

da(t) = dt/ b(z2% (1), a)m (22 (1), L (1), dar) + o (a(t))dwnm (t) + da(2),
U
(5.2b)
and m(z%0:°(s), L%(s), da) is used in (5.1) in lieu of m(z(s), da). Finally, if
the memory segment in the dynamics and cost rate is Z(t) but the control
depends on the approximation, then the system is
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dz(t) = dt/ b(Z(t), )m(z200 (), L% (), do) + o (2 (t))dw, (t) +dz(t), (5.2¢)
U

and b(Z(s), a)m(z200(t), L% (t),de) is used in (5.1). In all cases, we use the
same expression P25 (g ¢,.) for the transition function.

The next theorem shows that the properties of L%-9(¢) do not change
under the measure transformation.

Theorem 5.1. Under Pgo,&m and for all cases of (5.2), for each t > 0 the
process LO0O(t + ) — L°%(t) is independent of Fi, and its distribution is
unchanged.

Proof. Fort > 0,t; >0,and T > t+t;,i = 1,..., k, and a measurable set A
consider

d0,0,m
E;;;O I{(Léoﬁ(t+ti)—L50a5(t),i:l,i..,k)eA} (5.3)

= B3RO (T,m) I {1505 (t-4,)— L90-5(1) i=1,... k) A} -

Because w(-) and z(-) (from (1.4)) are independent of L%(.) under the
original measure, the two factors of the right-hand term of (5.3) are mu-
tually independent. Since the expectation of R%* (T, m) is unity, the expec-
tation on the right side is just the probability of the event {(L%(t + t;) —
L%9(t),i=1,...,k) € A} under the original measure. This computation im-
plies that the distribution of L%+(.) is unchanged. To get the independence
of L%9(t 4 ) — L%9(t) and F; repeat the computation with a conditioning
on F;. The theorem follows from this and the arbitrariness of the T, ¢; and k.
|

The next theorem is an analog of Theorems 1.3 and 1.4 for the un-
controlled process, where ¢; is replaced by 6?0’5. It follows from the com-
ments after Theorem 1.4 concerning random times, as, for each § > 0,

{6fff — 6?’60,1 < 0o} are mutually independent with uniformly bounded vari-

ances, lim._q supy, P{&f"so <€} =0, and the set is independent of both w(-)
and the process z(-) defined by (1.4).

Theorem 5.2. Let ¢ > 0 and let x(-) be the process defined by (1.4).
Then there is ea > 0 such that for any B € B(G) with I(B) > €, we have

Po(x,ﬁf";o,B) = Pr{x(éf’ég) € B} > € for all x € G and all §y such that

8/80 is an integer, and conversely. Thus the Py(z,5°,-) are mutually abso-
lutely continuous with respect to Lebesque measure, uniformly in dg and x.

Forl = Q;‘ +1, the analogous result holds for the measures PI{X;S150 € A}
and the Lebesgue measure [(A), where A is a Borel set in G+ the range
space of Xl‘s"so.

The next result extends Theorem 5.2 to the controlled process. Define
a A'b =min{a,b}, and for arbitrary ¢ define the “stopped” processes 65(’?)0 =
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% A+ and Xf(‘)t‘)s

506 5,6 8,6
Xt(“l) (z(6 AY),...,x(5 o, gﬁ/\t))
These stopped processes will be useful as we cannot use the Girsanov trans-
formation on the unbounded interval [0, 5% §;]. If the relaxed feedback control
depends on both the Erlang state and the periodic-Erlang approximation to
the memory segment, then we call it a relaxed periodic-Erlang feedback con-
trol.

Theorem 5.3. Let Pg"so’m{f(f"so € -} replace PZ{)N(ZMD € -} in Theorem
5.2 forl = Q}‘ + 1. Then the conclusions of that theorem hold, uniformly in
m(-), & and &g, where m(-) is either a relaxed feedback control or a relaxed
periodic-Erlang feedback control; i.e., for any of the models (5.2a,b,c).

Proof. Let [ = Q; + 1. Because for any Borel set A,
pllomixoto ¢ Ay = Jlim PR X e A},

where the limit is uniform in &, 09 and m(+), it is sufficient to prove the theorem
for Xf(’f)o replacing Xl‘S 00 with ¢ large. The proof with this replacement is
analogous to that of Theorem 1.7. We have

5,50

5,80, 5,8
r {Xt(l) € A) = B; R™ (g, m)I o

(1)’ {X20eA}"

Define the set Bg’éo’ (t) = {¢(a f(?o m) > —k}. Analogously to (1.16), we

have the following lower bound to the above expression:

—k
(& £(0)I{X6(l5)O€A} - E@I{Q_Bg,éo,m(t)}] .

Let I(A) > €; > 0. Then, by Theorem 5.2, there is €3 > 0, depending only on
€1, such that for large enough ¢ and all §y and z, Ez1 > €5. Thus

5,50

{X t(1)

cA}

55, 5.5
0 {X 0 e A} >e Ve — EﬁI{Q_Bz,so,m(t)}} .

Finally, choose k so that E;1

(-Boiom ) < €2/2 for all m(-), Z, and all large
.
t.n

The next theorem is a consequence of Theorem 5.3.
Theorem 5.4. With Lebesque measure as the reference, the process Xl‘s’éo

obtained from (5.2b) is recurrent, aperiodic, and irreducible and satisfies a
Doeblin condition, uniformly in the initial condition, in the periodic-Erlang



5.5 The Periodic-Erlang Approximation 121

relaxed feedback control, and in dy, for small §y. There is a unique invariant
measure 05" () for each periodic-Erlang relaxed feedback control m(-).

In Theorem 5.4, the invariant measure is defined on the range space of the
process of samples X l‘s % and this is the interpretation that we will use unless
mentioned otherwise. It could also be considered to be a measure on the set
of interpolations of X l(s 90 on [—0,0), as defined by the terms in the brackets
n (4.2.8).

By Theorems 5.3 and 5.4, there are C' < oo and p € (0, 1), not depending
on m(-), &, or on &y, for small §p, such that

[P (X700 € ) = P ()] < O (54)
For periodic-Erlang relaxed feedback controls, define the finite-time costs
000 (t,m) =

SEgom [ / ds /U k(220 (s), @)m (20 (s), L7 (s), da) + q'y(t)
(5.5)

Theorem 5.5. For any periodic-Erlang relaxed feedback control m(-) and sys-
tem (5.2b), the limit
7°0%(m) = lim 4% (¢, m) (5.6)

exists, uniformly in &, m(-), and small d.

Proof. Consider the cost component involving k(-). Define n(t) = min{i :
550’5 > t}. Tt is sufficient to work with the sum, as ¢t — oo,

n(t)
E(fo,é,m (t 1

t n(t) Z/ﬁ dS/k 70" (), )m(@0 (), L% (s), da).

Because the expression is uniformly bounded and n(t)/t — 1/6 in proba-
bility as ¢ — oo, uniformly in dg, we need only evaluate the limit as i — oo

of ) 0.5
1+1
BT / L ds / R0 (5), 0)m (300 (5), L2 (s), dav).
5.9 U

By (5.4) for small ¢ this goes to the limit

50,5
1 71
. / 50 9 () 0O / ds /U k(200 (s), a)m(z20 (), L0 (s), dar)

uniformly in the initial condition, m(+), and &y, as ¢ — oo. This is the compo-
nent of 4%0:%(m) that involves k(-).
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For the component of the cost that involves the reflection term, we will
prove the uniform integrability of {y(_zj_f ) — y( ©9)} and leave the rest of
the details to the reader. For fixed ¢, write

_ 50,0 50,0 50,0 50,6
y(62%) = y(@20) + (y(e3%) — y(6%?)),

where #(1) = min{t,5.°°}. The uniform (in m(-),#,3,) integrability of the
first term follows from Lemma 3.2.1, which also implies that the expectation
of the second term can be bounded as

90,0,m 7501
E; ‘y(a t(l) ‘Z {t4+p<5.0° <t4p+1}

<KZP1/2{t+p< 590 < t4p+1},
p=0

where K does not depend on Z,dy, or m(-), and the sum goes to zero as

t — oo. These computations together with the fact that {al‘sj‘i _605, [} are

i.i.d., imply the uniform integrability of the {y(a fj)r’l —y(a; 80,0 ). |

The following result is an analog of Theorems 4.6 and 4.7 and the proof is
omitted.

Theorem 5.6. Consider system (5.2b). Let U™ contain only a finite number
of points with U™ — U as n — oo. Then if U™ is used in lieuw of U, for large
n the invariant measures and costs change little, uniformly in 0, 6o, and in the
periodic-Erlang relazed feedback control m(-).

Let € > 0 and suppose that U contains only finitely many points. For
any 0,8g, and a periodic-Erlang relaxed feedback control m‘s‘“‘s(-), there is
a periodic-Erlang relazed feedback control m%-%¢(-) such that the expression
m‘so"s’ﬁ()z‘so"s,L‘sﬂ"s,a) is continuous in X°0°, for each o € U and each value
of the Erlang state L%°°. Also |y%% (m%:9) — %% (;m%0:0:€)| < ¢,

Define 5% to be the infimum of 7% (m) over the relaxed periodic-Erlang
feedback controls. Fix 6 > 0. The next result shows that as dg — 0, the
costs %9 are no larger than 4°, the infimum of the costs for the periodic
model. Let m(-) be a periodic control for the model in Section 4 with values
m(ig(t), 7°(t), de), and suppose that U has only finitely many points. Suppose
that m(-) is e-optimal for the periodic model and is continuous in the variables
z)(t), 7 (t), as allowed by Theorem 4.7. In the next theorem, we will need to
apply this control to the model of this section, where the memory segment is
periodic-Erlang and the Erlang state measures the passage of time. This can
be done by using m(z2-°(t), 799 (t), da) at time ¢, where we set 7909 (t) = kd

if L909(t) = k.
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Theorem 5.7.

lim sup 7%0% < 7°. (5.7)
50—0

Proof. Let m(-) be the control for the periodic model that was described above
the theorem statement, and adapted for use on the periodic-Erlang model as
noted there. The first step is to show the convergence p%-™(-) — pdm(-)
as 6o — 0. Restrict the invariant measure p®™(-) to the sampled process
X0 = (z(nd),...,x(nd — QFd)). Then we can write

m m m 80,0,m § v80,0
|0 () = pfodm (|| < ||ufodm () — Podmigied ¢ |
+H () = PYXT € | (5.8)
PR X0 €} — PYTXP € Y-

For small §y and [ large enough, the first two terms on the ri%ht side can be

made arbitrarily small. For each [, as t — oo, P{&f(ol’)& 6150’ } — 0, and as

dg — 0, 5160’5 — 10 w.p.1. Thus, analogously to what was done in Theorem 5.3,
to evaluate the last term on the right side of (5.8), it is sufficient to evaluate

| Ba exp(¢ (a3, m)) — Es exp(¢?(6,m))| (5.9)

for large [ and large ¢ > [0.

Because Fj exp((‘;(’"s(&f(ol’)é,m)) — exp(¢%9(16, m))‘ — 0as dp — 0, it is

sufficient to replace 6;;0’5 with 16 in (5.9). Using (3.1), for each [ there is a
K} < oo and the following upper bound to this revised (5.9):

1
Ko [ ds [ [l (s).0)m(ale 3 (s). 7). do)
—b(a)(s), @)m(ah(s), 7*(s), dav),

where 7°09(¢) is defined above the theorem, and the memory segments :fg(-)
and 720:9(-) are based on the uncontrolled model (1.4). As 5y — 0, #30:9(t) —

€

fg(t) and 7%9(t) — 79(t) for almost all £. Then by the continuity of m(-) and
b(-) for each of the discrete values of «, the last expression goes to zero as
09 — 0. These computations imply the convergence of the invariant measures,
as asserted. We omit the proof of convergence of the associated costs as it is
similar to what was done in Theorem 5.5.

Because m(+) is e-optimal for the d-periodic model and is not necessarily
optimal for the periodic-Erlang model, ¥° > 7% (m) —e and 7%0° < ~%:9(m) —
7% (m). The proof is completed as € is arbitrary. B

Theorem 5.8. Assume (A4.3) in addition to the assumptions of this section.
Then 7% — 7% as 65 — 0.
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Proof. In view of Theorem 5.7, we need to show that

lim inf 7000 > 7°, (5.10)

For arbitrary € > 0, let m%9(-) be e-optimal periodic-Erlang relaxed feedback
controls for model (5.2b), and consider the stationary systems that are associ-
ated with these controls. Let r%%(-) denote the relaxed control representation
of the m(z20:9(-), L%9(-),da), for the stationary system. The costs for the
stationary systems are still v%0°(m). Index the path, reflection, and Wiener
process by &g, 8. Then the set (2°06(-),7%048(-), 2%°8(-), w®(-)) is stationary in
the sense used in (A4.3). It is also tight. Extract a weakly convergent subse-
quence as ¢y — 0, indexed also by &g for notational convenience, with limit
denoted by (z(:),r(:), z(:),w(-)). Then the set is stationary in the sense used
in (A4.3) and satisfies

dz(t) = dt/Ub(fZ(tLa)r’(da,t) +o(z(t))dw(t) + dz(t).

The process Z9(-) is obtained from the solution x(-) via the definition (4.2.6).
The cost rate converges to k(fg(t),a). The limit cost is v°(r), and, by the

convergence, e-optimality of the m%9(.), and (A4.3),
€+ 24" (m™0) — 1°(r) > 7.
This yields the theorem. B
Theorem 5.9. Assume (A4.1)—(A4.3) in addition to the other assumptions
of this section. Then, as o9 — 0 and then § — 0,
7)/605

Proof. By Theorem 5.8, 7%° — 7% as §, — 0. By Theorem 4.5, 3° — 7 as
6— 0.1

Theorem 5.9 says that the optimal cost for (5.2b) approximates that for
(1.9) and justifies using a numerical procedure based on (5.2b) to approximate
the costs for (1.9). It is plausible that a nearly optimal control for (5.2b) will
be nearly optimal for (1.9), but it has not yet been proved.
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Markov Chain Approximations: Introduction

6.0 Outline of the Chapter

The Markov chain approximation for the no-delay case will be briefly outlined
in this chapter. The chapter is essentially a review of the key parts of [58]
that will be needed in the sequel. The reader is referred to that reference
for a full development for the no-delay case of the methods for getting the
approximations, the numerical algorithms, and the convergence proofs. The
method will be adapted to the problem with delays in the following chapters,
which will be organized so that the methods and results of [58] can be taken
advantage of wherever possible. For the most part, in this chapter we will use
the no-delay specialization of the reflected diffusion model (3.2.1), which is the
standard diffusion process with boundary reflection. All of the usual process
models and cost functions can be handled. For example, if the model of concern
is stopped when first hitting the boundary, then ignore the reflections and add
a stopping cost. The model is then the no-delay form of (3.1.1).

The numerical methods are based on approximations of the controlled
process z(+) by a simpler controlled process, for which the evaluation of either
the cost function for a fixed control or of the optimal cost can be done with
an acceptable amount of computational work. If the approximating controlled
process is close to the original process z(-) in an appropriate statistical sense
and the cost function is suitably approximated, then we would expect that
the value of the cost function for the approximating process for a fixed control
(or its optimal value over all controls), and possibly the optimal control itself,
will be close to those for the original model. The most useful approximating
process is a Markov chain.

The closeness of the chain to the original diffusion is quantified by the lo-
cal consistency conditions, and this is described in Section 2, which also gives
a dynamical representation of the approximating chain that emphasizes its
closeness to the diffusion. The numerical algorithms are based on the finite-
state Markov chain approximation. But the convergence proofs are based on
continuous-time interpolations of the approximating chains, and two such

H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 125
doi: 10.1007/978-0-8176-4 621-9 6,
© Birkhduser Boston, a part of Springer Science + Business Media, LLC 2008



126 6 Markov Chain Approximations: Introduction

(asymptotically equivalent) interpolations are discussed in Section 3. There
are two types of approximating chains, called the “explicit” and “implicit”
approximations, respectively. They differ in the way that the time variable is
treated, each can be obtained from the other, and both will play important
roles in treating the delay case. The explicit approximation case is discussed
in Section 4 and the implicit in Section 5, which also proves the asymptotic
equivalence between them and of the various timescales that are used. Sec-
tion 6 is concerned with the singular and impulsive control forms, and some
comments on the ergodic cost function are in Section 7. The notation will be
slightly different from that in the references [58, 31, 50], as we wish to adapt
or simplify it for the particular purposes of this book.

6.1 The System Model

Most of the discussion in this chapter will focus on the reflected diffusion
model (3.2.1) but without delays, namely,

da(t) = b(a(t), u(t))dt + o (x(t))dw + dz(t), (1.1)

where z(t) is confined to a compact polyhedral constraint set G (with bound-
ary 0G) by the reflection term z(-) and (A3.2.1)-(A3.2.2) hold. The control
u(-) takes values in a compact set U, b(-) and o(-) are bounded and con-
tinuous, and there is a unique weak-sense solution for each relaxed control.
Focusing on (1.1) will allow us to concentrate on the essential ideas without
the complications inherent in an exhaustive review, but other models will be
commented on from time to time. Let 7(-) be an admissible relaxed control
with derivative 7’(da, t). Then the relaxed control representation is

da(t) = /U be(t), ) (da, t)dt + o (e(t))dw + d=(2). (1.2)

If the boundary is absorbing, then drop z(-).

A discounted cost function. For a vector ¢ and continuous real-valued k(-),
the restriction of the cost function (3.4.3) to the no-delay case is

W(z,u) = EY¥ /00 e P k(2 (t), u(t))dt + ¢'dy(t)], (1.3)
0
with relaxed control form
W(z,r) = E], /000 e Pt [/U k(z(t), a)r’ (da, t)dt + ¢'dy(t) | . (1.4)

Define V(z) = inf, W (x, r), where the infimum is over all admissible controls.
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Stopping on hitting a boundary. For most of the book, we will concentrate
on the discounted cost function. But all of the standard cost functions that are
used in stochastic could be used instead. Consider the form of the discounted
cost function for a process that is stopped when first hitting the boundary
OG. Let go(-) be a continuous real-valued stopping cost and define 7 = inf{¢ :
z(t) # G}, where GV is the interior of G. Then (3.4.1) becomes

W(xz,r) = E., / —5t/ "(da, t)dt + ETe P go(x(7)).  (1.5)

6.2 Approximating Chains and Local Consistency

Approximating chains. The basis of the approximation is a discrete-time
finite-state controlled Markov chain whose “local properties” are “consistent”
with those of (1.1), as described below. This chain will be interpolated into
a continuous-time process that will turn out to be a good approximation to
(1.1). Let h denote the approximation parameter. For simplicity, we suppose
that it is real-valued and positive, although a vector-valued parameter could
be used as well, as noted in [58]. The reference [58, Chapter 5] describes
many convenient methods for constructing chains that satisfy the required
properties.

For each h > 0, let {¢" n < oo} be a controlled discrete-parameter
Markov chain on a discrete state space S; C IR" with transition probabil-
ities p”(z, ¥|a), where Sj, becomes dense in IR" as h — 0. The variable « is
the canonical value of the control and takes values in U. More generally, all
that is needed is that o take values in a set U” where the closed convex hull
of (b(x, UM), k(x,U")) converges to the closed convex hull of (b(x,U), k(x,U))
as h — 0. Define G}, = S, N G.

Local consistency in G. Let u? denote the actual control action for the
chain at discrete time n. Define A" = ¢t | — €I Let Ei‘g denote the con-
ditional expectation given all data to step n and that ! = 2 and u! = a.
Suppose that the following “local consistency” conditions hold in G,:*!

Epa ALk = by (z,a)A0(z, ) = bz, a) At"(z, a) + o(At" (z, @),
By (ALY — By AGIAS) — P A = an(w, ) At"(z, a)
= a(x) At" (2, a) + o(Ath(z, @), (2.1)
a(z) = o(x)o’(z),
Sup,, €41 — €41 5 0,

1 (2.1) defines the functions bs () and an(-)
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for some function At"(z,«) > 0, which we call an “interpolation interval.” We
assume that limy, .o sup,cq, acon A0(z,a) =0, but inf,cq, acun A0(z,a) >
0 for each h > 0.

We see that the chain has the local conditional drift and covariance prop-
erties of (1.1). The local consistency (2.1) is essentially all that is required
of the approximating chain, together with analogous conditions for the re-
flecting boundary or when dealing with impulsive or singular controls. The
interpolation intervals are obtained automatically when the transition func-
tions p”(z,#|a) are constructed [58, Chapter 5]. The local consistency need
not hold everywhere. See the example in [58, Section 5.5].

A control policy u* = {ul', n < oo} for the chain is said to be admissible
if

P{gg-&-l = f‘&hauf i< n} :ph( Zv‘ﬂu};)
It is always assumed that the controls are admissible. Let Egh denote the
expectation, given that & = z and that either an admissible control sequence
u = {ul,n < 0o} or a feedback control denoted by u”(-) is used.

Local consistency on the reflecting boundary. Let 5‘G; C Sy, denote
the set of points not in GG, to which the chain might move from points in Gp;
i.e., the set of points & ¢ GJ, for which p"(x,Z|a) > 0 for some z € G}, and
a € UM, This set is referred to as the “reflecting boundary” for the chain, and
the points in it are called reflecting points. Keep in mind that if the process
is absorbed on the boundary or when it leaves G, then there is no reflection
process.

In analogy to the boundary reflection properties of the process (1.1), we
need to specify the transition probabilities of the approximating chain when
it escapes the set Gj i.e., when at points in G . Recall the definition of d(z)
given below (A3.2.1), as the set of reflection directions at the point z. From
points in BGZ, the transitions of the chain are such that they move to Gy,
with the conditional mean direction being a reflection direction at x. This
is codified as the local consistency condition on the reflecting boundary as
follows. We require limy,_,o distance(9G;, Gj,) = 0, and there are 6; > 0 and
02(h) — 0 as h — 0 such that for all # € G}, the conditional mean reflection
directions satisfy

Ele(¢h | — 2] € {ay: v € d(z) and O5(h) > a > 61h},

o (2.2)
At'(z,a) =0 for z € 0G}.

The last line of (2.2) says that the reflection from states on G} is instanta-
neous.

Figure 2.1 illustrates the sets G, and 9G™ for a two-dimensional problem.
The set G is the triangle, G}, are the grid points in G, and it is assumed that
from points in Gy, the state can transit one unit in any direction, including
the diagonals. The set 86’;{ consists of the points labeled r, and the reflection
directions on the three boundaries are given by the arrows.
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=
=

N
- \7.
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Figure 2.1. Hlustration of the sets G, and GGZ.

Figure 2.2 illustrates how the reflection direction can be approximated for
a simple case. The set G is the rectangle bounded by the boundary lines that
are labeled OG. The reflection direction vector from the left-hand boundary
is dq, and to attain it from the point z, the chain goes to points {a, b} with
probabilities such that the average direction is d;.

HF
aG;r d g rdy
Y
- ol
) S (V)
fa¥al
A\ g

Figure 2.2. Reflection direction and state transitions.

A dynamical representation of the chain. Define Ath = Ath(¢h ul),
and Az = [¢f ) — &M engey and let F)' denote the minimal o-algebra

that measures the system data to step n. Let the expectation conditioned
on F]' be denoted by EJ. Define the vector Ayl with components Ayl ; by
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A =3, diAyZ’i.Q Define the martingale difference?

B = [Ag: — ERAEN] Ieneg,y- (2.3)
By centering around the conditional expectation, we can write
Enir = & + AL, up) + B + Azyp + o(Aty), (2.4)

where 3/ has conditional (on F*) covariance aj (&8, ul) Ath. The o( At!) term
is due to the use of b(+) in lieu of by (+) (see (2.1)).

A discounted cost function for the approximating chain. By the defi-
nition, d; Ayl ; = AZZI{reﬁ is through ith face}- 1f the reflection goes through a
corner or edge of GG, then the face might not be defined uniquely, and we select
any one of the possibilities. Define the interpolated time ¢ = Z?;(} At An
analog of (1.3) for the chain is

Wh(z,u) = BX N et [k(el ul) Ath + ' Ayl] . (2.5)
n=0

It follows from Lemma 3.1 in the next section, together with the fact that
k(-) is bounded, that the discounted cost functions are well defined. There is
a function Y"(-) such that, for & € 9G}, ¢'[Ayh] = Y (¢, ¢k, ,). If 2 is on
the reflecting boundary, then the transitions are not controlled and the « in
p"(z,%|a) is irrelevant and will usually be dropped. Then, we can write the
Bellman equation for the cost function (2.5) as

iy [Z e~ PA @ ph (3 F|a)VI(E) + k(x, 0) At (z,0) |, © € Gy,
V(@) '

| e @ v ), v ¢ G

(2.6)
The discount factor e~ @) can be expensive to compute. One can simplify
by using, for example, [1—BAt"(x, a)]. The exact form of the discount factor is
not critical. Various alternatives and numerical simplifications of the discount
factor are discussed in [58, Chapter 5|. All are asymptotically equivalent, in
that the limits of the solutions as h — 0 are the same.

BAL" (z

2 Strictly speaking, as noted in Chapter 4, for the decomposition to hold for £ #
0G, the d; would have to be replaced by d; plus an error that goes to zero as
h — 0, as (A3.2.2) and (2.2) only guarantee that the directions converge as the
state converges to the boundary (from the outside). But for notational simplicity
we always ignore this difference, which has no effect, asymptotically.

3 Here and in the sequel, when we say that some process derived from the chain is
a martingale or martingale difference, the relevant filtration is that generated by
the path and control data.
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Constant interpolation interval. An interpolation interval At"(-) that
does not depend on the state or control is sometimes useful to simplify
the coding and will he helpful in the next chapter. This is easily obtained,
and the modified transition probabilities and interpolation interval are read-
ily obtained from the p"(:) and At"(-) in the following way. Define the

—h
new interpolation interval A" = inf cpn ccq, Ath (€, o). The possibility that

A" < Ath(x, @) at some (z,q) is compensated for by allowing the state x to
communicate with itself at that point. Let p"(z, Z|a) denote the new transi-
tion probabilities. Conditioned on the event that a state does not communicate
with itself on the current transition, the transition probabilities are the p”(-).
Thus, the general formula for getting p"(x, #|a) from the p”(-) is ([58, Section
7.7)
P (@, 2la) = p" (2, #|a) (1 - p"(z, 2])),  for z # 7,

At (2.7)
Ath(z, )
The transition probabilities from the reflecting states are not affected.

Transforming the transition probabilities so that the interpolation interval
is constant has some advantages, notably for proving convergence for the
ergodic cost problem. Allowing a state to communicate with itself can slow
down the convergence of the numerical computations. But when coding for
the Bellman equation and using a policy improvement algorithm, it is possible
to normalize such that the actual computations are all in terms of the original
data and there is no slow down. See [58, Section 7.7].

ﬁh(x,x|a) =1-

6.3 Continuous-Time Interpolations

6.3.1 The Continuous-Time Interpolation £"(-)

The numerical algorithms are those for the Markov chain approximation. But
the proofs of convergence are based on continuous-time interpolations of the
chain that approximate the controlled process x(-). These interpolations are
not needed for the numerical algorithms. There are two interpolations that
will be needed. The first interpolation, called ¢(-), uses the interpolation
intervals At? = AQ(¢! ul). Recall the definition of the interpolated time

th = 701—1 Atl'. Then define the continuous-parameter interpolations £"(-)
by
gh(t) = Z? uh(t> = u27 te [tg,t2+1). (3.1)

The definition in Equation (3.1) is clear if ¢ € Gj,, as then Ath > 0. If
¢h € OG}, the set of reflecting states, then At! = 0 and the interval [t?,¢"_ )
is empty. Thus, in the construction of the interpolation, the reflecting states
are ignored and, if £ is a reflecting state, then ¢"(th) = Z+1v the state
that the reflecting state " goes to. The reflections are “instantaneous” in the

interpolation. Figure 3.1 illustrates the construction.
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Figure 3.1. The interpolation &"(-).

The interpolated process £"(-) is piecewise-constant. Given the value of
the current state and control action, the current interval is known.

Discussion. The similarity of the cost function (2.5) to (1.3) and the simi-
larity of the local properties of the interpolation £"(-) to those of the original
controlled diffusion z(-) suggest that the V" (z) defined by (2.6) would be a
good approximation to V' (z) for small values of h. This turns out to be true.
Any sequence ¢"(-) has a subsequence that converges to a controlled diffu-
sion of the type (1.1). Suppose that @"(-) is the optimal control for the chain
{¢h n < oo} with cost function (for example) (2.5), and suppose that some
subsequence (denoted by £(-)) converges to a limit diffusion z(-) with admis-
sible control @(-). Then the cost functionals V" (x) for the sequence of chains
will converge to the cost functional W (z,a) for the limit process. Because
V(z) is the optimal value function, we have that W (z, @) > V(z) and, hence,
liminfy, V"(z) > V(). The reverse inequality can be proved by another ap-
proximation procedure [58, Chapters 10,11], which uses the fact that V" (x)
is the minimal cost function for the controlled chain. See also the details of
the proofs for the models with delays in Chapter 8. The Markov chain ap-
proximation method is thus quite straightforward: (a) get a locally consistent
chain; (b) get a suitable approximation to the original cost function for the
chain; (c¢) solve the Bellman equation for the optimal value and control for
the approximating chain. Generally, there would not be a subsequence of the
a"(+) that converges, but there is always a subsequence of the set of relaxed
control representations that converges, and this is sufficient for the proof.

A dynamical representation. For each ¢t > 0, define the time index, where
Yo =0,
n—1
d"(t) = max{n : ZAt? =th < t} .
i=0

Note that d"(t) will never be the index of a reflecting state, as the time
intervals for those are zero. Then
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d"(t)—

) = Z b (€l ul) Ath + Bh (1) 4 2"(1), (3.2)

where

d"(t)—1 d"(t)—1 d"(t)—1

Dol =) A, Y= ) Ayl
=0 1=0 =0

Let r(-) denote the relaxed control representation of u”(-). Then in inter-
polated and relaxed control form, and modulo an asymptotically negligible
error,

h h h
£ //thhg P(dads) + BR(t) + 2 (). (3.3)

Although the fact will not be used in the sequel, it is interesting to note that
B"(-) is an approximation to a stochastic integral in the following sense. There
are martingale differences Aw! whose continuous-time interpolation (intervals
At!) converges weakly to a standard Wiener process and 8" ~ o(¢8) Aw! in
the sense that [53, Section 6.6]

d"(t)—1 d"(t)—1
Z gt = Z o (&M Awh 4 asymptotically negligible error.
n=1

6.3.2 A Markov Continuous-Time Interpolation

By the construction of £"(-), its interpolation intervals are Af(&", u”), which
are known when &' and u” are known. With the cost function (2.5) and
Bellman equation (2.6), the control u” depends only on ¢/, in which case the
discrete parameter process {£} is Markov, but £(-) is not. A very useful
(for the convergence proofs) alternative continuous-parameter interpolation
of {¢", n < oo} is a Markov (if the control is feedback) process itself. This is
constructed as follows. Let {v,,} be random variables that are independent of
the {¢" u”} and are mutually independent and identically distributed, with
Vn, being exponentially distributed with mean unity. Define A7 = At"v,, and
mh =S Al Define 4" (-) by

> A+ (3.4)

i:Tih+1 <t

Thus ¢"(t) = " on [z, 7] ). ¥"(") is a continuous-time Markov chain,
whose holding times A", given & u" are exponentially distributed with
mean At. The construction is illustrated in Figure 3.2. Let u”(-) denote the
interpolation of the u” with intervals A7/, and relaxed control representation

().
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Ut (t)

h
it & ‘
13
AT(’} f AT{Li ATh f AT; i ‘ t

Figure 3.2. Tllustration of the interpolation " (-).

Local properties of ¥"(-) in Gj. Let Efta (with associated conditional
probability Pf, ") denote the expectation given the data

{"(s),ul(s),s Sty omhy S G0 (E) = 2, ull(t) = af

where x € G},. Because the intervals between jumps are At"v,,, where v, is
exponentially distributed and independent of ", the jump rate of 1" (-), when
it is in state  and the control value is «, is 1/Ath(gc, «). Given a jump, the
distribution of the next state is given by the p"(z, #|a), and the conditional
mean change, for x € G, and control value o used, is by (z, ) At"(z, o). Thus

0
h,ay . _
Px,t { Jump on [t7 t + 6)} - A0($7 a) + 0(5)

For § > 0, define Ay (t) = " (t + §) — ¥"(¢). The local properties of ¥"(-)
are
5

PLE(WM(E+0) = &, jump on 1,14 0)} = gpe—sp" (. Fla) +0(0). (3.5)

Egy AYM(t) = P jump on [t +6)} Y pl'(w, #a) (& — )

= Pl jump on [t,t + 8)}bi(z, 0) A0(x, )

)
- mb(a:,a)AG(x, @) 4 60(A0(z, ) + o(6)

=0b(z, ) + 00(Af(x, ) + 0(0),

Eﬁf‘ [AP" ()] [A" ()] = a(x)d + So(A0(x, @) + o(5). (3.7)
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The behavior at the reflection states is the same as that for ¢"(-). Thus,
from the point of view of control, the discrete parameter chain and the two
interpolations are asymptotically equivalent.

Let z"(-) denote the interpolation of Z?;Ol Azl with intervals A, We
can decompose wh(-) in terms of the continuous-time compensator, reflection
term, and martingale as

t
W(t) = 2(0) + / br(¥" (s),w(s))ds + B (t) + 27 (t), (3-8)
0
where the quadratic variation process of the martingale* B (t) is
t
[ anw (). ul(s)as.
0
In terms of the relaxed controls,
t t
[ i@ e uends = [ [ @ (s), eyt (s, daas
0 o Junr

It can be shown that ([58, Section 10.4.1]) there is a martingale w”(-) (with
respect to the filtration generated by the path and control processes, possibly
augmented by an “independent” Wiener process) such that

h = tO' hS U}hSZ tO’ hS ’thS Gh
Bht) = [ o () (s) = [ ot ()’ (s) + (o),

where o,(-)[on(-)]" = an(-) (recall the definition of ay(-) in (2.1)), w"(-) has
quadratic variation process It and converges weakly to a standard (real or
vector-valued, according to the case) Wiener process. The martingale €”(-) is
due to the difference between o(x) and oy (x, ) and

lim sup E'sup |¢"(s)|> = 0 (3.9)
h—0 wh s<t
for each t. Thus
t
WM (t) = 2(0) + b (" (s), )rl’ (dev, s)ds

0 Ju (3.10)

Estimates of the reflection terms. The following result [58, Theorem 1.3,
Chapter 11] is an analog of Lemma 3.2.1 for application to the approximating
chains.

* In [58], M"(-) was used for B(.).
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Lemma 3.1. Assume (A3.2.1)—(A3.2.2). Suppose that the chain is modiﬁed 50
that we still have limy, g sup,, A" = 0, but in (2.1), by (€8, ul) and ap, (€7, ult)
are replaced by general measurable processes l;h( ) and ap(n), resp., that are
FI measurable and bounded in norm by some constant K. Suppose that local
consistency continues to hold on the reflecting boundary. Then the correspond-
ing reflection terms satisfy

lim limsup sup FE ‘zh|2 (T)=0.
=0 h=0" 3, ay.2(0)

For any T < o0,

limsup  sup E‘z ’2 (T) < 0.
h*)O bh,ah,a:(O)

The conclusions hold if z"(-) replaces z"(-).

Note on convergence. For any subsequence h — 0, there is a further subse-
quence (also indexed by h for simplicity) such that ("(-), r2(-),w"(-), 2"())
converges weakly to random processes (z(-), (), w(:), 2(:)), where r(-) is a
relaxed control, (z(-),r(:),w(-),z(-)) is nonanticipative with respect to the
standard vector-valued Wiener process w(-), and the set satisfies

O+ [ [ stato)ntaayis + [ otats)iuts) +200)

where z(-) is the reflection term. Along the selected subsequence, W"(z, ") —
W (x,r). The proofs of these facts are in [58, Chapters 10, 11]. It is sufficient
to require local consistency, continuity of the various dynamical and cost rate
functions (this can be weakened, see the reference), and weak-sense uniqueness
of the solution for any relaxed control. For the problem with boundary reflec-
tions, (A3.2.1) and (A3.2.2) are needed, whereas for the absorbing boundary
case, we need (A3.4.1) and (A3.4.2).

The dynamic programming equation for cost (2.5) and process
(). One natural analog of the cost function (2.5) for the process 1" (-),

with continuous discounting and using the fact that " (-) is constant on the
intervals [/, 70, 1), is

h _TZ
Wh(z,uh) = B¥ Ze Ay [(/ " e—ﬁfdt> k€l uly + ¢ Ayl

_ g /O eI [P (1), ul (1)t + ¢ dy ()]

(3.11)
The dynamic programming equation is the same as (2.6) except for an
asymptotically negligible difference in the discount factor. Because
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ATh
no Af(z, «)
Eh,a/ ,(S’Sd _ )
=l ¢ TIx BAl(z, o)

and
ghoepar - 1
’ 1+ 8A0(z, )
the effective average discount factor from time 7" to time Tfj+1, given that
¢ =g and ul = q, is

1

1T 50(.a) ~ OP P49 (L +0(20(z, ))).

Then the dynamic programming equation for the controlled chain {£", n <
oo} and cost (3.11) is

Vh(z) =
. 1 b b~ Ab(z, a)
acl |1+ BAO(x, ) gp (@, Ze)V2(E) + k(w, ) 1+ 8A0(z,a) |’

(3.12)
for € Gy, For x € G}, it is the same as in (2.6). As h — 0, the differences
between the solutions to (2.6) and (3.12) goes to zero.

6.4 The “Explicit” Approximation Procedure

Numerous approaches to the construction of the transition probabilities
p"(z,%|a) of the approximating chains are discussed in [58, Chapters 5 and
12] and the reader is referred to that reference for full details. However, to
motivate some of the terminology that is to be used, a brief description of a
simple procedure for the construction in G will be given, for a one-dimensional
model (hence G is an interval). The procedure is intended to be illustrative
of one possibility. The method is based on finite-difference approximations.
But these are used in a purely formal way to get the transition probabilities.
The methods of proof are purely probabilistic and no analysis based on finite
differences is used. What matters is only that the end result satisfies (2.1).

Example of the construction of the transition probabilities. Consider
the one-dimensional problem da = b(z,u)dt + o(z)dw. For an arbitrary con-
tinuous function k(-), let us formally consider the partial differential equation

LW (z,a) + k(z,a) =0, x € (0,B), (4.1)
where £¢ is the differential operator of x(-) when the control is fixed at «;

el of(x) 1 5,  *f(x)
ox +§0 (@) ox2

LYf(x) =b(x, @)
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Suppose that
inf  [0%(z) — hlb(z, )] > 0 4.2
Lt [t a) — kb)) (42)
for the values of h of concern. The function k(-) is just a “place holder.” Its
exact values are irrelevant.
Let us use the finite-difference approximations

fle+h) - flz—h)

fe(x) — 57, (4.3)
for the first derivative, and
faul) — LEE W @ = h) ~ 2/() (4.4)

hZ

for the second derivative. Letting W (x, ) replace f(z), substitute (4.3) and
(4.4) into (4.1) and collect terms to yield the approximation to (4.1) with
solution Wh(x, a):

Wh(z +h,a) = Wh(z —h,a)

o7 b(z, @)
+Wh(x +h,a) + Wiz — h,a) — 2Wh (2, a) o?(z)  h(z,a) = 0,
h? 2
or (which defines the functions p"(-) and At"(-))
Wh(z,a) = %ﬁmwh(m +h,a)+ OQ(x)QU_Z—Z))(x’a)Wh(x —h,)
+k(z, a)af—(x)

= p"(z, 2+ hla)W"(z + h,a) + p"(z,z — hla)W"(z — h,a)

+k(z,a)At" (z, o).
(4.5)
For & # x + h, set p"(x,%|a) = 0. The p”(-) are transition probabilities for
a Markov chain and are locally consistent with the process x(-), in the sense
that (2.1) holds. We can see that the interpolation interval At"(-) appeared
as a consequence of the derivation of the transition probabilities.
If the condition (4.2) does not hold, then use the noncentral (“upwind”)

differences
flx+h) - fz)

folx) — , if b(z, ) >0,

h
(4.6)
JEREPICES CEL)
That is, if the velocity at a point is nonnegative, then use the forward dif-
ference, and if the velocity at a point is negative, then use the backward
difference.

, if b(z, ) < 0.
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Schemes such as (4.6) are known as the “upwind” approximation method
in numerical analysis. Define the positive and negative parts of a real number
by: a™ = max[a,0], = = max|—a, 0]. Using (4.6) in lieu of (4.3) and collecting
terms yields
o%(x)/2 + hbt(z, Q)

ph(w,x + hla) = o2(z) + h|b(z, )]
ph(ac7 xr — h|a) = Ugggg)x/)2++h}|Ll?(;<,2)T)’ (4.7)
Ath(z,a) = "

(@) + hib(@, )|

For & # x + h, set p"(x,Z|a) = 0. Then the constructed p”(-) are locally
consistent transition probabilities in G for a controlled Markov chain. We see
that in either case, the formal finite-difference approximation can be written
as

Wh(z,a) = th(x,ﬂa)wh(i, a) + k(z,0)Ab(z, ) (4.8)

for x € Gy,.

We emphasize that no claim is made that the convergence of the finite-
difference approximations can be proved via the classical methods of numerical
analysis. The finite-difference approximation is used only to get the transition
probabilities of a Markov chain that is locally consistent in G.

A multidimensional example. For illustrative purposes, here is another
special case from [58, Chapter 5]. Let the matrix a(-) be diagonal with entries
a;;(z). First suppose that

infla;; () — hlb;(z,a)]] > 0, for all 4. (4.9)

Let e; denote the unit vector in the ith coordinate direction and define A(x) =
> ajj(x). Then a development analogous to what led from (4.1) to (4.5)
yields the locally consistent transition probabilities. for z € Gy,

a;;i(z) £ hb;(z, @) A h?
At = —.
2A(x) @9 =I5
If for a point = € Gy, (4.9) fails at coordinates ¢ € I, then “upwind” forms
analogous to (4.6) can be used for the first derivatives at coordinates i € I to
yield the locally consistent values
h2
(@) + 225 p hlbj (@, Q)|
aii(z)/2 £ hbi(z, o) /2
A(w) + 325 hlbi ()|
aii(x)/2 4 hbE (z, )
A(@) + 3251 hlbj (@, )|

Pz, z + e;h|a) = (4.10)

h _
At (z, ) = "

i1, (4.11)
p"(x,x £ e;hla) =
iel,
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where the nonlisted p"(x, Z|a) are zero.

6.5 The “Implicit” Approximating Processes

We will call processes that satisfy the local consistency condition (2.1) explicit
approzimating processes. The name derives partly from the so-called explicit
finite-difference approximations that were used in the example of the previous
subsection. But the name also derives from the fact that the advance of time is
explicit: at step n, interpolated time advances by At" (& ul) or ATh (gl ul),
according to whether the interpolation £ (-) or 9" (-) is used.

There is another approach, leading to what we will call an implicit ap-
prozimating procedure. The fundamental difference between the explicit and
implicit approaches to the Markov chain approximation lies in the fact that
in the latter the time variable is treated as just another state variable. It
is discretized in the same manner as are the other state variables. For the
no-delay case, the approximating Markov chain has a state space that is a
discretization of the (z,t)-space, and the component of the state of the chain
that comes from the original time variable does not necessarily increase its
value at each step. The idea is analogous when there are delays, and leads to
some interesting and possibly more efficient numerical schemes, as will be seen
in the next three chapters. The idea will be motivated by an example based
on finite-difference approximations. Keep in mind that the finite-difference
method is used only as one convenient method of constructing the transition
probabilities. As for the explicit method, the proofs of convergence are purely
probabilistic, and no “finite-difference” analysis is used. A form of the so-called
implicit finite-difference approximation will be used to construct the transi-
tion probabilities in the example below, which provides another motivation
for calling the general procedure “implicit.”

An example. As noted above, the essential difference between what are
called the explicit and implicit approximation approaches to the Markov chain
approximation lies in the fact that in the former the time variable is treated
differently than the state variables: It records interpolated time and its value
increases by At? or Al at step n if £ € G}, In the implicit approximation
approach, the time variable is just another state variable, and its value does
not necessarily increase at each step where £ € Gj,. The following example,
analogous to the one based on finite differences in the previous section, will
illustrate the differences.

Continue to use the special one-dimensional model z(+) in the first example
of the previous section. Fix the control at the value a and for fixed T' < oo
and any 0 <t < T, consider the cost function

W(z,t,a) = Egt/t k(x(s),a)ds + E7 ;9(x(T)), (5.1)
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where g(+) is an arbitrary continuous function (which will serve only as a place
holder). Formally, W (-) satisfies the partial differential equation:

Wiz, t, ) + LW (x,t, o) + k(x,a) =0, t < T, (5.2)

with the boundary condition W(z,T,«) = g(x). As usual in the dynamic
computation of cost functions, (5.2) has a terminal condition and is solved
backwards in time.?

Let 6 > 0 denote the discretization interval for time, and suppose that T
is an integral multiple of §. Use the approximations

f(f,t—i—é)—f(iﬂ,t)

ft(’l}',t)% 5 ’
flz+h,t)— f(x—h,t)

folz,t)— 57 ; (5.3)
f(lL’-l—h,t) +f(fE — hvt) — 2f(1'7t)

fmx(xat)g)

h? '

Note that the last two equations of (5.3) use the argument ¢ (rather than ¢t+4)
on the right side.

Suppose that o?(z) > h|b(x, )| for all (z, ). Using (5.3) to approximate
the partial differential equation (5.2), we obtain the finite-difference approxi-
mation

{1 + 02(ac)i

[02(35) 5, bz.a)s

e
|

W (x + h,nd, a)

W9 (x — h,né, )

+ W (2,06 + 6, @) + k(z, ).

With the obvious definitions of p9(-) and At™?(-), let us divide the terms
in the above expression by the coefficient of W"9(z, né, o) and rewrite it as

W (2, nd, a)zth’é(x, no; T, n5|a)Wh’5(5c, nd, o)
+ "0 (2, nd; 2, n6 + S|a) W (2, nd + 6, ) (5.4)
+ k(z, a) A" (z, a),

with boundary condition W9 (x, T, ) = g(z). The values of the undefined
pld(x,nd; ,nd|a) are set to zero. The p9(.) are nonnegative and satisfy

® (5.2) is an equation on a finite time interval [0,7], but the derived transition
probabilities will be useable on [0, ).
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th"s(a:,né;i“,mﬂa) + "0 (z,nd; 2, nd + dla) = 1.

It can be seen from the last two expressions that we can consider the p9(-|a)
to be one-step transition probabilities of a Markov chain {¢%,n < co} on
the “(z,t)-state space”

{0,+h, £2h, ...} x {0,6,26,...},

under control value o. The p™?(z,nd;# nd|a) is the probability that the
path state goes from x to Z and the time state does not advance, and
p/9(x,nd; x,nd + 6|a) is the probability that the path state does not change
but the time state advances by 9§, all under control value «. The value of T
does not appear in (5.4) and its value is irrelevant.

It is evident that time is being treated as just another state variable. It
can be shown that for  # & we have

"0 (z,nd; 2, nd|a) = p"(x, F|a) x normalization(z), (5.5)

where the p”(z, #|a) are the transition probabilities defined by (4.5).

Write (0 = (¢/9,€M9), where ¢*® represents the time variable, and ¢/
represents the “spatial” state. Let ufb"s denote the control that is used at step
n. Let Eﬁj’z’a denote the expectation conditioned on the data to step n, with

h,o _ h,6 _ h,s _ ¢ho h,5 h, _ 4h,6 h,6
w0 =z and upy® = a. Define A§° = ¢ 7 — 00 and Agp® = ¢,  — ¢pn°.

Then for the above example we have

EQ’%O‘ASZ"; = b(x, a)Ath"s(z, ),
covZ:fl’o‘Agg"s = 0% (x) At (z, @) + At (z, ) O(h),
E;L:fl’aAQSZ"; = Ath"s(x, Q).

Thus, the “spatial” component of the controlled chain is locally consistent in
the sense of (2.1), but with interpolation intervals AtP® = Ah:9(£70 4:0),
The conditional mean increment of the “time” component of the state is
Ath9 (2, ), where €M = z and u!® = a. We have constructed an approxi-
mating Markov chain via an “implicit” method. In the traditional use of the
approximation (5.3) in numerical analysis, it was called an implicit approxi-
mation method because (5.4) cannot be solved by a simple backward iteration.
At each n, (5.4) determines the values of the {W"9(z,nd,u)} implicitly.

6.5.1 The General Implicit Approximation Method

The above special case illustrated one method of getting the implicit ap-
proximation. However, there is a general method for getting the transition
probabilities for the implicit approximation method that starts with any set
p"(+), At"(-) satisfying (2.1) and does not require the use of any particular
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method of construction. It is based simply on an extension of the representa-
tion (5.5). Suppose that at the current step the time variable does not advance.
Then, conditioned on this event and on the value of the current spatial state,
the distribution of the next spatial state is just p”(z, Z|a). So one needs only
determine the probability that the time variable advances, conditioned on the
current state. This is obtained by a “local consistency” argument, and no mat-
ter how the p"(-) were derived, the (no-delay) transition probabilities p™9(-)
and interpolation interval At"°(-) for the implicit approximation procedure
can be determined from the p"(-) and At"(:) by the formulas [58, Section
12.4], for x € G,

Mz, F|a) = 0 (x,né; &, nd|a)
LN 1 —phd(x,nd;z,né + d0la)’
Ath(z, )

h,& . = -\ 5.6

"% (x,nd;x,nd + 0|a) At (z,0) + 6 (5.6)
SAth (x, o)

Ath0 =

(@, a) Ath(z, ) + 6

The reader is referred to the reference for the full details of the derivation.
For x € G}, the general local consistency equations for the implicit ap-
proximation are (these formulas define by, 5(-) and ap s(-))

EQ;E;’IA@’;»‘* = by, s(x, a)Ath"s(x, @)
= b(z, ) At (z,0) + o( At (2, @),

cov’;:i’aA§Z’5(m, a) = aps(x, oz)Ath"S (z,) (5.7a)

= a(z) At" (z, a) + o At" (z, @),
B Agy® = At (z, a),

sup At"(z,a)/6 — 0as h,6 — 0. (5.7b)
z€Gh,a

Because the reflection is instantaneous if the spatial state leaves G, the tran-
sition probabilities at the reflecting states are unchanged and the local consis-
tency condition for the reflecting states is the analog of (2.2). In the no-delay
case, the implicit approximation procedure was used in [58] largely to deal
with control problems that were defined over a fixed finite time interval. It
will be used in a quite different way in the delay case in the following chapters,
where it will be helpful in dealing with the memory requirements.

Figure 5.1 illustrates the explicit and the implicit state transitions for a
one-dimensional example. The horizontal axis denotes interpolated time, and
the vertical axis denotes the spatial variable. For the explicit approximation
procedure, the time interval at point x and control value « is Ath(ac7 «), and
the point = transits to either point a or b. For the implicit approximation
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procedure, the point (space, time)= (z,¢) goes to either (a,¢) or (b,¢) if
time does not advance and to (x, ¢ + 0) if time advances.

a (a, o}
A" (z, d) t (z,¢) o6 |(z,040) t
oy >
b (b.oX
(a) Explicit approximation. (b) Implicit approximation.
Figure 5.1.

6.5.2 Continuous-Time Interpolations

Let Azﬁ"s denote the reflection term for the fﬁ"s process, and define the com-
ponents AyZ’: by Azld =S diAyZ;‘f. Define Ath0 = Ath9(¢M9 /9 and
the martingale differences

gt = (et =) = bnal€™ ) A Iignsce
bin = (90— oh?) — At

The conditional covariance of ﬁgi is o( Ath%) and that of 89 is a(£9) Ath-0 4
o( Ath9). We can write

h,d
e = el0 (e WO At o AtRO) 4 R0 4 Az, 53
S .
ool = Q0+ AthO 4 B0,

Define the “interpolated” times t"9 = =>0 ! Ath % Define the continuous-
parameter interpolations £"9(.), etc., as follows. For t € [t09, "0 ), set

n n+1
MOty =00, @MO(t) = o W) = up?,

— h,o ) — h,o ) = h,o (5'9)
= A () =) Ay, B =D 6
=0 1=0 =0

Set ¢M9(-) = (M2(+), ¢"9(:)). With r™(.) denoting the relaxed control rep-
resentation of u°(-), we have the analog of (3.3), modulo an asymptotically
negligible error,
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&m0 (t) / /U s (€M9(s), a)r™® (dads) + B™O(t) + 2" (t). (5.10)

A Markov process interpolation. Analogously to what was done in Section
3 for the explicit approximation case, let {v,, } be random variables that are in-
dependent of the {¢/7, ,n < oo} and are mutually independent and iden-
tically distributed, Wlth Vn belng exponentially distributed with mean unity.
Define A7/0 = 1, Ath9 and 70 = "V A7 Define the continuous-

parameter interpolations: For ¢ € [Tn’é, 7}; +51)
e
n—1 n—1 (5 11)
h,s h,s B — h,é ’
ZAZ Yot =Y Ay, B =) B
i=0 i=0

Set, ¢M9(-) = (™°(-), p9()). With 7+9(-) denoting the relaxed control rep-
resentation of (), we have the analog of (3.10):

PO (t) // bh.s (W0 (s), )™ (dads) + B () + 20 (¢). (5.12)

If the control is feedback, then 1)"9(-) is a continuous-time Markov chain.

As noted in connection with (3.10), there is a martingale ([58, Section
10.4.1]) wh9(-) (with respect to the filtration generated by the state and
control processes, possibly augmented by an “independent” Wiener process)
such that

B0 = [ o)t (s) + 50),
0

where w"9(-) has quadratic variation process It and converges weakly to
a standard Wiener process. The martingale ¢"°(-) satisfies (3.9), with h,d
replacing h.

An alternative approximating chain. There is an alternative way of in-
terpolating the &"9 that will be used in Chapters 7 and 8, which looks at
the process only at those times that the time variable qbﬁ"s advances. Define
”0 = 0 and for n > 0 define

0% = min{i > o"°, gzbf’& - gb?fsl =0}. (5.13)

n

Then define éhvé = §h,§55 Define the continuous-parameter interpolation

EmO(t) = €M for t € [nd, n6 +6). Define @"9(-) analogously. It will be seen in
Theorem 5.1 that £9(.) is asymptotically equal to £"%(-) in the sense that
the difference converges to zero.
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6.5.3 Representations of the Cost Function

The timescale based on ¢"(-) will be useful in Chapters 7 and 8. To prepare
for that, we now give some representations of the cost functions in terms of
it.

Control on [0, T']. Recall the cost criterion (5.1) and the equation (5.4) whose
solution formally approximates (5.1). The solution to (5.4) can be represented
in terms of the path up to the first time that the time component ¢° reaches
or exceeds the value T. To do this we start by defining the stopping time

N"O(T) = min{n : ¢!° > T}. (5.14)

Let ™% = {ul® n < oo} be an admissible control sequence and let
E‘,Q:f;“h’é denote the expectation given the data to step n, that v is used,
and that €9 = 2. Then the solution to (5.4) for the general vector-valued
state case, with use of the control sequence u9 in place of the constant value
«, and with the boundary condition W9 (x, T, u) = g(z) and ¢/? = ¢, can
be written as

N3 (T)—1
h,é 1, 1,
Wh’é(l', t, uh,é) — E;L:'S,’u Z k(g,f § h §)At/ + g(é—Nh 5(T))
i=n
,8,ul0 = h,  h,S h,8 h,&
= E;’:g7 Z k(g’b 7ui )Atl I{¢?”5<T} + g(é-Nh’é(T))
1="N
(5.15)
Because At"9(z,a) = E" 6“[(/)l+1 — ¢!%], (5.15) equals
N9 (T)y—1
u? h,6  h,6\1 . h, h,6 h,&
Ery Yo RE ) 6T+ 9y | - (5:16)

We can write this last expression as

h,S,u? r Ch,s ~h,5 )
o U KM (s), 3 (s))ds + g(EM(T))

The discounted cost function: Reflecting diffusion. Consider the dis-
counted cost

o0
Wh,é(x’uh,é) _ Eil757uhw5 Z e_ﬂtzj I:kj(gzé h, 5)Ath 0 +q Ayh 5] ) (517)
n=0

By the results of the next subsection, (5.17) is asymptotically equal to
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o
h,s _Baphd
BTN e on [k(éfi";,u’ﬁ";) (cﬁﬁ’fl - ¢Z’5) + Q’Ayﬁ"s} - (518)

n=0

Modulo an asymptotically negligible interpolation error and in relaxed control
notation, (5.17) is also equal to

Byt / oo/ et [k(€M0(s), ) (dads) + ¢'dy0(s)] . (5.19)
0 Uh

By the results of the next subsection, this is asymptotically equal to

E”““/ / [("2(s), )r* (davds) + q'dy*(s)] . (5.20)
Uh

The errors in all cases go to zero as h,d — 0, uniformly in the initial data
and control. Recalling from (5.6) that p™?(x,nd, z,nd + §|a)d = Athd(z, a),
we can write the Bellman equation for (5.18) as follows (the current value of
the time variable ¢/ is irrelevant): For z € G,

Vh’é(l‘) _ moin [Z phvé(.r, no, T, ﬂ(5|04)vh75 () (5.21)

+e M0 (2, nb, 2,16 + 8a) VO () + k(z, ) At (x, a)] .

Recall the definition of the function Y"(-) above (2.6) and that the transitions
from the reflecting states are not controlled. Then, for x € 8GZ, the set of
reflecting states,

Vi (x Zp x, T) Vh‘s( )+ Y (z, ). (5.22)

In (5.22), we use the expression p”(z, #) for the transition probabilities as the
transitions for the reflecting states do not depend on § or a. Theorem 5.1
implies that the optimal values determined by (2.6) and ((5.21), (5.22)) are
asymptotically equal.

6.5.4 Asymptotic Equivalence of the Timescales

For each ¢ > 0, define the time indices:

n—1
d"(t) = max {n : ZAt? =th < t} ,

=0

n—1
5.23a
d™0(t) = max {n DA =tk < t} , (5.232)

=0
d"(t) = max {n: 7} <t}, d™9(t) = max {n: Thd < t}.
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As noted above (3.2), d"(¢) will never be the index of a reflecting state, as the
interpolation intervals for those are zero. Define the stopping times

n—1
d"(t) = min{n: > At =t > t} :
=0
n—1
; 5.23b
d™(t) = min {n: > A =th0 > t}, (5.23b)

i=0
d"(t) = min {n: h > t}, d™9(t) = min {n: rhé > t}.

Theorem 5.1. For each t > 0,

" (s)

lim sup E;L’“h sup Z (At —Athy| =o. (5.24)
h—0 uh gz s<t | 25
Also,
d"°(s) ?
I Ehout’ ATl — A | =0 5.25
A Jup BN s | 3 (4t - Al o

Equation (5.24) holds with d"(-) replacing d"(-), and (5.25) holds with d"°(-)
replacing cZW(-). Let I"° be the indicator function of the event that time
advances for the implicit approzimation procedure at step n. Then (5.25) also
holds with d"°(-) used and At!(1 — I"°) replacing Ath° and Arh(1 — 19)
replacing At

Let ¢"9(-) denote the interpolation of the qﬁﬁ"g with the intervals Atﬁ"s.
Then ¢"9(-) converges weakly and in mean square (uniformly on any finite
time interval) to the process with value t at time t. The result of the last
sentence holds if the intervals are A0,

Proof. Owing to the mutual independence of the exponentially distributed
random variables {v, } and their independence of everything else, the discrete
parameter process L, = Z?:O(ATih — At?) is a martingale. By Doob’s in-
equality for martingales, the expectation of the sup,., of the squared term in
(5.24), conditioned on {At!}, satisfies

d" (s)
Eﬁ’“h sup Z [A’Tih — Atﬂz Ath i < oo

sst | 2o
d"(t) ,

h
<agl" | [ark - At ‘At?,i <00
i=0
d" ()

=4 Z [Ath)? < 4(t + sup At") sup At L5 0,
i=0 " "
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which yields (5.24). Equation (5.25) and the rest of the first paragraph of the
theorem are proved in the same way.
To prove the assertions concerning the asymptotic behavior of ¢™?(-),

write
d" o (t)—1 d" o (t)—1

)= D A+ ST
=0 1=0

The first sum equals ¢, modulo sup,, At"°. The variance of the martingale
term is bounded by ¢, modulo § +sup,, At"?, and the term converges weakly
to the zero process. This yields the next to last assertion of the theorem. This
and (5.25) yield the last assertion of the theorem. B

6.5.5 Convergence

The proofs of convergence for the explicit approximation procedure for the no-
delay case of this chapter are in [58, Chapter 10 and 11]. The main difference
in the proofs of the explicit and implicit approximation procedures lies in the
fact that the timescales are different. These are shown to be asymptotically
equal by Theorem 5.1, and the results are summarized in the next theorem.
See the proofs of convergence for the delay case in Chapter 8 for more detail.

Theorem 5.2. Let {¢"} and {€°} be locally consistent. Assume the model
((1.1), (1.3)), or ((1.2), (1.4)) in relaxed control notation. Assume (A3.2.1),
(A3.2.2) and (A3.4.3). Let b(-),o(-), k(-) be continuous, U compact, and U" —
U as h — 0. Let (1.2) have a unique weak-sense solution for each admissible
relazed control. Then V' (-) given by (2.6) and V9(-) given by (5.21) converge
to the optimal cost for ((1.2), (1.4)), as h — 0 and (h,d) — 0, respectively.
The analogous results hold for the cost function (1.5) if (A3.4.1) and (A3.4.2)
replace the conditions (A3.2.1) and (A3.2.2).

6.6 Singular and Impulsive Controls
6.6.1 Singular Controls
Consider the specialization of the model (3.6.1):
d(t) = b(w(t))dt + qu(z(t=))dA(t) + o (x(t))dw(t) + d=(t),  (6.1)

where
AA(t) = A(t) = At —dt) =Y vid)i(t),

where the v; are direction vectors and the A;(-) are real-valued and right
continuous. Let the cost function be
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W(x,\) = Eg/ e Pk (z(t))dt + ¢/ dy(t) + g\d\(t)] . (6.2)
0

The components g ; of the vector g, are all positive. The development of
the Markov chain approximation for the singular control model is in [58,
Section 8.3] and the proof of convergence is in [58, Section 11.2].° One can
use ordinary and singular controls together, but we confine the discussion to
the strictly singular control problem for expositional simplicity. Let p"(z, %)
and At"(z) denote a transition probability and interpolation interval that are
locally consistent for the uncontrolled problem, which is (6.1) with A(-) = 0.
Let AN!, with components AN? | denote the increment in the control at step

2, n?
n. The cost function for the chain is

Wh(z, Aty = EhA" Ze—ﬁ" [k(EM)AB,, + A ANE + ¢ Ayl . (6.3)

The case where g;(-) is constant. Until further notice, suppose that ¢ (-)
does not depend on x, which is the case considered in [58]. Then the controls
in (6.1) and (6.2) appear in a purely additive fashion. Hence, if we wish to
realize some AN > 0 at step n, whatever its value, we can consider it to be
the sum of a sequence of very small impulses occurring instantaneously. This
idea will be used for the construction of the approximating Markov chain for
the controlled problem. Divide the behavior of the chain at a typical iterate
n into the following three mutually exclusive types:

1. Suppose that &' = z € HGZ. Then we have a “reflection step,” and
Af(z) = 0. The next value £, is determined in accordance with the
local consistency condition (2.2).

Otherwise, we are at © € GG, C GG and there are the following two choices,
only one of which can be exercised at a time:

2. Do not exercise control and get &" 11 fromz = ¢! by using the uncontrolled
transition probability p(x, ) with the associated interpolation interval
being Af(x).

3. Exercise control and choose the increment in the singular control, with the
interpolation interval being At"(z) = 0.

For z € G}, the Bellman equation is (replacing the first equation in (2.6))
V" (2)=min {ew@) > pM@ B)VE) + k(x)A0(x),

mln[Zp (x, Z|AN) Vh —i—ZqZ)\A)\}}

6 To help reference to the book [58], note that F(-) was used there for our A(-).

(6.4)
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n (6.4), AX = (A\q,...) denotes the increment in the singular control at
the current step, and p"(z,#|A\) is the transition probability under control
action AX. Owing to the current assumption that the ¢;(-) in (6.1) does not
depend on x, we need only increment one component of A(-) at a time and
can suppose that the increments A)\é1 in the components go to zero as h — 0.
Then we can replace the Bellman equation by

V" (z)=min {eﬁAg(m) th(x, V&) + k(x)A0(x),
g (6.5)

: Wi A AN (5 _ _
nin [;p (x,Z|AN)V (x)+qz’>\A/\l}}.

The p"(z, 7| AN;) in (6.5) is the probability that the next state is 7, given
the increment A); in the ith component of the singular control, with the
increments in the other components being zero. So, first one checks to see
which component of the control it is best to increment, with an interpolation
interval zero, and then compares this with the value of not having any singular
control increment, in which case the process evolves with p”(z, 7) and At"(x).
The values of A); will depend on h. For x € 3G;, the Bellman equation is
the second expression in (2.6).

The possible values for the A); were not specified. The actual values are
not important for convergence provided only that they go to zero as h — 0
and take the current state to another grid point. Convenience of coding is
a primary concern, and we will illustrate one useful procedure with a two-
dimensional problem.

Choosing the control when g;(-) is constant: An example. Because
¢1(+) is now constant, replace it by unity in (6.1). A general procedure will
be illustrated via a two-dimensional example. Suppose that there are two
directions for the control effects, namely, v1 and vy. A control value in only
one of the directions will be chosen at each control step. This is not required
for the convergence but is convenient for the coding. Thus we must choose
the direction and the magnitude in that direction. It is best if the state moves
only “locally.” But a direction v; might not take any point z € G} through
any nearby point on the grid. Because of this the choice of the control value
and transition probability is a little indirect. Refer to Figure 6.1. Let us scale
the vector v;,7 = 1,2, so that the vector hv; takes the point z to the point
x; on the left hand or lower lines. The v; and ¢; » can always be scaled so
that there is no loss of generality in making this supposition. In the example,
neither point x; or x5 is in Gy,.

Suppose that the direction vy is selected and denote the corresponding
transition probabilities by p”(x, Z|hvy). Then to attain the mean value xs,
p"(z,#|hvs) would randomize among the points y; and ys, and the value of
Ao that takes x to o would be used for the increment in the cost.
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On the randomization to attain the desired conditional mean. Let
JI denote the indicator function of the event that step n is a control step,
and augment F” so that it also measures {.J!,i < n}. With n being a control
step and AMN being the chosen value of the conditional (given the system
data to step n) expectation of the control increment at the nth step, we have
ERAEh JI = ANE ! Tn the limit, as h — 0, the effects of the randomizations
that are used to attain the desired conditional means disappear, as we will
now see. The randomization errors (A" — AN?)J" are a martingale difference
sequence and

U1

h’Ug

il L2 Y2

o,

Figure 6.1. Choosing the singular control values.

2

n—1 N—-1
E sup S IAG T — ANV = O(RE > |AN].
NN =0 Jj=0

This implies that the effects of the randomization errors go to zero if the
sequence of the costs that are due to the control are bounded, which must be
the case in any optimization problem.

The procedure with g1 (-) being x-dependent. Recall the discussion in
Section 3.6 concerning the problems that can arise when ¢;(-) depends on
z. In particular, there was an example that illustrated the difference in the
effects of a single jump of magnitude J in some component of A(-) on one
hand, and what would happen if that jump were the limit of many small
jumps occurring in a sequence, one after the other. Because of this potential
complication, when ¢;(-) depends on z, the Bellman equation (6.4) must be
used in lieu of (6.5). The main complication from a coding point of view is
that the transitions will not always be local. To date, for the bulk of problems
of interest, the singular control does not depend on the state.
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6.6.2 Impulsive Control

The numerical algorithms for the no-delay form of the impulsively controlled
model (3.6.17)

dx(t) = b(z(t))dt + DAF (t) + o(x(t))dw(t) + dz(t)

with cost function (3.1.18)

/ e Pllk(x dt+Ze Brig =)y V)
0

is handled as is the general singular control problem, and similarly for the
boundary absorption version. What distinguishes the impulsively controlled
problem is the strict positivity of the function g(x,v) for v # 0. This “setup”
cost ensures that the problem is well defined and that there are only a finite
number of impulses on any finite time interval.

W(&, F) = EF

6.7 The Ergodic Cost Function

6.7.1 Introduction

A brief overview of the setup for the ergodic cost criterion will be presented.
A fuller treatment is in [58, Chapters 7 and 11]. Let {X,,} be a finite-state
controlled Markov chain, with transition probabilities p(z, Z|«), where the
control parameter « takes values in the compact set U. Suppose that, for
each feedback control u(-), the state space consists of a single ergodic set and
a transient set. The cost criterion is taken to be

Y = Jim TEEY" OO u(X0). (7.1)
=0

The limit exists and does not depend on the initial condition x.
There is a vector-valued function W (u) with values W (x, u) such that

= Zp(x’ Elu(@))W(E, u) + C(x, u(x)) = y(u). (7.2)

The solution to (7.2) is not unique, because if we added a constant k to each
component of W (u), the result would also solve (7.2). One candidate for W (u)
is

Z E[C(ns u(én)) — v(w)],

where the sum is well defined as the summands go to zero geometrically.
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Suppose that p(z, Z|a) and C(z, ) are continuous functions of « for each
z in the state space. Then the Bellman equation is

Vx) —glélrjl prx|oz Z)+ Clx,a) — 7] . (7.3)

Under our conditions, there is a solution (V(+),%), where 7 is unique and is
the minimal value of the ergodic cost.

Approximation in policy space. A standard way of solving (7.3) is via the
approximation in policy space algorithm. One recursively computes a mini-
mizing sequence of feedback controls u,(-),n = 0,1,.... Suppose that u,(-)
has been computed. Then solve (7.2) with u(-) = uy(-) to obtain the cost
~(uy) and the function W (u, ). Then compute w,41(-) by

Upt1(x) = arg Ianelg Zp(x,i“\a)W(i‘, un) + Clz,a) | . (7.4)

A difficulty in solving (7.3) is that there is no contraction operator, as
there would be for the discounted cost problem. There are convenient ways
of circumventing this difficulty by “centering” procedures, and methods of
solution are discussed in [58], as are methods for accelerating the convergence.
Under the given conditions v (uy) | 7, the minimal cost.

6.7.2 The Markov Chain Approximation Method

Consider the model (1.1), where a(x) = o(x)o’(x) is strictly positive definite
and has a continuous inverse, and let {¢"} denote a locally consistent Markov
chain approximation. Recall that the state space G is a convex polyhedron.
With the usual methods of construction of the chain, it is an ergodic process
for each feedback control, and the transition probabilities are continuous in
the control, and we make these assumptions. The system is (1.1) with cost
function, under a relaxed control,

~(z,7) = lim sup %E;” /OT {/U k(z(t), )r’(do, t)dt + q’dy(t)} . (7.5)

T

The limit might depend on z. For a relaxed feedback control the form is

1(m) = limsup Lpn, m/ [/ Kz (@(t), da)dt + o dy(t )] . (7.6)
T
If the relaxed feedback control is equivalent to an ordinary feedback control
u(+), then write v(u).
Let 4 denote the infimum of the cost over all admissible controls, and
suppose that it does not depend on the initial condition. Conditions for this
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to be the case, as well as the proof that we cannot do better by using relaxed
controls over relaxed feedback controls and that there is an optimal relaxed
feedback control, are in [56, Chapter 4].

The cost for the approximating chain. If the current state £" is reflecting,
then Az = O(h). It is convenient to represent the associated cost ¢’ E?:: Ayl
in the form k% (¢)h, where kl(z) =0 for z € G

For an arbitrary admissible control sequence u = {u”}, the cost for the
chain is

B 3o [R(&!, wl) At} + kG (E1)h]

i

(@, 1) = lim sup (7.7)

n E:’Z’“ Z?:O At?

Suppose that the feedback control u(-) is used. Then there is a unique invariant
measure that we denote by 7" (u), with values 7" (z,u). Then v"(x,u) does
not depend on the initial condition x, and by the ergodic theorem for Markov
chains [14] there is a limit in (7.7) and it equals

Yo [k(x,u(m))AH(x,u(x)) + kg(aj)h] 7 (2, u)
> Ab(z, u(z))mh(z, w) '

Weighing the invariant measure with respect to the time At"(z,a) that
the chain spends in a state z yields the measure p”(u) with values

hp ) — AH(m,u(z))ﬁh(Jc,u)
W) = S~ ARG a( ) )

Y (u) = (7.8)

(7.9)

Using (7.9), the component of (7.8) that involves k(-) can be written as
> k(,ul))p (z,u). (7.10)

It turns out that if the feedback control w(-) is continuous and the diffu-
sion is well-defined under it, then p”(-,u) converges weakly to the invari-
ant measure of the diffusion. Note that p(z,u) = 0 if z is a reflecting
state. The measure on the set of reflecting states 8G,Jlr that is defined by
wh(z,u) = hr'(z,u)/ Y, A0(Z,u(Z))n"(Z,u) converges to the local time
measure on the boundary.

For any feedback control u(-), there is a vector-valued function W (u) with
values W"(x,u) such that

Wh(z,u) =
th(% &lu(z))WH(Z,u) + [k(z, u(z)) =" (u)] A0(z, u(z)) + kg ()h.

(7.11)
As for the situation at the beginning of the section, W (u) is unique only up
to additive constant. One solution is
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W u) = 30 B ([R(ERul) — 7" (u)] A6, + ki (EMR).

n=0

To see that any pair (W"(u),7) that solves (7.11) yields that v = " (u),
multiply each side by 7" (z,u), sum over z, and use the invariance of 7" (u)
(which cancels the terms involving W (u)). The result is that v equals the
expression in (7.8).

With " denoting the infimum of the costs, the Bellman equation is

Vh(z) = min th(x,§:|oc)Vh(5:) + [k(z, a) — ih} Af(z, ) + kg(x)h] .

(7.12)
Methods for solving this equation for the optimal control and cost are covered
in [58, Chapter 7).

Convergence. For a feedback control u(-), the ergodic theorem for Markov
chains implies the following (the first four limits are w.p.1):

n—1
()=t o S (K€l ) At + K (€]
" =0
1 n—1
= lim o 2 [k(el, ul) Al + K (E1)R)]
“tim = [ [ (9. ulw (D) + ()] (719
i + [k (5), 0" () + ' (9]

The first two lines of (7.13) equal the cost for the chain that would be obtained
if we started at time zero with the stationary distribution of the chain &". The
last line is the cost that would be obtained for the process 1" (-), if we started
with its stationary distribution, given by (7.9). These costs are equal.

Now let @"(-) be the optimal control and consider the cost for the associ-
ated stationary process. This can be written as

=A@ = B /0 [ (" (£), u" (" (£))dt + ¢'dyz (1)]

where 1" (0) has the stationary distribution of the continuous parameter pro-
cess Y"(-). Let r(-) denote the relaxed control representation of the control
ul(p"(-)) for the stationary process, and rewrite the above expression as

N 1
A =yt (@) = B / [/ K" (1), a)r (dov, t)dt + 'dyl (1) |,
0 U
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We will now give an outline of the proof of convergence. More de-
tails on the weak convergence are in Section 8.5. Let w"(-) be defined as
below (3.8). The set of processes (¢¥"(-),72(-),2"(-),wh(-)) associated with

i

the stationary system is tight. Let (z(-),7(-),2(:),w(:)) denote the limit
of a weakly convergent subsequence, indexed by h for notational conve-
nience. Then the limit is stationary in the sense that the probability law
of (x(t+:),r(t+-)—rt),z(t+)—z(t),w(t+-) —w(t)) does not depend on t.
The process w(-) is Wiener, and the other processes are nonanticipative with
respect to w(+). The limit set satisfies

dz(t) = /Ub(a:(t), a)r'(da, t)dt + o(x(t))dw(t) + dz(t).

We have 4" — ~(r) > 7, where v(r) is the stationary cost associated with the
limit system. Thus
> 7. (7.14)

<. (7.15)

To prove this, we need the fact that for any € > 0, there is an e-optimal
feedback control uf(-) for the diffusion that is continuous in z.” Apply
this control to the chain, and consider the resulting stationary system. Let
(¥"(+), 2" (-),w"(-)) denote the interpolated processes for this system. The set
is tight, and any weak-sense limit (x(-),z(-),w(:)) is stationary in the sense
used above, and satisfies

dx(t) = b(z(t),u(z(t)))dt + o(x(t))dw(t) + d=(t).

Then by the minimality of 4", the e-optimality of u¢(-) for the original system,
the weak convergence and the stationarity of the limit, we have

< A (ue)

1
_ EhME/"[k@ﬂwn,u%¢hu>»dt+q%wf@ﬂ
0 (7.16)

ﬁE“/[MﬂWM@@mﬁ+d@®]
0
=) <y+e

This and the arbitrariness of ¢ yield (7.15). Hence 3" — 7.

" A proof of this fact is in [56, Chapter 4].
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Markov Chain Approximations: Path and
Control Delayed

7.0 Outline of the Chapter

This chapter adapts the Markov chain approximation methods that were in-
troduced in Chapter 6 to the problem with delays. The approximating chains
are constructed almost exactly as they are for the no-delay case, except that
the transition probabilities must take the delays into account. Various numer-
ical approximations are developed. They are reasonable and well motivated.
But in view of the fact that rather little is known about either approximation
or numerical methods for delay equations, the algorithms are to be viewed
as a first step and will hopefully encourage additional work. When construct-
ing an algorithm, there are two large issues of concern, and both must be
kept in mind. One is numerical feasibility. The other concerns the proof of
convergence, as the approximating parameter goes to zero.

Because the basic state space of the problem with delays is infinite-
dimensional, one must work with approximations. One can devise “Markov
chain like” approximations that converge to the original model and for which
the optimal value functions converge to that for the original model. Alterna-
tively, one can first approximate the original model, say along the lines done
in Chapter 4, so that the resulting problem is finite-dimensional. Then ap-
proximate the result for numerical purposes. Both approaches are taken in
this chapter, although the latter one is more realistic, as the memory require-
ments are much less. As seen in Chapter 4, the suggested finite-dimensional
approximations are often quite good. Further approximations are developed
in Chapters 8 and 9 when the path or control values are delayed, and they
will often be advantageous.

The validity of an approximation to the original model depends on the
relative insensitivity of the values and controls to the quantities that are being
approximated, whether it is the path, path and delay, control, and so forth.
The greater the sensitivity, the finer the approximation needs to be. This is
a particularly difficult problem for the delay model, as the behavior can be
quite sensitive to the delay, and little is known about this in general.
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The proofs of convergence in [58] are purely probabilistic, being based
on weak convergence methods. The idea is to interpolate the chain to a
continuous-time process in a suitable manner, show that the Bellman equa-
tion for the interpolation is the same as for the chain, and then show that the
interpolated processes converge to an optimal diffusion as the approximating
parameter goes to zero. The approach is parallel to this for the problem with
delays, and we try to arrange the development with an eye to using the pow-
erful methods and results of [58] to the extent possible, so as to simplify the
proof of convergence.

Section 1 introduces the unapproximated model and the main assump-
tions. As for the nondelay case, the main assumption is local consistency.
This condition is the same as that for the nondelay problem, with the ap-
propriate delay-dependent drift and diffusion terms used. The state of the
problem, as needed for the numerical procedure, consists of a segment of the
path (over the delay interval) and of the control path as well (if the control is
also delayed). The only change in the local consistency condition is the use of
the “memory segment” arguments in the drift and diffusion functions. As in
Chapter 6, the local consistency condition says no more than that the condi-
tional mean change (resp, covariance) in the state of the approximating chain
is proportional to the drift (resp, covariance) of the original diffusion process,
modulo small errors. It need not hold everywhere (see, e.g., [58, Section 5.5]).
Transition probabilities for the approximating chain are readily obtained from
the formulas that are used for the nondelay case in [58].

For pedagogical purposes, in much of the development, we divide the dis-
cussion into a part where only the path is delayed in the dynamics and a part
where both the control and path are delayed, for which the algorithms are
much more complicated The delay system analogs of all of the cost functions
covered in [58] can be dealt with. But for simplicity of exposition, most of
the discussion is confined to the discounted case, with boundary reflection. If
the process is stopped on reaching a boundary then, with the model of Sec-
tion 3.1 and the cost function (3.4.1), all of the approximation methods and
convergence results will hold, and the necessary theorems are stated. Section
1 concludes with the discussion of the continuous time interpolations. These
interpolations, which are used for the convergence proofs only and not for
the numerical algorithms, are a little more complicated than those used for
the no-delay case in Chapter 6, owing to the need to represent the “memory
segment” argument in a way that can be used in the development of efficient
approximation methods.

In Section 2, some particular Markov chain approximations are introduced,
with the aim of efficiency in the use of memory. The implicit approximation
method of Chapter 5 has some advantages in dealing with the memory prob-
lem, and this is discussed in Section 3. Section 4 deals with various details
concerning the relation between the implicit approximation procedure and
the model with randomly varying delays in Subsection 4.2.3. Keep in mind
that these randomly varying delays are not a feature of the original model,
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but appear in the numerical approximation as a consequence of the use of the
implicit approximation procedure to simplify the memory problem. One could
treat the case where the original model has randomly time varying delays as
well, as noted in the comments below (3.1.8), but at the expense of increased
memory requirements.

Chapter 8 continues the development of the ideas in this chapter and
contains the proofs of the convergence theorems.

7.1 The Model and Local Consistency

The approach to numerical approximation is analogous to what was done for
the no-delay case in Chapter 6. The main new issues concern accounting for
the fact that b(-),o(:), and k(-) depend on the “memory” segments of the
solution path and/or the control, whichever is delayed in the dynamics. We
will construct an “approximating” controlled finite-state process {¢?,n > 0}
and interpolation intervals { At" ,n > 0} in much the same way as was done in
Chapter 6. This approximating process will serve as the basis of the numerical
procedure. It will be seen that these processes are constructed as easily as they
are for the no-delay problem in [58]. Although {£"} itself is not a Markov chain
due to the memory, one can embed it into a finite-state Markov chain. It is
the Bellman equation for the embedded chain that needs to be solved to get
the optimal cost. Indeed a main concern are representations for such Markov
chains that are efficient from the point of view of computation. In this section,
a generic approximation will be constructed. Although it often requires too
much memory to be of practical use, it will provide the foundation for the
alternative and more practical approximations in Section 3 and in the next
chapter.

7.1.1 The Models

The model is the controlled reflected diffusion of Section 3.2. Assumptions
(A3.2.1) and (A3.2.2) on the constraint set G are always used. Other con-
ditions will be given when needed. Rewriting the equations for convenience,
when both the path and control are delayed and in terms of ordinary controls,
the model is (3.2.3):

z(t) = z(0) +/0 b(Z(s),u(s))ds +/0 o(Z(s))dw(s) + z(t), (1.1)

where the conditions (A3.1.2) and (A3.1.3) hold. For notational simplicity, we
suppose that, if both the path and control are delayed, then the maximum
delay is the same for both. The case where they are not the same is a simple
and obvious modification. In relaxed control notation, (1.1) is



162 7 Markov Chain Approximations: Path and Control Delayed

x(t) = z(0) —|—/0 B(f(s)j(t))ds—l-/o o(z(s))dw(s) + z(t), (1.2)

where, as in (3.1.6),

/ / ) (da, t + 0)110(d6), (1.3)

/Otg(f() ds—/ {/ ds/ yr!(dov, s+ 0) | pe(d6).

The discounted cost function (3.4.4) is

and

00 0
=E;; ds/ e [k(Z(t), o, )1 (dev,t + 0)pc(dO)dt + q'dy(t)],

-6JU
(1.4)
where & and 7 denote the initial memory segments of the path and control,
resp. The existence of an optimal control was shown in Theorem 3.5.1.
If the path only is delayed, then we drop the control memory segment
term, and the model specializes to

/ ds/ bz (da 8)+/Ota(x(s))dw(s)+z(t), (1.5)

/ //% ,a)r’(da, t)dt + q'dy(t)]. (1.6)

As usual, if the process stops on hitting the boundary, then drop (A3.1.2)
and (A3.1.3) and add (A3.4.1) and (A3.4.2).

7.1.2 Delay in Path Only: Local Consistency and Interpolations

The approximating chain £" takes values in the set Sy, and the definitions of
Sh,Gn =S, NG and [“)G; from the beginning of Section 6.2 are used. As for
the no-delay problem, the key requirement that is placed on the approximat-
ing chain is that it satisfy a local consistency condition analogous to (6.2.1).
The dynamics of (1.5) at time ¢ involve the memory segment Z(¢) of the path
on the delay interval [t — 6,¢]. An analogous dependence must hold for the
dynamics of the & process. The definition of the memory segment of the
approximating chain will depend on the particular continuous-time interpola-
tion of the ¢ values that is used, and several useful forms will be developed
in the sequel and in the next chapter. For simplicity, we will start by using
an analog of the explicit approximation procedure of Sections 6.2-6.4. This
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will not usually yield the best form of the memory segment, but it provides a
convenient introduction to the overall approximation method. Suppose that

i Ath are available (these will be constructed below) and, as in Section 6.2,
define the interpolated time t = Z;:Ol Ath. The process £"(-) is defined to
be the piecewise-constant continuous-time interpolation of {¢/} with intervals
{Ath}, as in (6.3.1). Recall the discussion below (6.3.1) concerning the inter-
polation at the reflecting states. In particular, if £" is a reflecting state, then
Eh(th) = §Z+1, which is the state that the reflecting state ¢/ is instantaneously
sent to.

Path memory segments. Define the segment £ of the path £"(-) by
E(0) = &Mty +6) for 6 €[-0,0), and &:(0) = &7, (1.7a)

n

This is the segment of the interpolated path on [t? — @, ¢") with the value &h
at 0 = 0. If ¢ € Gy, then £(0) = ¢"(t! + 0) for all 6 € [—6,0]. Define the
process £"(t) by

n?

)y=¢r, forth <t<th . (1.7b)

Let é denote the canonical value of £".

To construct the dynamics of the approximating chain, we will need to
define a path memory segment that plays the role of Z(¢). There is a great
deal of flexibility in the way that this approximation is constructed from the
{€I}. The choice influences the computational complexity, and we return to
this issue in subsequent sections. Until further notice, we use . This choice
is not always suitable for numerical purposes, and will later be modified in
various ways to simplify the numerical computations. The exact form of the
approximation is not important at this point.

The initial condition #(0) = {z(t) : —0 < t < 0} for (1.5) is an arbi-
trary continuous function. This will have to be approximated for numerical
convenience. Until further notice, we simply assume that we use a sequence
& € D(Gh;[—0,0]), that is piecewise-constant and that converges to Z(0)
uniformly on [~#,0] as h — 0.

Local consistency in G}. For numerical purposes it is often useful to ap-
proximate the set U. Thus, as in Section 6.2, let U” be a sequence of compact
sets that converges to U as h — 0 in the sense that the closed convex hull
of (b(x, UM), k(x,UM)) converges to the closed convex hull of (b(x,U), k(x,U))
as h — 0. Each U" might contain only a finite set of points.

Let ¢! € G},. Analogously to the no-delay case in Section 6.2, the chain and
intervals are assumed to satisfy the following local consistency properties. Let
ul (with values in U") denote the control applied at time n. The distribution
of ¢, given the initial data and {€/',ul',i < n}, will depend only on the
current path memory segment £ and current control u” and not otherwise on
n, analogously to the case in Chapter 6. Recall the definition A" = ¢, | — ¢t

and that of the martingale difference 3" in (6.2.3), and let E?:‘ denote the
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expectation given all data to time n, with u" = a and & = é . Analogously to
the definition for the no-delay case in (6.2. 1) local consistency is said to hold
if there is a function At"(-) such that, for £(0) = & € Gj,,!

Ep@Ag: = (€, 0) A" (€, 0) = b(§, ) At"(§, @) + o(At" (£, o)),
EL AL = an(§) A" (€,0) = a(@) At (€, a) + o At" (€, ),
a(é) = a(&)'(€),

h iy h
sup,, , |£ﬁ+1 — & =0, Sup; , Ath (€, a) &

(1.8)

The reflecting boundary is treated the same as in Section 6.2. If " is a re-
flecting state, then it is sent to a state in G}, with no control applied. The
mean of £ 11 — &M conditioned on the data to time n, is a reflection direction

at the point £, In particular, (6.2.2) holds. Define Ath Ath (el uh).
We have the analog of (6.2.4)
R =+ AAB(ER ul) + B + Azl + o(Ath). (1.9)

Constructing the transition probabilities. For simplicity in the devel-
opment, we will suppose that Sy, is a regular h-grid. Hence the points in G},
are h units apart in each direction. This is done only to simplify the nota-
tion. Any of the state spaces G, that are allowed in [58] can be used here. In
particular, the state space approximation parameter can depend on the coor-
dinate direction. The simple example of the construction in Section 6.4 and,
indeed, any of the methods in [58] for obtaining the transition probabilities
and interpolation intervals for the no-delay case can be readily adapted to the
delay case.

For the no-delay problem and x € Gy, all of the methods in [58] for gener-
ating the controlled transition probabilities p"(z,#|a) when the grid spacing
was uniform in each coordinate direction gave results that depended only on
the grid spacings, the “next state” Z, and on the drift and covariance func-
tions b(x, @) and a(x) = o(x)o’(x), resp. They did not depend on the state
and control values in any other way. In addition the transition probability
for the chains in [58] for the no-delay case could be written as a ratio in the
following way. There are functions N”(-) and D"(-) such that for z € Gy,

N"(b(z, ), a(z),
DMb(x, ), a(x)
h2

D" (b(x, @), a(x))

P{g} = 7l&5 = o, ug = a} = p(x, &) =

)

z)
) (110

At (z,0) = T"(b(z, @), a(x)) =

1 (1.8) defines by,(-) and ap(-).
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The particular forms of N”(-) and D"(-) depend on the actual approximation
method.? The function D"(-) is simply a normalization, so that the sum of
the probabilities over Z is unity. The transition probability from a state z to
a state & must be a function of b(+), a(+), and Z, only, because that is the only
information that is available. Hence, the representation (1.10) is unrestrictive.
The values of N(-) and D"(-) for the two examples of construction in Section
6.4 are obvious from (6.4.5) or (6.4.7).

For the delay case, we can use the identical forms. For any of the approxi-
mation methods in [58] or elsewhere for getting the N”(-), D"(-) in (1.10) that
yield locally consistency in the sense of (6.2.1), for £(0) € Gj, we can use the
forms

R _ A N
P& Elo) = P{E} = B|¢) =& uf = a} =

A 52 (1.11)
Ath(é,a) S ——
Dh(b(&, a),a(€))
In particular,
P Bl = PAEL,, — 318, uly = L0 ) al&) B) g )

DM (b(gh, ur), a(€h))

With the use of (1.11), local consistency in the sense of (6.2.1) implies the local
consistency (1.8). It is only the dependence on b(+), a(-), &, and h that matters,
no matter what the form of the memory segment f . The above discussion is
formalized by the following assumption. The assumption is not needed if local
consistency is otherwise assured.

A1.1. The transition probabilities and interpolation intervals are given in the
form (1.10) with the delay dependencies incorporated (yielding (1.11)), where
(1.10) is locally consistent for the no-delay case.’

h
A discounted cost function. Let Egu denote the expectation given initial
condition® £ = £ and control sequence u” = {ul,0 < n < oo}. Define Az

2 The form of T"(-) in (1.10) supposes that Sy, is a grid with the same spacing in
each coordinate direction, so that h is real-valued. This is chosen for simplicity
in the development. For more general forms of Sy, the functions 7" (-), N"(-) and
D"(-) might also depend on the current state x and the local spacing of the states.
But whatever they are, they are functions of the drift and diffusion functions. See
[58, Section 5.2]. With the delay-dependencies of these functions incorporated,
the resulting transition probabilities and interpolation interval would yield the
desired local consistency. All that is needed is local consistency.

3 The form is usually N(hb(z,a),a(z),)/D(hb(z,a),a(z)) for some functions
N(-), D(). )

4 The approximation ¢ of the initial condition will depend on h in general.
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and Ay” as above (6.2.3). An approximation to the discounted cost function
(3.4.3) for the chain is

Wh(E, ul Eh“ tn At (E Wl + ¢ Ayl
( E_:e up) A& ul) + o Ayl )

V() = gngh(f, ").
By Lemma 6.3.1 (which is [58, Theorem 11.1.3]), the costs are well defined.
Let y"(-) denote the continuous-time interpolation of {Ay”"} with intervals

{Atr}.

A “Markov” continuous-time interpolation. One continuous-time in-
terpolation, namely ¢”(-), has already been defined. We will now define the
analog of the interpolation " (-) that was defined in Subsection 6.3.2. Let the
random variables {v,,}, the interval A7 = v, Ath and 7/ = Z?;Ol ATh, be
defined as in the first paragraph of Subsection 6.3.2. Then define 1" (¢) b
(6.3.4) or (6.3.8), using the intervals A", all based the processes " and At!
of this chapter. Because the timescale of the ¥"(-) uses the intervals A"
and that of the memory segment £ uses the intervals At”, the dynamical
equation for ¢"(-) will be a little awkward. But keep in mlnd that this dy-
namical equation will be used only in the proofs of convergence and not for
the numerical computations. As for the no-delay case, the chains £" are used
for the numerics, with whatever approximation to the path memory segment
is used.

Recall the definitions of the interpolations u”(-), B2(-),7(-), and 22(-), in
Subsection 6.3.2, and the definition d”(s) = max{n c 7l < s} in (6.5.23).
Define the function ¢%(s) = tgh . Given interpolated time s in the scale

determined by the A", the functlon d"(s) is the index of the process &"
that gives 1" (s) in the sense that we have "(s) = fdh(s = &h(gh(s)).
With this notation, the conditional drift rate of the process "(-) at time
s1is by (€M (g (s)),u(s)) (bn(-) was defined in (1.8)). Decomposing the process
Y"(-) into a compensator, martingale, and reflection term as in (6.3.8), and
using relaxed control terminology, leads to the representation

¢
b+ [ [ (@@ aptdads + BAo + 220, (110)
0 Uh
where ¢ = £8(0) and B"(-) is a martingale with quadratic variation process
t —
| anl€ @k syis.
0

As noted below (6.3.8), there is a martingale w"(-) with quadratic variation
It and that converges weakly to a Wiener process such that
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t
h ch( h h h
Bh(t) = [ o@ (@ s))ant () + )
where lim,_o Esup,, |¢"(s)|> — 0 for each t < oo
Modulo an asymptotically negligible error due to the “continuous time”
approximation of the discount factor, the cost function (1.13) can be written
as

wWh(g,ul) = E:u}/ / e P E(EM (g (), a)r(dads) + ¢'dy (s)] .
h
v (1.15)
The following theorem says that any method for solving the control prob-
lem for any locally consistent approximation will yield an approximation to
the value for the original model (1.5). The proof is in Section 5 of the next
chapter. The absorbing boundary case is dealt with in Theorem 1.3.

Theorem 1.1. Let &' Ath be locally consistent with the model (1.5) whose
initial condition is T(0), a continuous function, and with cost function (1.6)
and its approrimation

(oo}
BN e k(&R ul) ALl + ¢/ Ayl (1.16)
n=0

being used. Let &8 € D(Gy; [0, 0]) be any piecewise-constant sequence that
converges to T(0) uniformly on [—0,0]. Assume (A3.1.1), (A3.1.2), (A3.2.1)~
(A3.2.3), and (A3.4.3). Then V" (&l) — V(Z(0)) as h — 0.

7.1.3 Delay in the Path and Control

Now consider the model (relaxed control form) (1.2), with cost (1.4), where
both the path and control are delayed. As for the case where only the path is
delayed, one constructs an approximating chain {£”,n > 0} and interpolation
intervals {At" n > 0}. The initial data for (1.2) is Z(0) = {x(s),—0 < s <
0} € C(G;[—0,0]) and @(0) = {u(s),—0 < s <0} € Ly(U;[~0,0]), where the
control segment is needed due to the delay in the control. The control memory
segment for the approximating chain is slightly different. For the process (1.2),
either the segment {u(s),s € [~0,0]} or the segment {u(s),s € [~0,0)} will
do for the initial control data. But for the chain, the control at time 0, namely,
ul, which is used to get &P, is to be determined at time 0, and should not
be given as part of the initial data. This fact accounts for our use of the
control segment on the half open [—#,0) as the initial data. Let @ denote
the canonical value of the control memory segment on the half open interval.
With a denoting the canonical value of the current value of the control, we can
write terms such as B(é , U, ) without ambiguity, depending on the memory
segments and the current control value.



168 7 Markov Chain Approximations: Path and Control Delayed

Definitions of the control memory segments. In the remainder of this
section, we continue to use the full path memory segment f_ﬁ from the previous
subsection. Given the initial control data @(0), we need to approximate it for
use on the chain, and, analogously, obtain a control memory segment for each
step of the chain. In this subsection, we will use a form for the control memory
segment that is analogous to £. Tt will usually be very costly in terms of the
required memory, but serves as a useful introduction. Alternative, and more
efficient, approximations will be discussed in the next chapter. The control
memory segment will be denoted by @, with canonical value @, and is defined
in terms of the continuous-time interpolation of the control process, as follows.
Let u” denote the control that is used on step n. An interpolation interval
At"(€, 1, ) will be defined in the local consistency condition (1.23). Redefine
Ath = Ath(¢h, al ul) and th = Y7 ' At!', and define the interpolation u”(-)
of {uh} with 1ntervals {Ath} Then deﬁne the full control memory segment

= {u(t! +0),0 € [-0,0)}. It is the segment of u"(-) on [th — 0 ¢").
Then (i, ) denotes the canonical value of the control on a closed interval
[t —0,t] for any t. Let @} be any piecewise-constant function in D(U";[~8,0))
that converges to the function @(0) in the Lo-sense as h — 0 and extend the
definition of u”(-) to [0, 00).

Summarizing, in this section the memory state at time n of the approx-
imating chain and the associated dynamic program is &" 4", the value of
€"(-) on the closed interval [th — 0, ¢"], together with the segment of u”(-) on
[th —0,th).

The distribution of §n+17 given the initial data and {&P ul,i < n}, will
depend only on the current rnenlory segments ¢h @l and the Current control

, and not on n otherwise. Let E™ £ denote the expectation given all data

to step n, and that &" = f,ﬂn = u, With control value a used at time n.
Keep in mind that if control value « is used at step n for the chain, then it is
used on [t ¢ ) for the interpolation £"(+). Letting r”(-) denote the relaxed
control representation of u"(-) and with the memory segment @” being used,
we can write the drift term as

_ h Rt h
b(&h / /U 0, 0)r (da, ¢+ 0)po(d6). (1.17)

Example. Before proceeding with the general definition of local consistency
when the control is delayed, which is essentially that used in Chapter 6 and
in the previous subsection, let us consider a simple example. In (1.1), let

b((t), (1)) = bi (2(2), u(t — ) + bo(2(t), u(t)). (L18)

Then the measure y.(+) is concentrated on the points —f and 0. The analog
of the first line of (1.8) will be

B Agh = [by (@ u(th — 0)) + bo(€8,ul)] Ath 4+ o(Ath).  (1.19)

EnLun.n
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Notation. Recall the definition of #(d«, t,0) above (3.1.8) and in (4.4.2) and
its role in the development of the approximating models in Chapter 4. Analo-
gous definitions will be useful in the proofs of convergence in dealing with the
various approximations to the piecewise constant control memory segments,
as it will be the control memory segment at each ¢t that is being approxi-
mated. For this purpose, define the relaxed control derivatives 7*/(da,t,#)

and 7' (da,t,0), for t € [0,00) and 6 € [—0,0], by
' (de, t,0) = ™ (do, T + 0), for t € [TS,TS_H)

iy X (1.20)
(da,t,0) = " (da, th +0), for te[th " ).

Define the relaxed control derivative 7 with values 7' (de, ), for 6 € [—6,0),
by
Y (da, 0) = ' (do, th +6). (1.21)

The 7+ is a representation of the control memory segment in terms of
the derivative of its relaxed control representation, which we will find to
be very useful. Using (1.20) and the fact that #/(de,s,6) is constant for
s€elrh th ), we can write

b(En, at uh)A = B(EL, 7! ult) Arh

n? n? n n? TL ’ n

/ / /U s 0, 0)7 (dov, 5, 0) 1 (dO) ds 2

Equation (1.22) defines b(&", 77" ul), and we will use this notation when

working in terms of relaxed controls.

The general definition of local consistency when the control is de-
layed. The local consistency condition for the chain is that there exists a
function At"(-) such that for £ = £, with £(0) € Gy, and 4@ = a", o = ul,

B AEh = by (€, 0, a) A (E, 0, o) = B(E, 4, o) A(E, @, ) + o( At" (€, i, ),

&, a,m

Ere Br(BR = an( i a) A" (€ i, ) = a(§) A" (€, 4, ) + o( At (€, 4, @),

fun
a(é) = o(§)a'(£),
h

Supn w |€n+1 £Z| ﬁ) 07 Supéﬂl,a Ath(gv ﬁ'a OZ) — 0.

(1.23)
The relations in (1.23) define the functions by (-) and ap(:). The reflecting
boundary is treated exactly as it was when only the path was delayed, using
transition probabilities satisfying (6.2.2).°

® Recall that At" = At"(", al,u") when the control is delayed.
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The transition probabilities. The following analogs of (1.11) and (1.12)
ensure the local consistency, if the same functions N"(-) and D"(-) are used.
As for (1.11) and (1.12), it is only the dependence on b(+),a(-), &, and h that

matters, no matter what the form of the memory segments &, @

ph(é,ﬁ,;ﬂa) = P{gib = i'é(? = évﬁg =, ug = a} =

Ath(é’ a, Oé) = Th(B(é,ﬁ’va)’a(g)) = = 7 >

and

_ _ N"(b(&n, Ty, up), al&h), Z)
ph( Za Z,(E|U ) P{£n+1_1’|527 Z? Upy = Dh(b( ch uh uh) (5,}1‘)) :

n? n? n

The notation p" (&R, 71/ #|ul) will also be used for p" (& a”, #|ul). We for-

malize the above discussion as follows. The assumption is not needed if local
consistency is otherwise ensured.

A1.2. The transition probabilities and interpolation intervals are given in the
form (1.24), where (1.10) is locally consistent for the nondelay case.

Continuous-time interpolations. The continuous-time interpolations are
defined as for the case where only the path is delayed, dealt with in the
previous subsection. We will write out the expressions for the interpolation
Y"(-) and the associated discounted cost that are analogous to (1.14) and
(1.15). Extend the definition of u”(¢) to the interval [—6, 0o) by letting it equal
al () for 6 € [—0,0), and let r(-) denote the relaxed control representation of
this extended uﬁ( -). Recalling the definition (1.20), for & € G}, the continuous
time interpolation (1.14) is replaced by

Ph(t) = / U /thh (E"(q"(5)), o, )7 (dev, 5,0)ds | pre(dB) 1.25)
+B”() 22 (t).

h — ~
Let E?:j denote the expectation under initial data £ = ¢ and control se-

quence u" = {ul,n > 0}, with initial control segment (on [—6,0)) being .
The analog of the cost function (1.13) is

Wh(E a,ut) = Bl Zef‘” (&l up) Atly + ¢’ Aypt]
(1.26)
(57 )_ISLfWh(f7ﬁauh)7

where k(-) is defined analogously to b(-) in (1.17).
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In integral and relaxed control form, and modulo an asymptotically negli-
gible error due to the approximation of the discount factor, (1.26) equals

0 e’}
— Bl [ petan) [t [ e RE k0.0, 0)72 (o 1.0)
s g 0 Uh

hyu > —Bt 1
—ﬁ-Eé’ﬁ /0 q'dyl(t).
(1.27)
The following convergence theorem, whose proof is in Section 5 of the
next chapter, says that any method for solving the control problem for any
locally consistent approximation will yield an approximation to the value for
the original model (1.1) or (1.2).

Theorem 1.2. Let &' Ath be locally consistent with (1.1) or (1.2) in the
sense of (1.23), with initial data Z(0), a continuous function on [—0,0], and

u(0) € Lo(U;[—0,0)). The cost function for (1.2) is (1.4) and that for the ap-
prozimating cham is (1.26). Let & € D(G};[—0,0]) be piecewise-constant, and
converge to Z(0) uniformly on [—0,0]. Let ul € D(U";[~0,0)) be piecewise-
constant and converge to w(0) in the sense of Lo. Assume (A3.1.2), (A3.1.3),
and (A3.2.1)-(A3.2.3), (A3.4.3). Then V" (&l ul) — V(z(0),u(0)) as h — 0.

7.1.4 Absorbing Boundaries and Other Cost Functions

The next theorem covers the case where the boundary is absorbing rather
than reflecting. The proof will be discussed in Section 5 of the next chapter.

Theorem 1.3. Assume the conditions of either Theorems 1.1 or 1.2, except
those on the reflection directions. Use the cost function (3.4.1) if the control
is not delayed and (3.4.2) if the control is delayed. Assume (A3.4.1) and
(A3.4.2). For the chain let N& denote the first time that it leaves GO, the
interior of G, and use either the cost function

Nbh—1
WhHE u" Z% eI k(ED ) AL (ED up) + e Ve go(€h) |
(1.28)
or
W€, a,u")
. Nb&—1
= B} Z e O R(En, wp, ul) AL (&R, ah, uh) + e PNego(€ha) |

(1.29)
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according to the case. Then, according to the case, as h — 0, V(&) —
V(2(0)) or V(&g ug) — V(2(0), u(0)).

Optimal stopping. Suppose that we have the option of stopping before G°
is exited. Then replace Ng by the minimum of Ng and the stopping time.
The theorem continues to hold. Similarly, Theorems 1.1 and 1.2 hold if we
allow stopping with a continuous stopping cost. See the development of the

optimal stopping problem in [58].

7.1.5 Approximations to the Memory Segments

b (or 7)
might be too costly in terms of memory. Specific approximations based on
truncations and discretizations will be discussed in the next chapter, and an
approximation if only the path is delayed is discussed in Section 3. Consid-
erable flexibility is possible in the modeling of the memory segments. It is
preferable to use relaxed control notation for the control memory segments,
and this will be done in terms of its derivative. So, following the notation for
the control memory segment in (1.21), when the full memory segments® are
used, let us rewrite the equation below (1.24):

In applications, keeping the full computed memory segments £", a”

h(ch =h, - ((2a2/7 ) (fh) ~) 1.30
P (& Ty |u )= h(i)(f_n77:2/, ") (gn)) (1.30a)
where (&R, 71 ul) is defined in (1.22).

Approximations Definitions. The approximations to the full memory seg-
ments (£, 7') will be denoted by (£, 7/15") where, for 6 € [—0,0), 725/ (6)

n’ n a, n’ a n ? U. N
is a probability measure on U", and (6) is Gj-valued for 6 € [—6,0), and
Z’n"‘ (0) will have values either in G}, or in the set of reflecting states 8G;.
The variable £ — 0 is a parameter of the approximation. It will also be used
to index the associated chain, control, interpolation interval, and so forth,
and in the applications will generally take the values 6 or (dg, d), analogously
to the parameters of the approximations used in Chapter 4. The subscript
“a” denotes the type of memory segment approximation, analogously to the
usage with the approximations in Chapter 4 (e.g., random, periodic, periodic-
Erlang), and, unless noted otherwise, it will be used to index only the ap-
proximating memory segments and the relaxed control representation of the

approximating control memory segment.
With these approximations used, the true transition probabilities are

5 The full memory segments at iterate m are the interpolations (with intervals
{At"}) of the paths and control, resp., over the intervals [t! —0,t"] and [t} —0,t"),
resp.
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h h h,k
ar}ia al’ril? ﬁ)va(ga’g )

)

h(ch,w =h,k,] ~ h.Kk (
P T F o = ul) = - -
" DR Tt oy (€l

an’’amn

N"(b(€ z)
. (1.30b
DR ) ( )

where b(Ehr 7o yhs) s defined by (1.22) with (€87, 7o’ ") replacing

a,n’’amn ans’amn »%n
(€l 7' ul). Define Ath" = Ath( 27’,:”7 afor ulr), the = 37 1Ath”7 with
analogous definitions for A7* and 7%

For whatever the type “a” of the approximation, let the relaxed control
that is defined by the controls {u/+*} with interpolation intervals {A7/»*} be
denoted by r%(.), and let that defined by the interpolation with intervals
{At"*} be denoted by r"#(-). Define the following function of «,t and 6,
where 6 € [-0,0):

™ (da, 0) = 1" (dav, £+ 6). (1.312)

7%/ (.) is the full memory segment defined by the actual realized control on
the interval [th ", th #). Keep in mind that it is not necessarily equal to
the approximating memory segment rh (), which is the one that is actually
used in the dynamics and cost functlon at step n of the chain when the
approximation type is “a.”

The following functions of a,t and @, where 6 € [—0,0], will be useful in
analyzing the approximations and their convergence:

For (day t, 0) = 728 (da, ), for 6 € [—6,0)
’ for ¢ € [thr thr),

i K’/(daa tv 0) = I{uﬁ’neda}’

~h,Kk,/ —=h,Kk,/ n
For ' (dayt,0) = 750" (da, ), for 6 € [-0,0)
for t € [r]", fﬁl)

~h“’(dat0)—l h,k

{uy " €da}?
(1.31b)
We will always use the definitions:
€M% (1) is the interpolation of {525}7 with intervals { Ath*}, (132)

€M% is the full memory path segment {£™%(t"* +6), 6 € [-0,0]}.

The interpolated process 1"*(-) with the memory segment approx-
imation. With the above definitions, we can write the analog of the interpo-
lation (1.14) with the approximating memory segments used as

0 t
ey =g [ ] @ o). 0,0t s 0)| wlas)ds

-0
+BRE(t) + 200 (),
(1.33)
where the martingale B*(-) has quadratic variation process
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/0 an (E (g (5)))ds.

General assumptions on the approximating memory segments and a
convergence theorem. In subsequent sections and in Chapter 8, particular
approximations will be proposed. But for maximum usefulness and simplicity
of the proofs, it is convenient to state a convergence theorem in terms of some
general properties. Suppose that

lim sup supFE sup ’725(9) — &) =0 (1.34)
h=0 control »  —0<0<0

and (note that the upper limit of integration is 0—)

0—
sup sup B ‘/ fa,0) [r""™ (o, t + ) — 7lor (de, 0)] pe(df) | — O

control ™ -0 Juh
(1.35)

for each bounded and continuous real-valued function f(-), as h — 0 and
k — 0. Then, the approximations and the full memory segments are close for
small x and h, and the drift rate at iterate n of the chain is approximated as
follows:

Drift rate under the approximating memory segments =
0—
[ o o 0)uede) + el . Ol {0})
Uh.

~ / / B(ER", o, )" (das, ) 1o(dB) + BE™, ul, 0)1o({0}).
,é Uh

(1.36)

Condition (1.35) is quite strong because it concerns the behavior at each

iterate. Consider the following weaker condition, which allows us to consider

averages of the differences between the full control memory segment and its

approximations over a finite time interval. For bounded and continuous f(-),
replace (1.35) by the assumption that

t+A 0
B[ as [ [ fs.0,0) [ das +0) = 7 (da s, )] eldd)| - 0
t —0JUhr

(1.37)
as h — 0, uniformly in the control and in ¢ for each A > 0. Using this, (1.34),
and the timescale equivalences in Theorem 3.1 will allow us to asymptotically
approximate the drift term in (1.33) by

/_Oé {/Ot /Uh b (EM7 (g5 (s)), o, 0) " (de, s + 9)} pe(dO)ds. (1.38)

Let V(% 4) denote the optimal cost function for the model modified as
above, using approximating memory segments ZLZ and Ff{:,’j" . Then we have
the following result.




7.2 Computational Procedures 175

Theorem 1.4. Assume the conditions of Theorems 1.1, 1.2, or 1.3, but with
the use of memory segment approximations fsﬁ and Fg:g*’ satisfying (1.34)

and (1.37), resp. Then VP (R al) — V(2(0),(0)) as h — 0 and then k — 0.

7.2 Computational Procedures

7.2.1 Delay in the Path Only: State Representations and the
Bellman Equation

Theorem 1.1 gave sufficient conditions for a numerical approximation to the
optimal control problem for system (1.5) and cost function (1.6) to converge
to the optimal value as the approximation parameter h goes to zero. But it
does not give any hint as to how the approximation might be constructed
so that the numerical procedure is actually reasonable from a computational
perspective. Suppose that the process £ is locally consistent and the transi-
tion probabilities satisfy (1.11). Because the transition probabilities in (1.11)
depend on é , a key problem is that the state space must include the informa-
tion that is needed to define é , and this might require considerable memory.
The effective use of dynamic programming methods requires that the system
(i.e., the memory) state be embedded into a finite-state Markov chain. The
size and structure of this chain determines the numerical feasibility of the
algorithm, and this is the subject of the rest of this section. The next section
and Chapter 8 show some advantages of the implicit approximation method
as well as of methods motivated by it. Keep in mind that the reflection direc-
tions depend only on the reflecting point, as the reflection directions do not
depend on delayed values and are not controlled.

A first and crude Markov chain representation. We will begin the
discussion of representations and approximations of the path memory segment
with a rather crude form. Until further notice, continue to use the interpolation
€"(-) defined above (1.7a). Let us start with the memory state at step n being
¢h " defined in (1.7b), which we recall is a piecewise-constant function with
) = €' (th + ), for 6 € [-0,0]. All of its values must be in G}, except
possibly the most recent one, £(0) = ¢/, which can take values in either Gy,
or 0G}.

The £ can be represented in terms of a finite-state Markov process as
follows. Let A" = inf,, ¢ Ath(€, ), where a € UM and € € D(Gp;[—0,0]).

Suppose (w.l.o.g.) that é/Zh = K" is an integer. The interpolated time inter-
val [t —0,t"] is covered by at most K" intervals of length A”. The reflection
states do not appear in the construction of £/(8), for § < 0, but it is possible
that £(0) € OG;. Suppose that £ € Gy, Let £" ;i > 0, denote the ith non-

n,i’

reflection state before step n, and At,’;,i the associated interpolation interval.

Then we can represent £ in terms of {(§" ..., Ath ), (¢h |, At ), ¢l
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If ¢" ¢ G}, so that it is a reflecting state, then to compute the transition prob-
ability to the next state the values of the path before step n are not needed
and the above vector is still a complete description of the needed memory.

This new representation clearly evolves as a (2K" + 1)-dimensional con-
trolled Markov chain, although it will usually be much too complicated to be
of any practical use for computation. If the interpolation interval Ath(é ) is
not constant, then the construction of the £ requires that we keep a record
of the values of both the &8, At?, for the indices i that contribute to &, The
use of constant interpolation intervals simplifies this problem. Consider the
special case where At" (é, «) is a constant. This would be the case if o(-) were
a constant and an approximation analogous to that in the example in Section
6.4 were used. Then the vector {(£)' x1,. ., &l 1,&)} evolves as a Markov pro-
cess and &£ is a piecewise-constant and right-continuous (except possibly at
6 = 0) interpolation of these values, with £"(0) = ¢. We can identify £ with
this vector without ambiguity.

Transforming to a constant interpolation interval. If Ath(f,a) is not
constant, then (6.2.7) showed how to transform the transition probabilities to
yield a chain with a constant interpolation interval for the no-delay case, and
we now write the analogous equations for the delay case. Let p" () denote the
transition probabilities for the constant interpolation interval case and use
the form (1.11) for p"(£, Z|). Suppose (w.l.o.g.) that a state does not transit
to itself in that p” (&, £(0)|a) = 0. To get the transition probabilities p"(-) for
the delay case with the constant interpolation interval A”, use the analog of
(6.2.7):

A one-dimensional example with a constant interpolation interval.
Let At"(€,a) = A", so that the interpolation interval is constant. Detailed
examination of the memory vector suggests various ways of simplifying the
state space. To simplify the presentation, until further notice we let x(¢) be
one-dimensional with G = [0, B], where B > 0 is assumed to be an integral
multiple of the approximation parameter h. We assume that nonreflection
states move only to their nearest neighbors. Then G, = {0, h, ..., B} and the
reflection states are {—h, B + h}.

For f (0) € Gj, the Bellman equation for the process defined by this chain
with cost (1.13) can be written as

VIO = i, |5 A0 £ hV ) e A | 220
+
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The terms y* denote the functions on [—6,0] that represent the memory
segment at the next step, where the state of the chain is &8 = £(0) & h. The
values are obtained as follows:

gE0) =E(0+ A, -0 <6 < —A",
g (0) = £(0), —AM <0 <0, §F(0) = £(0) £ h.

If £(0) is a reflecting state, then there is no shift and only the value £(0)
changes. It becomes &7, In particular, if £(0) = —h, then At"(£,a) = 0 and

V(&) = VED) + qih, (2.2b)

where £+(0) equals £(6), except at @ = 0 where £+(0) = 0. If £(0) = B + h,
then At"(€,a) = 0 and

VHE) = V(ET) + eh, (2.2¢)

where £7(0) = £(0), except for § = 0, where £~ (0) = B. Owing to the
contraction due to the discounting, there is a unique solution to (2.2).
More simply, as noted above we can represent £" unambiguously as

gZ:(g Kha"'7§ 1)5)

If ¢&h € Gy, then we can represent ¢/ |1 unambiguously as

ch h h ¢h o ¢h
§n+1 = (€n7Kh—1’ ce ’§n7l?£n7£n+l)'
If ¢ = —h, then we can represent &" |1 unambiguously as
ch
n+l — (gn K’”"'?gn 15 )7

and analogously if ¢® = B+h. With this representation, the maximum number
of possible values can be very large, up to (B/h + 1)Kh (B/h + 3) where,
typically, K" = O(1/h?).

Simplifying the state representation by using differences. The repre-
sentation that is used for the memory segment in the above one-dimensional
example requires a state space of enormous size. This can be reduced by using
the standard data compression method of using only the current £ and the
differences between successive values. This gives the representation

fh ( nK’Lv"’acz,laglzl)a

where
ho _ ¢h fh
n,1 — Sn,1

=& = for 1 <i< K"

n,i n,i—17

C
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If the path can move only its nearest neighbors, then the c” ; take at
most two values, and the number of values in the state space is reduced to
2K" (B/h + 3). The two values and the reconstruction of the &% ; from them
are easily determined by an iterative procedure. For example, if £# = —h, then

h 1 =0.1If &h = O then &P 1 €1{0,h} If &M is not a reflecting or boundary
valuethenfnl =¢h —§h:|:h If ¢t . =0, thengnl 1 € {0,h}. Ifgf;yi is not
a boundary value (it cannot be a reﬂectlng state), then &P h 4 h, and
so forth. '

If At"(£,a) is not constant, so that we need to use (2.1) to transform
the transition probabilities, we then have the possibility of transitions from a
state to itself, since ph(§ £(0)]a) might not now be zero. Because o —¢he
{=h,0,h}, each of the ¢! ; can take as many as three values and we have at

most (B/h—|—3)3K points in the state space. Theorem 1.1 holds. Keep in mind
that the memory state at time n + 1 must be computable from the memory
state at time n and the new value &" 41- The use of differences reduces the
memory requirements, but at the price of increased computation. It would
be worthwhile to evaluate other data coding and compression schemes, even
those with a small loss of information.

The approaches in Section 3 and in the next chapter use fewer intervals to
cover [—0,0] and have the promise of being more efficient in terms of mem-
ory requirements as they use approximations to the path over interpolation
intervals that are larger than A",

n,i— 1=

7.2.2 Delay in Both Path and Control

Now suppose that both the control and the path are delayed, with the max-
imum delay being 6 for each. The memory requirements can be greatly in-
creased. In this subsection, we suppose that At? = A" a constant, and give a
representation of the memory segment of the control process that is an analog
of the representation that was used for the path in the previous subsection.
The general case will be dealt with in the next chapter.

For illustrative purposes, let us continue to work with a one—dimensional
example and the notation of the previous subsection. Let u” . denote the
control action that was used in the ith no-reflection step before step n. Let
ph(f, ii; #|o) denote the probability P{&} = #|¢h = é, al = 4,ul = a}. Anal-
ogously to what was done in the previous subsection, the memory variables
can be embedded into a Markov process, with values at time n being

h h h h h
{(Sn,Kh’un,K”)’ T (Sn,hun,l)’gn} .

The analog of (2.2a) with cost function (1.29) is, for £(0) € Gy,

acUn

VA = inf, [ S G s E0) = AV (5, ) + R )47
(2.4)
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where §* denotes the new “path memory sections” defined below (2.2a). The
new “control memory segment” depends on the current choice of control,
namely «. The interpolated form is 4., defined by

o (0) = a0+ AM), -0 <6 < —A",
G0 (0) = a, —APM <0 <0.

It can be unambiguously represented in the form

P B h
Uy = (umKh_l, e ,uml,a) .

The reflecting states are treated as for the no-delay case. Because of the con-
traction due to the discounting, there is a unique solution to (2.4).

We can use the more efficient representation (2.3) for the path variable.
However, the total memory requirements with this approach would be large,
unless U" itself can be approximated by only a few values. Suppose that
U = U" consists of only the two points {0,1}. Then the number of points
needed to represent the control memory segment is 2% h, comparable to what
was needed for the one-dimensional problem of the previous subsection where
only the path was delayed. If only the control were delayed, then this crude
representation for the control memory would be more acceptable.

The dynamics depend on delayed values of the control, but not the
current value. In this case, p"(¢, ;%) does not depend on the current
control choice «, and (2.4) simplifies to

VAE ) = inf, [eﬁAthh<é7a;é<0>ih)v”@i,aa)%(é,a,amh :
as +

(2.5)

7.2.3 A Comment on Higher-Dimensional Problems

The discussion in the previous subsection concentrated on one-dimensional
models. The representations of the memory all extend to higher-dimensional
problems, but the required memory grows exponentially in the dimension.
When the path only is delayed, there are representations that are analogous
0 (2.3). Consider a two-dimensional problem in a box [0, By] x [0, Bs], with
the same path delay in each coordinate, no control delay, and discretization
level h in each coordinate. The £" in (2.3) is replaced by vector containing the
current two-dimensional value of the chain. The difference ¢; = 57’5@ — Z,ifl
is now a two-dimensional vector. The values can be computed iteratively, as
for the one-dimensional case, but the somewhat boring details will not be
presented here.
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7.3 The Implicit Numerical Approximation: Path
Delayed

The implicit method of constructing the approximating chain that was intro-
duced in Section 6.5 can play an important role in reducing the memory re-
quirements and state space size. It also serves as the basis of a variety of other
useful approximations with memory requirements that are less than what was
needed in Section 2.” The equations (6.5.6) provided a simple way of getting
the transition probabilities and interpolation interval for the implicit approxi-
mation method directly from those for the explicit approximation method for
the no-delay problem. The approach is the same for the problem with delays.
In this section, we concentrate on the model where only the path is delayed.
Further developments are in the next chapter.

Let 0 > 0 be the discretization interval for the time variable, with A2/ — 0
as h — 0,0 — 0. As in Section 6.5, let £ denote the state process for
the spatial component, ¢? that for the time variable, and define (/* =
(¢h° €h9) To get the transition probabilities, one starts with the delay form
of (6.5.6), where the p”(-) are defined as in Section 1.

7.3.1 Local Consistency and the Memory Segment

Transition probabilities. In this section, let f_f},‘f denote the path memory
segment that is used at iterate n for the chain. It will replace the " that was
used in Sections 1 and 2 and will be defined precisely in (3.8) after defining
the transition probabilities and interpolations. As for the method of Sections 1
and 2, it is a function on [—f, 0] with the value at 6 = 0 being £/ (0) = &°.
The canonical value of éﬁ;j is again denoted by é The subscript r is used
owing to the relationship with the random delay approximation of (4.2.7).
With the implicit approximation method, there are several possibilities for
the interpolation that defines the memory segment, and the choice affects the
computational complexity.

Let ph? (é, i0;&,10|a)) denote the probability that fol = & and that
(bfoI = 40, given all past data and éﬁ,f = é, ¢Z’5 =10, ufl”é = «a (i.e., the
time variable is not advancing). Let p™ (£, i6; £(0),i6 + 8|a) denote the prob-
ability that 523‘:1 = ¢ and ¢Zﬁ1 =10 4+, given all past data and the values
uld = o, and ff,‘f =&, ¢I% = if, with £(0) = € (i.e., the time variable is
advancing, and the spatial state does not change). These probabilities depend
on the past only via the value of the current path memory segment é .

7 Since we do not know the rate of convergence as a function of the parameters of
the various approximations, this assertion is not quantifiable at the present time,
except by computations and simulations for selected problems.
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Now, adapting the procedure that led to (6.5.6) to the delay case yields the
transition probabilities and interpolation intervals At"°(¢, «) for the ¢(° =
(@9, €M9) process in terms of those for the £ process as:

phe (57 i0; :Ic7i§|a) — " (é, a}|a) (1 _phd (é, i5;€(0), 16 + 5ya))

Ja 3.1)
P (€,i0:€(0),i6 +6la) = Ath(g a)+5
hi(é, ) — AT (&)
a (g’a)fAth(é,a)Jra (3.2)
Redefine —1
AtlS = A€ ul), it = 30 Al &3)

An alternative form of the implicit process. An alternative construction
allows both the spatial and time variable to change simultaneously. Then
the transition probabilities for the spatial component is just (1.11), (1.12),
the conditional probability that time advances at step n is just Ath(éC ,a) /0,
and the interpolation interval is Ath(é, «). This procedure is equivalent to
reindexing the process determined by (3.1) by omitting the indices at which
the time variable advances. The corresponding spatial path is that of the
explicit procedure. This variation will be useful in Chapter 8.

Local consistency and dynamical representations. Define A{ZV‘S =

{Zfl — ¢ and the martingale differences

h,o _ h,§ h,5 A ch,d
/6 I:A§ En Agn ]1{52*5€Gh}7

h,§ h,& h,5 h,&
ﬂO,n = (¢n+l - d)n ) E (¢n+l (b )
where E° is the expectation conditioned on the data to step n. Let Eg’s"a

denote the expectation conditioned on the data to step n with u/% = a and
gm0 = £. Then, for €% € G}, the definitions (3.1), (3.2), and (1.8) yield the
analog of (6.5.7):

B2 A = by (€, ) At (€, 0) = b€, a) A" (€, ) + o( A" (€, ),
Eh 4, O‘ﬂh 6[5}1 5] (é) th’é(é, 0[) = a(é)Athyé (éa a) + O(Ath76(év a))a

E:sa [¢n+1 h: 5} = Ath.
(3.4)
The reflecting states are dealt with as in Section 1. The use of the process ¢/
leads to some intriguing possibilities for efficient representation of the memory
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data for the delay problem. Note that either the spatial variable £+9 changes
or the time variable qﬁfb"s advances at each iteration, but not both. There are
several choices for the timescale of the continuous-time interpolations. We
will start by using the At"° defined in (3.3) as the interpolation intervals,
and construct £€"9(-). Then we will define an interpolation with which it will
be convenient to define the memory segment Ef,f

Let Az denote the reflection term at step n, with components Ayﬁ ;f

Recall the definition of the time d™?(-) given in (6.5.23). Let £™9(-) and ¢°(-)
denote the continuous-time interpolations of the {£/} and {gf)h 91, resp., with
the intervals {Ath °} when the path memory segments {2} are used. We

always define ¢0 = 0. Then we can write
Entr = &0+ 0n(E0, u ) At + B0 + Az, (3.5)
d"0(t)—1 d"o(t)—1 d"o(t)—1
€ho(4) = 5y Z Th;s’ hé)Ath&+ Z 6h6+ Z Azh57
- (3.6)
Gudy = ¢nd + AthO + B0 (3.7)

Interpolations using ¢"°(:) as the timescale. Definition of the
memory segment 57’},’3 In analogy to the definition (1.7a), define "9 =
{¢mO(th? +0),0 € [0,0]}. If £ were simply a segment of the interpolated
process £™0(+), say €% then the issues concerning the number of required
values of the memory variable that arose in Section 2 would arise here in the
same way, and there would be no advantage in the use of the implicit approx-
imation procedure. Consider the alternative where the time variables ¢/?°
determine interpolated time, in that real (i.e., interpolated) time advances
(by an amount ) only when the time variable is incremented and it does not
advance otherwise. This will be an analog of the “random” Approximation 4
defined by (4.2.7).

To make this precise, consider £ at only the times that ¢° changes.
Suppose that #/§ = Qs is an integer. Recall the definition (6.5.13) where

§ = 0, and, for n > 0,

h,o _ - . h,o . h,0 ho _
vy” =inf{i > 0,0 1 97 — ¢ =6}

The path memory segment denoted by 8}3 is defined to be the function on

[0, 0], with the following values: For any [ and n satisfying v Y <n< vlh+61,

set
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&) =&,
5:;;1(,;57 9 S [_67 0)7
g _ ) (3.8)
ghh&& ) NS [79_7 75 + 5)
Vi—Qs+1

Figure 3.1 illustrates the construction of £"(-) and £%(-) for 6/6 = 3 and
h.s
h S

S<p< vlf:’_él, and where we define alh’5 t

&mo(t)

h,o h, 0 8 1h.s t
913 O1—2 -1 124
RS
gvhwé h,d
_h,é(g) N s U o
r,n L___ o aaaaa L___I
s,? 1358
6 | J | J | 0
= | |
-9 —95 ) b

Figure 3.1. Illustration of £/';2(6), for v Y <n< le, 6/5 =3.

Recall that, in this section, f denotes the canonical value of the memory
€9 Tt can be represented as the piecewise-constant right-continuous interpo-
latlon with interval ¢ of its values

(é(_e)v cee ,5(_5),5(0))

with a discontinuity at # = 0, and we can unambiguously call the above set é .
The possible transitions are as follows. If the time variable advances at the
current step, then we have the shift

(€<_é)7 cee ’é(_6)7 5(0)) - (é(_é + 6)a cee 75(_6)7 5(0)7 5(0)) (39&)

This implies that £(0) € Gy, as otherwise there must be a reflection at the
current step and the time variable could not advance. Let £(0) € G}, and
suppose that the time variable does not advance. Then
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where, conditioned on the time variable not advancing and the use of control
value a, the probability that &; = Z is p" (€, Z|a). Suppose that £(0) & Gy, so
that it is a reflecting point. Then

é = (é(_g)a s aé(_é)a é(o)) - (é(_é)’ s »é(_é)v 51)7 (39C)

where & € (G}, is the state that the reflecting state 5(0) moves to, with the
transition probabilities satisfying (6.2.2).

Size of the state space. For the one-dimensional problem discussed at the
end of Section 2, the maximum size of the state space that is required with
the use of ff;f for the path memory segment is

(B/h+1)"/°(B/h + 3) (3.10)

compared with (B/h+ 1)Kh (B/h+3) there, where commonly K" = O(1/h?).
This saving is partly due to the fact that, for the implicit approximation pro-
cedure, the memory consists of the samples at iterates separated by many
steps, and not the set of values or differences in the values for each of those
individual steps. One could approximate the values of the & (—1id),1 > 0, fur-
ther by discretizing to a coarser set of values. Further reductions in the size
of the state space will be dealt with in the next chapter, where we discuss the
advantages of using differences of the values in lieu of the values themselves,
and also develop alternative constructions that are motivated by the implicit
approximation procedure and are likely to be advantageous.

Note on the interpolation interval. An important additional point to
note is that the implicit approximation procedure does not require the use
of a constant interpolation time interval. It allows us to use the original time
intervals AP ~ At" and not the minimal value A" This is computationally
advantageous when the values At" (é ,«) vary a great deal, as for example when
the upper bound on the control is large or when a(-) is not constant. In the
example of Section 6.4, At (x) = h?/o?(z), and if 0(-) varies a great deal,
the transformation to a constant interval might entail a considerable increase
in the dimension of the memory segment £ that was used in Section 2. The
implicit approximation procedure does not have this disadvantage.

The effective maximum delay. The approximation procedure that we have
just illustrated has replaced the true maximum delay by a random delay. The

actual effective maximum delay for the example in the figure is £ — Ulh_’(;. In

h,6 h,s h,é ; s phyd _ hi6
general, for o;"" < ¢3° < 0,7, the maximum delay is t;° —0; " ;. Asd — 0,

the delays converge to their values for the original model (1.5). Let d be fixed.
It is shown in Theorem 4.1 that, as h — 0, the interpolated times between
increases in the time variable ¢ (-) are exponentially distributed with mean
6. The interval between a random time and the most recent time before it
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that ¢™9(.) increased is also (asymptotically) exponentially distributed with
mean ¢, and these intervals are asymptotically mutually independent. Thus,
as h — 0, the maximum delay is the sum of Q)5 exponentially distributed and
mutually independent random variables, each with mean §. Hence it has an
Erlang distribution of order Qs, and with total mean 6.

7.3.2 The Cost Function and Bellman Equation

)

With the use of the process (;°, with gf ’65 = é and the control sequence

uh® = {uf;‘s, n < oo} used, an approximation to the discounted cost function
(3.4.3) is

: h,8,uM? T _gghi h, , ,
WO (€ ud) — E! Z:Oe B}, {k( 23’”2’5)51{%&#2’5} +d Ayt 5] .
(3.11)
By using the last line of (3.4) and taking a conditional expectation, the term
61{4);1‘5 2oy can be replaced by At"9. It will be shown in Theorem 3.2 that
n+1 n

(3.11) is well defined and is asymptotically equal to

no

o0
Eg’é’“h’é ST [R(ERS uht) At 4 o Ayl?]. (3.12)
n=0

With the form (3.12), the effective canonical cost rate when the memory
segment is £ and control value « is used is just k(§, ) times ¢ times the prob-
ability that the time variable advances, and the product is k(&, o) At"9 (€, a).

The Bellman equation. The Bellman equation can be based on either (3.11)
or (3.12). They might yield different results but will be asymptotically equal
by Theorem 3.2. For (3.11) and £(0) = 53’5 € G4, the Bellman equation is®

acUn

VAI(E) = inf [ZW (& 013 9]a) VI (£(=0).....E(~0).2)

eI (661800064 8) V(-0 +9),.., 66, 60160))

P ) APIE, a>] |

(3.13)
where V9(€) is the optimal value. The analog for (3.12) can be written as
(using a more succinct notation)

8 The time variable ¢ does not appear in the state as the dynamical terms are
time-independent.
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VRO = int B0 [ (G5 1 b(E ) A )],
acUh ’
(3.14)
where f 1 is the successor memory segment to £ under control value «. If
£(0) & Gy, then for either (3.11) or (3.12)

VROE) = B [VRE) + o Ay (315)

where Ayo is the vector of the components of the reflection term from state
£(0). These equations make it clear that the full state at iterate n is Ern,
namely, the current values of the spatial variable £+9, together with its value

at the last Qs = 0/§ times that the time variable advances.

7.3.3 The Use of Averaging in Constructing the Path Memory
Approximation

One might be tempted to use an average of the path values over the intervals in
lieu of the samples fh;fs in (3.8). This can be done, but it entails a considerable

h,5

mcrease in the memory requirements. One possibility is as follows. Let v,”" <

n < le. Define

s
—1

L+1 h,0 h,0

Zﬁ_ ho g €h76Ath’6 1 f At

Eh"s . i=v," 4150 i fh’(; o oy

av,l,n n h,o av,l — n 51 .

Ei:vlh,aJrl Ati l+1h ) Ath,é

1 K3

Then replace the 5 h s in (3.8) by I3 the path average over the interval

av, l n’

[ v S, n). Replace éy’““ by §av ,—;- The ratio can be computed recursively
1—i

on each interval: At the beginning of the [th cycle, set 62;61 § - "+1’

and for n > Ulh’é + 1, use

h,8
é-h,é _ €n+1Atn+1 + fa'u In
av,l,n+1 Zn+1 Athé 1+Atn+1/zl U 1At?’6

The computation is simpler if the interpolation interval is constant. In
general, one needs to keep track of the running sums of the weighted path
variables and the accumulated time, which introduces two new variables, one
whose dimension is that of G. The set of such values will have to be discretized.
For example, discretize the possible values and update the approximations by
randomization if the new values fall between the allowable discrete points. The
randomization method could be analogous to what is to be done in Section
8.4 for the periodic-Erlang approximation for the control variables. This will,
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in any case, yield a value that is a close to a convex combination of a subset
of values within the interval, so it might be worth considering. Similar consid-
erations apply to the approximations that are used for the path in Chapter
8, but the issue will not be pursued further.

A simpler procedure is to use a linear interpolation of the values in (3.8),
which would not entail any increase in the required memory.

7.3.4 Timescales

The Interpolation "%(.) and its timescale. The discrete-parameter
process {£/°} with memory segments {£/';°} (or the variations discussed in
the next chapter) are used for the numerical computations. The proofs of
convergence in Section 8.5 will be based on a continuous-time process ()
that is analogous to those defined by (1.14), (6.3.10), and (6.5.12), analogously
to what was done in [58, Chapters 10 and 11]. Next, recalling the method of
defining (1.14), let us define the interpolation "°(-). Let v,,n < oo, be
mutually independent and identically and exponentially distributed with unit
mean (as above (6.3.4)), and independent of {¢/® u”}. Then set A7/° =
Vp At and /40 = 22:01 A7 Recall the definition of d?(s) from (6.5.23)
and let 7™°(-) denote the relaxed control representation of the interpolation
(intervals A7) of the control process. Analogously to what was done in
getting (1.14), define the interpolation £°(-) (with intervals {At?°}) of the

memory segment by £0(s) = &2, for th? < s < tZ’_il, and set ¢"°(s) =
tz;fé(s). With these definitions, f_f’;h,a(s) = &h9(gh0(s)). Let 1™%(-) denote

the interpolation of the sequence £/9 using the random intervals A7/, Then,
analogously to (1.14),

Yo (t) = €0 + / (@) (dads) + B + (), (3.16)
0 Uh

rdy(s)!

where the drift term can be written as
t
[ [ @@, amaaas),
o Jur

and the quadratic variation of the martingale B™°(-) is

| an(@ )i

0

Asymptotic equivalence of the timescales. It follows from the proof of
Theorem 6.5.1 that the timescales used in the £€%9(-) and the 1" (-) processes
coincide asymptotically. That is, ¢"(s) —s — 0, ¢™?(s) —s — 0 and ¢™%(s) —
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s — 0. The following theorem reasserts this result in the context of the current
chapter.

Theorem 3.1. Assume local consistency, (A3.1.1), (A3.1.2), (A3.2.1), (A3.2.2)
and (A3.4.3), with system (1.5) and memory segment (3.8). Let ¢"9(-) denote
the interpolation of the ¢Z’5 with the intervals Atﬁ’é, and suppose that h/§ is

bounded as h — 0 and § — 0. Then Theorem 6.5.1 holds and for each T < oo,

. phidu? hdp L9y — ™0 gy =0 3.17
Jim - sup F Csup [0t +0) Edh,,s(t)( )| =0. (3.17)
0=0 ¢ yn.s —0<0<0,t<T T

If the memory segments £ are used, as in Section 2, then the index § is
redundant and we have

}llir% sup gt ~sup ‘wh(t +0)— égﬁ(t)(ﬁ)‘ =0. (3.18)
=0 g yn —0<6<0,t<T

An alternative construction of the implicit procedure. Time and
spatial variables changing simultaneously. Recall the comments on the
alternative construction of an implicit procedure below (3.3), where we allowed
the possibility that both the path and time variables change simultaneously.
With the memory segment taking any of the forms that were discussed, the
resulting processes and costs are asymptotically equivalent to those for the
implicit procedure.

7.3.5 Convergence Theorems

The next theorem asserts that the cost functions (3.11) and (3.12) are well
defined and asymptotically equal.

Theorem 3.2. Assume local consistency, (A3.1.1), (A3.1.2), (A3.2.1), (A3.2.2),
and (A3.4.3), and the model (1.5) with memory segment (3.8). Then (3.11)

is asymptotically equal to (3.12) wuniformly in the control and in the initial

condition é, where the function é s piecewise-constant, with intervals 6 and

with values in Gy,.

Proof. To show that the sum involving &(-) in (3.11) is well defined, first note
that it can be bounded by a constant times the expectation of fooo e=Be"(5) s,
By Theorem 3.1 or Theorem 6.5.1, for each K > 0 there is an ¢; > 0, which
does not depend on the controls, initial conditions, or 7', such that for small
enough h, 9,

P{¢" (T + K)— ¢"°(T) > e1]data to T} > e, w.p.l.



7.4 The Implicit Approximation Procedure and the Random Delay Model 189

Hence, for each K > 0 there is €2 > 0, not depending on the controls, initial
conditions, or T, such that for small enough h, 9,

E [e—ﬁ(dﬁ"’S(T'*'K)_‘bh'a(T))‘data to T} <e ®  w.p.l

This implies that the “tail” of the sum (3.11) can be neglected and we need
only consider the sum Zij\:(;é(t) where N"9(t) = min{n : th% > ¢} for arbi-
trary t. But, by Theorem 3.1 or Theorem 6.5.1, for such a sum the asymptotic
values are the same if ¢?’5 is replaced by t?"s for i < N"9(t). Hence the terms
involving k(-) in (3.11) and (3.12) are asymptotically equal. The above esti-
mates and Lemma 6.3.1 yield the same result for the terms involving Ay™°.
|

The convergence theorem. As in Theorem 1.1, approximate the initial
condition Z(0) by 5}’} % (in the sense of uniform convergence as h — 0,8 — 0),
and let it be constant on the Qs intervals [0, —0 + §),..., [=4,0), with all
values being in Gj. Because by Theorem 3.2 we can use (3.12) for the cost
function when proving convergence, the proof of the next theorem is nearly
identical to that of Theorem 1.1, which is to be given in Section 8.5.

Theorem 3.3. Assume local consistency, (A3.1.1), (A3.1.2), (A3.2.1)-(A3.2.3),
and (A3.4.3), with system (1.5) and cost function (3.4.3). The memory seg-

ment for the numerical approzimation is (3.8). Let p™°(-) be derived via

(3.1)-(3.3) from the transition probabilities p"(-) that are locally consistent

(in the sense of (1.8)). Let 53’5 approximate the continuous initial condition

& as in Theorem 1.1. Let h/§ be bounded. With either (3.11) or (3.12) used,

thé(égﬁ) — V(z) as h — 0,0 — 0. The analogous result holds for the ana-

log of the cost functional (1.28) if (A3.4.1) and (A3.4.2) are assumed and the

conditions on the reflection directions are dropped.

7.4 The Implicit Approximation Procedure and the
Random Delay Model

The intervals between time advances, § fixed. Consider the implicit
approximation procedure of Section 3, with the value of ¢ fixed and only
h — 0. The following theorem shows that the sequence of times between
shifts in the time variable converges to a sequence of i.i.d. random variables,

each of which is exponentially distributed with mean §. Define &lh’é = T:L};fsé,
l
where vlh’5 was defined above (3.8). Recall the definition of alh’5 = t:;fé below
l

(3.8).
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In the theorem, we ignore the time-shift steps in the indexing. This does
not change the distribution of the quantities of interest. The resulting path is
that for the explicit procedure if the same controls are used.

Theorem 4.1. Assume the model of Section 3 and that At'(€, o) = O(h2),
with the assumptions of Theorem 3.3, but with § fived. As h — 0, $"°(-) con-
verges to a Poisson process with rate 1/5 and jump size 6, and this process on
[t,00) is independent of the other weak-sense limits on [0,t]. The conditional
L h,5 h,6
distribution of 07" — Ul , given the data to time o,", converges to an expo-
nentially distributed random variable with mean , and the conditional mean
value converges to 0, all uniformly in the data and l. Now let 6 = O(h) and

replace Jlffl by [al}fl crlh’é]/é. Then the results of the previous sentence

hold, but with mean unity. The analogous results hold if the 6’?’5 are used in
lieu of the alh 9

Proof. Fix 6 > 0. Let R(-) be a Poisson process with rate 1/6 and jump size
0. Approximate #"9(-) as follows. For each n, if R(-) has multiple jumps on
[tho ¢* +1) then ignore any jump beyond the first, and assign the remaining
jump (if any) to time ¢+9. The difference between this process and both ¢ (-)
and R(-) converges weakly to zero as h — 0. This yields the first two assertions
of the theorem. The assertion concerning the convergence of the condltlonal
mean follows from this and the uniform 1ntegrab1hty of {O’l 01— Ul % h, 1,6}

If § = O(h), then the result for the [JZH - ol %1/6 follows by a rescaling of

h,6

time and amplitude. A similar argument is used if the 5,7 are used in lieu of

the th’é. |

Convergence to the random delay model if § is fixed. If § > 0 is fixed
and only h — 0, then the limit is the optimal value for the Approximation
4 of Section 4.2. This assertion follows from Theorem 4.1 and the proof of
Theorem 3.3 (see Section 8.5) and is stated in the following theorem.

Theorem 4.2. Let the initial condition for (1.1) be Z(0), assumed to be con-
tinuous and G-valued. Let the G-valued piecewise constant z°(0) (intervals )
converge to £(0) uniformly on [—0,0]. Assume the conditions of Theorem 3.3,
but with the memory segment deﬁned by (4.2.7), the random case. Hence the
model is (4.1.9b), with T, = %2, for which we suppose that there is a weak-
sense unique solution for each control and initial condition °(0). Let V()
denote the optimal cost for this model. Let Eg approzimate 7°(0) (in the
sense of uniform convergence as h — 0), with values in Gy, and use (3.1) and
(3.2) for the transition probabilities and interpolation intervals. Then, with
§ > 0 fized, V(D) — VO(2°(0)). As 6 — 0, VO(z9(0)) — V(2(0)). The
same results hold for the analog of the cost function (1.28) for the implicit
procedure.
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Consider the analog of Theorem 1.4 for the implicit procedure. Then, under
the analogs of its conditions for the implicit method and the path memory
segment fff’;‘f used in lieu of N, its conclusions hold.

Comment. The implicit approximation algorithm illustrates one way of re-
ducing the memory requirement over that needed for the procedure of Sections
1 or 2. In addition, one does not need the interval Ath(f, «) to be constant,
which is a considerable advantage when o(-) is either small or is not a constant.
The motivation for the implicit approximation procedure was the desire for
a simpler representation of the path memory segment for the approximating
process. However, the randomness of the effective delays with this procedure
might be too large unless 0 is small. Approximations that aim at compromises
between the explicit procedure of Section 1 and the implicit approximation
procedure will be discussed in the next chapter. Reliable numerical compar-
isons are still lacking, however.
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Path and Control Delayed: Continued

8.0 Outline of the Chapter

It is clear that one needs to start with good approximations to the original
model in order to deal effectively with the memory problem, and this led to the
implicit procedure in Section 7.3 and to general conditions on approximations
in Theorem 7.1.4. The development is continued in this chapter. Chapter 4
developed a variety of approximations for the original model. The “random
delay” form (4.2.7) led to the implicit approximation of Section 7.3. Other
interesting approximations were the periodic (4.2.6) and the periodic-Erlang
in (4.2.8). The periodic model in Chapter 4 was developed as a first step to
a finite-dimensional memory for the case where the path only was delayed.
In that model, for each ¢ the path memory segment i‘g(t) that is used in
the dynamics is a function on [—6,0] with values ff,(t,@). It is piecewise-
constant in 0, but with a discontinuity at # = 0, where it takes the value
x(t). In each of the time intervals [16,16 + ¢),l = 0,1..., only the value at
0 = 0 changed, as it is z(¢). At times [0,l = 1,2..., the entire segment
shifted left, dropping the “oldest” part. An issue was the measurement of
the passage of time between the “shifts” of the memory vector. Because this
variable takes values in the continuum [0, §), it needed to be discretized in some
way. One way was via the periodic-Erlang method, where time advanced at
random moments, and which was motivated by the anticipated demands of the
numerical problem. It was seen in Section 4.3 that both the periodic and the
periodic-Erlang approximation to the original model can be quite good. But,
as noted previously, given the great sensitivity of many problems with delays,
one always needs to exercise care in the use of any particular approximation,
although the numerical problem will be very hard for any model with great
sensitivity.

This chapter adapts these approximations to the numerical problem. The
periodic model is introduced in Section 1, when only the path is delayed.
Although the method does reduce the memory requirements for the path
memory segment, it still has the problem of tracking the time since the last
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shift. A step to remedying this is developed in Section 2, where an analog of
the periodic-Erlang method is introduced. This handles the measurement of
the passage of time when only the path is delayed, and it is seen that there
can be considerable savings in memory. The periodic approximation that was
used in Chapter 4 was based on the particular discretization of the delay
interval [—6, 0] that was illustrated in Figure 4.2.3, where the last interval on
the right has length 6/2, and the others have length §. As noted below (4.2.6)
and (4.2.8), the choice of §/2 for the rightmost interval was made because
the effective delay over the interval varied between zero and ¢ due to the
periodicity, and its mean value is §/2. Other choices that maintain the correct
mean could be used as well. For ease of reference to the models and results of
Chapter 4, we keep this form.

With these methods, one needs to keep track of the path values at the
shift times as well as the current path value. Memory can be saved by working
with the differences of the path values at the successive shift times, and this
is discussed in Section 3.

Owing to the continuity properties of the solution path, there are many
useful ways to approximate the path memory segment. Whatever the means
of doing it, the approximation becomes a state variable for the problem, and it
must be able to be embedded into a finite-state Markov chain so that dynamic
programming methods can be used. This fundamental fact limits our freedom
and was a consideration in the choice of the methods that are discussed.

The control process does not necessarily have the continuity properties of
the path. In fact, little is usually known about it a priori. Because of this, when
the control is delayed, one cannot approximate the control memory segment
by simply sampling the control and interpolating, unless all the control values
are used as in Subsection 7.2.2. However, the relaxed control representation is
continuous in time and can provide a useful approach to approximation. This
idea is developed in Section 4 for the periodic and periodic-Erlang models. The
methods that are presented should be taken as suggestive and tentative. Much
more work is needed. Section 5 contains proofs of the theorems of Chapter 7
and of Sections 1, 2, and 4 of this chapter. Section 6 concerns the singular
control problem. If the singular control is not delayed in the dynamics, then
the numerical approximations are essentially a simple combination of what
was done in Chapter 6 and in this chapter. When the singular control is
delayed in the dynamics, then one needs an additional approximation step.
Section 7 contains some remarks on neutral equations. It is seen that the
approximations developed previously can be carried over. Section 8 concerns
the ergodic cost problem.

8.1 Periodic Approximations to the Delay: Path Delayed

For simplicity in the development, we start with a chain approximation to the
periodic approximation of the original model that was given in Section 4.2,
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where the maximum delay was periodic in [0 — §/2,0 + §/2], and extend it
in subsequent sections. It is to be based on the explicit procedure of Section
7.1. Define Q(}" by 0 = Q;‘5 + 0/2 and suppose that it is an integer. We start

by supposing that Ath(é, a) = A", a constant. This assumption will be com-
mented on later and dropped in the next section. Define L' = §/A" and
suppose that it is an integer. Because the processes involved in the approxi-
mating chain will depend on the two parameters h and §, they will be indexed
by both. So we use the terminology &%, u”+? and so forth. Hopefully, there
will be no confusion with the implicit approximation procedure of Section 7.3.

The memory segment for the approximating chain is based on the con-
struction in (4.2.6) and Figure 4.2.3. Its value at step n is denoted by &2

P
and is defined as follows. Define t%0 = S>7" " At (£!) ul') and v]"* = 15/ A",
the number of (nonreflection, if any) iterates of the chain that are required for
an interpolated time interval of length 6. Let 1§ < t7% < [§ 4+ §. Then define

the memory segment by:

pin(0) = €37,
emo(18) = €05, 0 € [—6/2,0),
vy
-0y =€, 0e[-0/2-6,-5/2),
£h,s -1 (1.1)
20(0) =

o5 - QFo) = ¢l 0 e(-0,-0+9).
l—Qg’
The construction is illustrated in Figure 1.1 and is only one of the many
asymptotically consistent possibilities for constructing an approximation with
the desired period.

7h,5<6o) 2’5
p,n h,d 15—6
0 (10 — Q3 0) g )

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, §(10)

L | | | Lot
0 —0+6 ~36/2 /2 0
Figure 1.1. Hlustration of {;’j;‘;, periodic delay model, 1§ < 7% < 1§ + 4.

n

For 1§ < t"9 <[5 + 6, the path memory segment can be unambiguously

identified with the vector <§LL,;‘?5 et ,{l’j;fé,é“ﬁ"s .
l—Q; t

Notes on computation. For the random memory segment model of (7.3.8),
we needed to keep track only of the values of the state at the current iterate
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n, namely, £€"° and at the previous Qs iterates at which the time variable
¢f’5 increased. Owing to the random way that the time variable advanced,
there was no need to keep track of the elapsed time since the last time shift
as it provided no information on the time of the next increase in the time
variable. For the model of this section, at iterate n, where 16 < t% < 1§ + 6,
we need to keep track of n — (6/A", the number of (nonreflection, for the
reflecting boundary model) iterates that have passed since the last time shift,
the last time that ¢ equalled § times an integer. This new variable takes L
values. This increases the size of the state space for the dynamic programming
problem, but it reduces the randomness in the algorithm.

Let L' = n(mod L"%) denote the number of iterates since the last shift.
For 1§ < th?® < 1§ +4, & € Gy, and L1° < LM% — 1, the state transitions are

h,o hyo h,6 . pho h,s
Jhd ;-"af hS;E - yhed 7-"75}757 n+1 L+1—L +1
1-Qf 1-Qf

(1.2a)
For L0 = LM% —1 " =16+ § and the transitions are
h,s h,s R h,6 . h,s
RS 7§Vh,sa Z - Jhis PRI h sa§n+17 fn+1 ; Ln+1 0.
1-Qf ! 1-Qf+1
(1.2b)

Nonconstant At? (é, ). Suppose that the values of Ath(é, a) can be ap-
proximated as integral multiples of some number A", with §/A" = L™ being
an integer. Then the same procedure can be used, the only change being that
the value of L might increase by more than one at some steps. It is set to
zero when it reaches or exceeds L"?. If its assumptions are adjusted to the
model of this section, then Theorem 7.3.3 holds, where the limit as h — 0
(and 4 is fixed) is the model with memory segment (4.2.6). If, for the chosen
value of A", there are values of £ and « where At"(£,a) is not an integral
multiple of it, then one can update L"® there by a randomization procedure,
so that the mean increase is At" (€, @)/ A9, We omit the details, as it is partly
covered by the procedure in the next section, which requires less memory.

8.2 A Periodic-Erlang Model

The increase in the required memory for the periodic memory segment form
(1.1) (over what is needed for the random memory segment model of Section
7.3) is due to the need to keep track of the time that has elapsed since the
last shift. If the interpolation interval is constant and L™ is very large, then
the memory requirements might be quite large. If the interpolation interval is
not constant and/or we don’t wish to transform the problem into the constant
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interval form, then we can approximate the time variable part of the memory
state by a randomization procedure that will be described shortly.

In Section 7.3, the transition probability (7.3.1) was used to determine the
process of shifts of the time variable that was used to construct the interpo-
lated path memory segment. The probability that time advanced by § at any
step was the second line of (7.3.1), which is approximated by At"(£, )/ if
this quantity is small. For the process that was constructed with the tran-
sition probabilities (7.3.1), either the spatial or time component changed at
each step, but not both. In the paragraph below (7.3.3), the modification
where both the spatial state and the time variable could change simultane-
ously was noted, in which case the conditional probability that time advances
is Ath (€, ) /8, always assumed to be no larger than unity.. This variation will
be adapted for use in this section.

The memory approximation procedure. Divide the interval [0,d] into
subintervals of length &y, where /g = L% is an integer. In the first part
of Section 1, where the explicit procedure was used, the time interval was
the constant A", hence interpolated time advanced by A" at each step. In
this section, we use an adaptation of the method of Section 7.3, but with
do replacing § and allow the possibility that the spatial and temporal states
change simultaneously. After each L%° of the §y-shifts, time is advanced by
0 and the memory segment structure shifts. By Theorem 7.4.1, for § and
fixed, as h — 0 the time between the main d-shifts becomes Erlang of order
L%% and total mean §. Because the chain, control, and time processes depend
on the three quantities h,d and Jy, we index them by this triple and use the
notation 5275"507 and so forth, and

Atﬁ"so’é — Ath(52’50’5, uZ’éO"s).

More precisely, we use the following procedure, guided by the periodic-
Erlang model of Approximation 5 in (4.2.8). Use the explicit approximation
procedure for the evolution of the ¢"%:9. Set Lg’5°’5 = 0 and let LM%0:9 ¢

{0,1,...,L%%—1} denote the number of §y-shifts (mod L°%) up to iterate n.
Let supg , At (€, a) /5y < 1. For L9090 < [90:9 1 e have LZ’_‘E‘i’é = Lh%0d 4
1 with conditional probability At+%0-% /8, and LZﬁ({’é = L1%:9 otherwise. For

L0908 = [%0:0 _ 1 LZf{"S = 0 with conditional probability At":%:9 /5, and

LZ’_i‘i"s = L1909 otherwise. Define mg"s”"s =0 and, for i > 0, define

3

m!%0% = min {n > m?’élo’é : [vo0d — O,LZ’E‘}"S = L% _ 1} .

h,d0,

Let m; J <n< mM%0:

I14+1 a
write it simply as m;. The path memory segment 53;;2075 that is analogous to

(4.2.8) is defined by:

If m?"so"s is used as a subscript, then we might
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A0 = b,
5’“‘507‘5, 0 €[-6/2,0),
ehios 0 [-5/2—6,-6/2),

gh 606 ( ) mp—1 (2.1)
h,60,6 0 _f
§ml_Q;,0€[ 0,—0+9).
This construction is illustrated in Figure 2.1.
§h 100,60 ( ) gh 50,6 5275075
mp—1
h,50,6
gmzfggr ______________________________________ gh ,00,8
= — 1 ‘ 1 ¢
—0 —0+6 —30/2 —6/2

Figure 2.1. Hlustration of fh 00,0 Erlang delay model, m?"s”’ <n< mlhff"s.

For m?’éo"s <n< m?flo’é, we can unambiguously identify the path memory

segment with the vector of values in (2.1):

h,808 __ h,80,6 h,60,0 ¢h,d0,0
X[ (5 RS §°£n°).

For L% < [,%0:% _ 1 the transitions of the path memory variables are

\ /000 v 1006 h,60,6 h,80,6 ¢h,60,6
Xe,no - Xe,n+1 - < mlfQ+v" ° mlo 1 5Sn+41 ) ’ (2'28')
5
and
h,80,8 h,80,8
00,6 Lh 00,0 __ Ln +1, wp. Atn /607 (2 Qb)
n n+1 80,6 1 — Ath90.0 /5 ’
w000 w. p. 1 — Ah00:0 /5.
For Lh:%0:0 = [%0:0 1,
Th.os ., hdod _ [ ¢hdo.s h,60,8 80,6
Xe,no Xe ,n+1l <§ml0 40 E ’ 7£7L+1 ) Atz,ﬁoﬁ
Q wop. l——n
-p- 60 ,

Ly = Ly
(2.3a)
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and
h.808 h,606 [ ¢hido,d h,80,6 ¢hi00,8 ¢h,80,d
X - Xc n+1l — m,o4, 0 Sy ySn+1 7£n+1 Atf}b’éo’&
—Qf+1 W.p. —n
do
h,00,0 __
L9900
(2.3b)

We call L1909 the Erlang state, and the times that it goes from the value
L%+% — 1 to the value zero are called the shift or §-shift times.

Comments. The periodic-Erlang model is a compromise between the random
delay model of Section 7.3 and the periodic delay model of the last section.
For any fixed 4, the quality of the approximation is better than for the random
model, but it requires more memory. The random delay model would require
a smaller value of § for an equivalent accuracy. But keep in mind that the
dimension of the state space for the random model is Qs + 1, implying an ex-
ponential increase in memory as § — 0 (see Section 7.2 and the next section on
this point). The quality for the periodic-Erlang model would not be as good
as that for the periodic model of the previous subsection, but the memory
requirements are less, perhaps much less, and as dg — 0, the two models con-
verge to each other. Simulations indicate that there will often be considerable
savings with little loss of accuracy with the periodic-Erlang model. Obvious
analogs of asymptotic timescale equivalence results of Theorems 6.5.1 and
7.3.1 hold, and the details are left to the reader.

The next theorem follows from Theorem 7.1.4. The cost function is ei-
ther (7.3.12) or (7.1.28) with the current memory segment {h 000 ysed. In
particular, the analog of (7.3.12) with control u = {u/"%:9} used is

oo
h,é6g,8 —
Eg,ao,a,u $ eI [(Ehod yhdob) Aghidod | g1 Ayhdod] (2.4)
n=0

Theorem 2.1. Assume the conditions of Theorem 7.3.3, but with memory
segment for the original model defined by (4.2.8), the periodic-Erlang case.
Hence the original model is (4.1.9b), with T, = 553075, for which we suppose that
there is a weak-sense unique solution for each control and initial condition.
Assume the form of this section for the numerical procedure with Vh"s"";(é)
denoting the optimal cost for the numerical model, V00:9() for that of (4.2.8),
and V‘S(é) when the periodic memory segment (4.2.6) is used. Let the
piecewise-constant Z°(0) approzimate (0), and let 5{;"50’5 — 5307‘* — 29(0) in
the sup norm as h — 0 and then 69 — 0, where all the functwns are G, -valued.

Then as h — 0 and then 6y — 0, Vh"s""s(f_g’é“’ ) — V%0 (560’ ) — VO(z°(0)).
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8.3 The Number of Points in the State Space: Path Only
Delayed

The value of §. Consider solving a parabolic PDE on a finite time interval
via finite differences with spatial interval h and (for the implicit approxima-
tion procedure) time interval J, and with the classical estimates of rate of
convergence holding. The rate of convergence is O(h?) + O(6?) for the im-
plicit approximation procedure, vs. O(h?) + O(max time increment) for the
explicit approximation procedure [91, Chapter 6]. For the explicit approxima-
tion procedure, the value of the time increment is O(h?). Thus, for § = O(h),
the rates of convergence would be of the same order. There is no proof that
such estimates hold for the control problem of concern here. But numerical
data for the no-delay problems suggests that one should use § = O(h). In this
chapter, the value of 0 is either constant or of this order.

8.3.1 The Implicit and Periodic-Erlang Approximation Methods:
Reduced Memory

Reduced memory requirements. We will work with the random delay
approximation method of Section 7.3, but identical estimates hold for the
periodic-Erlang model of Section 2. To illustrate the memory issues, con-
sider the one-dimensional model mentioned in the example in the para-
graph below (7.3.9¢). Recall the definition Qs = /5, an integer. The vector
€= (E(=0),E(—0+6),---,£(—6),£(0)), which represents the canonical value
of the memory segment ﬁ_f}g for the approximating chain, as in the left-hand
sides of (7.3.9), can be represented in terms of the vector of differences

D = (€(-0) = £(=0+9),....&(=0) = £(0),€(0)) = (D(Qs), .-, D(0)).
(3.1)
If é (0) is a reflection point, then it moves immediately to the closest point
in Gy,. Otherwise, for the example of concern, with this representation and
if the time variable does not advance, the transitions are to one of the two
values

(D(Qé)w"vD(Q)vD(l) :Fh,D(O) :th)'

If the time variable advances, then the transition is to
(D(Q5 - 1)a ) D(1>70a D(O))

The variable D(0) takes B/h + 3 possible values. Because there are a poten-
tially unbounded number of steps between successive increases of the time
variable, the differences D(i),7 > 2, can take values in the set Gj, — G}, which
is the set of points { B, B—h, ..., —B}. Hence there are 2B/h+1 possible val-
ues. The value of D(1) is in the set G, — G} = {B+h,B,B—h,...,—B—h},
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as £(0) takes values in G, U OG; and £(—6) takes values in GJ,. This set has
(2B/h + 3) points. The maximum required number of points is therefore

(B/h+3)(2B/h+3)(2B/h +1)°/°~1. (3.2)

This is smaller than that for the explicit approximation procedure for the
same value of h, but larger than (7.3.10), which is that for the representation
(7.3.9). The advantage of the representation (3.1) in terms of differences is
that the sizes of the components can be truncated, as we will now see.

An approximation result. We will use the following version of the approx-
imation method of Theorem 7.1.4. Suppose that we approximate the path
memory segment for the numerical process as follows. Let x be the approx-
imation parameter and let the associated chain be denoted by {¢/%%} with
controls {u"%*}. In the development below, x will be a truncation parame-
ter. The approximation to the path memory segment at step n is a nonan-
ticipative function £}:5% = {€"3%(),0 € [-0,0]}, which can be embedded
into a finite-state Markov chain, and with the value fh 21(0) = £ Define
Athor = Aths 5(5212"7 u”). The continuous-time interpolation analogous to
(7.3.16) is

=6+ [ [ o 6, )
FBIAR(E) 4 210 (1),

(3.3)

The exact form of §h 3.5 will be defined below. The quadratic variation of the
martingale B%%(.) is

t
/ an (EM5% (g9 (5))) ds.
0

The process £+ (-) (resp., £%%(-)) is the interpolation of {£/23*} (resp., of
{€M951) with intervals {At"%%}. The processes r%"(da ds), and ¢%"(s)
are defined analogously to those without the x, but under the condition that
the modified path memory segment ég;ﬁ“ is used in the dynamics and cost
rate at step n of the chain. See the discussion above (7.1.14) concerning the
role of ¢ (-).

Suppose that

lim  lim sup P { sup |§h’5’“(t +6) — ghor (e, )| >ep =0,
0=0 £k—0,h—=0 , 1 control —0<60<0

(3.4)

for each T' < oo and € > 0. Then it follows from Theorem 7.1.4, under appro-

priate conditions on the boundaries and the cost rate and dynamical functions,

that as h — 0,x — 0, and then § — 0, the limit of the processes (3.3) and the
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associated costs are processes and costs for the original model (7.1.5) where
the path memory segment at time ¢ is Z(t).

Now fix §. Consider the variant where as k — 0, the sup over any arbitrary
time interval of the absolute value of the difference between the path memory
segment process £/+9%(-) and that based on the approximation (7.3.8) goes
to zero in probability as kK — 0 and h — 0. Then, as h — 0 and k — 0, the
optimal processes and costs will converge to those where the path memory
segment at time ¢ is 70 (t), defined by (4.2.7).

Truncated state variables. We now exploit these approximation results
to reduce the memory requirement by truncating the range of the values of
the D(i). The basic idea behind the approximation is that over the number of
steps that are required for the time variable to advance, with a high probability
(for small h), the sample number of values taken by the D(i) will be much
less than 2B/h due to cancellations of positive and negative steps. Thus one
can truncate the range of values of the D(i),i > 1, leaving Ny < 2B/h
allowed values, where the probability that any of the D(i),7 < Qs, over the
approximating delay interval is not one of the N; allowed values is smaller than
some predetermined number. We will only indicate the possibilities. Much
further work is needed to get the best truncations.

One possible approach is to use the martingale properties of the B9 (.)
process to get bounds on the path excursions. A cleaner approach is to use
the properties of weak convergence, as will now be done. Let 0/+%* be defined

as o9 was above Figure 7.3.1, but where the spatial chain is {£"%*}. Define
’ylh-f-élw — min {t = th,é,,.; . ‘gh,é,m(t) _ gh,é,m(olh,é,f-c) > ﬁ} A Ulh_i,_él,n.

The idea is to use &% (7)25%) —€m9%(0)*") in lieu of €™ (0);’) — €M% (a)"°)
for the components of the representation (3.1) of (7.3.9) in terms of differences.

An estimate based on a Wiener process approximation. Fix §, with
only h — 0. As h — 0, the process B"9(.) in (7.3.16) converges weakly to the
stochastic integral fg o (2%(s))dw(s). Hence the distribution of the first time
than | B"9(.)| exceeds x will converge weakly to that of the stochastic integral.
Start by supposing that the process is one-dimensional and that o (&) = 1, so
that the limit is a Wiener process with unit variance.

The density of the time of escape of a Wiener process starting at time zero
from the interval [—k, k] is bounded by [42, Chapter 2, remark 8.3, adjusted
for the double-sided barrier]!

€_H2 /2t 4/‘6
Vort3/2’

! This is a crude upper bound. We have added the density of the escape time from
(—o0, k) to that for the escape time from (—&, 00).

(3.5)
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The probability that the truncated process will not equal the untruncated
process over a time interval [0, 75] is asymptotically bounded by

A eiﬁz/%idt -8 /00 e
v2m Jo B2 N ey
where the right-hand inequality is taken from [24, Chapter 7, (1.8)]. Because
in our application 75 is asymptotically a random variable that is exponentially
distributed with mean 4, the expectation of the right side of (3.6) is

QEe—(v2/275) {\/E] — 8/00 o~ (K% /2u) [\/ﬂ] %efu/(sdu, (3.7)
0

R R

,U2/2dv S 867(K2/2T6) |:ﬁ:| ; (36)
K

which can be written as

Ak, ) = 8/0

Because there are ()5 intervals in the construction of each memory segment,
the probability that there is a truncation in the construction of the path
memory segment at an arbitrary time is asymptotically bounded by

1—(1— Ak, 6)% < QsA(k,6). (3.9)

(o)
Vud
Tu e 2ug—u gy, (3.8)

Let us use the form k = kB, where 0 < k < 1. Suppose for example that
B = 10,6 = .1,6§ = .01,s = .8. Then the left side of (3.9) is 0.0012 and
the right side is 0.0187. If x = .6, then the left side is 0.0225. A bound on
the required number of points is (3.2), where B is replaced by & in the two
right-hand factors.

If 02(-) is not constant, then use a time change argument and the largest
value of the variance to get an upper bound. The estimate is unchanged if the
drift term b(-) is included. We have supposed that § is constant while h — 0.
But the results will continue to hold if § — 0 sufficiently slowly as h — 0.

An alternative procedure for memory reduction. The use of cruder
approximations can also be helpful to reduce the memory requirements. For
example, for the above special case, suppose that the differences are to be
approximated by values in S = {0,£2h, £4h,...,+B}. If a difference falls
between a pair of any such points, then assign by a randomization. One could
also approximate such intermediate values by alternating the assignments,
first to the closest higher point, then to the closest lower point, and so forth.
Smaller sets than S can be used as well, with appropriate assignment policies.

8.4 Control and Path Delayed

Subsection 7.2.2 contained some comments on the case where the control was
also delayed. It was assumed in that section that the interpolation interval
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Ath(.) was a constant A". At step n, the control memory segment involved
the entire history of the control over interpolated time [t! —@, t"]. The required
memory can be excessive if A" is very small or the control takes more than
two or three values. In this section, we will develop analogs of the approxi-
mation methods of Section 1, where the delays are periodic, and of Section
7.3 and of Section 2 of this chapter, where the time intervals defining the
piecewise-constant memory segments were random. These methods required
less memory and allowed the use of arbitrary At"(-), and these advantages
will also hold for the control memory segment.

The continuous-time interpolations of the control process u have no reg-
ularity properties that are analogous to the (asymptotic) continuity of the
interpolations of the £". Because of this, it is natural to work with the relaxed
control representations. It is supposed that local consistency (7.1.23) holds.
This will be the case if the transition probabilities are defined by (7.1.24),
where the functions N”(-), D"(-) yield local consistency for the nondelay prob-
lem. The system is (3.2.4) and we start with the cost function (3.4.4). The cost
function for the numerical problem is (7.1.26). Also, for ease of visualizing the
various constructions, suppose that U = U" contains only a finite number of
points.

8.4.1 A Periodic Approximating Memory Segment

We start with an analog of the periodic memory segment of Section 1, as it
is relatively simple and will provide a good introduction to the other forms.
Recall the definition (QF + 1/2)§ = 6 and suppose, for notational simplicity,
that u.([—d/2,0)) = 0; that is, there are no delays in the control memory with
values on the half open interval [—§/2,0). Until the last paragraph of this
subsection, it is assumed that, for £(0) € Gy, At"(, 4, a) = AP, a constant.
This assumption will be dropped in the last paragraph and in subsequent
subsections. If we have a reflecting boundary and &" ¢ G}, then there is
no control at step n. To simplify the notation, we will ignore such steps in
computm% the control memory segment below. Recall the deﬁmtlons L =
§/AM v° =15/ AP, and L"® = n(mod(L"?)). Thus for I/l S<n< I/l+51 we
have LZ b=y — lh % To construct the approximation to the control memory
segment, we use the method and notation of Section 1 and divide the interval
[—0,0] into QF + 1 segments, as depicted in Figure 1.1. The control memory
segment will be represented as a relaxed control whose derivative rh 3 (da, )
at step n of the chain is constant in € on each of the f-intervals [ 0,—0 +
0)y...,[—36/2,—6/2),]—5/2,0) on the horizontal axis in Figure 1.1. For 1§ <
th?d < 16 + &, we use the notation rﬁ’ﬁ;’l(da) for the value of F;‘;fl”(da, 0) for

€ [—9/2,0), rhfll(da) for the value of 7%/ (da, 6) for § € [—35/2,-6/2),
and so forth. Thebe control terms will now be defined.

Until the last paragraph of this subsection, it will be assumed that n and

[ are such that I/lh’6 <n< z/lh_(_‘i. Define
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h5
L. i+1

P (da Z Iz oI =10 (4.1)

1 '7
This is the average of the relaxed control representations of the actual control
values that are used on the interpolated time interval [I§ — id,16 —i0 + §), or
equivalently, on the set [v]"3, v/ 41) of iterates. Keep in mind that, at iterate

n, the value of £/ is known, but the value of u/° is to be computed. Define
(where 0/0 = 0)

h,d,
P (da) Z Lo a}/Lgﬁ. (4.2)

] I/

Summarizing, the values of 723/ (6, da) are given by

O (), 0 e [-6/2,0),

pln

it (da), 0 € [—6/2—6,-0/2),

! (da, 0) = . (4.3)

hf’ (da), 0 € [-0,—0 +6).
Qf
This construction is illustrated in Figure 4.1, where l/l < n < l/l +1 In the
figure, the top line gives the derivative of the relaxed control in each of the
subintervals, and the lowest line indicates the ranges of the iterates that were
used to compute the values.

The expression (4.2) is the average of the relaxed control representations

of the controls computed over the set of iterates [z/lh O — 1]. With this ap-
proximation, on each set [v; 6 Vl}:_al) of iterates we need to track n(mod(L"%))
and the numerator of (4. ) The first of these quantities takes L™° possible

values {0,1,...,L™% — 1}, which can be large if & is small.

h 9, /(9)
"pin phds . h,5,1 .8,/
pl-Q] Tpi-1 Tpim
- | | —t 0
-0 _6+94 -35/2  —6/2 0
| | | |
ho e 5 hlo ho |
12 s 5
-QF  Yi_qgr+1 Vi1 e n

Figure 4.1. Hlustration of the control memory segment.
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Since U” has only a finite number of points, the total number of possible
values for the numerator of (4.2) is finite, but can be very large. The represen-
tation does not use significantly less memory than the method of Subsection
7.1.3, but it provides a basis for the further approximations that will be given
below.

The transitions of the control memory segment. Analogously to (1.2a),
for L® < L9 —1 the control memory-state and its transition can be unam-
biguously represented by the form

0 (da) = (rh’é’/ (), (da), e b (da))

1-QF pln (44)
,0, d, 4 ’
— rpaa(da) = () (da). v (da), 1 (da)

which involves only an updating of the index in (4.2) from n to (n+1) .
7 h,8 h.s
Now suppose that L/ = L% — 1. Then L, =0t =10+4¢ and
Vlhfl =n + 1. The numerator of (4.2) becomes

h5
L+1 -1

n—1
Z I hé —a} +I{uh6 a} = 2;5 I{u?,aza}.
j=uv j=v"

Dividing this by L™ yields r (da) we begin the next cycle, and the control
memory state transits as the followmg analog of (1.2b):

FZ”S”(da) = (rh’fjgﬁ (da), ... ’TZ:ZI—I(da) Zfé(da))

— T (da) = (hfj%ﬂ(da),..., P9 (da), 0 (da), 0 )

(4.5)

The last value is zero, as tZ’le =10 + 6 and no control values for the interval
of interpolated time [0 + 6,15 + 25) have yet been computed.

A representation of the drift term. Let u/°(-) denote the continuous-
time interpolation of the controls {u°}, with relaxed control representation

rh ‘5( -), and rh 9/(.) the continuous-time interpolation of the memory segments
{rh 1 all Wlth intervals A", Then, for ¢ € [I6,16 + &) and p.([—6/2,0)) = 0,
and the periodic memory segment f;j,fb used for the path, we can represent
the drift term at time ¢ in the form

Bh,é(gg,é(t), ,,73767/<t)’ uh’(S(t)) — ,uc({O}) /Uh b(ggvis(t), Q, 0)7“215,/(da, t)

Qs (—ib+5-5/2)—
>/ ) || W0, 000 )

—i6—58/2

(4.6)

i=1
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The analog of (4.1)—(4.3) for arbitrary At"(-). Let us now write the
analog of (4.1)-(4.3) when the interpolation intervals At"(-) are not constant.
The expressions are hard to use for the memory segments in a numerical
procedure but will be approximated by the method in the next subsection.
Because the number of iterates between the successive §-shifts is now random,
a weighting over the appropriate random intervals will replace (4.1) and (4.2).
Redefine Ath? = Ath( gfl, _gﬁ’,u’f) and ﬁlh"s = min{n : t? > 15}

For i = L...,Qé , redefine

l 1+1

ri (da Z Ipni_ At“/ Z At“ (4.7)

._~h s _~h 5

N8 1,8
For ;7" <n < Uil redefine

n—1 n—1 h,d
N’ (da)
o h,s h,6 Ln
Tpil, o (do) = Z Ituri—ayAt; / Z Aty = he (4.8)
. RS J . RS Dl;l
J= J=" :
With these definitions, for n = f/lh fl,
N (dev)
h L0,/ I,n
da) = ————. 4.9
p l ( ) Dl}ff ( )
With the definition & ’h 8 = t}f’h&_é, (4.7) can be written as
V[ ’
a_h,é
1—i+1 h.o
/&“ " (de, s)ds
l—i
U a— (4.10)
Ul i+1 l 7
and (4.8) can be written as
th,é
" h,8,/
s r, " (da, s)ds
L , 4.11
tho — o (#411)

where we continue to let rz}f"s” (da, t) denote the derivative of the relaxed con-
trol corresponding to the interpolation of {u/-*} with intervals { At"9}.
8.4.2 A Periodic-Erlang Approximation

When At"(€,4,a) is not constant, in principle the expressions (4.7)-(4.11)
could be used in (4.3) for the approximation to the control memory segment.
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Unfortunately, they are no simpler than (4.1) and (4.2) and generally would
require more memory. In this subsection, the ideas of the periodic-Erlang
approach of Section 2 and Approximation 5a of Section 4.4 will be adapted
to reduce these memory requirements. The method that is to be proposed is
well motivated and promising, but it is only one among many possibilities for
dealing with the memory requirements.

It will no longer be necessary that At"(-) be constant. Recall the defini-
tions of &g, L9, L% and mh %% from Section 2. As in the previous sub-
section, the approximation to the control memory segment will be in terms
of the derivative of a relaxed control, and it will be piecewise-constant. In
the previous subsection, the intervals of constancy in 6 of the relaxed control
derivative rh 5/ (dav, §) were of length &, except the top one, whose length was
6/2. In Sectlon 2, the f-subintervals where the memory segment 537720’5(9) was
constant were of these same lengths, and the values that were taken were
determined by a sampling of the interpolated chain at intervals that were
determined (at least asymptotically, as h — 0) by an Erlang distribution.
The variable that measured the passage of time since the last J-shift took
L%:9 values. This is opposed to the much larger value L' = §/ A" (as in
the first part of the previous subsection), where, if we need to transform the
transition probabilities to get a constant interpolation interval, we would have
Al = ming ; Ath (€, @, o).

There are several issues of concern. The first is that of Section 2, in sim-
plifying the measurement of the passage of time since the last J-shift. The
next issue is similar, it concerns the problem that (4.2) and (4.8) are updated
at each step of the chain, which might also require an enormous memory.
These problems will be dealt with by an adaptation of the method of Section
2 and the form of the periodic-Erlang approximation (4.4.7). We will use the
subscript ee, as in (4.4.7), to denote the approximation.

The approximation method. At step n of the chain, the approximation to
the path memory segment will be £ ¢h-00,9 defined in (2. 1) and the approxima-

tion 71 5075’ to the control memory begment will be defined below. Redefine

Ath 50,8 Ath(gh 00,8 h.00,0,7 QL,&J,&)7 and ti?éoﬁ = > 1Ath %9 Define

’ ee n =0
7h,60, th f‘{;o s, where the renewal time mlh’éo"S was defined above (2.1), but

use the current mterpolatlon intervals.
Let mh 90,9 <n<m h.d0,6 or, equivalently, O‘h 909 < tfl";" < 6h 50’5 . When

using mh 5”’5 as an index of summation, we will write it simply as m;. We will

approximate (4.8) by the form

Dh,éo,é

ln

FB00 (1) —

ee,l.n

, (4.12)

where the functions N and D will now be defined. For convenience rewrite
(2.2b) and the second lines of (2.3a) and (2.3b) as follows. For L!%¢ <
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E50,5 -1 2
h,60,0 h,60,0
L8, phbod _ Ly, wp- (1= At /d0), (4.13)
" T phbod 41 e, A /5,
If LZ";O"S = L[%9 — 1, then
h,80,0 _ h,d0,0
Lhod _, phded L%, wp. (1= A62"7/00), (4.14)
" nr 0, w.p. Ath008 /5.
The two lines of (4.13) correspond to, respectively,
h,50,6
500, da)
h,50,8 160,60 L (da),
Nl,no (da) — Nl,nil (da) = < h,60,8 (4.15)
Nl,n (da) + I{uﬁ"so";:a}'
In the event of the first line of (4.14), Nﬁfﬁ’f (da) = ]\Nfl?;f“"s(da). In the event
of the second line, Nl}f;fi’f(a) = 0, the Ith cycle is completed, and we define
Nh;fo’é(da) + 1, nosgs
P (d) = — fo 2720} (4.16)

T,50.0
Let I%+% denote the indicator function of the event L7:%0:0 £ LZ’J‘E‘{"S; ie.,
that the Erlang state changes at step n. Then the ratio (4.16) can be written

as 1 h,00,0
mi41— »90,
Zi:ml I{ujvaOv‘S:a}Iz‘

~h,5,50,/
Teed (da) = mig1—1 1h,60,0 (4.17a)
Zzzl;rnll Ii ,00,
The expression (4.12) will be
27;7.}1 I uh'so’(s—a Iih750,5
8o (g = e .
Zi:ml Iz" )

The denominator of the last expression defines ﬁﬁf“’é.

The control memory segment of the approximating chain. Summariz-
ing the above discussion, for m? 00 <y < m?ff"s, the values of the control
memory segment for the periodic-Erlang approximation are given by the pro-

cess 75999/ (dev, ) defined by

ee,n

2 The probabilities in (4.13) and (4.14) are the conditional probabilities, given the
path and control data to and including iterate n.
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008! (da), 0 € [~§/2,0),

ee,l,n
P00 (da), 6 € [~6/2 —6,~5/2),
hsnsr(da,e = w1

ee,n

#0007 (da), 0 € [-0,—0 + b).
ee,l—Qy

For 6 = 0, we define, as usual, 77457 (da,0) = I W00 _
Evaluating the randomization errors in (4.17). By (4.13) and (4.14),
Ath%0:9 /54 is the conditional expectation of I%:9 given the data to and
including iterate n. Hence (4.17a) can be written as

[Z@+171[{ R85 _ Ath 80,8 /0o —l—ph 0,8 }

i=my

[me 1Ath507 /(5 + héo,}

1=my

)

which equals

[ s AL+ 800
- 1 4 ho h,o ’ (4.19)
P W i

where the p-terms represent the randomization noise. In particular,

mpy1—1

Z 5 [Iih,&),é - At?,éo,é/%} ’

i=ml
whose summands are martingale differences with conditional variance
h,80,6 h,80,6
G At (1 — At;°° /).

The conditional (given the data to the start of the [th cycle) variance of the
randomization error in the denominator of (4.19) is bounded by the condi-

tional expectation (given the same data) of dg[d, +51° 4 _ 6{1’50’5] The sum in

the denominator of (4.19) is [al’ﬂ“’é —,"%°]. Thus as h — 0 and then 6, — 0,
the effect of the randomization error in (4.17a) goes to zero. The analogous
result holds for (4.17b). These facts will be essential to the proof of Theorem
4.1.

Comment on the memory requirements. Suppose that U = U" = {0,1}.
Then we need only keep track of the values for « = 1. The denominator in
(4.17b) is the value of the Erlang state at iterate n — 1, and the numerator is
the number of times that the control has taken the value unity at the steps
up to and including (n — 1) where the Erlang state has advanced since it last
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had the value zero. Thus, (4.17b) is the fraction of times in the current cycle
up to and including iterate (n — 1) that the control has taken the value unity
at the times when the Erlang state advanced.

The expression (4.17a) takes L°° + 1 values, as the number of times
that the control can take the value a per cycle can be any of 0,1, ..., L9,
The denominator of (4.17b) is the current Erlang state and takes the values
(0,1,...,L%9% — 1), If the value is k, then the numerator can take any of
the values (0,1,...,k). Thus it requires L%-?(L% + 1)/2 points to record
the evolution of (4.17b). Summarizing, with the representation (4.17), the
function that represents the entire control memory segment takes [L%° +
1]Q§ [LO09][L%% 41] /2 values. This quantity does not depend on the value of h.
For the direct method of Subsection 7.2.2, the total number of required points
would be 20/4" , which would be substantially larger as, typically, A" = O(h?).
The required number can be reduced further if we discretize the feéf’i’(da)
more coarsely.

The evolution of the control memory segment. In the event of (4.13) or
the first line of (4.14), we can represent the transitions of the control memory
vector as follows:

7 6”’6/(do¢) <fh,60,5,/ (da), ... ,,;h,(sg,zs,/(da) Fh"s‘)"s”(da)>

ee,n 1-QF v lee,l—1 »ee,l,n
_h,60,6 160,65, ~h,60,5, ~h,60,5,
— Teemir(da) = ( l° Q,+ (da), ... 7o) V(da), T P l%_h(da)) ,
(4.20)
In the event of the second line of (4.14),
rean(de) — U (da)
4.21)
~h.60,6, ~h.60,6, ~h,50,5, (
_ (ree’l‘LQ/;Jrl(da), O e (et ’(da),o) .

A continuous time interpolation. Definitions. Let r"%9(.) denote the
continuous time interpolation (with intervals { At?:%0°}) of the relaxed control
representation of the controls {u/%:9}. Let r/%°(.) denote the interpolation
with intervals {A7/+%9} In the current context, the s in the form (7.1.31)
becomes the pair (dg, d), and the subscript “a” is ee for the control memory
segments. For future use, let us define the following alternative notation for
the control memory segments. The full memory segment at iterate n, based
on the actual controls that are used, is the function of «,t, and § € [—0,0)
defined by

1000 (day, 0) = 7008 (dey, 11000 4 6).

Define the functions of a, ¢, and 6 € [0, 0] that are based on the actual control
memory segments that are used:
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~h50 8,/ —héo,él )
(da,t,0) = 700" (de, 0), for 6 € [—0,0) —— th oy,
fge’éo’é’l(da, t,0) = I{uh,so,a:a}
(4.22a)
~h ,80,0,/ h,80,0,/ )
Feo 0% (da, t,0) = 7000 (da, 0),  for 6 € [-0,0) L e [rhins ghin)
h,(;o,t;,l _ +1 :
Teér (da,t,0) = I{u’“‘;‘)";:a}
B (4.22D)
For future use, for each § € [—6,0], let 7%:%0:°(da,t,6) denote the relaxed

control process whose derivative at time ¢ is rh 670,6 "(da, t,0). Tt is piecewise-
constant in @ (on the intervals [—d/2,0), [— 36/2, §/2),...).

Recall the definitions
%09 is the path segment {£/90° (/%0 4 9) 9 € [-0,0]}, (4.23)
£M%:9(.) is the interpolation of {{h 00:0% with intervals {Atf%001, .

A continuous time interpolation. With the path memory segment (2.1)
and control memory segment (4.18), the interpolated path process (with in-
tervals { A7/%:91) can be written as

Y = €
0 t
¢h,50,0 (. h,00,8 ~h60,6/
s [ i), 0,00 01| o)

BRII() 4 b0 3(0)
(4.24)
where the martingale B%0%(.) has quadratic variation process

/0 an (€199 (gF00 (5)) s,

and, as below (6.5.12), it can be represented as (modulo an asymptotically
negligible error)

t
BET0) = [ (€ (g (9))dul 0 (), (4.25)
0

where the martingale w™%9(.) has quadratic variation It and converges
weakly to a standard Wiener process as either h — 0, (h,d0) — 0, or
(h, 50, 5) — 0.

The convergence theorem. Let V®(Z, %) denote the optimal cost for system
(7.1.2) and cost (7.1.4), but with the periodic memory segments, where that
for the control is given in (4.4.3), and that for the path is given in (4.2.6). Let
V9 (&, 4) denote the analogous value for the numerical approximation, where
the approximation for the path and control memory segments are (1.1) and
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(4.3), resp. Let V%:9(& ) denote the optimal cost when the control and path
memory segments are the periodic-Erlang forms (4.2.8) and (4.4.7), resp. Let
Vh:90:9(3 41) denote the optimal cost for the numerical approximation when
the path memory segment is that of (2.1) and that for the control is that of
this section in (4.18).

Theorem 4.1. Assume local consistency, (A3.1.2), (A3.1.3), (A3.2.1)-(A3.2.3),
and (A3.4.3), with system (7.1.2) and cost function (7.1.4). For the chain, let

the memory segment for the path be as in (2.1) and that for the control as in

(4.18), with cost function (2.4). Let h = o(d) and let £°° € D(Gy;[—0,0])

be piecewise-constant, and converge to z°(0), as h — 0 and 6y — 0, where

29(0) is piecewise-constant as for the path memory segments for the periodic

approzimation in (4.2.6). Similarly, let ﬂg’5°’5 € D(U";[-0,0)) be piecewise-

constant, have values ﬂg";o’&(@) € U", and converge in D(U;[—0,0)) to u’(0)

as h — 0 and 6g — 0. Let § be fized. Then as h — 0 and 69 — 0,

V008 (ghdo.8 ghidody _yr8 (38 (0) 7% (0)). (4.26)

The analogous result holds for the analog of the cost functional (7.1.28) if
(A3.4.1) and (A3.4.2) are assumed and the conditions on the reflection direc-
tions are dropped.

8.5 Proofs of Convergence

8.5.1 Proofs of Theorems from Chapter 7

Proof of Theorem 7.1.3. Until further notice, suppose that only the path
is delayed. Thus the cost function for the chain is (7.1.28). Let u” = {ul . n <
N&} be the optimal control sequence for the process {¢/}. The control stops
at time Ng. But for convenience in the notation of the proof we suppose
that some arbitrary admissible control is used for n > N[. Let r(-) denote
the relaxed control representation of the interpolation of {u/} with intervals
{A7h}. In all cases, £"(-) and " (-) are constructed from the approximating
chain ¢!, via the appropriate interpolation.

The main new issue in the delay case (over that for the no-delay case
in [58]) is that the memory-segment process £"(t) appears in the functions
b(-),0(-), k(-). For s > 0, recall the definitions d”(s) = max{n : 7* < s} and
qh(s) = tZ’;(s) from (6.5.23), and recall the representation (7.1.14):

W) = €+ / / bu(E (" (s)), a)rh(dads) + B (1) + 22(),  (5.1)

where B”(-) is a martingale with quadratic variation process
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| @t oas

Because we are starting with the case where the process stops on hitting the
boundary, there is no reflection term, but we include the term z”(-) in (5.1)
for future use.

There is martingale w”(-) with quadratic variation process It, where I is
the identity matrix if z(t) is vector-valued, and it is just unity for the scalar
case,® such that [58, Section 10.4.1]*

t t
BA0) = [ on(@ (@) u(s)du’(s) = [ ol (ahe))dut (5) + (o)

’ ’ (5.2)
where the martingale error term €”(-) converges weakly and in mean square (on
any bounded time interval) to the zero process as h — 0. The discontinuities
of w"(t) go to zero as h — 0, and it converges to a standard Wiener process.
The proofs of these assertions are the same as for the no-delay case in [58,
Section 10.4]. Theorem 7.3.1 applies and shows that the timescales for " ()
and ¥"(-) are asymptotically equal and that sup,.; |¢"(s) — s| — 0 for any
T < 0. -

The sequence of processes {¥"(-),&"(:),r"(-), BR(-),w"(-),¢?(-)} is tight
and all weak-sense limits are continuous. Take a weakly convergent subse-
quence, which (abusing notation) we also index by h, and with limit de-
noted by (z(-),&(-),r(-), B(-),w(),q(-)). Assume the Skorokhod representa-
tion (Theorem 2.1.6) so that the limits can be assumed to be w.p.1. By the
timescale equivalence of Theorem 7.3.1, 2:(-) = £(+). Thus the memory segment
process " (+) converges to #(-), which is continuous in time. By the continuity
assumption (A3.1.1) and the weak convergence, we can write

//thhgth 8)), a)rh dads—>// r(da ds). (5.3)

To prove that

/ o (€ (g (5)))du" (s) — / o (2(s))duw(s) (5.4)
0 0

we need to work with a discretized form as in the proof of Theorem 3.5.1.
For any function f(-) of a real variable and x > 0, define f,(s) = f(nk) for
nk < s < nk + k. By the martingale and quadratic variation properties of
w"(+), the mean square value of the martingale process

t t
[ @ @ pants) - [ olhiationantis
0 ‘ 0
- [ €0 - ol vt
% The probability space might have to be augmented by adding an “independent”

Wiener process to construct w”(-) if ap (€) is degenerate at any point.
4 In using the reference [58], note that our B2 () is called M"(-) there.

(5.5)
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is just the integral of the mean value of the square of the term in brackets in
the right-hand integrand, and the limsup,,_,, goes to zero as Kk — 0, due to
the convergence of £"(-) and ¢”(-) to continuous processes. It follows that the
supremum over any finite time interval of the expression (5.5) goes to zero in
mean square as h — 0 and then x — 0.

For fixed x > 0, the integral in the right side of the first line of (5.5) can
be written as a sum, and the weak convergence implies that its limit as h — 0
is fg 0(Z(s))dw(s). These arguments imply that, for small x, the left side of

(5.4) is arbitrarily close to fg 0(Zx(s))dw(s) as h — 0. The completion of the
proof of (5.4) involves taking the limit as k — 0 in this last expression. To
justify this last step, we must show that x(-) is nonanticipative with respect
to w(-).

The nonanticipativity of (z(-),y(+), r(-)) with respect to the Wiener process
w(-) is proved by using the method of Theorem 3.5.1. The analog of (3.5.2)
for the current case is

Eh(wh(si)ﬂ wh(si)7 <T':.l, ¢J> (81)7Z S 17.7 S J) (wh(t + T) - wh(t)) =0.
(5.6)
By the weak convergence and uniform integrability of {w"(t), h > 0} for each
2

Eh(x(si),w(s), (r,8;) (s1),i < 1,j < J) (w(t+T) —w(t)) =0.  (5.7)

The nonanticipativity is a consequence of this expression and the arbitrari-
ness of the functions and times in (5.7), analogously to the situation dealt
with in Theorem 3.5.1. With the nonanticipativity proved, let x — 0 in
f(f (T, (s))dw(s) to get (5.4). Thus we have proved that the limit satisfies
(7.1.5), but without the z(-) term, for some relaxed control r(-).

By the convergence ¥"(-) — x(-) and (A3.4.2), fkg — x(7), where 7 is

the first time that z(-) touches dG. By the definitions of W"(-) and V"(.)
we have V(£l) = Wh(gl, u"). By the weak convergence, the convergence of
the initial condition & to #(0), and the continuity properties of k(-) and go(-)
in (A3.4.1), it follows that Wh(&l, u) — W(2(0),r). By the minimality of
V(2(0)), we must have liminf, V() > V(2(0)).
To complete the proof of the convergence V" (&) — V(Z(0)), we need only
prove that
limsup V() < V(z(0)). (5.8)
h

For the no-delay case this was proved in [58, Chapters 10,11], based on [58,
Theorem 10.3.1], and the form of this theorem for the delay case was given in
Theorem 3.5.4. The method can be readily adapted to our needs. First, The-
orem 3.5.4 will be restated in slightly simpler form for the model (3.1.1) and
cost function (3.4.1). [By Theorem 3.5.4, there is an analogous construction
when the control is delayed and/or if the boundary is reflecting.] By Theorem
3.5.4, for each € > 0 there is an e-optimal control uf(-) of the following type.
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There are finite sets U, C U (and we can suppose w.l.o.g. that U, C U") and a
k > 0 such that u¢(+) is Uc-valued, right-continuous, and constant on intervals
[nk,nk + k), n = 0,1,.... Let w(-) denote the driving Wiener process. The
control can be represented as follows, for a € U,:

P {u‘(nk) = a|data to time nx} 59

= P {u(nk) = oz‘f(()),w(i/-f),i < m;uf(in),i <n}, (59)

where the probability on the right side is continuous in the initial condition

and in the samples w(ix),i < n, for each value of the set of controls in the

conditioning, and there are only a finite number of such control values for

each n. This construction is only for use in the convergence proof. It has no
value for numerical purposes.

The next step is to apply this control to the & process. The adaptation
will be denoted by {u/€}, and the timing (to be described below) will be
determined by the scale of the corresponding continuous-time interpolation
¥"(+). The continuous-time interpolation of {u"¢} with (intervals { A7"}) will
be called u"¢(-). This adaptation is done by following [58, Theorem 10.5.2],
with a slightly altered notation. For n = 0,1,..., define n = min{r}* : 7} >
nk}, the first jump of ¥"(-) at or after interpolated time nx. Thus 5l = 0.
The control u™<(-) will be constant on the intervals [p, n, ), with values
determined by the adaptation of (5.9):

P {u"(ny) = afdata to time 7, }

5.10

= P {u () = al€"(0),w" (n}"),i <n:u(n)),i <n}, 10
where w"€(-) is the analog of the process w”(-) in (5.2) that corresponds to
the use of this control. Now, applying this control to ¥" () and using a weak
convergence argument and the continuity of the law (5.9) in the initial condi-
tion and the samples of the w(-), implies that W"(£"(0),u€) — W (z(0),uc).
Because W (z(0),u) < V(Z(0)) + € and V*(£"(0)) < WH(£"(0),u") and € is
arbitrary, (5.8) follows. This completes the proof of Theorem 7.1.3 when only
the path is delayed.

Delay in the control. Now let there be delays in the control and use the
system model (7.1.2). By the weak convergence, the bracketed term in (7.1.25)
converges to

/Ot /U b(z(s), o, v)r(da, ds + v)

for all v € [—0,0], and the analogous convergence holds for the bracketed term
in (7.1.27). The rest of the details are as for the case where only the state is
delayed. B

Theorems 7.1.1 and 7.1.2. Reflecting boundaries. Now replace the ab-
sorbing boundary by a reflecting boundary. The main new issue in the proof
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concerns the asymptotic properties of the reflection process. Under (A3.2.1)
and (A3.2.2), it is shown in Theorem 3.5.5 (see also [56, Theorem 3.6.1] and
[58, Theorem 11.1.2]) that {z"(-)} is tight with all weak-sense limits being
continuous. This implies that {¢"(-),£"(-)} is tight and that the weak-sense
limit processes are continuous. Let h index a weakly convergent subsequence
of {yh(), &"(-), 72 (-), B2(-),w" (), ¢"(-), 2"(-)}. Then the proof that the weak-
sense limit (2(-),z(),r(-),w(-), 2(-)) of {Y"(-),&"(-),r2(-),w"(-), 2" ()} satis-
fies (7.1.2) is the same as what was done above for the absorbing boundary
case, except for the addition of the term z(-). The proof that the limit z(-) is
a reflecting process for the limit z(-) is shown in Theorem 3.5.5 (see also [58,
Theorem 11.1.2]).

Now consider the convergence of the cost functionals and recall (A3.4.3).
Define z() = Y, d;y;(-). Under the first part of (A3.4.3), the processes y/'(-)
converge to y;(+). If the reflection directions on the faces adjoining some edge
or corner are linearly dependent, then some of the components y;(+) of the limit
z(-) might not be uniquely defined. In this case, the second part of (A3.4.3)
supposes that the coefficients ¢g; corresponding to any such linearly dependent
set are identical. Then the sum of the associated y!(-) would converge to the
sum of the limit values. The proof is completed using these observations and
the uniform integrability implied by the estimates in Lemma 6.3.1. B

Proof of Theorem 7.1.4. The proof is essentially a consequence of the
proofs of the previous theorems and the properties (7.1.34) and either (7.1.35),
(7.1.36), or (7.1.37). We will use (7.1.35). The arguments under (7.1.36) and
(7.1.37) are similar. Recall the definition of 7##/(-) in (7.1.31b).

Let 7%(-) denote the relaxed control representation of the interpolation
(intervals { A7/2%}) of the actual controls {u/>*} that are used. Write equation

(7.1.33) as

0 t
h,k _ ¢h ch,k( h.k h,Kk,!
=g+ [ @ o0 s + s )

FBP(t) 4 20 (E) + €M),

(5.11)
where the error term €"*(-) accounts for the use of the £"*(t) and 7"/ (da, s+
0) in lieu of the % (t) and 7% (da, s, 6) processes that are actually used for
the memory segments in the dynamics. Analogously to the expressions below
(7.1.14), we can write

B (t) =/ o (£ (g (5)))dw"" (s) + €1 (1), (5.12)
0

where the error term is due to the use of o(-) and £"%(-) in lieu of oy (")
and &"7(.), resp. By (7.1.34) and (7.1.35), the asymptotic continuity of
£Mr (gl (-)), the timescale equivalence shown in Theorem 7.3.1, and the fact
that o (2)—o (&) — 0 uniformly in &, the sups of the error terms in (5.11) and
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(5.12) over any finite time interval go to zero in mean square as h — 0 and
then k — 0. It then follows that the limits of 1/"*(-) and V"*(-) as h — 0 and
then x — 0 are the same as if the memory segment processes were £™(-) and

7% (.). From this point on, the proof is just that of Theorems 7.1.1-7.1.3. B

Proof of Theorem 7.3.3. Owing to the asymptotic equivalences of the
timescales shown in Theorem 7.3.1,

. lir(rsl sup supFE sup { 'r‘n( ) — fhé( )] =0.
—00=0 control m —9<0<0

Because the control is not delayed, the proof follows from Theorem 7.1.4 with
6, r replacing k, a.

Comment on Theorem 7.4.2. Theorem 7.4.1 implies that the sequence
of intervals between shifts converges to a sequence of i.i.d. random variables,
each of which is exponentially distributed with mean §. Using this fact, the
details are similar to those of Theorems 7.1.1-7.1.3 and are omitted.

8.5.2 Proof of Theorem 4.1

We will discuss only the problem with a reflecting boundary. Let h — 0,9 —
0, with A = 0(dp) and ¢ fixed. Recall the definition of the (piecewise-constant
in 0) relaxed control 7;°0°(da, t,6) that was given below (4.22) and that of
909 () that was given above (4.22). It follows from Theorem 7.4.1 that the
intervals between the §-shifts converge to the constant §. The set, indexed by

(h760)a
{905 (), €008 () 008 (), w08 () /905 )

P0(,0),0 € [-6,01;01, 1 < oo}

ee,T

is tight. Let
(x(s(')?wé(')vr(s(')awé(')vyé( )7 p( 9) 0 e [ é,O],lé,l < OO)

denote the limit of a weakly convergent subsequence (also indexed by h, dy
for notational convenience). Suppose that the Skorokhod representation is
used, so that we can suppose that the convergence is w.p.1 in the appropriate
topologies. Then ¢"%:9(t) — ¢ and £M%9(t) — fg(t), where fg(t) is now
obtained from z°(-) as it was obtained from z(-) in (4.2.6).

By the w.p.1 convergence, the difference between the drift term in (4.24)

" / U /Uh o, 0)F1000 (dav, s, 0)ds | e (dO) (5.13)

goes to zero as h — 0. Let O’h 000 < th-00.0 < O’h+60’6 Then neglecting the

randomization errors in the representation (4.19) of (4.17a), (4.19) can be
written as
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51009

I+1
/ 908 (do, s)ds

80,8
O'll 0:

—h.00.0  —h,00.0 J
O — 0

whose limit (as h — 0,09 — 0) is

r(da, 16 4 6) — r°(da, 16)
5 :

(5.14)

Similarly, neglecting the randomization errors in (4.17b), it can be written as
4150,6

909 (e, s)ds
_h,60,8
9

)
tz,ao,é _ 5_;176076

whose limit (as h — 0,09 — 0) is

7o (da, t) — 10 (da, 16)

— (5.15)

The comments below (4.19) concerning the randomization errors imply that
they can be neglected as h — 0,09 — 0.

Recalling the form (4.4.3), where the periodic approximation ff,(~) to the
control memory segment was obtained in terms of the relaxed control repre-
sentation of the actual control u(-) that was used, we see that the relationship
between our limits r(-) and 73(-) is just that between the terms r(-) and 73 (-)

n (4.4.3). Thus the limit of the control memory segment is just the periodic
approxnnatlon By the above convergence of the 7/ 50’ (+), the asymptotic
difference between (5.13) and

/ {// )7y (dov, 5,0)ds | prc(df) (5.16)

is zero. The rest of the details are like those for Theorem 7.1.3 and are omitted.
[ |

8.6 Singular Controls

Only a few comments will be made. Some additional comments are in Chapter
9. First consider the model (3.6.1):

d(t) = b(Z(1))dt + qu(T(t—))dA(t) + o (Z(t))dw(t) + dz(t).  (6.1)

In (6.1) there is no delay in the singular control A(-). The methods of Section
6.6 for the no-delay problem can be carried over, but where the path memory
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segment is approximated by any of the methods of this chapter or of Chapter
7, and nothing more will be said about it.

Now suppose that there is a delay in the singular control, say with the
model

0
dx(t) = c(z(t))dt + dt /_9’ b(a(t+0),0)dua(0) + o(x(t))dw(t)

0
go(a(t—))dA(E) + dt /9__@@(95(@ 1+ 0)-),0)dg\(t + 0) + da(t).

(6.2)
Now the memory issue for the delayed control enters. The methods that have
been used to approximate the memory segment for the control can all be
adapted to the singular control problem, but there are some significant differ-
ences.
To introduce these differences, consider an analog of the periodic approxi-
mations (1.1) for the original system (4.4.3). Let 16 < t" < [§+§. Then define
an approximation to the control memory segment as follows.

)‘h([l(svt))v RS [75/2’0)7

. Ne([16 — 6,16)), 0 c[-36/2,—-6/2),
Nt 0) =13 (6.3)

N (16 — QF 6,16 — Q16 +6)), 0 € [0, —0 + 6).

The first issue is that the differences \*([I6 — §,19)), and so forth, are not
necessarily bounded, so they will have to be truncated. A second issue is that
their values are not necessarily confined to a finite set. Thirdly, one needs
to track the passage of time in [I0,?), as for the ordinary control case. The
truncation issue can be handled by estimating the likely maximum values of
the differences, and would in any case be done adaptively in that the level
would be adjusted until further increases had a negligible effect on the results.

To deal with the problem of the range of values of the increments, one
could restrict the jumps in the components of A(-) to be integral multiples of
some small ¢y > 0. The passage of time could be dealt with by an adaptation
of the periodic-Erlang procedure of Section 4. Convergence theorems can be
proved for such methods.

8.7 Neutral Equations

The approximation methods of Chapter 7 and of this chapter can be carried
over to neutral equations, and we will comment only briefly on the forms. The
results are only a beginning, and much further work is required. Consider, in
particular, the model (3.2.17), which we rewrite as
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z(t) — F(z(t)) = z(0) — F(z(0)) + /0 b(z(s),u(s))ds + o(z(s))dw(s) + z(t).

(7.1)
Assume (A3.2.7), the continuity, boundary, and uniqueness of solutions condi-
tions used in Theorem 2.1, and that F'(-) is a continuous IR"-valued function
on C(G;[—0,0]). One can add delays in the control, if desired. The approx-
imation results of Chapter 4 carry over for the various approximations used
there.

We will only describe the numerical algorithm for the simplest path mem-
ory segment approximation, that defined in Section 7.1, and illustrate the
modifications that are necessary for this case. The forms for other cases of
interest are modified similarly. Let ¢* and At"(-) denote the approximating
chain and interpolation interval with £" denoting the path memory segment,
as in Section 7.1. If ¢! is a reflection state, then it is sent to a state in G,
and the mean of gnﬂ " conditioned on the data to time n, is a reflection
direction at the point &". In particular, (6.2.2) holds.

If ¢ € G}, then we take a slightly indirect approach. The basic transition
probabilities are first defined for the variables

=& — F(Eh),

and the transition probabilities for the chain will then be obtained from these.
First, let us rewrite the form (7.1.12). Define & = z + dx, and write the right
side of (7.1.12) as
NM(b(&n, up), aépn), & + 07)
Dh(b(&h, uf), a(&h))

Now, given £, compute Z”. Then in lieu of using the transition probabili-
ties (7.1.12) to compute the conditional distribution of §n+1, we use them to
compute the conditional distribution of =", as follows:

h( (gﬁv ) (fn) gn +5“)
Dh(b(gh, a),a(8h))

The range of values of 6= in (7.3) is taken to be the same as that of the d in
(7.2). Because &" is determined by £" it is redundant on the left side of (7.3).

Analogously to the situation in Section 7.1, we have local consistency in
G in that the conditional mean of £/, — Z" (with u" = a) is

— =n

(7.2)

P{“n+1 _5:|§n7€n7 }_ (73)

bu (&, ) Aty = b(E), a) ALl + o(At),
and its conditional covariance is
an(E) At = a(Eh) ALl + o(At:).

By definition -
§7}:+1 - F(§2+1) = EZ+1a (7.4)
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where the conditional distribution of =/, is obtained from (7.3). By the
“gap” condition (A3.2.7), for small h, F(¢", ) is a function of ¢!. Hence
from (7.3) and (7.4) we can compute the conditional probabilities P{¢!', | =
®|§Z,a} = ph( Zvj‘a)'

In the above development, it was supposed that the values of «EZ 41 that are
computed from (7.4) are on the grid. If that is not the case, then we get the
actual ¢" 11 by randomizing between nearest neighbors to attain the desired
conditional means, although this procedure will add “numerical noise.”

The dynamical system for the chain can be written as (neglecting the
numerical noise due to any randomization that might be required)

& — (&) =& — F(&)

n—1 n—1 n—1 (7 5)
£h ) hy Ash h h ’
+th( i Ui ) At "‘Zﬁi +ZA2'1'7
i=0 i=0 i=0
where the conditional covariance of the martingale difference term (! is

an (€M) At . The analog of the continuous time interpolation (7.1.14) is (again,
neglecting the numerical noise)

VM) = F(E (ar (1)) = & — F(&)

t - 7.6
[ @@ aptaads + Bl o,

where B”(-) is a martingale with quadratic variation process

/0 an (€ (¢ (5)))ds.

Working with (7.6) and using (A3.2.7) where needed, the various approxi-
mations to the path memory segments of this and of Chapter 7 can all be
adapted.

8.8 The Ergodic Cost Problem

Assume the conditions on the model and cost function that were used in
Chapter 5. In particular, the cost function is (5.1.2). For the numerical ap-
proximation, we use the periodic-Erlang form of Section 2 for the path mem-
ory segment, and the control is not delayed in either the dynamics or the cost
function. At step n of the chain, the Markov state is A:%0:0 = (gl00:0, [1-00.9),
This can also be written as A% = (XQ;;SU"S,LQ“SU"S). where Xf)’,‘f”"s is the
vector of values of g’gﬁoﬁ, as defined in (2.1), and we will use both forms.
Because the controls are feedback, suppose that the control at step n has the
form w,, = u(fg’,‘fo"s, L1%0:9) for some feedback control u(-).
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h,60,6

The transition probability can be partitioned as (with w,’ a)

h,00,0 h,o h,d0, h,00,8
P{ﬁnﬁ :flaLnJr(i =1 ‘fe no 7Ln 0 70‘}
:P{Zf(f’|—f|fh50’5 Lhag, a}P{LZﬁ‘{’ L|§h606 Lhéo, a}.

The transition probabilities for the current state £+%9 is (7.1.12), where, for
the no-delay problem, the transition probabilities defined by the ratios

N™"(b(x,a),a(z),T)
Dhb(z, @), a(x))

are assumed to be locally consistent. The transition probabilities for the Er-
lang and memory segment states are given by (2.2) and (2.3).

Under the assumed conditions on the model and state space G for the no-
delay problem (in particular, the nondegeneracy condition), the usual methods
(say those discussed in [58]) of getting the transition probabilities ensure that
the approximating chain is ergodic for each feedback control. Owing to this
and to the random way that the Erlang state changes, w.l.o.g. we can suppose
that for each feedback control the state space of the process {99} consists
of a transient set and a single ergodic set.

The cost function for the chain is the analog of (6.7.7) and (6.7.8); namely,
for an arbitrary admissible control sequence u = {u/-%0%},

h,30,0, =h,608  h,500 7,800 h,8006
. S > Lo e it Lo
’)/ R u) = 1msup

’ n E?"SO"S’“ S Atl%0°

Y

(8.1)
where k() is the cost at a reflection state x € GJ,, and it is zero for x € G,.
For a feedback control u(-), the chain A"%9 has a unique invariant measure
that we denote by 709 (u), with values 7/%% (¢, L, u). Then (8.1) has a limit
that is

Ye 1 [K(€ ulé, L)AL, u(é, L)) + K (EO)A] 705 (€, L,w)
Zé,L Ath(gau(évL))ﬂ-h’éoé(f’L7u) .

000 (u) =

(8.2)
The Bellman equation for the optimal cost and control for the chain is anal-
ogous to that in Section 6.7, and the comments made there concerning the
necessity of the centering procedure to get a suitable contraction operator in
this equation all hold. See [58, Chapter 7]. Let 5™%° denote the optimal cost
over all feedback controls.

Theorem 8.1. Assume the conditions of this section and that h = o(dg). As
h — 0 and 6y — 0, with & fired, we have 390 — 5°  the minimal cost for
the periodic approzimation of Section 5.4.
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Proof. The proof follows that for the no-delay case, which is outlined at the
end of Section 6.7.° Let u%7(.) be the optimal control. Write the interpola-
tion that is analogous to (7.1.14):

h,60,0
YR (e) = g

t
+ / / by (E190:3 (¢/:909 (5)), )99 (dey ds) + BI-009 (1) 4 21008 (1),
0 Uh,

(8.3)
where 77+90%(da ds) is the relaxed control representation of the interpolation
(mtervals {A7]-90%}) of the control sequence uft00% = 000 (£h000 [ 1:00%) A
noted below (6.3.8) and (7.1.14), there is a martingale w"°0%(.) with quadratic
variation It and that converges weakly to a Wiener process such that, modulo
an asymptotically negligible error,

B0 = [ o5 (st (), (54)
0

Now consider the stationary process 1™%°(.); i.e., where the distribution
of the initial value of the Markov state is the invariant distribution. Then the
cost can be written as

1
s —p [ [ [ @ (), )t dads) + q’dyﬁﬁ“ﬁ(s)]
0 U

(8.5)

For each fixed § > 0, the set of processes (/90:9(.) p:00:9(.) 2h00.0(.)
w'%-%(.)) associated with the stationary system is tight. Let (z(-),7(-), 2(-),
w(+)) denote the limit of a weakly convergent subsequence as h — 0 and
dp — 0. Then the limit is stationary in that the distribution of (x(t 4 -), r(t +
D =r(t),z(t+ ) — z(t),w(t + ) — w(t)) does not depend on ¢. The w(-) is a
Wiener process, and the other processes are nonanticipative with respect to
it. The timescale equivalence Theorem 7.3.1 does not cover the current case
the way that it is written. But a Very similar proof, where (h,dg) — 0 and ¢ is
fixed, shows that the process £:%0:%(q/%:%(.)) converges weakly to Z)(-), the
periodic memory segment that is obtamed from the stationary limit process

The limit set satisfies
/ b (), Q) (da, ) dt + o (2(D)dw(t) + d=(t),  (8.6)

where as in the proof in Section 5 of Theorems 7.1.1 and 7.1.2 for the reflecting
boundary case, z(+) is the reflection process. The limit of (8.5) is

E/O1 {/U k(x5 (s), )r’ (dev, s)ds + q'dy(s)

% See [58, Chapter 11] for fuller details for the no-delay problem.
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which is the cost +%(r) associated with the stationary limit system. By
(A5.4.3), the infimum 7° of the costs over periodic relaxed feedback controls
cannot be improved by using general relaxed controls. Thus ~°(r) > 7°. It
follows that

lim inf 5909 > 57 8.7

lim inf 3% > 5 (8.7)
To prove that limy, 5,0 M908, 59 we need to show that

lim sup "% < 79, (8.8)

h,60—0

Consider the periodic model in Section 5.4. Theorem 5.4.6 says that the cost
for the original system with a periodic memory segment can be well approxi-
mated by using a subset of U that contains only finitely many points. Recall
the definitions 7°() = t(mod &) and that of X° from the beginning of Sec-
tion 5.4. If U contains only finitely many points, then Theorem 5.4.7 says
that for each € > 0 there is a periodic relaxed feedback control with values
m¢(X%, 70, {a})8 that is e/2-optimal and is continuous in the variables X?
and 79 for each value of a. By first discretizing U, and then using Theorem
5.4.7, we can suppose that we have an e-optimal control m¢(X?, 79, da) that
is continuous in (X 9 7% for each value of a. Also, without loss of generality,
we can suppose that U" = U.

Let us adapt this control for use on the chain. First, note that the inter-
polation intervals for the reflecting states is zero, and no control is applied
there. Hence we can work with the revised chain that omits these states.
Their effects will still be contained in the processes 297 (-) and 2/%9(.). For
use on the chain, the control will take the values m€()~(,';’505,50LZ>5°5,da),
which might also be written as m®(£0%, 6oL, da), without ambigu-
ity. Let us work with the stationary system associated with this control.
The system can be written as (8.3), except that the control with values
me(EM00:9 (¢h00:9(5)) L1900 (), da) replaces 1% (de, s). The initial condi-
tion has the stationary distribution associated with the control m¢(-) used on
the chain. Then the cost can be written as

13900 (1€ =
1

B[ RES a5 (s)),apme (€5 gk (), G L (o), dads
0 Uh

' dyl 0 (s) .
(8.9)
The sequence of stationary processes §L"%9(-) converges to the station-
ary process 7°(-), where the initial value 79(0) is the limit of the sequence
SoL+%9(0). Now take a weakly convergent subsequence of the new processes

5 Recall the convention concerning notation that was discussed below Theorem

5.4.6, where m(X°(t), 7°(t), da) and m(z3(t), 7° (t), da) are used interchangeably.
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(wh,éoé(.)’ wh’éoé('% Z¢7606(')760L¢’605('))7 with  limit (x()aw()7z()77—6())

Due to the continuity of m<(-), the limit is the unique stationary process
under the control m¢(-). The limit system can be written as

dx(t) = -/Ub(fi(t%a)me(fg(t)m‘s(t),da)dt +o(z(s))dw(s) +dz(t), (8.10)

where z(+) is the reflection term. The cost (8.9) converges to the stationary
cost

1
S(me) = 78(s), a)mE(7 (s), 70(s), da)ds + ¢'dy(s)| .
V)~ [ [/Ukuu,) (#(s), 70 (s), da)ds + ¢ dy(s)

Because %% (m¢) > 5% and e > 0 is arbitrary, (8.8) follows. B
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A Wave Equation Approach

9.0 Outline of the Chapter

In Chapters 7 and 8, the state of the model, as needed for the numerical
procedure, consists of the segment of the path over the delay interval and of
the control path as well (if the control is also delayed). Delayed reflection terms
were not dealt with. Convergence theorems were proved, and “numerically
efficient” representations of the state data were developed that reduced the
memory requirements to manageable size for low-dimensional problems, if
the path only were delayed. If the control and/or reflection terms are also
delayed, and the control can take more than two or three values, then the
memory requirements with those methods can be prohibitive at this time. In
particular, one would have to keep track of the values of the control (relaxed
control representation) or the reflection terms, whichever appear in delayed
form, over the delay intervals and approximate them by finite-valued discrete-
time processes that do not lose too much information. These approximations
become part of the state space of the approximating chain and can lead to
very large state spaces.

In this chapter we will take an alternative approach that reduces the mem-
ory requirements for general nonlinear stochastic problems where the control
and reflection terms, as well as the path variables, might be delayed. The
approach was suggested by the work in [94],% which dealt only with the lin-
ear deterministic system with a quadratic cost function, and the development
depended heavily on the linear structure. The idea can be extended to the
problems of concern here. With this method, the delay equation is replaced
by a type of stochastic wave equation with no delays, and its numerical solu-
tion yields the optimal costs and controls for the original model. It appears
that, with the use of appropriate numerical algorithms, the memory require-
ments are much reduced over more direct methods, although there is little
practical numerical experience with such methods at present.

! The author would like to thank Kasi It6 for bringing [94] to his attention.
H.J. Kushner, Numerical Methods for Controlled Stochastic Delay Systems, 227
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As in Chapters 7 and 8, we work mainly with the reflecting boundary
case. The modifications that are required when the boundary is absorbing
are minor. One drops the conditions on the reflection directions and adds
the conditions on the time of first contact with the boundary. The optimal
stopping problem is treated similarly.

The model and assumptions are in Section 1. Section 2 is concerned with
a representation of the solution in terms of a type of stochastic wave equation
without delay terms. This is an extension to the general nonlinear stochastic
system of the idea in [94] for the deterministic linear problem, and the refer-
ence contains a history of the idea for that problem. With this representation,
the delays are eliminated, but one must solve a PDE. It is shown that the rep-
resentation is equivalent to the original problem in that any solution to one
yields a solution to the other. To prepare ourselves for what will be required
for the numerical approximations, a discrete-time approximation is developed
in Section 3. This will suggest the correct scaling and illustrate the type of al-
gebraic manipulations that are required. The adaptation of the Markov chain
approximation method and the local consistency conditions are discussed in
Section 4. Motivated by the ideas in Section 3, it is shown how to construct
the approximating chains for the representation introduced in Section 2.

In Section 5, the size of the state space that is needed for the solution
of the Bellman equation is discussed, and it is seen that the approach does
moderate the requirements considerably. Although the form of the algorithm
is motivated by those that are used for the no-delay problem, it is more com-
plicated. But then the delay problem is substantially more complicated and
the proposed algorithm appears to be quite promising in the sense of con-
siderably reducing the memory requirements, if the control and/or reflection
terms are delayed. The proof of convergence of the numerical procedure is
started in Section 6, where various representations of the interpolated chains
are derived. These are used in Section 7 where the proof of convergence is
completed.

The periodic and periodic-Erlang approximations of Chapters 4 and 8 can
be profitably adapted to the format of this chapter, and this is discussed in
Section 8. Little detail concerning these particular adaptations is given as
the approach of this chapter is in its infancy, and a great deal of detail had
been provided in the earlier chapters for the problems of interest there. Some
comments on the singular control problem are in Section 9.

9.1 The Model and Assumptions

The model. Recall the definition of the measure p, () given at the beginning
of Subsection 3.2.2, and that dp,(0) = 114 (0+d0) — e (0). Until further notice,
we will concentrate on the model (3.2.11), which we rewrite for convenience:
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da(t) = c(z(t), u(t))dt

0
tdt / b((t + 0), u(t + 6), 6)djua (6) + o (w(t)dw(t) + d=(t) () 1)

|

o

+dt/ p(x(t+0),0)doy(t +0).
0=—0

As noted in Chapter 3, the last integral in (1.1) is with respect to df in the
sense that the interpretation

p(x(t +0),0)doy(t +0) = p(x(t +6),0) [y(t + 6 + df) — y(t +0)]

is used. Conditions (A3.2.1) and (A3.2.2) on the boundary and reflection
directions and (A3.2.4)—(A3.2.6) on the dynamical functions are assumed to
hold. The model with drift term (3.2.13) can be treated with only notational
changes.

The relaxed control form of (1.1) is

d()—dt/ ) (do )
i / / 2(t 4 0), @, 0)r" (dov, t + 0)djia(9) + o ((t))dw(t) (1.2)

(¢ )+dt/0__é (@(t + ), 6)day(t + 0).

If the boundary is absorbing rather than reflecting, then drop the reflection
term and (A3.2.1) and (A3.2.2), and add (A3.4.1) and (A3.4.2).

A discounted cost function. Recall that  and u denote the canonical value
of the path and control memory segments, resp., on [—0,0]. Let # denote the
relaxed control representation of the initial control segment 4. For simplicity,
the initial control segment will always be an ordinary control. Let Z denote
the initial segment {z(s),s < 0}. Let E} ; . denote the expectation given the
initial condition (Z,4, 2) and that control u(+) is used on [0, 00). We concen-
trate the following discounted cost function. For g > 0, some vector ¢ with
nonnegative components and satisfying (A3.4.3), and control process u(-) on
[0,00), the cost function is to be the special case of (3.4.5):

W, 1, 2,u) = Ef 5 5 /Ooo e Pk (x(t), u(t))dt + ¢'dy] . (1.3)

If a relaxed r(-) control is used on [0,00), then we write W (&, 4, 2,r) and
E; u z

One could proceed with the general form (3.4.2), but (1.3) is usually ade-
quate in applications. Lemma 3.2.1 implies that the reflection term component
of the cost is well defined. Let V (&, 4, £2) denote the infimum of the costs over

all controls.



230 9 A Wave Equation Approach

Existence of an optimal control. Under (A3.2.1), (A3.2.2), (A3.2.4)-
(A3.2.6), and (A3.4.3), there is an optimal relaxed control. The proof is similar
to that of Theorem 3.5.1. One takes a minimizing sequence of controls and
then a weakly convergent subsequence of the (path, relaxed control, Wiener
process, reflection term) and shows that the limit satisfies (1.2) and that the
minimizing sequence of costs converges to the cost for the limit processes.
Furthermore ([31, Theorem 2.3]), the infimum of the cost over the relaxed
controls is equal to the infimum of the costs over ordinary controls. If we
replace the reflecting boundary and its conditions by an absorbing boundary
with cost function (3.4.2) and conditions (A3.4.1) and (A3.4.2), then there is
an optimal control as well.

9.2 A Key Representation of x(-)

Delay equations and the wave equation. There is a close connection
between delay equations and certain forms of the wave equation, as seen in
Chapter 1. Recall the example in Chapter 1 of a system of temperature reg-
ulation. Hot water from a source flows into a pipe of length . At the en-
trance to the pipe the hot water is mixed with a fixed flow of cold water.
The flow in the pipe has unit velocity. There are no thermal losses, and the
only mixing occurs at the beginning of the pipe. The temperature is mea-
sured at the end of the pipe. Based on the measurement, a signal is sent
(instantaneously) to a valve that controls the flow of hot water into the pipe.
The goal is to reach and maintain a given temperature at the end of the
pipe. Let T'(¢,0) denote the temperature in the pipe at time ¢ at a distance
0 from the entry point. Then, for small 6 > 0, T'(t + 6,0) = T(t,0 — §) or
T(t+6,0)—T(t,0) =T(t, 0 —)—T(t,0). Dividing by ¢ and letting § — 0, we
formally obtain the partial differential equation 0T'(t,0)/0t = —0T(t,6)/06.
This PDE represents the effects of the time delay. An extension of this exam-
ple that effectively allows for additional inputs along the length of the pipe
will play an important role in the development of this chapter.

9.2.1 A Representation of the Solution

Next we formally define a pair of processes (x"(+), x*(-)) that will be the basis
of the approximation procedure. The process x"(-) is parameterized by time.
The process x'(+) is parameterized by both time and a variable 6 € [—,0].
For 6 € [0, 0], formally define x°(-) and x'(-) by

dx°(t) = x'(t,0)dt + c(x°(t), u(t))dt + o(x°(t))dw(t) + d=°(t), (2.1)

dtxl(t? 9) —dexl(t, 9) + b( ( ) (t)v 9) [Ma(a + dt) - ,ua(e)]
0

(2.2)
+p(xX° (1), 0)dy° (¢).
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The cost function is (1.3) with x°(¢) replacing z(-).

The stochastic partial differential equation (2.2) is in “symbolic” form.
Its precise interpretation will be given by (2.7), (2.8), which redefines it in
terms of the “shift” semigroup of the wave equation component d;x(t,6) =
—dgx*(t,0). The process x’(-) takes values in the constraint set G, which is
subject to the boundary conditions (A3.2.1) and (A3.2.2), and 2%(:) is the
reflection term for x°(-). With the interpretation (2.7), (2.8), Theorem 2.1
shows that x°(-) = x(-). If there is no delayed reflection term, then the values
of x'(t,6) will be seen to be bounded. If this process is not bounded, then for
numerical purposes, “numerical” bounds will have to be added, and this issue
is discussed in Section 5. With the use of relaxed controls, (2.1) and (2.2) are
rewritten as

dx" (t) :Xl(t,O)dH—/Uc(XO(t),a)r’(da,t)dt+U(X0(t))dw(t)+dz0(t), (2.3)

dex' (t,0) = —dox' (t,0) + /U b(X*(1), a, )" (dov, ) [1a (0 + dt) — 1o (0)]

+p(xX°(t), 0)dy° (t).
(2.4)
These processes will be the basis of the numerical method that is to be de-
veloped. Instead of delays in the state, control, and reflection terms, we have
the additional variable § and the process x!(-). The numerical approximations
will not be simple, but we avoid the difficulties encountered in Chapter 8 in
representing the memory segments of the control (and what would be the
more difficult problem of representing a delayed reflection term, if any).
The initial conditions for (2.1) and (2.2) are x°(0) = 2(0) and, for arbitrary
20(s),s <0,

0 0
2(0,6) = / blaly =) uly = 0). 7)o () + / p(e(r — 8),7)dyy(y — ).

-0
(2.5)
Additionally, we have the boundary condition x!(¢, —f) = 0.

The linear and deterministic forms of (2.1), (2.2) were introduced in [94]
for the treatment of the linear deterministic problem with a quadratic cost
function and no constraint set G. Numerical approximations were not a con-
cern. See the references in [94] for a history of the idea for linear systems.

9.2.2 Comments on the Dimension and the System State

The dimension of the component x°(-) is that of x(-), but there are no delayed
terms in (2.1). The dimension of x!() is equal to the number of components of
x(+) whose dynamical terms contain delays. This dimension does not otherwise
depend on the number of controls or on the number of individual terms that
appear in a delayed form. Thus, if the expression for only one component of
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z(+) in (1.1) or (1.2) contains (any number of) dynamical terms with delays,
the process x!(-) has only one component. For the components z;(-) whose
dynamical terms do not have delays, simply define x}(-) = 0, and define x?9(-)
by the ith component of (2.1) with x}(¢,0) = 0.

Suppose that delayed values of components z;(-),i = 1,...,r1, u;(+),i =
1,...,r9, and y;(+),i = 1,...,r3, are required. For the original problem, the
full system state consists of the initial condition x(0) and the memory seg-
ments of the x;(+),i=1,...,r, w;(:), i =1,...,r9, and y;(-),i = 1,...,7r3. In
general, we know little a priori of the regularity properties of the controls, and
a numerical approximation of the control memory segment might require a lot
of memory, as seen in Chapter 8. The same thing can be said for the memory
segments of the delayed reflection terms, if any. On the other hand, the full
system or memory state for (2.1), (2.2) at time ¢ is just x"(¢) and the current
values x*(t,6), —0 < 6 < 0. These considerations illustrate the promise of the
representation (2.1), (2.2). But keep in mind that there is very little practical
experience with the type of approximations that will be developed in the later
sections.

To develop the idea a little further, suppose that the dynamics of only one
component of x(-), say x1(-), contains delayed path, control, and/or reflection
terms. The delayed path or reflection terms that appear in that component
of x(-) might arise from other components of z(-), and the control might
be vector-valued. The state space for the representation (1.1) or (1.2) would
consist of the memory segments of all of these processes. Working directly
with the system (1.1) requires that we discretize these memory segments. The
implicit, periodic, and periodic-Erlang approximation procedures that were
discussed in Chapters 7 and 8 greatly alleviated the problem when only the
path is delayed and in some cases where the control is delayed, but where the
control takes only a few values. On the other hand, in this example x!(,0)
is real-valued. The procedure to be discussed will not eliminate the memory
problem, as the variable # will have to be discretized. But it does provide an
alternative that has the potential of greatly reducing the needed memory. The
main question is how to approximate x!(-). This will be dealt with in Section
4, and the relative memory requirements are discussed in Section 5.

9.2.3 Proof of the Representation

The precise definition of (2.1), (2.2). The part d;x'(¢,0) = —dyx*(t,0)
of the expression (2.2) is a type of wave equation, and its semigroup will play
a major role in defining the solutions. Let f(-) be either a real or vector-valued
function of 6 € [—0,0]. Following the idea in [94], define the semigroup &(-)
by the constrained shift

fO—1), for—0<60—t<0,

o(t)f(0) = {O, otherwise. (2.6)



9.2 A Key Representation of z(-) 233

In expressions of the form &(¢t)f(¢,0), () will act only on the argument 6.
The system (2.1), (2.2) is always defined by the “variation of constants
solution” form

dx°(t) = x'(t,0)dt + c(x°(t), u(t))dt + o(x°(t))dw(t) + d2°(t), (2.7)
X' (t,0) = (t)x"(0,0) + /O D(t — 5)b(X"(s),u(s), 0) [a (0 + ds) — pa(0))]

t
+ [ 0t = 9p0C().0)y°(o).
0
(2.8)
The construction of the numerical approximations will use the formal dynam-
ical representation (2.1), (2.2) as a heuristic guide, but the precise interpre-
tations will always have a form such as (2.7), (2.8).

The integral involving p,(+) in (2.8). The integration with respect to the
measure [i,(-) is to be done after the operation by &(t — s). The integral is
well defined by the interpretation

/0 B(t — D(O(5), u(s),0) [1a (0 + d) — p1a(6)] =

t
/0 b(X"(5),u(s),0 =t + 8) I _gep srs<oy 1a(0 =t + 5+ ds) — pa(0 — t+5)].

(2.9)
On the right-hand side of (2.9) the integration is with respect to the variable
s, with the quantity 6 — ¢ fixed. A change of variable in (2.9) leads to

0
Lo ettt -0 )i (210)
max{0—t,—0}

For the relaxed control form of the control term in (2.8), use the expression

| [ 2= 00 6). 0000 (0 5) a0+ ) = (6]
and in (2.7 ) replace ¢(x°(t), u(t))dt with dt [, c(x°(t), @)r' (da,t).

On the 6-dependence of x!(t,8). The smoothness of x!(¢,0) in 6 and ¢
depends heavily on the measure ji,(-). Consider the expression (2.10) and, for
simplicity in the notation, suppose that ¢ is large enough so that the lower
limit of integration is —@. First, let j,(-) be Lebesgue measure on [—6,0].
Then (2.10) can be written as

0 t
/ b(X°(y+t = 0),u(y +t—0),7)dy = / b(X"(7), u(7), T —t + 0)dr,

-6 —0+t—0
(2.11)
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which is continuous in . If b(x, u, -) is Lipschitz continuous, uniformly in z, «,
then (2.11) is Lipschitz continuous in #, uniformly in the values of x°(-) and
u(-).

If 1, (+) is concentrated on a finite number of points, the situation is quite
different, and (2.10) has no continuity properties in general. To see this, con-
sider the special case where fi,(-) is concentrated on —f. Then (2.10) can be

written as ~ - -
b(X° (=0 +t—0),u(—0+t—6),—0), (2.12)

and unless the control is continuous, it will not be continuous.

The next theorem shows that ((2.7), (2.8)) is indeed a representation of
(1.1) (or, in relaxed control notation, of (1.2)).

Theorem 2.1. Assume (A3.2.1), (A3.2.2), and (A3.2.4)—(A3.2.6). Then, for
initial condition (2.5) with arbitrary z°(s), s < 0, and x°(0) = z(0), (2.7) and
(2.8) have the weak-sense unique solution

X'() = (), (2.13)

0
VL (t,0) = / by + 1 — ), u(y + 1 — 0),7)dpal)

o (2.14)
+ /_ép(xo(v +t—0),7)dy (v +t—0).

The analogous result holds for the relaxed control form, where we use

6
/_g /U b (v +1 =), 0, 7)r' (dev,y + & = O)dpsa(y)

in place of the first term on the right side of (2.14). The result continues
to hold if the reflecting boundary and the conditions on it are replaced by an
absorbing boundary and (A3.4.1), (A3.4.2).

Comment on the uniqueness of the solution to ((2.7), (2.8)). Note
that if ¢ = 0, then (2.14) reduces to the initial condition (2.5). By the proof
of the theorem, any solution to ((2.7), (2.8)) must have the form ((2.13),
(2.14)).. We assumed (in (A3.2.6)) that (1.1) and (1.2) have unique weak-
sense solutions for each admissible ordinary or relaxed control and initial
condition. Hence, the solution to ((2.7), (2.8)) is also weak-sense unique for
each admissible control and initial condition of the form (2.5).

Proof. To keep the notation relatively simple, we will work with ordinary
rather than relaxed controls. The development for relaxed controls involves
only minor notational changes. From the remarks above regarding uniqueness
we need only show that if (x°(-),x!(-)) are measurable and nonanticipative
processes satisfying ((2.7), (2.8)), then (2.13) and (2.14) hold. Consider the
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representation (2.8) and define x°(¢) = z(t) for —0 < ¢t < 0. The component
of (2.8) that is due to the initial condition in (2.5) is

60—t

ﬂwvmﬁw:/

; b(X (v +t = 0),uly +t — 0), ) _g<g_s<oydpa(7)

60—t
+/ PO+t — 0), )] _g<o—rcoydyy® (7 + — 0)

-0

max{0—t,—0}

-/, O+ = 6),u(r + b~ 6),7)diea(7)
max{0—t,—0}

v PO+ 1= 0), 1)y + ).

-0
(2.15)
At 6 =0, (2.15) is

max{—t,—0}
[ a0+ 0. di)
-0 (2.16)

max{—t,—0}
+/é PO (v + 1), 1) dyy (v + ).

Now consider the delayed reflection term in (2.8), namely,

/0 B(t — s)p(x°(s), 0)dy’ (s) :/0 P(X"(8),0 =t + $)[{_g<g_r4s<0ydy°(5)
6
= / PO (Y4t = 0), ) _gery<oydyy’ (v +1 —0)

=/ - p(X°(v+t—0),7)dyy (v + £ — ).

(2.17)
The (noninitial condition part of the) term in (2.8) involving the measure
ta(-) was dealt with in (2.9), (2.10). Adding (2.15), (2.17), and (2.10) yields
(2.14). Setting # = 0 in (2.14) and substituting it into (2.7) yields

0

() = c(x° (), u(t))dt + dt /_ é

b(X°(t + ), ult +7),7)dpa(7)

0
+w/ﬂm%a+vww%wu+w+au%mmmw+w%m

which is the equation for z(-). The same computations yield (2.14). B

9.2.4 Extensions

Suppose that the form (3.2.13) replaces the b(-) term in (1.1) and (1.2). Then,
with the obvious modifications in the notation, the result and proof are the
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same. The model (1.1) does not cover drift dynamical terms such as z(t +
01)x(t+02) or x(t+61)u(t+63), where 8y # 65. Terms such as x(t+6, )z (t+02)
could be accommodated by adding a term c¢o(Z(t), u(t)). This entails adding
co(xX°(t), u(t)) to (2.1), in which case we will need to track the memory segment
X°(t) as well as x*(t,6),0 € [0, 0], and this would require much more memory
in the numerical approximations. One can deal with delayed Wiener process

values by adding the term

0
dt/ pw(x(t +0),0)dew(t + 0)
0

to (1.1).

9.3 A Discrete-Time Approximation

We will use the dynamical equations (2.1) and (2.2) as the basis of the nu-
merical algorithms by approximating them by suitable Markov chains, anal-
ogously to the way that the model (6.1.1) was approximated in Chapter 6.
But to verify the convergence to the correct values, we will need to show that
the processes associated with the numerical approximations converge to the
representations defined by (2.7) and (2.8), with x%(:) = x(-). Then, by Theo-
rem 2.1, the resulting limit solves solves (1.1) or (1.2), depending on whether
ordinary or relaxed controls are used.

The basic forms of the numerical algorithms for getting the costs or optimal
costs will be discussed in Section 4. To prepare ourselves for that discussion
and the types of algebraic manipulations that will be needed, it is useful to
start with a formal finite-difference approximation to (2.1) and (2.2), and that
will be done in this section. This approximation is not suitable for numerical
computation of the cost functions, but it will provide helpful insights and
guides and might be useful for simulations.

We now formally approximate (2.1) and (2.2) by a simple form, by dis-
cretizing time and 6. Because the purpose is motivational, for simplicity we
will drop the z(t)-dependence of p(-). As (2.2) is in a “symbolic” form, the
appropriate discrete-time approximation is not a priori clear, but we will use
a form that will lead to the correct results, when adapted to the numerical
procedure. Let § be the discretization interval for 8 and A the discretization
interval for the time variable, with 6 being an integral multiple of 5. We are
partly guided by the need to keep x'®4(t,—6) = 0. The interpolations in
time will be piecewise-constant and right continuous. Because we are inter-
ested in only the general idea of the approximation, let us suppose that the
control u(-) is continuous and let u“(-) denote the piecewise-constant approx-
imation of u(-). In the subsequent sections, the controls are arbitrary. Then,
for -0 <0 <0,t =nA,n=0,1,..., and letting Y*%4(-) and x*>4(-) denote
the approximations to x°(-) and x!(-), resp., the approximating processes are
given by the recursions
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XOPA(E+ A) = xXPOA(E) = AxBOA(E,0) + Ac(x A1), u? (1) +
FOPFAD)wlt + 4) —w(p)] + 053+ 2) — 25,

XL&A(t + A? 0) - XL&A(ta 0) = - [XLJA’A(L 0) - Xl’é’A(ta 0 — 5)] (31)

+( A (1), u? (£),0 = 6) [1a(0) — a0 — 0)]
+p(0 = 6) [y"0 2 (t + A) — y*2(1)] .

The initial condition is an appropriate discrete-time and discrete-6 approxi-
mation of (2.5), and the boundary condition is x'*4 (¢, —f) = 0. The bound-
ary conditions (A3.2.1) and (A3.2.2) are imposed on x*%4(.), and z%%4(.)
is the associated reflection process. That is, if y*%4(.) ever leaves the set
G, then it is immediately reflected back in accordance with the local re-
flection direction as defined in (A3.2.1), (A3.2.2). We use the representation
20040) =%, diy?’é’A('), where dl-y?"s’A() is the component of z?’é’A(') due
to reflection on the ith face of G. Note that the backward difference in 6 is
used for the #-discretization, which is consistent with the discussion at the
beginning of Section 2.

Solving (3.1) by iteration in time and letting 6, A — 0 shows that we must
have A = ¢ if there is to be convergence to the correct limit. So, henceforth,

let A = ¢ and rewrite (3.1), for @ > —0 + 6, as (now, t =né,n =0,1,...)
X0t +6) = X*0(8) + 6x MO (t, 0) + 6e(x > (1), u’ (1))
+o (X0 (1)) [w(t + 8) — w(t)] + [z2°(t +8) — 2" (1)] ,
XLé(t + 57 9) = Xl’a(tv 0 — 6) + b(XO’é(t)’ ué(t)v 0 — 6) [Ma(e) - Ua(e - 6])]
+p(0 = 6) [y"°(t+6) —y*°(1)]

> >

(3.2)

) (3:3)
with the boundary condition y(¢, —f) = 0.

Comment on a special case. Suppose that there is no delayed reflection
term and p,(+) is the distribution function of a point mass concentrated at
§ = —0. Thus, for this example we can suppose that p(-) = 0 and p,(—0 +
8) — pa(—0) = 1 and dp,(0) = 0 for all =0 < § < 0. Then, for 6 — 6 > —0,
POt +6,0) = x1°(t,0 — §). The drift term enters only when § = —@ + 6.
An analogous result holds if there is a delayed reflection term and p(f) = 0

outside of a small neighborhood of —6.

A representation in terms of a semigroup. A very convenient representa-
tion of the solution to (3.2) and (3.3) is in terms of an analog of the semigroup
&(t) that was defined in (2.6). For functions f(t, ), where —0 < 6 < 0, define
the operator @ by

& 5(t.6) = {g(t, §—6), for —9<6-5<0, 5.4

, otherwise.
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&% acts only on the § argument. Iterating (3.4) k times yields

[@°)F £ (t,0) = f(t,6 — k&) _g<o_ps<o}- (3.5)
Using @9, rewrite (3.3) as

XPOt+6,0) = 20X (L, 60) + b(x (1), u’ (1)

t),0— 5) [/‘a(e) - /La(a - 5)]
+p(0 = 6) [y"°(t+6) —y>°(1)] -

(3.6)
Tterating (3.6), starting at time zero, yields (where [@#°]° is the identity)

X0 (nd, 0) = [#°]"x**(0,)
+ i[@s]”’i’l [b(x*(i6), u’(i6), 8 — 8)] [1a(8) — p1a(6 — 0)]
i=0

+ Z[iﬁ‘s]”*i’lp(@ = 0) [y*°(i0 +8) — y™*(i6)] ,

(3.7)
and
"% (nd) = —|—5ZX (16,0) +5Z 0938, u®(id))
n—1 (38)
+ ) a(x*0(i6)) [w(id + 6) — w(id)] + 2% (nd).
1=0

Approximating the cost function. Let us use the following analog of the
approximation (7.1.13):

W@, a0, 5, u’) = B, Ze—ﬂm[ 08 (18), u® (nd))o

5
‘ (3.9)
+4' (y 06(715—1— 6) 4" (no) |,
where 29, 4%, and 29, are piecewise-constant and right-continuous approxima-

tions to the (initial data) path, control, and reflection processes on [—6,0],
with intervals §. Let x*°(-) and u°(-) denote piecewise-constant and right-
continuous interpolations of {x?(nd)} and {u’(nd)}, resp., with intervals §.
The following theorem states that the costs converge to the correct value as
0 —0.

Theorem 3.1. Assume (A3.2.1), (A3.2.2), and (A3.2.4)-(A3.2.6). Let the
admissible controls u®(-) converge to the continuous admissible control u(-),
uniformly on each bounded time interval, and let the initial conditions converge
uniformly to continuous limits. Then, as § — 0, x*°(-) converges to x(-) and
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the costs converge to that for the process (1.1) with cost rate k(x(t),u(t)) and
boundary reflection cost rate ¢'dy(t).

Proof. Let €(t,0) denote a function that goes to zero as 6 — 0, uniformly in
(t,w) on any bounded t-interval. Its value might change each time that it is
used. For t = nd, the first sum in (3.7) is

n—1

Z b(XO’é(i(S), ué(ié)a f—t+ i6)1{7§§6’7t+i5+6§0} (310)
=0
x [fta(0 — t + 16 + 8) — pa(0 — t +1i0)] .

Using the continuity of b(-) to approximate the #-dependence in (3.10), we
can write (3.10) as

t
/0 b(x*0(s),u’(s),0 — t + $) [ _g<o—1+s<0}

X [ta (0 —t+5) — pa(0 —t + s —ds)] + €(t, ) (3.11)
0

-/ B (= 0,45 (y + £ — 0),7)dpa(7) + €(t,9).
max{0—t,—0}

Because the x%(-) and u%(-) are piecewise-constant on the intervals [kd, kd+0)
and 6 is a (negative) integral multiple of §, the error term €(t,d) arises from
the 6 dependence of b(z,u,0).

The second sum in (3.7) is

n—1

ZPW —t+16) [y™°(i6 + 6) — y*2(i6)] It _g<p_srists<o)s

i=0
which equals
0
/ p(Mdyy™ (vt = 6), (3.12)
max{60—t,—0}
modulo an error that is due to the approximation of p(-) by a piecewise-
constant function. The error is bounded by €(t, §) times the variation of y%°(-)

on the interval [t—6,t—0], where § > 0y > 0 is defined in (A3.2.4). The initial
condition is treated similarly. Analogously to the development in Theorem 2.1,

the effect of the initial condition is to add terms of the form fine—ax{e_t’_e} to
the expressions computed above.

Using (3.11), (3.12), and adding the contribution of the initial condition
yields

0
X0t 0) = / b (t +~ — 0),u’(t + 7 — 0),7)dua(7)

+ [ p(Ndy™(t+y - 0)
te(t,8) [L+ |299|(t — Bg) — |2°9|(t — B)] .
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The value at § = 0 is
0
X0 (t,0) = /é b(X > (t+7),u’ (t +7),7)dpa ()

0
+/7p(7)dvy°75(t+v) (3.13)
0

+e(t, ) [1412°°|(t — 0) — |2°|(t — 0)] .
By (3.8), for t = nd,

0.6 (4) — i L8 s
() (®+Ax (5,0)d

t ¢ (3.14)
+ [ b ) s)ds + [ ot )du ) + 200
0 0

Substituting (3.13) into (3.14), and letting ¢ be arbitrary, yields that (x%(-),
u®(-),w(-),2%9(-)) satisfies (1.1), modulo the error terms. It follows from
Lemma 3.2.1 that the error terms go to zero as § — 0 in that for each T' < oo

lim Esupe(t,d) [1+[22°|(t — o) — |22°|(t — 0)] = 0.

6—0 t<T

A weak convergence argument can be used to complete the proof. It
follows from Lemma 3.2.2 that the sequence {z°°(-)} is tight in the Sko-
rokhod topology and that all limit processes are continuous. Then the set
of processes {(x*°(-),u’(-),w(-),2%%(-))} is tight in the Skorohod topology
and all limits are continuous. One needs to show that the weak-sense limit
(Z(+),a(-),w(-),2(-)) of any weakly convergent subsequence satisfies (1.1),
where Z(-) is the reflection term, and all processes are nonanticipative with
respect to the standard Wiener process w(-). The nonanticipativity is shown
by the method used in the proof of Theorem 7.1.3 in Section 8.5. See also the
proof of Theorem 3.5.1 in Chapter 3. That Z(-) is the reflection process fol-
lows from Lemma 3.2.2. Clearly, the weak-sense limit (a(-), w(-)) has the same
probability law as (u(+), w(-)). This and the weak-sense uniqueness of solutions
implies that the original sequence (x%9(-),u’(-),w(-), 2%9(-)) converges to the
weak-sense unique solution to(1.1).

The nonreflection part of the costs in (3.9) converges due to this weak
convergence and the continuity and boundedness of the function k(-). The
reflection component converges due to the weak convergence of z%:9(-) and
the fact that, for any T < oo, Lemma 3.2.1 implies that the sequence of
differences {209(IT 4+ T) — 2°°(IT);1,6} of the reflection terms is uniformly
(for small § and > 0) integrable. B

9.4 The Markov Chain Approximation

The forms of the numerical approximations are to be motivated by the repre-
sentations (2.3) and (2.4). With this representation, there are no issues with
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delays, but the variable 6 needs to be discretized. The approximation of this
system by a Markov chain follows the general procedure laid out in Chapter
6. As in Chapter 6, one first gets an approximating chain and cost function,
then solves the associated control or optimal control problem, and finally
shows that the cost functionals converge as the discretization parameter goes
to zero. For simplicity in the notation, we will suppose that z(s) = 0,s < 0,
although the general case can be treated by the same methods as well.

The main issue involves the treatment of the variable . It is seen from
the discussion in Section 3 that the discretization of the time variable and
of 6 are closely connected. This is manifest particularly in the “shift” term
BOx10(t,0) in (3.6) where the increase in time is associated with a shift in
the value of 6, by the same amount. Thus the discretization level of the time
variable and of € had to be the same if there was to be convergence to the
correct limit. Such a requirement would usually be onerous for the classical
Markov chain approximation of, say, Section 6.4.2 Nevertheless, we will use
(3.2) and (3.6) as guides. The use of the implicit method of approximation in
Section 7.3 alleviated the small time-interval problem for the approximation
of the path memory values, by use of the interpolation based on the timescale
implied by the interpolated “time” process ¢™?(-). The use of the implicit
method of approximation in the current case will allow us to coordinate the
discretization of time and of 6. The periodic and periodic-Erlang approxima-
tion procedures in Section 8.1 and 8.2 appear to have advantages over the pure
implicit approximation method, and analogs will be developed in Section 8
for the model of this chapter.

The basic condition required for convergence is still local consistency, but
for the pair x°(+), x* (). The discretization of x°(-) is similar to that of z(+) in
Chapter 6, as it does not contain any delays. Let h denote the discretization
level for the x°(+) and, until further notice, for the x!(-,6) for the values of 6
that will be used.?

For numerical purposes, the approximating chains must be bounded. This
is discussed in the next subsection. Subsection 4.2 gives the local consistency
condition for the implicit approximation procedure. It might look complicated
but is actually a straightforward adaptation of the method of Chapter 6.
The subsections that follow after these give the dynamical representations of
the evolution of the chains, an approximation to the cost function, and the
associated Bellman equation.

2 This would require a constant interpolation interval. If h is the discretization level
for the state variables and At" = O(h?), then this would entail a level of order
h? for the discretization of #, which yields a state space that might be too large
for practical use.

3 The discretization level can depend on the coordinate and is quite flexible pro-
vided only that the local consistency condition holds. See [58] for a discussion of
the possibilities in the no-delay problem. The same considerations apply here.
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9.4.1 Preliminaries and Boundaries

Notation. Let § be an integral multiple of 6 > 0 and let the discretization
of the variable @ take values in the set 79 = {=0+9,...,—6,0}. Owing to
the boundary condition x*(t, —) = 0, there is no need for the value § = —0.
The Markov chain approximating (x°(t), x*(t,6),0 € T?) will be denoted by
(€8m0 eLho(9), 6 € T?). The component €2 will take values in Gj, U 9G;
with instantaneous reflection back if it leaves G}, in accordance with (A3.2.1)
and (A3.2.2). For simplicity in the development, we suppose that for each

6 € T, ¢L7°(0) takes values in a regular grid with spacing hy = O(h).

Boundaries and bounds for ¢1"?9(0). The £27° take values in G,
hence they are bounded. If p(-) = 0, then there is no delayed reflection
term, and (2.14) shows that |x!(¢,6)| is bounded by B(6) = |b|ua(0) where
|b| = sup,.,, [b(z, )|, and [2"9(0)| can be taken to be bounded by a slightly
higher value, say B¢(0) = B(#) + ¢, for some small ¢ > 0. In the limit,
as h,d — 0, the values of £"9(0) would not exceed B€(6). If the process
|EL1-9(0)| ever exceeded B¢(f), then one could either stop it or inject it back.

However, if there is a delayed reflection term, then the value of £1/9() is
influenced by the last term in (2.14). This term is bounded by a constant times
the variation of z() on [t — 0, ¢ — ], which satisfies Lemma 6.3.1 and, in the
limit, Lemma 3.2.1. For numerical purposes, we need to bound |¢}%9(6)|, and
this entails an approximation and tradeoff: the larger the bound the more
the computation, but the better the approximation. For specificity and to
allow us to proceed, we will use the following simple procedure. Set a level
B() > B¢(#) such that the probability is small that B(f) is exceeded by
Ix'(t,0)| on some time interval [0, T]. If the value of |£}"9(0)| exceeds B(6),
then immediately reflect it back to the boundary. Until Theorem 7.1, ignore
these boundaries.

9.4.2 Transition Probabilities and Local Consistency: An Implicit
Approximation Procedure

We will develop a slightly different version of the implicit approximation
method of Section 7.3, one that will be suitable for the problem of this chapter.
As in Section 7.3, let § denote the discretization level for the time variable, and
let /9 denote the value of the time component of the approximating chain at
step n. As there, the steps can be divided into two classes, corresponding to
whether the time variable advances or not. First we give the transition prob-
abilities of £1°(#) when the time variable advances, then give the general
form of the transition probabilities for 279 and finally we define the local
consistency property and the transition probabilities for £.:(¢) when the
time variable does not advance. The reader should be familiar with Section
7.3 before proceeding further.
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The transitions in the Markov state. Introductory comments. Re-
call the forms (3.3) or (3.6), which exhibited the coordination between the
advance of time and the shift in the value of 8. The approximating Markov
chain will attempt to duplicate this behavior, although it will be done rather
indirectly. The transitions in (¢2:7+9 ¢1.7-9(9) 0 € T°) depend on whether the
time variable advances at step n or not and can be outlined as follows. If
the time variable does advance at step n, then the transitions aim to dupli-
cate the effects of the shift term x'°(t +6,0) = x"(t,0 — &) of (3.3), with
the drift and diffusion terms ignored. If the time variable does not advance,
then the transitions are guided by the drift and diffusion terms in (3.2), (3.3),
with the shift term in (3.3) ignored, in the sense that the y'°(¢,0 — ) on
the right side is dropped and the x"(¢ + §,6) on the left side is replaced by
PO (t+6,0) — x"O(t,0). The approximation must be done so that it is locally
consistent with (2.7), (2.8). The following description fills in the details.

The transitions when the time variable advances. If the time variable
advances at step n, then the transitions are, for 0 > —0 + 4,

1,h,8 __ ¢1,h0 0,h,0 __ ¢0,h,8 h,6 . h,8
€n+1 (9) - 711 (9 - 5)7 €n+1 - ?z ) ¢n+1 - ¢n + 5 (413‘)
Thus the transition can be represented as

G0 = (0 +0), O} = 1 = (0,61 (=0+0),...' (=9}
(4.1b)
The transition in €279 if the time variable does not advance at step n will be
defined next.

The transition probabilities for Eg’h"s when the time variable does
not advance. In the no-delay case of Chapter 6, the transition probabili-
ties and interpolation interval for the explicit approximation procedure were
given first. Then, in Subsection 6.5.1, Equation (6.5.6) defined the transition
probabilities and interpolation interval for the implicit approximation proce-
dure simply in terms of those for the explicit approximation procedure. This
process was repeated for the model in Chapter 7. It was noted that, for the
explicit approximation procedure for the no-delay case, the transition prob-
abilities and interpolation interval can be expressed as ratios as in (7.1.10).
This form was adapted to the explicit approximation procedure for the delay
problem in (7.1.11). Then the transition probabilities and interpolation inter-
val for the implicit approximation procedure were computed in terms of these
in (7.3.1) and (7.3.2).

The identical (and unrestrictive) approach will be used here to get the
transition probabilities for the approximating chain component Eg’hvé. The
only difference between the drift term of the model for z(-) in Chapter 6
and that of xY(:) in this chapter is the presence of the x'(¢,0) component
in the equation for x°(-). Suppose that we have a transition probability and
an interpolation interval for the model without delays that satisfy (7.1.11)
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and are locally consistent for the no-delay problem, in the sense of (6.2.1). To
adapt this formula to the current case, define €979 = 20 € Gy, £L79(0) = !
and let control value a be used. Then the probability that 52&5 takes the
value 70, conditioned on the event that the time variable does not advance at
step n, is
N (2! + ¢(2°, a), a(2?), 2°)

DM (z! + (2%, a),a(z?)) (4.2)
12— 2°| = O(h).

Thus, if the time variable does not advance at a step, then the transition
probability for 52”“5 has the same dependence on the drift vector and covari-
ance matrix as in the nondelay case; the quantity ! +c(z°, «) simply replaces
b(z, «) or b(#, «). Any of the algorithms in [58, Chapter 5] can be used to get
the functions N”(-) in (4.2). (The function D"(-) is just a normalization.)

p" (xo,io‘a,atl) =

The probability that the time variable advances. In analogy to the
definition in (7.1.10), define the interval

h2
DMzt + c(2°, ), a(x0))

Ath (20,2 ) =

Then, in analogy to (7.3.1), the probability that the time variable advances
at step n is

Ath (20, 2t a)

h,6
"0 (2% nd; 20 né + la, xt) = At (@02 0) + 0 (4.3)
Also, analogously to (7.3.2), define the interpolation interval
A h(,.0 .1
At (20, 2t o) = AT, o, ) (4.4)

Ath(29, 21, a) + 6

Let u/»® denote the control applied at step n, and redefine the interpolation
intervals

Ath Ath(gohé flhé( ) u275)’
A = A0 E500) ul).

An assumption on the delayed reflection term. Let F° denote the
minimal o-algebra that measures the system data to step n, with the asso-
ciated conditional expectation denoted by E!. Define A2%"0 = [¢ -
fg’h"s]l{ga,h,agc;h}, and define Ay%"™9 by Az% mo =>.d; Ayo 9 To simplify
the discussion, we will make the following assumption on the delayed reflec-
tion term p(x°(t), #)dy°(t). In applications in communication theory, the part
of the reflection term that is delayed is usually that due to buffer overflows.
In this case the boundary of concern represents a (scaled) buffer level and
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the reflection is directly back to the value that corresponds to a full buffer.
Then, the corresponding components of A2%"% and Ay%"? are known when
€079 is known. With this motivation, we suppose that, if £€27° ¢ G}, then
p(€2190) AyQh9 is known at step n and included in }'fl"‘s. Otherwise, the
conditional (on F?) expectation of Ay%"? would be used in (4.8) below.

The local consistency condition. If ¢/ = 20 ¢ G},, then the reflection
back to G, is instantaneous in that At"(2° 2!, a) = 0, and it is in accord
with (6.2.2).

Let 1% denote the indicator function of the event that the time variable
advances at step n. By the local consistency of the transition probabilities
(4.2) when the time variable does not advance, for €279 € G}, it follows that

B[00 = 010 = 0, 77| = Atl [€h9(0) + (€0, ule®)] + o(Ath),

covar [€0117 — €079 |10 = 0, 7117 | = a(€2"9) ALl + o( Atl).

(4.5)
By averaging over 19, given /9 the At changes to At"° and we have

B[00 — €000 Fi0] = At [eh9(0) + (€2, ul®)] + o(Ath), e
4.6
covar [521“16 — goho }-7::5’5} = a(&M0)Ath + o(At)?).

The transitions for 5111”"5 when the time variable does not advance.

The rule for the transition probabilities of the component £2/9 was easy to
establish as xY() evolves as a diffusion, so the methods of Chapter 6 and any
of the algorithms in [58] could be readily adapted. The rules for the transitions
of the £17+9(6) are only a little more complicated. If the time variable advances
then, as stated by (4.1), we simply shift as fl o 5( 0) = -9 (0 — §). The local
consistency condition for the transition in £}7+ () when the time variable does
not advance is obtained similarly to what was done for ¢%/9: In particular,
the conditional mean of the change in ¢!"(#) must be the nonshift part of
(3.3) or (3.6), rescaled to a single step of the chain, namely, for § > —0 + 6,

E[61(0) - ()| 1" = 0, %] = gl (0), (4.7)

where

qg,(s(e) _ b(€27h757 U}Z,&7 0 — 6) [I’Lll(o) _ ga(e — 6)] Atz (50 h,0 9 6)Ay0 h, 6

(4.8)
This need hold only modulo o(At?) + o(Ay%"9). Hence, in view of the 6-
continuity of b(£%, o, -) and p(£°,-), the § — & arguments in b(-) and p(-) will
be replaced by 6, for notational simplicity. The motivation for the form (4.8)
will be apparent in the proof of convergence in Sections 6 and 7.
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Only one of the terms on the right side of (4.8) can be nonzero at a time.
The boundary condition is "% (—8) = 0. The complexity of the computation
of the transition probabilities is the same whether the path, control, reflection
term, or any combination of them are delayed. Both the cases where § is fixed
and is of order O(h) are of interest.

On averaging out the conditioning event I"® = 0 in (4.7), the At" in (4.8)
is replaced by the interval At":9. The expression (4.7) defines local consistency
for £179(6) when the time variable does not advance at step n. Any transition
probabilities that satisfy (4.5) and (4.7) (modulo the allowed small errors)
when the time variable does not advance can be used.

Example. Suppose that there is no delayed reflection term and that there
is only a point delay of # for the path and/or control. Then p,(-) is the
distribution function of a point mass at —f, and for the approximation we
can suppose that jia(0 + 8) — pa(0) = 1 for § = —0 + & and it is zero for
6 > —0+ 5. Then

Ath
1)

and it is zero otherwise. In this case the computation of the transition proba-
bilities and the Bellman equation is particularly simple as we need to update
£L7-9(9) only for §# = —6 + § between updates of the time variable.

G’ (=0 +8) = (™ up®, =6 + )

n

Realizing (4.7). The transition probability that is used to attain (4.7) can be
viewed as being a randomization among neighboring grid points. The simplest
approach is to randomize independently in 6 at each step n. One could also
consider any set of grid points in whose convex hull {¢"*(),0 € T°} lies, and
randomize among those points. A useful method for coordinating the updates
for all 0 is discussed at the end of the subsection.

A note on the rule for updating 5};*“5 (0). The method for updating the
€L79(0) when the time variable does not advance, based on (4.7), (4.8), was
chosen because at this time it seemed to be about as simple as possible from a
numerical point of view. One way or another, between the steps at which the
time variable advances, one would have to keep track of the approximations
to the integrals [ b(x°(s), u(s),0) [a(0 + ds) — pa(0)] and [ p(x°(s),0)dy"(s)
from (2.2) between those steps. This needs to be done with a reasonable
requirement on the system memory. If we sought to add the effects of the
approximations to these terms only at the steps when the time variable is
advanced, we would need to keep track of the running sums of the ¢/ ()
between such time variable advances, which would amount to an additional
state component. Clearly, much more work is needed to find the best forms.

Summary: The full method for the transition probabilities for the
implicit approximation procedure. At the current step n we first decide,
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according to the probability (4.3), whether the time variable advances or not.
If the time variable advances, then the transitions are given by (4.1). Now
suppose that the time variable does not advance at the current step. Then
(4.5) is all that 52;’:{5 — 09 must satisfy. This is assured if the transition
probabilities are any ones that are locally consistent for the no-delay problem,
with drift term 2! +c(z, ) replacing b(x, ). The transitions of the component

L3 (69) need only satisfy (4.7), (4.8), modulo an error whose conditional mean
and covariance are o At") + o(Ay%"9). The transitions for the components
€0M0 and ¢Lh0 = {¢Lh9(9) 6 € T} are determined simultaneously and

independently.

Randomization errors. Using (4.6)—(4.8), define the martingale difference
term p/9(6) by

o (0) = [ (601 (0) = €70(0)) — Bl (6017 0) - €:79)) ] (1 - 1)

= (&7 @) - &m0 0) —ah0)] (1= 127) .

(4.9)
The variance of pl°(f) for each @ is minimized by realizing the condi-
tional mean (4.7) by randomizing between the grid points that are closest
to £179(0) + ¢/ (). When analyzing the processes £ or /% in Chapters 6
and 7, the errors due to any randomization that was done to attain the con-
ditional mean vanished asymptotically, whereas those due to the attainment
of the correct local covariance led to the diffusion term in the limit. Due to
the 6-shift term when the time variable advances, the analysis of the asymp-
totic effects of p/9(6) needs to be treated differently, and this will be done in
Section 6. Since there is no term in (2.2) that is due to a Wiener process, it
will be seen that the effects of the randomization will vanish asymptotically.

A method for coordinating the updates of £1"9(0) for all 6 simul-
taneously. Let {7, } be a sequence of i.i.d. random variables, each uniformly
distributed on [0, 1], and with ~;,7 > n, being independent of the systems
data up to time n. We can work with one component of £1-"9(f) at a time,
so assume that it is real-valued in this paragraph. To attain the conditional
mean ¢/+%(#), we first center so that ¢/+?(#) can be taken to lie in [0, h;]. Then,

with this centering, the probability that f}L’f’l‘s( ) = hy is ¢"%(0)/hy, and it

takes the value zero otherwise. Choose g}jﬁ(e) = hy if ¢°(0)/h1 < yp. The
same 1, is used for all § € T°. This method is not needed for the convergence
proofs, but it will be useful in Section 6 and is one way of controlling the
randomization errors. If this method is used, the -, themselves do not appear
in the algorithms; only their distribution appears.
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9.4.3 Dynamical Representations, the Cost Function and Bellman
Equation

In preparation for the convergence proof in Section 7, let us write a dynamical
representation of the evolution of the approximating chain.
Note that, as in (6.5.7),

Ehé{gb d)hé}i A3
n n+1
Analogously to the definitions above (6.5.8), define the martingale differences
4 4
ﬁo b = (fglﬁ’l - 2,}1,5 ) [527—}}}’1 - 527h’5|f£ 57]77 0= O]) I{fg,h,,éeGh})

016 _ ((0hS  £0,h6 00,8 +0,h,8| h,6
ﬁn - (fn—i-bl - gn - B |:§n+bl - gn ’fn ]) I{g%h"‘seGh}'
We have

covar [Bg’hﬂﬂ;ﬁ, I = O] = a(E9MN AL 4 o(Ath),

(4.10)
covar [0 | 0] = a(€2M0) AL + o At ).
With the definition of ﬂgy’g as above (6.5.8), we can write
Py = o0 + Ath 4 g (4.11)

The conditional covariance of the martingale difference ﬂgﬁ is o(At"%). Using

the above definitions, we can decompose fg’f’l& — ¢0hd a5

0,h,8 0,h,0
gnJ,»l 75

+ [AMREL(0) & AB(€2hS, ) + B 1 A2 (1 - 8) + o( ALh).

Alternatively, by centering I"™° about its conditional expectation, the above
expression can be written as

€0 = €010 4 AghI L0 (0) 4 AR (€00 i) 4 B0 4 AZOMO 1 o( AL,
(4.12)

The cost function. Let # = {x(s), —0 < s < 0} be the initial path segment,
and @ = {u(s),—0 < s < 0} the initial control segment. If the path is not
delayed, then write 2z = 2:(0) for Z. If the control is not delayed, then drop 4.
The cost function for the approximating chain is a discretization of (1.3), and
an analog of (3.9), but with z°(s) = 0 for s < 0. The initial data x°(0), x*(0, -)
for (2.1), (2.2), is the function of the initial path and control segments &, ,
resp., as given by (2.5). Keep in mind that it is only (2.5) that needs to be
discretized and not & or 4 otherwise. Let 0 = 8’h’6 and & = {fl ohs 5( 0),6 ¢
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T%} denote the discretization of the initial condition that is used for the
chain. As usual, we suppose that the reflection term is zero for ¢ < 0. If
control u® = {ul® 0 < n < oo} is used, then the cost function for the
approximating chain can be written in a form analogous to (7.3.12), namely,

LA GRINTEY

hb (4.13)
— ghou Ze_gt;lo [k(§27h757u2’6)At2’5 + q’Ayg’h"s] 7

n=0

where Egho‘sgf denotes the expectation given the approximations £9, ¢! to
the initial data, and the use of control sequence 1"

form is an analog of (7.3.11), namely,

WO, ¢t ul)

on [0,00). An alternative

w _ h,s
_EQO?E Ze oo { (", upy )5I{¢231¢¢“}+QA?/0M]

(4.14)

Without loss of generality, we can suppose that the values of £° are on

the h-grid, and the values of £!(#) are on the hy-grid for each 6 of interest.

Let V0(£9 €M) denote the infimum of the costs over all controls for initial
condition £°, &1,

A Bellman equation. Recall the definition (4.3) of the probability that
the time variable advances at the current step. Let (£,£!) denote the initial
condition and (£, &}) the canonical value at the next step. Let the expression
P (€9, ;€% ¢ + S|a, €1(0)) denote the probability that the time variable ad-
vances and p™9 (£0,€%;€0, é1|a) the probability that time does not advance
and the next state is (£7, 1), all given the initial data and control value a.

The Bellman equation that is based on the representation (4.14) has the
form, for €% € Gy,

VR = it [ 3 M (€N el VI (€. 6))
0.6

eI (0,160, 0+ 8l 1(0) VI (¢0,6) (415
+R(E, @) A (€0, €1(0), ).

where £ is obtained from &' by a shift, analogously to how §Tllf:16 was obtained

from €19 in (4.1b). Let £€° € 0G| the set of reflecting states. Then as above

(6.2.6), we can define Y9 (£0,¢€9) = ¢/ Ayl°. Analogously to the second line
of (6.2.6), for £° ¢ G}, the Bellman equation is

VROl =3 p"(E%,€0) [V, €N + Y (el )] - (4.15b)
50
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We use the the transition probability notation p"(£9,£9) for the reflecting
states, as for those states the values of a,d, and ¢! play no role.

Note that a Bellman equation based on (4.13) can also be used, analogously
to (7.3.14), as by the timescale equivalences in Theorems 6.5.1 and 7.3.2, the
two forms are asymptotically equal. Due to the discounting, there is a unique
solution to the Bellman equation.

9.5 Size of the State Space for the Approximating Chain

The comments concerning dimension and memory in Subsection 2.2 all apply
to the numerical procedures. The complexity of the computation of £1%:9() is
not heavily dependent on the dimension of the control variable, or on compo-
nents of z(-) that do not have delay components. The dimension of £1:/9(.) is
just the number of components of z(-) whose dynamical terms contain delays.
This is one of its key advantages. The size of the state space is the product of
what is needed for €2 and £1-7°(9), where 6 takes 6/§ values.

Consider a one-dimensional problem where p(-) = 0 and let the discretiza-
tion level for the £1"9(0) be hy = O(h) for each . Then there is a Cy < 0o
such that |x!(t,0)] < Co(0 +0), —0 < 6 < 0. Without loss of generality, sup-
pose that z(f) has been centered so that it lies in an interval [0, By] for some
By < oc. The state space for €279 has [By/h+ 3] points. There are /4 values
for 6. Thus, if we bound &1/ () by Cy(6+0), the maximum number of points
(which includes the reflecting states) is

B/ 4500 Col0=0) | Cod

—_ .1
hq hi hy (5:1)

Though large, this is better (in terms of memory, for given h,d) than the
procedure in Chapter 8 when there are delays in the control, and the control
takes more than two or three values.

The approximation for fixed § is discussed in Section 8, and, under its
assumptions, that approach requires a smaller memory than what we get
from (5.1) as the level of discretization of 6 is fixed.

Using differences for the states, and a truncation procedure. The size
of the state space can be reduced by the use of differences and truncations. The
best approach is not clear, but the possibilities are suggested by the following
computations that make use of estimates of the randomization errors in the
realization of the £1:"9(9).

Let § = O(h), At"(-) = O(h?), and suppose that b(-) is Lipschitz con-
tinuous in its arguments. Because £1"9(—f) = 0, the state space can con-
sist of the differences £L/0(0) — £LM9(0 — 6), -0 +5 < 6 < 0. Con-
sider the special case represented by (2.11). The expression (2.11) corre-
sponds to fi,(-) being Lebesgue measure and the form is typical of the case
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where p,(+) is absolutely continuous with respect to Lebesgue measure. Then
g2 (0) = Athb(£%79 uh9 ), which we can suppose (for small h) is bounded
by h2. We have

X' (t,0) = X' (1,6 = 8)] = O(9). (5.2)
An analogous relation will be seen to hold for the approximating chain. Recall
the definition (6.5.13), where v{"® = 0 and, for n > 0, vﬂfl = min{i > v/ :

qbf_;_‘;l — gb?"; = ¢}. When vlh’5 is used as a subscript, we write it simply as v;.
Neglecting the effects of the initial condition, w.l.o.g., we have the differ-
ence in the mean values at the time of (but not including) the nth shift:

B&10(0) — &, (0 - )]

R n—int el s (5.3)
= B[] > [d e g o-9).
=0 l=v;+1

Only the most recent 6/ shifts yield nonzero results in (5.3). Using this fact,
the fact that B[ z+1 - vh ] = O(1/h), and the Lipschitz condition on b(-), we
have the upper bound 0(6) (equivalently, O(h)).

The sum of the differences of the conditional means, given by the expres-
sion

|
—

U,j+1—1

@Y [d00) - a0 - 9)]. (54)

l=v;+1

n

«
Il
=)

is also O(9). The next step is the estimation of the randomization errors in
the realization of the difference ¢1:"°() — £-"9(0 — §), and it is given by

Un

S S [(€h0 )60 - 4 0)
i=0 l=v;+1 (55)

— (&t o0 -0 -0 g 0-9)].

This is the value of £19() — ¢1-"9( — §), but where each of the summands
is centered about its conditional mean.

The summands in (5.5) are martingale differences. The mean square value
of (5.5) is the expectation of the squares of the summands as in

|
-

. ’L)i+1—1
[9°)" " E Y B [ith term)”.
l=v;+1

n

I
o

i
This can be bounded by twice the sum of the expectations

— Vit1—1

Z [@]" " E Y E \ —qlh’5(9—5)2 (5.6)

1=0 l=v;+1
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and
n—1 1 Vitl— 1
ST E Y
1=0 l=v;+1 (57)

B |(45(0) ~ 670 0)) — (50— ) — 50 - )|

The sum (5.6) is O(h?). To evaluate (5.7), we will use the method of choosing
the updates for £79(0) that was discussed at the end of Subsection 4.2,
and, w.l.o.g., we can suppose that &L/ 5(9) is real-valued. The probability
that different values are chosen for the two terms fiffs( ) — €L79(9) and

g}lfl‘s(a §) — &LM0(9 — §) is the difference of the probabilities
Prt(0) = lau 0)/hn = a0 = 8) /| = O(h?). (5:8)

If the two terms do differ, then the difference is O(h). Thus the expression
(5.7) is O(h?). From the evaluations of (5.4), (5.6), and (5.7), we can conclude
that the mean of £1-"°(9) — £1:7%(9 — §) is bounded by O(h) and the variance
is bounded by O(h?). This yields the estimate

o(h?) _0()
N2hZ T N2

P{Ey™%(0) — &0 — )| > Nha} < (5.9)
Thus we can get a good approximation to the difference by letting IV be large.
The estimates are crude but suggest ways of reducing the size of the

state space. One simple possibility is to save £"9(0) — ¢Lm9(—§) in lieu
of ¢-m9(—4), and truncate the difference.

9.6 Proof of Convergence: Preliminaries

9.6.1 The Randomization Errors

For the convergence proof in the next section, we will need to know that the
effects of the martingale difference terms p/? defined in (4.9) and due to the
realization of the conditional expectation in (4.7) by randomization between
adjacent grid points are asymptotically negligible. This is implied by (6.1)
in the next theorem. The expression (6.2) shows that £19(0) changes little
between the steps that the time variable changes. Recall that, for the implicit
procedure, €279 does not change at the times v ° that the time variable
advances, that the components of £}"9 shift at these times, and that for each
6 € T2, £L7°(9) takes values in a regular grid with spacing hy = O(h). We
continue to use z(s) = 0,s < 0, for notational simplicity only.

Theorem 6.1. Assume (A3.2.1), (A3.2.2), and (A3.2.4)—(A3.2.6), and that
Ath (20, 21 ) = O(h?). Then
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n—1 2
I E|Y (@R (0)) =0, 6.1
Jim, s sup ;[ } 7 (0) (6.1)
where
|
i+1
h.,8 h.,8
R°0)= > p"0),
_viL’5+1
where pf"s(e) is defined in (4.9). Also, for each t < oo,
2
lim  sup sup FE sup Ell’h’5( 0) — §1hh5‘irl(0) =0. (6.2
h,6=0 yns 3 4 n:qsz;j&gt mO1<I<ol?

n

Proof. Write v"° as v, for notational simplicity. We will get an upper
bound to the mean square error in (6.1) by considering the contributions
of the reflection term and the drift term separately. First, let £€2"0 & G,
so that we are at a reflection step, and consider the randomization noise
associated with realizing the conditional mean ¢"°(0) = p(¢9"°, 0)Aydh9,
Without loss of generality, suppose that p(£2"9,0)Ay%"9 is real- valued and
lies in [1,,(8)h1,1,(0)h1 + h1] where [,,(0) is an integer, either positive or neg-
ative. Then the transition probability gets f,llflé( ) by randomizing between
the end points of the interval so that the desired conditional mean value

p(£970 0) Aydm9 is achieved. To evaluate the conditional (on F/?) variance,
we can suppose that we have shifted the means so that [,,() = 0. Then the
probability of selecting hy is p(¢979,0)Ay%9 /hy, and, as Ay%"° = O(h),
the conditional variance of p/9(8) is

2 p(£979, 0) Aydhd
hy
9 0,h,8 9 A 0,h,8
T [p(€0 ) Ay [1 P&, 0) Ay } — O(R)Ip(E2"3, ) Ag2h).

hy
(6.3)
The contribution of the randomization error due to the reflection steps
between the nth and (n + 1)st update of the time variable is

[h1 = p(E0"°, 0) Ayp ]

’Un+171

Qﬁ,é(e) _ Z [<€l1+hl§( ) — fll,h,6(9)> (50 h,6 ,6) Ay h,a] I{g?»"*‘sech}'

l=v,+1
Then, because

vi—1
E11(0) = 270 0) = 0 [0+ Y (0 - 0)]

vi—1+1
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the sum
n—1

DR (0) (6.4)
i=0
is the total contribution of the randomization errors due to the reflection steps
to the value of ¢!"9(6). For each n, the summands in (6.4) and the one for
Q"9() above are martingale differences as

h.s .6 .6 hs .6
Evﬁ—l |:<§11;,-+l+1(0) - gii—i-l (0)> *p(fgﬁ_l ’Q)Aygr&-l]
*Leoms g,y Hviti<viay =0

By this martingale property, the mean square value of (6.4) can be written as

n—1
E Z [@5]71—1'—1
=0

’U/L'+171 2
(Ek& (6370 =6 0)) = p(e" 7, 0) 244" I{E?’h“‘nghJ .
l=v;+1

Now, using the evaluation of the conditional variance in (6.3) and the fact
that [@°]* f(0) = 0 for k > /5, we have that the mean square value of (6.4)
is bounded by

O(ME [|2044] (¢h:5) = |2009] @h? | ]
where 2%%:9(.) is the interpolation of {Az%"9} with intervals { At"9}. Lemma
6.3.1 does not directly apply to this expression, but a slight modification does.
Let t = nd. Then using the random nature of the time shifts and Lemma
6.3.1, one can show that, as h — 0 and independently of §,n, and the initial
conditions, the difference between the above expression and

O(R)E [|2979 () — |20 (¢ — 6)]

goes to zero, and that (6.1) holds for the reflection component.
Now consider the component of ¢ (6) in (4.8) that is defined by

a(0) — pa (0 =96
R ) R )
Again, suppose that we have centered so that its values are in [0, h1]. Then
to attain the desired conditional (on F/°) mean of fi’fi‘s(H) — £LR9(9),
the transition probability effectively selects the value hy with probability
G"%(0)/hy. The conditional variance of the difference between the true value

of §,1L’_ﬁ’15 (0) — £179(9) and its conditional expectation is O(h)¢"?(6). Redefine

’Un+171

Q)= Y [(44° @ -&"°0) a0 L[onseq,  (65)

l=v,+1
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The next step is to evaluate (6.4) with this new definition of Q"9(6). For
each n, the summands are martingale differences in that

h,0 1,h,6 1,h,6 ~h,
EvlJrl |:(£U7;+l+1(9) - €vi+l (9)) — 4y, +l(e)} I{fs;}lfeGh}I{Ui+l<’Ui+l} =0.

With the new definition of @Q7+?(6), the mean square value of (6.4) is

n—1 Vig1—1 2
n—i— h5 ,h,0 ~h,0
EY @B Y |(6500) - 600) 0] Tniea,)
=0 l=v;+1

(6.6)
Now, using the above evaluation of the conditional variance, the orders of §
and At} in h, and the fact that E!°(vii1 —v;) = O(1/h), yields that the
(conditioned on qubf) expectation of the inner sum in (6.6) is bounded by

O(h) [11a(0) — 1a(8 — 8)) B3 [0i01 — v3] = O(R) [1a(6) — pra 6 — 8)].

Now taking the shift [#°]"~*~! in (6.6) into account and noting that 14 (6) —
o (6 —9) = 0 for < —0, we see that (6.6) is O(h), uniformly in n. Thus (6.1)
holds. The verification of (6.2) is straightforward and the details are omitted.
|

9.6.2 Continuous Time Interpolations

Definitions. Recall the continuous time interpolation ¥ (-) in (6.5.12) and

the definition of the intervals A7/9. As there, define 7% = Z;:Ol ATih’é. De-

fine the interpolation ¢%"9(.) by setting 1%/ (t) = %9 for ¢ € [Tﬁ"s Th’él),

and define the interpolations YLt 0), uld (1), h0 (L), 2009 (1) and 20 (),
analogously. Let r%(-) denote the relaxed control representatlon of u9(.),
with the derivative at ¢ denoted by 797 (- 1).

Analogously to (6.5.12), we can write

th(S 0h5 /’l/)lh650

/ (WP (), )5 (da, s)ds + BO(1) + 200 () + b (1),
Uh

(6.7)
where B9(.) is a martingale with quadratic variation process
¢
/ a(y™"(s))ds + e (1),
0
and the e?’é(-) satisfy, for any T' < oo,
lim sup sup Esup|e”’(t)] = 0. (6.8)

h,0—0 yhs 3 4 t<T  t<T
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As noted below (6.3.8) in Section 6.3, there is a martingale w™%(-) with
quadratic variation process It and that converges weakly to a Wiener pro-
cess as (h,d) — 0 such that

B0 = [ (O (s)du(s) + (1) (6.9)
0

where €"9(-), satisfies (6.8). The €™9(-) error terms are due to the o(At"?)
terms in (4.6). Recall the discussion of the boundaries on £}/ (0) at the begin-
ning of Subsection 4.1. They are ignored in the next theorem but reintroduced
in Theorem 7.1. For § = 0, note the similarity of (6.10) to the integral over
time of (2.14).

Theorem 6.2. Assume (A3.2.1), (A3.2.2), and (A3.2.4)(A3.2.6). Let £L7°
be bounded, and suppose that At"(z°, 2%, a) = O(h?), 6 = O(h), and hy =
O(h). Then

/wlh‘ssO)ds—/ds/ dpia(7y) b(OM0 (v + 5), o, 7)) (dev, 7y + 5)
U}L

0
/ds/ (WO (y + 8),7)dyy20 (y + 5) + PO (2),

(6.10)
where pg’é(t) satisfies, for each T < oo,

lim sup sup E|pl’(t)] = 0. (6.11)
h,6—=0 yns 34 t<T

Proof. For notational simplicity, we work with ordinary, rather than relaxed,
controls, and continue to use the notation v,, = v/’ 1n subscripts and super-
scripts. Recall that the nth shift occurs at index v/%, so it first affects the
value of the next iterate, and that the value at index ’unfl is the sum of the
value at index v/»? 4+ 1 and the contributions of the iterates taken in the in-
terval [v/"0 41, vn_H) The value at iterate v/° +1 is ®ELM0 () = ¢1M0(6—6).
Thus we can write

n 7

o (0) = €:10(0 = 8) + P (0) + B (0) + Ry (0), (6.12)

Un+1

where R () was defined below (6.1), and we define

Un41— 1
h,d _ 0h5 h,§
l:vn+1
Vpt1—1
- o o ALY

B (6) = [1a(0) — a0~ )] D2 b€l 0) 1L,
l=v,+1
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Until further notice ignore the effects of the initial condition (2.5).
First, let us determine the contribution of the p(f?’h";, H)Ay;]’h’(s terms to

the value of ¢!"°(s,6). For n > 1, their total contribution to &"() is

n—1 n—1
D@ TIPR0) = > P(0 — né +id + 6). (6.13)
1=0 i=0

Recall the definition d™9(s) = max{n : 7/ < s} from (6.5.23) and define
NMO(t) = ¢M9(t) /8, the number of time advances that have occurred when
interpolated time (in the 7/%-scale) ¢ is reached.

The values of "9 (s, §) and £-"° +1(0) differ by the sum of the differ-

UNh,S ()
ences 5114’_}11’5(0) - §l1’h’5(9) for indices [ in the interval [uf;;f‘é(s) +1, d"o(s) — 1],
those that occur before interpolated time s is reached but at or after the last
update of the time variable before interpolated time s is reached. By (6.2),
the contributions of these terms for § = 0 is asymptotically negligible. Ignor-
ing these “end terms” and using n = N™9(s) in (6.13) yields that (6.13) is
asymptotically equal to

dho(s)—1

Do &0 = 0" (s) + ¢ + 6) Ay ", (6.14)

=0

in the sense that the difference of the processes goes to zero as h,d — 0.

By Theorem 6.5.1, ¢Ih’5 is asymptotically equal to t?’é and Tlh’6 in mean
square in that, for any 7" and tlh’é < T or Tlh’é < T, the mean square value of
the sup of the differences on [0, 7] goes to zero as h,0 — 0. This fact and the

continuity of p(-) imply that (6.14) equals

d?(s)-1

STop(E"0, 0 — s+ 70 Ay (6.15)

1=0
modulo an error that is bounded by €(h, d,s) [[22"7](s) — [22"9|(s — 6 — §)]
where €(h,d)(s) — 0 uniformly in (w,s) as h,d — 0. It follows from Lemma
6.3.1 that this last error term satisfies (6.11). Then by a change of variable
and using the fact that p(z°,0) = 0 for § < —0, we can write (6.15), for § = 0,
as

s 0
/0 PO (0), —s0)dy2hd (v) = / PO (547), 7)o g (5-47).

max{—s,—0}
(6.16)
It can be shown that adding the effects of the initial condition changes the
right-hand integral to ff 5 - Doing this and integrating the result over s € [0, ]
yields the contribution of the reflection term to (6.10).
Now consider the contribution of the terms involving b(-) to the integral
fot Y1"9(s,0)ds, ignoring the effects of the initial condition until later. Ignore
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the effects of the reflection term, which have already been accounted for. By
(6.2), to evaluate this integral we can suppose that *"9(-,0) is constant on

the intervals (729 Th -0 °,] between successive increases of the time variable.

Vn 0 v
Then, making the p1ecew1se constant approximation, the integral is (modulo

an error satisfying (6.11)),

Nhé() 1

1,h, 6 h,5§
Z 6 [ vn+1 - Ty, :| .

This equals
N™3(t)—1

> (6.17)

n=0

modulo an error that satisfies (6.11). For n > 1 and arbitrary 6,

n—1

EM0(0) = " B0 —nd+id +9).

=0

By the definition of B°(0) below (6.12), this expression equals

n—1 . .
h, B [a (0 —nd + 00 + 0) — pa (6 —nd + id)]
=0 (6.18)

vip1—1
XY b u, 0 — né +id + 8) Aty
l=v;+1

Let @ = 0. Then the sum (6.17) will only be changed by a quantity satisfying
(6.11) if we redefine £:"(0) by replacing the inner sum in (6.18) by

’U,;+1—1
B (—nd+id) = Y b w0, —nd +i6 + 5) A’

l:vi

By a change of variable n — ¢ = ¢, the use of Bzh"‘s(), and a change in the
order of summation, we can write (6.17) as

N3 ()1 N3 ()1
> ta(—0+6) = pa(—ad)] > BN, (—qd). (6.19)
q=1 n=q

We can write the inner sum of (6.19) as (modulo an error satisfying (6.11))

t—qd
[ 06,0 5), a5 + )
0



9.7 Convergence of the Numerical Algorithm 259

Recall that b(-,0) = 0 and uu(f) = 0 for § < —0. Next, using this last
expression and the continuity of b(+), (6.19) can be approximated by (modulo
an error satisfying (6.11))

0 t+vy
/ djia(7) /0 DO (5), 0 (3), 7)ds,

max{—t,—0}

which is equal to

0 t
/ ' dpa(y) / DO (s + ), u (s + ), 7)ds. (6.20)
max{—t,—0} —y

By a change in the order of integration, (6.20) can be written as

t 0
/ ds / B (s 4 ), (s + ),y da(r). (6.21)
0 max{—s,—0}

Adding the effects of the initial condition changes the lower limit max{—s, —0}
to —@. Then, reverting to relaxed control notation, we have the contribution
of the drift term to (6.10). By Theorem 6.1, the contribution of the random-
ization errors th"s(ﬁ) to (6.10) satisfies (6.11). W

9.7 Convergence of the Numerical Algorithm
The next assumption is all that we require on the initial condition.

A7.1. The initial condition §é’h’5(0) converges to x*(0,0) given by (2.5), uni-
formly in 6 € [—6,0], as h,d — 0, and has values that that are on the discrete
grid for each 6. Also |§8’h’5 —z(0)] — 0.

The cost function (4.13) can be written as (modulo an asymptotically
negligible error)

I/Vh,a(g(()),h,é7 gé,h.ﬁ’ uhd)
h,s o0
=B s [ ). ) )+ o g 5]
(7.1)
The next theorem shows that the optimal values computed by the numerical
algorithm converge to the optimal value of the original problem as h,d — 0.

Theorem 7.1. Assume (A7.1), (A3.2.1), (A3.2.2), (A3.2.4)-(A3.2.6), (A3.4.3),
and At" (20, 2%, ) = O(h?), § = O(h),hy = O(h). Suppose that there is no
delayed reflection term and that the boundaries on 29 (6) are large enough
so that x'(t,0) would not reach them. For any sequence of controls for the
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chain, the set (YOM0(), rhd (L) whd(.), 2009 (.)) is tight, and any weakly con-
vergent subsequence converges to a solution to (1.2). The optimal costs for the
chain {€0M9 ¢Lh9(9) 0 € T} and cost function (7.1) (or (4.13) or (4.14))
converge to the optimal cost for original process (1.2) and cost function (1.3).

Now add the delayed reflection term and recall the discussion on boundaries
at the end of Subsection 4.1. The sequence (£97°0(-), rh0(.) w2 (.), 22h9(.))
1s tight, and any weakly convergent subsequence converges to a solution to
(1.2). The limits of the optimal costs for the chain are arbitrarily close to that
for the original process if the boundaries are large enough.

Now consider the model with an absorbing rather than a reflecting bound-
ary. Drop the assumptions on the reflection directions and assume (A3.4.1),
(A3.4.2). Then the conclusions continue to hold.

Proof. With the preparation in Theorem 6.2 in hand, the proof follows those
in Section 8.5 closely. Fix a control sequence, with relaxed control represen-
tations (in the interpolation using intervals {A7/9}) r29(.). We comment
only on the case with reflecting boundaries. The absorbing boundary case is
analogous, subject to the treatment of the absorbing boundary in the proof
of Theorem 7.1.3 in Section 8.5. The sequence of martingales B(-) in (6.7)
is tight in the Skorokhod topology. Then, as the increments 39" are O(h),
any weak-sense limit has continuous paths with probability one. The sequence
w™?(-) in (6.9) is tight and the weak sense limit is a standard vector-valued
Wiener process. The sequence of processes defined by the first two integrals
on the right of (6.7) are also tight, and any weak-sense limit must be con-
tinuous with probability one. By (6.8) the sequence e?’6(~) in (6.7) converges
to the “zero” process. Any sequence r%(-) of relaxed controls is tight. As in
Theorem 3.5.5, the sequence of reflection processes zo’h";( -) is tight, and the
limit of any weakly convergent subsequence is continuous.

These facts and the boundedness of {¢1/+9(0)} implies the tightness of
¥0"9(.) and the asymptotic continuity of any weak-sense limit. Now extract
a weakly convergent subsequence of {1p%":0(.), 70 (.) wh0(.), 209 ()}, with
limit denoted by (z(-),r(-), w(-),z(-)). Abusing notation, let h,d also index
this subsequence and use the Skorokhod representation so that we can sup-
pose that the convergence is w.p.1 in the topology of the path spaces. The
proof of nonanticipativity in the proof of Theorem 7.1.3 in Section 8.5 can
be used to show that (z(-),w(-),r(:), 2(-)) is nonanticipative with respect to
w(-). Then the approximation argument in that proof yields the convergence
f(f o (™ (s))dwh O (s) — fo w(s). The argument of Theorem 3.5.5
yields that the limit process z(: ) is a reﬂectlon process for x(+).

We have shown that the second line of (6.7) converges to

/ / "(da s)ds—i—/ot o(z(s))dw(s) + z(t). (7.2)
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The limit of the sequence of processes defined by fot P19 (s,0)ds is continuous
as the integral terms on the right side of (6.10) converge to

/ot ds /0 dpta(y / ba(y + 8), @, 7)r'(da, 7 + 5) (7.3)

/ds/ 2y + ) 7)doy(y + 5).

The last two sentences and (6.11) imply that the process pg’é(') in (6.10)
converges to the zero process (which is not implied by (6.11) alone). Finally,
the convergences (7.2) and (7.3) imply that z(-) solves (1.2) with relaxed
control 7(-). The weak convergences and the integrability properties of 4%/ (-)
implied by Lemma 6.3.1 imply that W (£’ h.d £y S Sy W (&, @, ).

If u™9(-) is an optimal control for the chain, then this last convergence
implies that

lim inf V20 (€00 elm0) > v (&, a).

,0—0

The reverse inequality

lim sup 1" (¢ M) < V(a,a)

is proved just as it was in the proof of Theorem 7.1.3 in Section 8.5, which
used the representation (8.5.10) of a particular e-optimal control for (1.2) that
is a continuous function of its arguments. That result was based on one for
the no-delay problem in [58, Chapters 11 and 12]. The presence of delays does
not materially change the structure of the proof. B

9.8 Alternatives: Periodic and Periodic-Erlang
Approximations

9.8.1 A Periodic Approximation

There are analogs of the periodic and periodic-Erlang approximations of Sec-
tions 4.2, 8.1, and 8.2. We will drop the delay in the reflection term. There is
a similar result if a delayed reflection term is included, but the development
is more complicated. Let § > 0 be fixed and consider a modification of (2.3),
(2.4) or, more formally, of (2.7), (2.8), where the shift occurs only at integral
multiples of §, and § = Qs6, where Qs is an integer, as in Chapters 4 and 7.
The idea is to approximate the original processes x°(-) and x!(-) as follows.
Run the approximating processes with no shift on the time intervals [1d, 1§ +
0),1 =0,1,..., and then shift at time [0,] = 1,2. ... In particular, on [I6,1640)
and for § =0, —6,...,—0 + 4, define the processes x*°(-) and x™(-,6) by

dx%0(t) = x (£, 0)dt + e(x*O (), u(t))dt + o (x*° (t))dw(t) + dz"°(t), (8.1)
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A (1,0) = b3 (1) u(t) o) LD = a0 20

or their relaxed control counterparts. At ¢t = [0 we have the shift

X"0(16,0) = B X0 (16—,0) = X0 (16—,0 = ) _g<p_s<0y-  (8:3)

dt, (8.2)

The first shift is at time 0.
The initial condition is (2.5), namely: x%?(0) = 2(0), 2% (s) = 0 for s < 0,
and

0
1%aw=/fmw—mww—mmme» (8.4)
-0

Additionally, as in Section 2, we have the boundary condition x'°(¢, —f) = 0.
It will be seen in the discussion after the proof that this format yields an
analog of the periodic Approximation 3 of Chapter 4, in which the maximum
delay varied periodically between § — §/2 and 0 + 6 /2.

The following assumption will be used. Under (A8.1), the main advantage
of the periodic approximation is that the dimension of the approximating
chain is fixed as h — 0, as ¢ is fixed. The value of § is determined by the
tolerable errors in the approximation of the delays. See the comments in the
next subsection.

A8.1. p,(-) is concentrated on the points —0,—0 +6,...,—26, and p(-) = 0.
For the initial condition, z(-) and u(-) are constant on the intervals [—id, —id+
), —0 < —id < 4.

Theorem 8.1. Fiz § > 0. Assume (A8.1), (A3.2.1), (A3.2.2), (A3.2.4)-
(A3.2.6) and (A3.4.3). If the boundary is not reflecting, then drop the bound-
ary conditions and the process z°°(-) and add (A3.4.1) and (A3.4.2). For any
integer n > 0, we have

no
5(08) = a(0)+ [ elx"(s) u(s)ds+

/ ®/ X"(s+0), @+wmwmm+/wdfﬂmmmwﬁwm@
0

(8.5a)
or its relaxed control counterpart. For nd <t < nd + 4, the second integral is
replaced by a linear interpolation of the values at nd and né + 6. Thus X (t)
equals (8.5a) plus the term

t—nod

nd+4 0
/ ds / B (s + 0), uls + 0),0)dua(6).  (3.5b)
no —0

Proof. Define Ay, (0) = 114(0) — 11q, (0 — 6). We will work with ordinary rather
than relaxed controls for notational simplicity. The form with relaxed controls
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should be obvious. For t € [nd, nd+9) (i.e., after n shifts from the start), (8.2)
and (8.3) yield

X9(1.0) = [°]7315(0,6) + g[@]“Bf (02l o
+ /n 5 b(xoﬁ(s),u(s),a)ds%@,

where
i6+6
BO = [ W (0),u(s),0)ds,
is

Because it is x"?(¢,0) that appears in the equation for x%(-), and Apua(0) =
114 (0) — 1o (—06) = 0 the term in the second line of (8.6) will equal zero when
we set 6 = 0, and it can be ignored henceforth. Thus x?(-,6) can be taken
to be constant on the intervals [nd, nd +§),n =0,1,....

The rest of the development has the form of the manipulations in Theo-
rem 6.2. Set # = 0 and, until further notice, ignore the effects of the initial
condition. With these simplifications and 6 = 0, (8.6) can be written as

n—1
S B (—nd +id) Abta(=nd +9) 7;5 + )
=0

Let t € [N§, N6 + 6). Then

t N&
/ Xl"s(s, 0)ds = / le‘s(s, 0)ds + )(1’5(N57 0)(t — N¢)
0 0

N—-1
=5 x"(n8,0) + X" (N6,0)(t — N3),
n=0
which equals
N—-1n—-1
>N B (—nd + i8) Apa(—nd + id)
n=0 i=0 Nt
+ Y BY(—N6+i6) Apa(—No + ié)@.

=0

With a change of variable and in the order of summation, this can be written
as

ZA,LLa (—q9) ZB —q(—a0) + (7N(SZBN o(—a6)Apa(—gd). (8.7)

The first term of (8.7) equals
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N-1 N&—qd
> Aa=ad) [ U0, ) ~a0)s. (89)

Because Apo(0) = 0, the lower index in the sum in (8.8) can be set to zero.
As pq(+) is concentrated on integral multiples of d, we can write (8.8) as

0 Né+~
/ dpa () /0 b(x"° (), u(s),7)ds,

max{—NJ§+3,—0}

which equals

0 N6
/ djia(y) / b (5 + ), uls +7),7)ds

max{—NJ§+65,—0} -y

NS
= / ds/ (X (s + ), uls + ), 1) dpa(y)-
max{—s,—Ndé+5,—0}

(8.9)
Because 1, (0) — pta(—6) = 0, (8.9) involves the process x%%(s) only for s <
N§ — 0.
Now consider the effects of the initial condition. At the value 6 = 0, we
have

N-—1 max{—nd,— 9}

8y [ x(0, 9 =0 Z / (@(y+nd), u(y+nd), 7)dpa(y).
n=0

Because n < N —1, we can change max{—nd, —0} to max{—nd, —Nd+4, —0}.

By the facts that «(-) and u(-) are piecewise-constant on [—6, 0] with intervals

0 and that p,(+) is concentrated on integral multiples of ¢, this last expression

can be written as

N max{—s,—N&§+8,—0}
/ ds /_g b(w(,y + S)’ u(,y + S)?V)dua(’y)- (810)

Using x*?(s) = x(s) for s < 0 and adding (8.10) to (8.9) yields the right side

of (8.9) with max{—s, —N§ + d, —0} changed to —0, which is

Né 0
/ ds / B (s + ), uls +9),7)dpa(y), (8.11)
0 —0

the double integral in (8.5a) when n = N.
Now return to the term on the right of (8.7). The sum in this term can be
shown to equal

N&+6 0
[ s [ B0+ ), uts ) ) dia). (.12)
) —0

N

Adding this term to (8.11) yields (8.11) with N§ changed to Nd+¢. Thus (8.7),
with the effects of the initial condition added, is just a linear interpolation of
the values at t = N§ and t = N + 6§, and the proof is completed. B



9.9 Singular and Impulsive Controls 265

9.8.2 The Effective Delay and Numerical Procedures

The effective delay. For t € [nd, nd +0), the term in (8.5) that contains the
delays is the double integral in (8.5a) plus (8.5b), and its time derivative? is

ndé+9 0
% / s /_ B (3 +0), s+ 0).0)dy 0) (8.13)

Suppose, for example, that 4 (-) is concentrated (with unit mass) at —6. Then
(8.13) equals

1 né+4d B
5 / b(x"°(s — 0),u(s — 0), —0)ds. (8.14)
néd

The values of x*?(-) that appear in (8.14) are those on the interval [né—6, né+
§ — 0], no matter what ¢ € (nd,né + d) is. Thus, when ¢t = (nd)*, the effective
delay is uniformly distributed on the interval [§ — §,0]. When ¢ = (nd + §)~,
the effective delay is uniformly distributed on the interval [§, 6+ §]. Hence the
delay is periodic, with values varying in the range [0 — §,0 + §].

Periodic-Erlang approximations. The procedure that was described in
this section required that the time since the last shift be monitored. This
can be discretized by using an approximation such as the periodic-Erlang
approximation of Chapter 4. Introduce the Erlang state process Lf{]’&, with
0/0¢ being an integer. Then do the shift at the renewal times for the Erlang
process. The resulting process will converge to that defined by (8.5) as g — 0.

The numerical approximation. The Markov chain approximation method
of Section 4 is readily adapted to the problem at hand. Introduce the Erlang
state process L+%09 as in Section 8.2, and let £9:":%0:0 ¢l.h.00.0(9) § = — +
8,,...,—0,0, denote the approximating processes. One shifts £1-7:9-9(.) at the
renewal times of the process L%9 as in Section 8.2. Between shifts, the
updates of £1-7:9:9(.) are as in Section 4. The computed value and optimal
value functions converge to those for the model (8.5) as h — 0 and §p — 0.

9.9 Singular and Impulsive Controls

No delay in the singular control. Recall the model (8.6.2). Suppose that
the term qo(x(t—))dA(t) is added to (1.1), there is no delayed singular con-
trol, and that fooo e Ptg\d\(t) is added to the cost function. Then the only
change that is required in Section 2 is the addition of go(x°(t—))dA(t) to (2.1).
The changes in the numerical approximations that are required in Section 4

4 It is the derivative that yields the dynamical term.
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are guided by the ideas for the singular control problem in Section 6.6. The
impulsive control is dealt with similarly, and the details are left to the reader.

Delay in the singular control. Now suppose that the terms
0
i@t +dt [ plal(t+0)-).0)di(E +6)
0=—0

from the model (8.6.2) are included in (1.1). Then add qo(x°(t—))dA(t) to (2.1)
and g2(x°(t—),0)dA(t) to (2.2). If A(s) = 0,s < 0, then the initial condition
is (2.5). Otherwise one needs to modify the initial condition analogously to
what was done for the delayed reflection term in (2.5). Theorem 2.1 remains
valid with these additions. Obviously the numerical procedure will be more
complicated, as one has to adapt the methods of Section 6.6 to those of Section
4. This can be done. But we will not proceed further here as the approach of
this chapter, though intriguing and promising, is still in its infancy.
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Absolute continuity
uniform, 103
Adapted process, 19
Admissible control law, 128
Admissible pair, 29
Approximating chain-delay model
control memory segment, 167
cost function, 165
absorbing boundary, 171
discounted, 259
ergodic cost
convergence, 224
memory segment
approximation, 172, 174
neutral equations, 220
path and control memory segment
representation, 178
path memory segment
representation, 175
representation via differences, 177
periodic approximating memory
segment, 204
state transitions, 206
periodic delays, 195
periodic-Erlang approximating
memory segments, 208, 210
state transitions, 209, 211
periodic-Erlang model, 197
convergence, 199, 213
singular controls, 220
transition probabilities, 180
wave equation representation, 242
Bellman equation, 249

boundaries, 242
convergence, 259
dynamical representation, 248
periodic delay approximation, 261
periodic-Erlang delay approxima-
tion, 265
singular controls, 265
state space size, 250
transition probabilities, 243
Approximating Markov chain, 127
admissible control, 128, 132
Bellman equation, 130, 136
continuous-time interpolation,
131,166, 173, 187, 201, 212, 224,
255
cost function, 127, 130
dynamical representation, 132
explicit method, 137
implicit method, 140, 141
continuous-time interpolation, 144
example, 141
general procedure, 142
interpolation interval, 127, 128
constant, 131
Markov continuous-time interpola-
tion, 133
local properties, 134
local consistency, 127
reflecting boundary, 128
reflecting boundary, 128
reflecting points, 128
reflection terms
moment estimates, 135



274 Index

transition probability, controlled, 128
Approximations to dynamics, 63

with time-varying delays, 69
Approximations to the delay

periodic, 194

periodic-Erlang, 196

Bounded in probability, 14

Complete probability space, 18
Completely-S condition, 32
Continuous-time interpolation, 131,
133, 182
implicit procedure, 144
Markov, 135, 145, 170, 176, 187, 212
local properties, 134

Control

admissible, 25

impulsive, 58

relaxed, 27

relaxed feedback, 98

relaxed periodic-Erlang feedback, 120

singular, 50, 90, 149
Controlled SDE

weak-sense existence, 40

weak-sense uniqueness, 40, 102
Convergence in distribution, 14, 15
Cost function

boundary absorption, 41

discounted, 40, 42, 229

ergodic, 99, 106

limit of discounted costs, 107
optimal stopping, 41
reflecting boundary, 42

Delay in path, control, and reflection
term, 229
Delayed reflection process, 35
Delayed Wiener process, 35
Delays
approximations, 63
convergence of costs, 77
discretized approximation, 69
finite memory approximation, 71
periodic approximation, 71, 85, 194,
201, 203,
periodic-Erlang approximation, 75,
86, 196, 208, 265
randomly varying approximation, 73

Discount factor

effective averaged, 137
Doeblin condition

definition, 105

uniform, 106, 108, 112, 120
0-shift time, 74, 199

Ergodic cost
approximating chain, 223
approximating cost function, 223
approximation
periodic delays, 110
convergence of approximations, 107,
108, 156, 224
discretized control space, 115, 122
e-optimal relaxed feedback controls,
115
Markov chain approximation, 156
periodic-Erlang approximation, 118
convergence, 123
limits, 121
invariant measure, 223
Erlang state, 76, 199
Explicit approximation procedure
example, 137
Exponential martingale, 38

Feller process, 102
Filtration, 19
Fi-adapted, 19

Girsanov transformation, 38, 100, 108,
110, 118
construction of controls, 39, 100
the controlled system, 101

Implicit approximation method
timescale, 182
dynamical representation, 182
approximating the random delay
model, 189
path delayed
Bellman equation, 185
cost function, 185
memory segment, 182
representation of solution, 146
representation of the cost function,
146
transition probabilities, 180



Impulsive control, 58

Interpolated time, 131

Interpolation interval, 127, 128
constant, 176

Jump-diffusion, 38

Local consistency, 127
implicit approximation method
path delayed, 180
path and control delayed, 169
path delayed, 162
reflecting boundary, 128

Markov chain approximation, 127
convergence, 149
ergodic cost, 153, 155
convergence, 156
invariant measure, 155
impulsive controls, 153
singular controls, 149
Markov property, 127
Martingale, 19
criterion for, 20
Martingale method, 93, 94, 215
Measurable process, 19
Measure transformation, 39

Neutral equations, 37
approximating chain, 220
Nonanticipativity, 20
proof of, 45

Optimal stopping, 41
Optimal control
existence, 43, 230

Path memory segment
approximating chain, 163
Periodic delay approximation
approximating chain, 195

simulations, 79

Periodic-Erlang approximation, 197,

208
Bellman equation, 78
convergence, 87, 213
differential operator, 78
representation of controls, 87
simulations, 82
Poisson jumps, 37

Index

Prohorov metric, 15
Prohorov’s theorem, 15
¢-recurrence, 105

Radon-Nikodym derivative, 39

Random delays, 24, 28

Rapidly varying delays
approximations, 92
averaging method, 92

Recurrence, 105

Recurrent process, 105

Reduced memory, 200, 250

Reflection process, 30

components, 30, 34
non-uniqueness, 42

delayed, 35
moment estimates, 32
properties of, 31, 32
tightness, 33,48

Relaxed control
compactness, 27
definition, 27
derivative, 27
feedback, 98
optimality in the class of, 46
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representation of an ordinary control,

27
weak topology, 27
Relaxed feedback control, 98
smoothed, 115
Relaxed periodic-Erlang feedback
control, 120

Shift time, 74, 199

Singular control, 50, 90, 149
approximating chain, 220
convergent sequence, 51
periodic approximations, 90

periodic-Erlang approximations, 91

Skorohod problem

time on boundary, 102
Skorokhod representation, 16
Skorokhod metric, 17
Skorokhod problem, 23, 30

properties of state space, 30
Solution

strong sense, 29

weak sense, 29
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Stopped process, 19
Stopped o-algebra, 19
Stopping time, 18

Tightness, 14, 15
criterion for, 18
of solutions, 34
Timescale equivalences, 148, 187
Time stretching method, 48
Time, interpolated, 130
Transition probabilities
absolute continuity, 103
approximating chain
path and control delayed, 170
path delayed, 164
neutral equation, 221

Upwind approximation, 139
Variance, controlled, 37, 38

Wave equation representation, 230
discrete-time approximation, 236
convergence, 238
semigroup representation, 237
uniqueness, 234
state space size, 250
Weak convergence, 14, 15
Weak-sense limit, 15
Wiener process
construction via the Girsanov
transformation, 39
Holder continuity, 34
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BM(.), 145
C(9), 15
Cy(9), 15
c(s;1), 17
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D"(.), 164
Dy, 16
D(S;I), 17
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Ef, 92
E" 129
B a 41
ET, 40
Eg:‘ , 168
Ely, 134
E-Se 142
EMou 146
EM 181

hau
B 170

&,u

h uh
B 165

G, 25, 30
G°, 40, 127
G, 127

I, 27

I3, 245
11909 209
L%:9(t), 76
LI 196
L1909 197, 209
NR(.), 164
NE 171
NMI(t), 257
Ns(A), 102
P, 101
Pl 134

Pl 134

Pg,, 19
P(z,t,A), 100
P™(,t,-), 101
Po™(.t,-), 111
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Poo:dm (3 t.), 119
Py(z,t, B), 100
P,= P, 15

P; 1, 100

QF, 72,195

Qs, 69, 182
R(T,m), 100
R"(t,m), 108

Sn, 127

T(t), 57
79, 242
TA(t), 52
T™(t), 49
U, 25
Uh, 127, 163
V(2), 41
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VO(z), 69, 190
Vi9(E), 185
VO(&,a), 212
VO (2, 4), 212
V‘SOv“( ) 213
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W (&, 7,r), 41, 42
W (&,r), 41, 42
W‘S(ac r), 69
We(i:,f,r), 93
Wood(z,r), 77
XO(t), 72
X‘S() 74
rl’ 74
X, =X, 15
X0, 72

Yh(.), 130

D 208
L5075, 75, 197
Lh9. 195
N/ 208, 209
IRk, 14, 25
TA() 52
Tm(t), 49
W(z,#,r), 93

X% 118
XO(t), 73, 110
X% 118
X%04(t), 78
X000 1198

), 100
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B(S), 1

B(U [ 0, 26
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Fh 129
Fho 244
Fr, 19
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T,.(T), 18
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aNb, 119
a*, 139
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Ath9 141
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Athr 173
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AyOho 244
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Ayn?, 144
A0 244
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AL 142
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Aghd. 142
Aph(t), 134
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0B, 16

oG, 30
oG}, 128
Gy, 30
o(+), 232
@0, 237

B, 130
20144, 181

B0, 144, 181

v(m), 106

(&, T,m), 106
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7o (r), 115

7009 (t,m), 121

5, 114

70, 114

7000 122

8o, 75, 197

¢ 142, 180
¢(T,m), 100
6, 25
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g, 197
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