
10

Ramsey Theory

10.1 The Graphical Caseof Ramsey's Theorem

Suppose the edges of a graph G are painted in k colors. We say a subgraph H of G
is monochromatic if all its edges receive the same color. We say a k-painting of G is
proper with respect to H if G contains no monochromatic subgraph isomorphic to H
in that painting. If no subgraph is specified, "proper" will mean proper with respect to
triangles - graphs isomorphic to K3.

For example , suppose G is a complete graph and its vertices represent people at
a party. An edge xy is colored red if x and y are acquaintances, and blue if they are
strangers. An old puzzle asks: given any six people at a party, prove that they contain
either a set of three mutual acquaintances or a set of three mutual strangers. In graph­
theoretic terms, the puzzle asks for a proof that there is no proper 2-painting of K6 .

To observe that the result is not true for fewer than six people , consider the com­
plete graph K«. It is easy to see that K s has a proper 2-painting: take all edges of a
copy of Cs in red and all other edges (they will form another copy of Cs) in blue. (See
Figure 10.1.)

On the other hand, there is no proper 2-painting of K6. To see this, selec t a vertex x
in any 2-painting of K6. There are five edges touchin g x , so there must be at least three
of them that receive the same color, say red. Suppose x a, x b and xc are red edges. Now
consider the triangle abc. If ab is red, then xab is a red triangle . Similarly, if ac or be
is red, there will be a red triangle. But if none are red, then all are blue, and abc is a
blue triangle.

This proves that any 2-painting of K; must contain a monochromatic triangle
whenever v 2: 6: if v > 6, simply delete all but six vertices. The resulting 2-painted K6

must contain a monochromatic triangle , and that triangle will also be a monochromatic
triangle in K v .

The same argument can be used when there are more than two colors, and applies
to general graphs , not only to triangles. The general result is the graphical version of
Ramsey's theorem. We first prove a particular case.
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Fig. 10.1. Proper2-painting of Ks
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Lemma 10.1. There exists a number R(p, q) such that any painting of KR(p,q) in two
colors Cl and Cz must contain either a K P with all its edges in color Cl or a Kq with
all its edges in Cz.

Proof. We proceed by induction on p +q. The lemma is clearly true when p +q = 2,
since the only possible case is p = q = I and obviously R(l, I) = 1. Suppose it is
true whenever p + q < N, for some integer N. Consider any two positive integers P
and Q that add to N. Then P + Q - I < N, so both R(P - I, Q) and R(P, Q - I)
exist.

Consider any painting of the edges of K; in two colors Cl and cz, where
v ::: R(P - I, Q) +R(P, Q- I), and select any vertex x of K v. Then x must either lie
on R(P - I, Q) edges of color Cl or on R(P, Q - I) edges of color Cz. In the former
case, consider the KR(p-l,Q) whose vertices are the vertices joined to x by edges of
color Cl. Either this graph contains a K P_I with all edges of color CI, in which case this
K P_I together with x forms a K P with all edges in Cl, or it contains a K Q with all edges
in cz. In the latter case, the K; again contains one of the required monochromatic com­
plete graphs. So R(P, Q) exists, and in fact R(P, Q) ::: R(P, Q - I) + R(P - I, Q).

o
Theorem 10.2. Suppose HI, Hz, ... , H, are any k graphs. Then there exists an inte­
ger R(H1, Hz, ... , Hk) such that whenever v ::: R(Hl, Hz, ... , Hk), any k-painting
of K v must contain a subgraph isomorphic to Hi that is monochromatic in color i, for

some i, 1 ::: i ::: k.

The numbers R(H1, Hz, ... , Hk) are called Ramsey numbers. In particular, if all
the Hi are complete graphs, say H) = K PI' Hz = K P2' ••• , then the Ramsey num­
ber R(KPI' K P2' •.• , K Pk) is written R(PI' pz, ... , Pk). If the Pi are all equal, with
common value p, the notation Rk(p) is used.

Proof of Theorem 10.2. It is sufficient to prove the theorem in the case where all the
Hi are complete. Then, if v is sufficiently large that a k-painted K; must contain a
monochromatic K v(Hi ) in color c., for some i, it must certainly contain a monochro­
matic copy of Hi in color c., so

R(H1, Hz, ... , Hk) ::: R(v(Hd, v(Hz), , v(Hk».

We proceed by induction on k to prove that R(PI, Pz, , Pk) exists for all param-
eters. In the case k = 2, the result follows from Lemma 10.1. Now suppose it is true
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Fig. 10.2. Decomposition of Kg proving R(3. 4) ~ 9

for k < K, and suppo se integers PI , P2 , . . . , PK are given. Then R(PI , P2, . .. , PK-I )
exists.

Suppose
v ~ R(R (PI, P2,···, PK-I), PK).

Select any k-painting of Kv . Then recolor by assigning a new color Co to all edges
that received colors other than ci , The resulting graph must contain either a mono­
chromati c K R(PI .P2•...•PK_Jl in color Co or a monochromatic K PK in color CK. In the
former case, the correspond ing K R(PI .P2.... .PK-I ) in the original painting has edges in
the K - I colors CI , C2, • • . , CK - I only, so by induction it contains a monochromatic
KPi in color c, for some i , 0

In discussing individual small Ramsey numbers, it is often useful to consider the
graphs whose edges are precisely those that receive a given coloring in a painting of a
complete graph. These are called the monochromatic subgraphs.

As an example , consider R(3, 4). Suppose K; has been colored in red and blue so
that neither a red K3 nor a blue K4 exists. Select any vertex x . Define R, to be the
set of vertices connected to x by red edges - that is, R, is the neighborhood of x in
the red monochromatic subgraph, and similarly define B, in the blue monochromatic
subgraph.

If IRxl ~ 4, then either (Rx) contains a red edge yz, whence xyz is a red triangle,
or else all of its edges are blue, and there is a blue K4. So IR, I s 3 for all x.

Next suppose IBxl ~ 6. Then (Bx) is a complete graph on six or more vertices, so
it contains a monochromatic triangle. If this triangle is red, it is a red triangle in K9. If
it is blue, then it and x form a blue K4 in K9 .

It follows that every vertex x has IRxI s 3 and IBxI s 5, so v S 9. But v = 9 is
impossible. If v = 9, then IRxl = 3 for every x, and the red monochromatic subgraph
has nine vertices each of (odd) degree 3, in contradiction of Corollary 1.3.

On the other hand, Kg can be colored with no red K3 or blue K4 . The graph G
of Figure 10.2 has no triangle, and can be taken as the red monochromatic subgraph,
while its complement G is the blue graph. (The construction of this graph will be
discussed in Section 10.3, below.) So we have

Theorem 10.3. R(3, 4) = 9.
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The case where all the forbidden subgraphs are complete graphs is called classical
Ramsey theory; if more general graphs are considered, the study is called generalized
Ramsey theory. A great number of Ramsey numbers involving small graphs have been
investigated; in particular, Burr [21] found the value of R(G, G) whenever G is a
graph with six or fewer edges and no isolated vertices.

Many results of generalized Ramsey theory have been obtained by ad hoc methods.
We illustrate by finding R(K3, C4) . Clearly R(K3, C4) ::s R(3,4) = 9. However, we
can do rather better. Suppose K; has been colored with no red K3 and no blue C4 . As
in the discussion of R(3, 4), we see that no vertex can belong to more than three red
edges. Suppose some vertex x was on four blue edges (if R(K3, C4) = 9, then every
vertex must have this property). The graph generated by the other four endpoints of
those edges can contain no blue path of length 2 and no red triangle. It is easy to see
that the graph is the union of a red C4 and two independent blue edges, as is shown in
Figure 10.3(a) (blue edges are solid, red edges broken). Now suppose another vertex,
y, is added. Since xy must be red, y can be joined to at most two other vertices by red
edges, and those vertices cannot be adjacent in the red cycle. So y must lie on at least
two blue edges of the type shown in Figure 10.3(b). But that graph contains a blue C4 .

It follows that if any vertex lies on four blue edges, the graph has at most five vertices.
If there is a solution for v = 7, then every vertex lies on three red and three blue edges,
and both monochromatic subgraphs have an odd number of vertices and are regular of
odd degree, which is impossible. So the maximum is v = 6. This can be attained: take
the red subgraph to be K3,3 and the blue one to be 2K3. So R(K3, C4) = 7.

x

(a)

x

(b)

y

Fig. 10.3. Proving R(K3' C4) < 8

A good many families of Ramsey numbers have been found, but many more re­
main to be discussed. We give one example below. Further examples are given in the
exercises, and in surveys of generalized Ramsey theory such as [20], [92] and [65].

Theorem 10.4. [28] . IfT is a tree with m vertices, then

R(T, Kn ) = (m - l)(n - 1) + 1.

Proof. To see that R(T, Kn ) > (m-l)(n-l), consider a graph consisting of m-l dis­
joint copies of K n- 1, with all edges colored red. Complete this graph to a K(m-1Hn-l)

by coloring all remaining edges blue. Since the red subgraph contains no m-vertex
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component, it contains no copy of T. The blue graph is (n - lj-partite, so it can con­
tain no Kn .

Equality is proved using induction on n. The case n = 1 is trivial. Suppose n > 1
and suppose the theorem is true of R(T, K s ) whenever s < n. Suppose there is a
coloring of the edges of K(m-l)(n-lHI in red and blue that contains neither a red T
nor a blue Kn , and examine some vertex x. If x lies on more than (m - l)(n - 2)
blue edges, then the subgraph of G induced by the "blue" neighbors of x contains
either a red copy of T or a blue Kn - I , by the induction hypothesis. In the former case
K(m-l)(n-l)+1 contains a red T; in the latter the blue Kn- 1 together with x forms a
blue K n • Therefore x lies on at most (m - 1)(n - 2) blue edges, so it lies on at least
m - 1 red edges. Since x could be any vertex of the K(m-l)(n-lHI, the red subgraph
has minimum degree at least m - 1. Since T has m - 1 edges, this red subgraph will
contain a subgraph isomorphic to T, by Theorem 4.4. So the K(m-I)(n-IHI contains a
red copy of T, a contradiction. 0

Exercises 10.1

AIO.l.l Consider R(P3, K3).
(i) Show that R(P3, K3) < 6.

(ii) Prove that any graph containing no P3 consists of some disjoint edges together
with some isolated vertices.

(iii) Prove that if the graph described in part (ii) has at least four vertices and
contains an isolated vertex, then its complement contains a triangle.

(iv) Find R(P3, K3).
10.1.2 Find R(P3, K4).
10.1.3 Find R(P4, P4), R(P4, C4), R(P4, K4) and R(C4, C4).
10.1.4 Prove that R(3, 5) :s 14.

AlO.1.5 Prove that R(4, 4) :s 18.
10.1.6 Suppose K; can be colored in red and blue so that there is no red K 3 or blue K1,s'

(i) Prove that the red monochromatic subgraph has maximum degree s.
(ii) Prove that the blue monochromatic subgraph has maximum degree s - 1.
(iii) Prove that R(K3, K1,s) = 2s + 1.

A1O.1.7 Prove that if m or n is odd, then R(K1,m, K1,n) = m + n, and that if both m and n
are even, then R(K1,m, K1,n) = m + n - 1. [65]

10.1.8 Chvatal and Harary [29] conjectured that if G and H are graphs with no isolated
vertices, then

R(G, H) ::: min{R(G, G), R(H, H)}.

Disprove this conjecture by using G = K1,3 and H = Ps. (This result is due to
Galvin; see [65].)

HlO.1.9 If M is any matrix, its principal k x k submatrices are the submatrices formed by
the intersection of rows iI, iz, ... , h with columns iI, iz, ... , ik for some selection
of k indices. (The principal submatrices are also called the symmetrically placed
submatrices.) Prove that if k is an integer > 2, and s is sufficiently large, then any
s x s matrix M with entries from {O, I} contains a k x k principal submatrix with
one of the following forms:
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• all entries off the main diagonal are 0;
• all entries above the main diagonal are 0, all entries below the main diagonal

are 1;
• all entries above the main diagonal are 1, all entries below the main diagonal

are 0;
• all entries off the main diagonal are 1.

10.2 Ramsey Multiplicity

We know that any 2-painting of K6 must contain a monochromatic triangle. However,
it is not possible to find a painting with exactly one triangle. (This is easily checked
by exhaustion, and follows from Theorem 10.5 below.) More generally, one can ask:
what is the minimum number of monochromatic triangles in a k-painting of Kv ?

Such questions are called Ramsey multiplicity problems. The k-Ramsey multiplic­
ity Nk,v(H) of H in K; is defined to be the minimum number of monochromatic
subgraphs isomorphic to H in any k-painting of Kv. Clearly Nk,v(H) = 0 if and only
if v < Rk(H).

The 2-Ramsey multiplicity of K3 was investigated by Goodman, who proved the
following Theorem in [56]. Our proof follows that given by Schwenk [109].

Theorem 10.5.

R+B+P=G).
Since N2,v(K 3) equals the minimum possible value of R + B,

Proof. Suppose K; is colored in two colors, red and blue. Write R for the number
of red triangles, B for the number of blue triangles, and P for the number of partial
triangles - triangles with at least one edge of each color. There are (~) triangles in
«; so

N2,v(K3) = G) -max(P).

Suppose the vertices of K; are Xl, X2, ... , Xv, and Xi is incident with r, red edges.
Then it is adjacent to v-I - r, blue edges. Therefore the K v contains ri (v - 1 - ri)
paths of length 2 in which one edge is red and the other blue. Let us call these mixed
paths. The total number of mixed paths in the K; is

v

Lri(V - 1 - ri)'
i=1

The triangle xyz can be considered as the union of the three paths xyz, yzx and
zxy. Moreover, the paths corresponding to different triangles will all be different. If
the triangle is monochromatic, no path is mixed, but a partial triangle gives rise to two
mixed paths. So there are 2P mixed paths in the K v , and
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I v
p = - L r,(v - I - r ,).

2 ;=1

If v is odd, the maximum value of r ; (v - I - r ;) is (v - 1)2/4, attained when
r, = (v - 1)/2. If v is even, the maximum of v(v - 2)/4 is given by r , = v/2 or
(v - 2)/2 . In either case, the maximum is

so

and since P is an integer,

So

p ~l¥l(V;IYJJ

N2•v(K3) ~ G) -l¥l(v; I YJ J
It rem ains to show that equality can be attained.

If v is even, say v = 2t, then partit ion the vertices of Kv into the two sets
{x], X2, . • . , XI } and {X I+ l , Xt+ 2 , ... , X21} of size t , and color an edge red if it has one
endpoint in each set, blue if it joins two members of the same set. (The red edges form
a copy of KI •I . ) Each r, equals v/2 . If v = 2t+ I, carry out the same construction for 2t
vertices, except color edge XiXI+i blue for I :::: i :::: L}: J. Then add a final vertex X2t+ 1.

The edges XiX21+ ] and Xi +IX21+ ] are red when I ~ i ~ L ~ J and blue otherwise. In both
case s it is easy to chec k that the numb er of triangles equals the required minimum. D

Sub stituting into the formula gives N2,v(K3) = 0 when v ~ 5, N2,6(K3 ) = 2,
N2,7(K 3) = 4, and so on.

The 3-Ramsey multiplicity of K3 has not been fully investigated. We know that
R3(3) = 17, so the number N3,17(K3) is of special interest. It is shown in [107] that
N3,17(K3) = 5; the argument involves discussion of many special cases. A sketch of a
proof that N3,17 (K3) ~ 3 appears in Exercise 10.2.1.

The following theorem, which appears in a simplified form in [120], prov ides a
recursive bound on Nk.v (K3).

Theorem 10.6.
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Proof. Suppose F is a k-painting of K; that contains Nk•v(K3) monochromatic trian­
gles. Select a vertex x of F that lies in the minimum number of monochromatic tri­
angles. Since there are v vertices, one can assume that x lies on at most L~ Nk.v (K3)J

monochromatic triangles. Since x has degree v-I in Kv, there will be a color - say
R - such that x lies on at most LvkI Jedges of color R.

Construct a k-painting of K v+ ! from F by adjoining a new vertex y. If z is any
vertex other than x, then yz receives the same color as xz, and xy receives color R.
Then xy lies in Lvk1Jor fewer monochromatic triangles, all in color R. The original
K; contained Nk•v(K3) monochromatic triangles, so this is the number not containing
x. Finally, the number of monochromatic triangles with y as a vertex but not x is at
most L~ Nk,v(K3)J.So the maximum number of monochromatic triangles in the KV+1

is

ln ~ 1J+l(1 + ~)Nk'V(K3)J D

This theorem provides the upper bounds 2 and 5 for N2,6(K3) and N3. 17(K3), both
of which can be met.

Exercises 10.2

10.2.1 Prove that N2,3(P3) = 1 and N2,4(P3) = 4. Suppose there exists a painting of K17

in the three colors red, blue and green that contains two or less monochromatic
triangles. If v is any vertex, write R(v), B(v) and G(v) for the sets of vertices
joined to v by red, blue and green edges respectively, and write rev) = IR(v)l,
and so on.
(i) Select a vertex x that lies in no monochromatic triangle. Prove that one of

(rex), hex), g(x)} equals 6 and the other two each equal 5.
(ii) Without loss of generality, say r (x) = 6. Let S be the set of all vertices of

K17 that lie in monochromatic triangles. Prove that S <; R(x).

(iii) If y is any member of B(x), it is clear that S lies completely within R(y),

B(y) or G(y). Prove that, in fact, S <; R(y).

(iv) Prove that there must exist two vertices Yl and Y2 in B(x) such that Yl Y2 is
red.

(v) Use the fact that S <; R(Yl) n R(Y2) to prove that K17 contains more than two
red triangles. So N3,17 (K3) ~ 3. [120]

AIO.2.2 It follows from Exercise 10.1.7 that R(K1,n, K1,n) = 2n when n is odd and that
R(K1,n, K1,n) = 2n - 1 when n is even. Prove that

N2.2n (K1,n) = 2n - 1, n odd,

N2,2n-l(K1,n) = l,neven.

10.3 Application of Sum-Free Sets

To introduce this section we derive the construction of the red graph of Figure 10.2.
The vertices of the graph are labeled with the elements of the cyclic group Zg. The set
Z~ of nonzero elements of Zg is partitioned into two sets:
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Z~ = {3, 4, 5} U {l, 2, 6, 7}.

Call the two sets Rand B respectively. Then x rov y in G if and only if x - y E R. It
follows that two vertices are joined in G if and only if their difference is in B. Observe
that both Rand B contain the additive inverses of all their elements; this is important
because the differences x - y and y - x both correspond to the same edge xy. (This
property might be relaxed for some applications to directed graphs.)

Notice that R contains no solution to the equation

a +b = c;

no element of R equals the sum of two elements of R. We say R is a sum-free set. By
contrast, B is not sum-free; not only is 1+6 = 7, but also 1+1 = 2 (a, band c need
not be distinct). If xyz were a triangle in G, then x - y, y - z and x - z would all be
members of R; but

x - y + y - z = x - z,

so R would not be sum-free.
In general, suppose G is any group, written additively. A nonempty subset S of

G is a sum-free set if there never exist elements a, b of S such that a + b E S. (This
means that 0 cannot belong to S, since 0 +0 = 0.) S is symmetric if -x E S whenever
x is in S. A symmetric sum-free partition of G is a partition of G* into symmetric
sum-free sets. As examples,

Z; = {1,4}U{2,3}

Z~ = {3, 4, 5} U {I, 7} U {2, 6}

are symmetric sum-free partitions.
If S is a symmetric sum-free set in G, the graph of S is the graph with vertex-set

G, where x and y are adjacent if and only if x - yES. From our earlier discussion, it
follows that

Theorem 10.7. If S is a symmetric sum-free set of order s in a group G of order g,
then the graph of S is a triangle-free regular graph ofdegree s on g vertices.

If there is a symmetric sum-free partition Sj U S2 U· .. U Sk of G*, then one obtains
a k-painting of K1G1that contains no monochromatic triangle, by applying c, to all the
edges of the graph of S, for i = I, 2, ... , k. So

Corollary 10.8. If there exists a sum-free partition ofa g-element group into k parts,
then Rk(3) > g.

For example, the partition

Z;={l,4}U{2,3}

provides the well-known partition of Zs into two 5-cycles that is used in proving that
R2(3) = 6. The partition

z~ = {3, 4, 5} U {I, 7} U {2, 6}
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yields a (not very interesting) triangle-free 3-painting of Kg.
There are two abel ian groups of order 16 that have symmetric sum-free partitions.

The group 24 x 24 can be written as the set of all ordered pairs xy where both x and
y come from {O, 1, 2, 3} and

xy + zt = (x + z)(y + t )

(additions modulo 4). Then

where

R = {02, 10,30, 11, 33},

B = {20,01,m, 13,31},

G = {22, 21, 23,12, 32}.

(2 2 X 2 2 X 2 2 X 2 2)* has a similar partition

R = {1000, 1100, 1010, 1111,0001},

B = {001O,001 1, 1011,0111 , llOl },

G = {OlOO, 0110 , 0101 , lllO,lOOI}.

(10.1)

(10.2 )

The existence of these partitions proves of course that R3(3) :::: 17. To see that
R3(3) = 17, we use the following argument. Suppo se K 17 could be colored in three
colors. Select any vertex x . Since there are sixteen edges incident with .r. there must
be at least six in one color, red say. Consider the subgraph generated by the other
endpoints of those edge s. If it has a red edge, then there is a red triangle; if not, the
subgraph is a K6 colored in the two remaining colors, and it must contain a monochro­
matic triangle.

The above argument can be used to show that R4(3) ::s 66, but there is no sum-free
partition of a 65-element group into four parts. In fact, we know that 51 ::s R4 (3) ::s 65
([27,43, 132]). The lower bound was proven by exhibiting a triangle-free coloring of
K 50, while the upper bound comes from a lengthy argument proving that if a triangle­
free 4-painting of K65 existed, then the adjacency matrices of the monochromatic sub­
graphs would have eigenvalues of irrational multiplicities.

The method of sum-free sets can be generalized to avoid larger complete sub­
graphs. For example, consider the subset B = {I, 2, 6, 7} of K 8 that arose in discussing
R(3, 4). This set is not sum-free , and its graph will contain triangles. However, sup­
pose there were a K4 in the graph , with vertices a, b , c and d . Then B would contain
a solution to the following system of three simultaneous equations in six unknowns:

Xab + Xb e = X ae

Xae + Xed = Xad

Xb e + Xe d = Xbd

(in each case, X ij will be either i - j or j - i ). But a complete search shows that B
contains no solution to these equations. So the graph contains no K4 . (The graph is G
in Figure 10.2.)
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Exercises 10.3

10.3.1 Prove that R(3, 5) > 13 by choosing R = {4, 6, 7, 9}, B = {l, 2, 3, 5,8, 10,
11, 12} in Z13.

10.3.2 Show that R(4, 4) > 17, by choosing R = {I, 2, 4, 8, 9,13,15, 16}, B = {3,5,
6,7,10,11,12, 14} in Z17.

10.3.3 Verify that the partitions in (10.1) and (10.2) are in fact symmetric sum-free par­
titions.

10.4 Bounds on Classical Ramsey Numbers

Very few Ramsey numbers are known. Consequently much effort has gone into prov­
ing upper and lower bounds.

Lemma 10.9. If p and q are integers greater than 2, then

R(p, q) ::s R(p - 1, q) + R(p, q - 1).

Proof. Write m = R(p - 1, q) + R(p, q - 1). Suppose the edges of Km are colored
in red and blue. We shall prove that K; contains either a red Kp or a blue Kq • Two
cases arise.

(i) Suppose that one of the vertices x of Km has at least s = R(p - 1, q) red
edges incident with it, connecting it to vertices x], X2, •.. , Xs' Consider the K, on
these vertices. Since its edges are colored red or blue, it contains either a blue Kq ,

in which case the lemma is proved, or a red Kp_]' Let the set of vertices of the red
Kp - 1 be {y], Y2,"" Yp-d· Then the vertices x, Yl, ... , Yp_] are those of a red Kp
and again the lemma holds.

(ii) Suppose that no vertex of K m has R(p - I, q) red edges incident with it. Then
every vertex must be incident with at least m - 1 - [R(p - 1, q) - 1] = R(p, q - 1)
blue edges. The argument is then analogous to that of part (i). 0

Theorem 10.10. For all integers, p, q 2: 2,

(
p +q - 2)

R(p, q) :s .
p-l

Proof. Write n = p + q. The proof proceeds by induction on n. Clearly R(2, 2) =
2 = ei=-~2). Since p, q 2: 2, we can have n = 4 only if p = q = 2. Hence the

given bound is valid for n = 4. Also for any value of q, R(2, q) = q = ei~~2), and

similarly for any value of p, R(p, 2) = p = (P;=-~2), so the bound is valid if p = 2
orq = 2.

Without loss of generality assume that p 2: 3, q 2: 3 and that

R(p', q') :s (p' ;, ~ ~ 2)
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for all integers pi, q' and n satisfying p' ::: 2, q' ::: 2, p' + q' < nand n > 4. Suppose
the integers p and q sati sfy p + q = n.

We appl y the induction hypothe sis to the case p' = p - 1, q' = q, obtaining

(
p + q - 3)

R(p-I ,q ) :,,:: p- 2 '

and to p' = p , q' = q - 1, obtaining

(
p + q - 3)

R(p , q - I ) :":: .
p-l

But by the properties of binomial coefficients ,

(
p + q - 3)+ (p + q - 3) = (p + q - 2),
p- 2 p-I p-I

and from Lemma 10.9

R(p , q ) :":: R(p - 1,q) + R(p, q - 1) ,

so

R < (p +q- 3) (p + q- 3) = (P +q- 2). 0
(p, q ) - 2 + 1 1p- p- p-

If P = 2 or q = 2 or if p = q = 3, this bound is exac t. But suppose p = 3,
q = 4. Then (P;~~2) = @= 10, and the exact value of R(3, 4) is 9. Again if p = 3,

q = 5, then (p+~~2) = (~) = 15, whereas the exact value of R(3, 5) is 14. In general,
The orem 10.16' shows that

R(3 ) < (q + 1) = q (q + I ) = q2 + q .
, q - 2 2 2

q2 + 3
R(3,q ):,,:: -2-.

The following lower bound for R; (k) was proved by Abb ott [1].

But for the case p = 3, this result can be improved [9]. It is shown there that for
every integer q ::: 2,

Theorem 10.11. Forintegers s. t ::: 2,

Rn(st - s - t + 2) ::: (Rn(s) - I)(Rn(t ) - 1) + 1.

Proof. Write p = Rn(s) - I and q = Rn(t) - 1. Consider a K p with vertices X I, X2 ,

. .. , x p and a Kq with vertices )'1 , )'2, . . . , )'q . Color the edges of K p and Kq in n colors
C\ , C2 , . . . , CII in such a way that K p contains no mono chromatic K, and Kq contains
no monochromatic K , (such colorings must be possible by the definitions of p and q ).

Now let K pq be the complete graph on the vertices zi], where i E 1, 2, . . . , p and
j E 1, 2, . .. , q. Color the edges of K pq as follows:

(i) Edge W gjWgh is given the color )' j)'h received in K q .
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(ii) If i i= g, WijWgh is given the color YjYh received in K p .

Now write r = st - s - t + 2 and let G be any copy of K, contained in K pq .

Suppose G is monochromatic, with all its edges colored CI. Two cases arise:

(i) There are s distinct values of i for which the vertex Wij belongs to G. Then from
the coloring scheme Kp contains a monochromatic Ks , which is a contradiction;

(ii) There are at most s - 1 distinct values of i for which wij belongs to G. Suppose
there are at most t - 1 distinct values of j such that Wij belongs to G. Then G has
at most (s - l)(t - 1) = st - s - t + 1 = r - 1 vertices, which is a contradiction.
So there is at least one value of i such that at least t of the vertices Wij belong to
G. Applying the argument of Case (i), Kq contains a monochromatic Kt , which is
again a contradiction.

Thus K pq contains no monochromatic K). D

and since f(l) = 1,

In order to develop the ideas of sum-free sets and obtain some bounds for Rn (3),
we define the Schur function, f(n), to be the largest integer such that the set

1,2, ... , fen)

can be partitioned into n mutually disjoint nonempty sets SI, S2, ... , Sn, each of which
is sum-free. Obviously f(l) = 1, and f(2) = 4 where [l , 2, 3, 4} = {l, 4} U {2, 3} is
the appropriate partition. Computations have shown that f(3) = 13 with

{I, 2, ... , 13} = {3, 2,12, II} U {6, 5, 9, 8} U {l, 4, 7,10, 13}

as one possible partition, that f(4) = 44 and f(5) :::: 138.

Lemma 10.12. For any positive integer n

fen + 1) :::: 3f(n) + 1,

3n
- 1

f(n):::: -2-'

Proof. Suppose that the set S = {I, 2, ... , f (n)} can be partitioned into the n sum-free
sets SI = {Xll, X12, ... ,XlfJ, ... , S« = {Xnl, Xn2, ... ,XnfJ. Then the sets

TI = {3XII, 3Xll - 1, 3x12, 3X12 - 1, , 3Xlfl' 3Xlf! - I},

T2 = {3X21, 3x21 -1, 3X22, 3X22 -1, , 3X2fl' 3X2f! -I},

T; = {3Xnl, 3Xnl - 1, 3Xn2, 3Xn2 - 1, ... , 3Xnfn
, 3Xnfn

- I},

Tn+1 = {I, 4, 7, ... , 3f(n) + I}

form a partition of {I, 2, ... , 3f (n) + I} into n + 1 sum-free sets. So

fen + 1) :::: 3f(n) + 1.

Now f(l) = 1, so equation 10.4 implies that

2 n-I 3n
- 1

f(n)::::1+3+3 +·,,+3 =-2-' D
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Theorem 10.13. For any positive integer

3n +3
-2- ::: Rn(3)::: n(Rn _ I(3) -1) + 2.

Proof. (i) The proof of the upper bound is a generalization of the method used to
establish R3(3) ::: 17.

(ii) Let K f(n)+1 be the complete graph on the fen) + 1 vertices Xo, XI, ... , X f(n).

Color the edges of K f(n)+l in n colors by coloring XiXj in the k-th color if and only if
Ii - jl E Si:

Suppose the graph contains a monochromatic triangle. This must have vertices Xa ,

xi; Xc with a.b.c, such that a -b, b -c, a - c E Si, But now (a -b) + (b -c) = a -c,
contradicting the fact that Sk is sum-free. Hence

fen) + 1 ::: Rn(3) - 1,

so that 3n - 1 3n - 3-- + 2 = -- < R (3)2 2 - n ,

which proves the lower bound.

Exercises 10.4

D

AIO.4.1 Verify that, for any P 2: 2 and any q 2: 2,

R(2, q) = q, R(p, 2) = p.

10.4.2 Is it possible to 2-color the edges of K3S so that no red K4 or blue Ks occurs?
AIO.4.3 Is it possible to 2-color the edges of K2S so that no monochromatic Ks occurs?

10.4.4 Verify that the sets TI , T2 , .•• , Tn+1 of Lemma 10.12 form a sum-free partition.
10.4.5 Verify the upper bound in Theorem 10.13.

10.5 The General Case of Ramsey's Theorem

In its general (finite) form, Ramsey's Theorem deals with the partition of the collection
of all r-sets on a set. The graphical case is the case r = 2. The case r = 1 is the
well-known pigeonhole principle: ifn objects are distributed among more than n sets,
some set will contain at least two objects. This obvious statement has some less-than­
obvious applications.

We state Ramsey's Theorem in its general form as Theorem 10.14. The proof is
left to the exercises.

Theorem 10.14. (Ramsey's Theorem) Suppose S is an s-element set. Write TIr(S)for
the collection ofall r-element subsets of S, r 2: 1. Suppose the partition

TIr(S) = Al U A2 U··· U An

is such that each r-subset of S belongs to exactly one ofthe Ai, and no Ai is empty. If
the integers PI, P2, ... , Pn satisfy r ::: Pi ::: s, for i = 1, 2, ... , n, then there exists
an integer
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R(Pl, PZ, ... , Pn; r),

depending only on n, PI, pz,···, P» andr, such thatifs 2: R(Pl' Pz,···, Pn; r), then
for at least one i, 1 ::: i ::: n, there exists a Pi-element subset T of S, all of whose
r-subsets belong to Ai.

Exercises 10.5

10.5.1 Suppose P, q and r are integers satisfying 1 ::: r ::: P, q. Prove:
(i) R(p, q; 1) = P + q - 1;

(ii) R(r,q;r)=q;
(iii) R(p, r; r) = p.

10.5.2 Prove Ramsey's Theorem for n = 2.
10.5.3 Prove Ramsey's Theorem.
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