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Preface

In this monograph, we describe the application of many graph-theoretic algorithms to a
comprehensive environment of analysis of dynamic enterprise networks. Networks are
ubiquitous, increasingly complex, and dynamic. Since they are part of all aspects of hu-
man life, their support of modern enterprise environments is paramount. Enterprises in
general are becoming more information-based, and proper networking support depends
on optimal performance management of all intranets involved in populating information
and knowledge databases. Among other parameters, network dynamics analysis yields
valuable information about network performance, efficiency, fault prediction, cost op-
timization, indicators, and warnings. After many years of applied research of generic
network dynamics, we have decided to write a chronicle of our investigations to date
with emphasis on enterprise networks. The motivation was two-fold: first, we wanted to
convey to practitioners involved in network analysis a number of elegant applications
of traditional graph-theoretic algorithms and techniques to computationally-tractable
network dynamics analysis; second, we wanted to motivate researchers in other areas of
mathematics, statistics, and computer science to apply similar reasoning in implementa-
tion of their approaches to analysis of dynamic enterprise networks. This monograph is
also suitable for various graduate-level courses addressing state-of-the art applications
of graph theory in analysis of dynamic communication networks, dynamic databasing,
knowledge management, and many related applications of network dynamics.

The exposition is organized in four parts. They are relatively self-contained and
describe in detail the main phases of our up-to-date investigations of enterprise network
dynamics.

Part I serves as an introduction to the monograph. Chapter 1 is a basic overview
of typical enterprise networks, such as intranets, and their management. An overview
of enterprise intranets is given, together with the most important aspects of network
monitoring and detection of anomalous network behavior. Parts of this chapter and the
majority of the remaining chapters in this monograph are also based on the thesis of P.
Dickinson [58]. Chapter 2 is devoted to introduction of all graph-theoretic prerequisites
for the algorithms used later in the monograph.

Part IT is an in-depth treatise on the use of various graph distances for event detection
in modern enterprise networks. Chapter 3 covers graph matching for networks with
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unique node labeling; this work has also been described in [62]. Parts of reference [62]
are used in this monograph with kind permission of Springer Science and Business
Media. Chapter 4 introduces the most important graph similarity measures for abnormal
change detection in networks, as reported in [26, 158]. Median graphs and their most
important applications in detection of anomalous changes in dynamic networks are
outlined in Chapter 5. Many experimental results are given as well. This work was also
reported in [59, 63]. Chapter 6 addresses the important problem of clustering in the
graph domain of time series of graphs. Most important types of clustering are given
and applications to network analysis are outlined. Graph distances based on intra-graph
clustering are covered in Chapter 7; this work has been reported also in [61]. Chapter
8 outlines possible applications of matching sequences of graphs to network dynamics
investigations. Some applications to incomplete network knowledge are given. Some
of this work was reported in [22].

Part I11 is dedicated to the exploration of properties of underlying graphs in dynamic
enterprise networks. Chapter 9 introduces graph dynamics measures using path lengths
and clustering coefficients. Relationships to networks of small-world type and general
enterprise networks is given. In Chapter 10, a new set of measures utilizing Kendall—
Wei ranking of graph tournaments is applied to network dynamics modeling and to
ranking of enterprise network nodes by their importance in overall communication.

Part IV deals with theory and applications of network behavior inferencing and fore-
casting using sequences of graphs. Moreover, in this part, graph distances based on the
hierarchical graph abstractions are introduced. Chapter 11 describes the reconstruction
of missing network data using context in time and also machine learning and decision
tree classifiers applied to network prediction. In this chapter, a detailed examination
of the algorithms implemented is given, along with an extensive set of computational
results. Some of the new results described in this chapter have been reported else-
where [23]. In Chapter 12, network dynamics measures involving hierarchical graph
abstractions are explored, together with their most important applications to enterprise
network monitoring. Bounding techniques are implemented for graph contractions, re-
sulting in favorable speedups of anomalous change computations; the main results of
this chapter have been reported elsewhere [64].! We acknowledge the permission of
World Scientific to use the material from that publication.

A monograph of this size and scope would not be possible without the help and
support of many people. The first author wants to acknowledge contributions from
his students at the University of Bern, especially Christophe Irniger, Michel Neuhaus,
and Florian Thalmann. The second and third authors would like to thank the many
people from the Intelligence, Surveillance and Reconnaissance Division of DSTO for
their support during the development of this book. All four authors would also like to
acknowledge the contribution of Peter Shoubridge to many theoretical and experimental
aspects of our work on network dynamics investigations. Any views stated within this

1 Also available at http://www.worldscinet.com/ijprai/18/1803/S02180014041803.html.
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book are completely our own and are not related in any way to the Australian Department
of Defence.

Bern (Switzerland) Horst Bunke
Adelaide (Australia) Peter J. Dickinson, Miro Kraetzl
Carbondale (U.S.A)) Walter D. Wallis

March 2006
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Introduction
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Intranets and Network Management

1.1 Introduction

The origin of the Internet and TCP/IP protocol suite date back to 1969, when the Ad-
vanced Research Projects Agency (ARPA) funded a research and development project
to create a packet-switched network, named the ARPANET. The aim was to demon-
strate techniques to provide a heterogeneous, robust, and reliable data communications
network. The ARPANET grew steadily as many research and educational institutions
implemented the open protocols and connected to the network. The ARPANET has
since evolved into the global network of networks that we know as the Internet and has
continued to grow rapidly.

The Transmission Control Protocol/Internet Protocol (TCP/IP) is a suite of protocols
that form the basic foundation of the Internet. The Internet Protocol (IP) is central to
the architecture of the Internet. In terms of the OSI (Open Systems Interconnection)
seven-layer reference model, it provides the data link and network layer services. The
function of IP is to ensure that packets injected at any point in the network are routed to
the intended destination. It is a connectionless protocol; hence it provides no guarantee
that packets will be successfully delivered to the destination node. The TCP is a reliable
connection-oriented transport layer protocol. Its function is to fragment a byte stream
into discrete messages and then use IP to route these messages to the destination. At
the destination, TCP sorts packets into the correct order and requests the sender to
retransmit lost packets. A comprehensive coverage of TCP/IP and layered protocols,
such as the OSI reference model, can be found in [166].

The popularity and growth of the Internet, in conjunction with the variety of appli-
cations that make use of it (e.g., World Wide Web and email), has led to the widespread
usage of the TCP/IP protocol suite in networks not connected, or indirectly connected,
to the Internet. These networks are called intranets and provide data communications
for internal use by organizations. Within such organizations, the trend has been toward
larger and more complex networks that support numerous corporate activities. Not
surprisingly, this has led to an increased reliance on the intranet for daily business func-
tions. In addition, the larger and more complex the network becomes, the greater the
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risk of performance degradations and faults. To maintain reliable network operations,
it is important that network management processes be employed [69].

Network management comprises five key functional areas. Of these, fault manage-
ment, performance management, and security management are central to maintaining
a high level of service. Fault management is responsible for detecting and identifying
network faults. A fault is usually indicated by a failure to operate correctly or through
excessive errors. Performance management is concerned with how well the network
or its parts are working. Security management ensures that only selected users have
access to network resources. It encompasses functions such as user authorization and
intrusion detection. In all of these areas of network management the early detection
of network anomalies can greatly assist in minimizing or preventing a problem from
occurring. Anomaly detection can be used to identify abnormal network behavior by
statistical modeling of data collected from the network. To improve the effectiveness
of network anomaly detection, more sophisticated techniques are required to collect
and process raw network measurements in order to produce new data that has greater
sensitivity to anomalous behavior.

Section 1.2 will extend the definition of an intranet by discussing typical network
configurations and applications that they utilize. A general description of computer
network management will be provided in 1.3. The underlying architecture for imple-
mentation of network management will be addressed in Section 1.4. In Section 1.5 the
general description of network management will be refined to specifically address man-
agement of TCP/IP networks. A discussion of the two major protocols used, namely
SNMP and RMON, will be given. Network monitoring, which is defined in Section
1.6, provides common implementations, techniques to minimize the volume of network
measures collected, and new methods to synthesize improved measures from existing
measures. A summary of the chapter is given in Section 1.8.

1.2 Enterprise Intranets

An intranet is a private network inside a company or organization that uses technolo-
gies developed for the public Internet, but that is for internal use only. Intranets are
growing rapidly in popularity because they provide platform independence, and are
less expensive to build and manage than private networks that use proprietary protocols
and software. The importance of the intranet to an enterprise is increasing as enterprises
become more information-based. The intranet provides powerful capabilities to an en-
terprise for dissemination of information (e.g., WWW and web browsers), efficient
information retrieval (e.g., search engines) and interactive information exchange (e.g.,
email, newsgroups) [17]. These capabilities equate to reduced costs in operation and
maintenance of infrastructure, and increased productivity from employees [14,85].
Intranets can take advantage of many types of networking technologies in the same
manner as that of the Internet. The technologies used for any given intranet will depend
on many factors, including the number of users that need to access the network and the
geographical area that the network must span. A small organization located in a single
office, building, or group of buildings that are in close proximity to one another may
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require only a single network technology. A local area network (LAN) using Ethernet
technology would suffice. On the other hand, a large organization that has offices glob-
ally may use numerous networking technologies. This global intranet may comprise of
many Ethernet LANS, to service the individual offices, that are interconnected using
a high-speed wide area networking (WAN) technology, such as asynchronous transfer
mode (ATM) or frame relay. Network technologies are dealt with more thoroughly in

[169]. The difficulty in managing networks increases with size and complexity of the
network. While the management of a single LAN segment requires only basic net-
work management tools, a large heterogeneous network requires a powerful network
management system.

It is often a requirement for an organization to connect its intranet to the public In-
ternet. Under these circumstances a firewall is deployed to keep unauthorized Internet
traffic off the intranet. Figure 1.1 shows the interconnectivity between an intranet and
the Internet. Likewise, if a partnership is formed between two organizations, a need
may arise to connect their individual intranets to share information. While this poses
less risk than connection to the Internet, firewalls are again deployed, however using
less-stringent filters. When two or more enterprise intranets are connected to one an-
other they are referred to as an extranet (see Figure 1.1). Organizations are faced with
supporting a broader range of communications among a wider range of sites and at
the same time reducing the cost of the communications infrastructure. When an urgent
need arises to provide connectivity to remote offices, the past solutions to wide area
networking, such as dedicated leased lines, have proven to be inflexible and expensive.
Many of these problems have been solved following the advent of virtual private net-
work (VPN) technology. VPNs use the open distributed infrastructure of the Internet
to transfer encrypted data from the corporate intranet to remote sites. An example of
this can be seen in Figure 1.1. The use of VPNSs is not limited to corporate sites only.
They can be used to provide secure connectivity to mobile users and to provide in-
terconnections to extranets. VPNs provide a significant cost reduction over dedicated
leased lines. The tradeoff for having greater flexibility in connections to extranets and
the Internet is increased security risks. The management of security of an intranet is
vital and should consider both internal and external vulnerabilities. While firewalls help
to secure interconnections to external networks, including the Internet, and VPN tech-
nology provides intranets with a secure method of data transfer that utilizes the public
infrastructure, additional methods are required to ensure that intranets, and the sensi-
tive information they carry, remain protected from unauthorized access and malicious
attacks. These techniques require the ability to detect network anomalies and identify
network intrusion in order to identify and isolate incursions. Figure 1.1 also depicts
how a VPN is used to connect to remote intranets via the Internet.

As mentioned, the main objective of an intranet is to provide a mechanism for infor-
mation exchange. The applications that are most prevalent in intranets for information
exchange are email, web browsers, ftp, and telnet. More recently, voice over IP (VoIP)
and video conferencing have grown in popularity. All of these applications can gen-
erate a large volume of dynamic traffic on the underlying physical network. For most
intranets, web traffic makes up the bulk of this traffic and arises from communications
between distributed web servers and web browsers on user workstations. Unlike the
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Extranet

Firewall Firewall

Fig. 1.1. Intranets, extranets, and the Internet.

traditional client/server models, where traffic patterns are somewhat predictable, the
new web-centric model leads to unpredictable traffic patterns. These unusual patterns
result from a large number of users accessing a variety of web pages that reside on
different web servers distributed across the intranet. Under some circumstances this
traffic can lead to significant network problems. Flash crowds [95], whereby a recently
published web site is accessed concurrently by a large number of users, is one such
example that results in network congestion. The ensemble behavior of web traffic is thus
largely driven by the activity of its users. Web traffic, and traffic resulting from many
other TCP/IP-based applications, poses significant challenges to network managers if
they are to provide acceptable performance and availability of intranet applications to
end users. To maintain desired levels of service to end users it is critical to exercise
effective network management of web resources, bandwidth, and traffic. Network man-
agement tools that can help to identify abnormal behavior before it leads to performance
degradation or network failure are still very immature. Better techniques are required
to detect network anomalies in order to identify problems early so that corrective action
can be taken.

The protocols used in the TCP/IP suite to control network routing (e.g., open short-
est path first (OSPF) protocol), can also result in significant dynamic network behavior.
It is important for network managers to know when this behavior is normal or abnormal
so that faults, such as misconfiguration of routers, can be identified early. In order to de-
rive models of normal and abnormal behavior, it is necessary for metrics to be collected
from various points in the network. The network management system is used to re-
trieve such information. Fortunately, intranets are generally owned by one organization
and thus have the advantage of a single management entity. This makes it possible to
access network devices directly to acquire management data. Conversely, when one is
performing network monitoring functions in the Internet domain, ownership of certain
parts of the network may not always be so clear, and access to management data may
be prohibited by the owner. Where complete ownership is not guaranteed, other tech-
niques, such as network tomography [50], are required to derive information about the
network. These techniques may also prove valuable for intranets. Tools that can make
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use of varied sources of network metrics in order to distinguish abnormal from normal
behavior, and thus identify anomalous events, are valuable to network managers.
Intranets have proven to be a very useful facilitator of communication of infor-
mation within an organization and as such have become relied upon for performing
the daily functions of the organization. The size and complexity of these networks, in
combination with the flexible nature of applications available to end users, can lead to
serious network faults. This has the potential to cause major disruption to the operations
of an organization. The impact of such faults can suspend an organization’s activities
until the problem is rectified. This could result in a large amount of lost revenue for
the organization. It is very important that an organization has a network management
system in place and that the capability of that system is commensurate with the risk that
the organization is willing to accept if the network were to fail. Performance, fault, and
security management of a network are vital components of an overall network manage-
ment solution. They minimize the risk of network failure and network intrusion, and
ensure that the network is providing the desired quality of service to its end users.

1.3 Network Management

In the last section we emphasized that intranets are heavily relied upon by organizations,
and as a consequence it has become mandatory that network services be maintained to
ensure that business operations are not disrupted. Network management is the discipline
that attempts to deliver this outcome. The goal of network management is to guarantee
an agreed upon level of service to users of the network. In many enterprises a service
level agreement (SLA) is established with users. In general, network management is
a service that employs a variety of tools, applications, and devices to assist human
network managers in monitoring and maintaining networks. A more thorough coverage
of network management principles can be found in [165].

Over the past twenty years there has been a huge growth in network deployment.
At the same time, networking technologies have been evolving at a rapid rate. As
networking requirements within organizations have grown, it has been necessary to
augment the existing networking infrastructure with new infrastructure. At the time
of a network upgrade it was common for an organization to use the latest technology
available. This generally provided the greatest improvement in capability as a function
of cost. As a result, the enterprise networks that emerged comprised a range of different
networking technologies, each requiring its own set of skilled network managers. In
the early 1980s, the cost of network management required to manage these large,
heterogeneous networks created a crisis for many organizations. An urgent need arose
for automated network management that was integrated across diverse environments.

The International Organization for Standardization (ISO) has developed the OSI net-
work management reference model, which comprises five functional areas. This model
has become the primary means for understanding the major functions of a network
management system and has gained broad acceptance by vendors of both standardized
and proprietary network management tools. The five functional areas are performance
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management, fault management, security management, configuration management, and
accounting management.

The goal of performance management is to measure and make available various
aspects of network performance so that internetworking performance can be maintained
at an acceptable level. Examples of performance variables are network throughput,
reliability, availability, latency, user response times, and resource utilization. There
are two main functions of performance management, namely monitoring and control.
Monitoring is used to probe network resources to acquire data that can be analyzed by
performance management tools. It is important that the chosen measurement variables
capture information that is suitable for identifying performance degradations. Network
monitoring is discussed at length in Section 1.6. Control is the reactive component
of performance management that makes adjustments to the network in response to
unacceptable levels of network performance.

Fault management is used to detect, identify, locate, and if possible repair network
problems. It is probably the most widely implemented function of the OSI network
management components due to the impact a fault can have on critical business op-
erations. Faults in networks include network misconfigurations, link failure, hardware
interface failure, and traffic anomalies (for example, broadcast storms [5,71,82,133]).
Open standards, associated with the TCP/IP protocols, have led to networks that contain
hardware and software of different vendors. This complexity coupled with the growing
size of networks has made network faults increasingly difficult to detect and diagnose

[193].

Security management is concerned with physically securing the network and con-
trolling access to network resources. Network access control is required to protect sen-
sitive information from unauthorized users and to avoid malicious network attacks. It is
important that sensitive information, and access points to this information, be identified
and secured. Access points that are most sensitive include end user devices, backbone
networks, and web servers. In large organizations it is usual that users have different
levels of access to information. Users that access the network via an extranet will have
very little access to sensitive information. Internal network users would likely have ac-
cess to general information; however, access may be denied to information originating
from a particular department. Access to human resource files, for example, would be
inappropriate for most users outside the human resources department. Access-related
issues have largely been managed by maintaining logs of network access and examina-
tion of audit records. The protection of an intranet from external attacks is performed
by a firewall. It monitors and controls traffic into and out of an intranet. Firewalls are
commonly used at the gateway between an intranet and an extranet, or the Internet.
Most security risks are common to all types of networks. With the constant evolution
of intranets and TCP/IP protocols, new security risks are likely to emerge as new web
sites, network servers, and services are added to the network. Some of the highest-level
risks to intranets include brute-force attacks, vulnerabilities in web server software,
anonymous ftp, and overriding buffers [168]. Network anomaly detection can aid in
network security management by detecting and identifying abnormal network events
associated with breaches of security. Denial-of-service attacks and network intrusion
are examples of such breaches.
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The goal of configuration management is to maintain a record of the relationship
among systems and network components and the status of these components during
network operation. Monitoring of the network and system configuration allows the
impact on network operations, of various versions of hardware and software elements,
to be tracked and managed.

In many organizations there is a need to measure network usage so that individual
groups, cost centers, or projects that use the corporate intranet can be charged accord-
ingly. These charges are usually internal accounting transactions and do not require
cash transfers. The measurement of network resource utilization is also important for
reasons such as discovering inefficient usage or abuse of the network by end users and
planning for network growth. Collection of data on network utilization, setting of usage
quotas for service-level agreements, and billing users on their usage is the objective of
accounting management.

Several standards bodies including IEEE, ANSI, ISO, and IETF are involved in
developing new, and enhancing existing, network management standards for computer
networks [13]. This responsibility includes finding solutions to known deficiencies and
shortcomings in standards already in practice. The evolution of the Simple Network
Management Protocol (SNMP), including the security capability introduced in SN-
MPv3, is a classic example of how standards are being adapted to overcome problems

[160, 162].

The bulk of this monograph addresses techniques that can assist with aspects of
performance, fault, and security management in large dynamic intranets. In particu-
lar, a network-wide approach for detection of network anomalies is addressed. While
accounting management and configuration management are important functions of an
overall network management strategy, they will not be given any further attention.

1.4 Network Management System

The underlying architecture for implementation of network management is the network
management system (NMS). An NMS manages all components that are connected to a
network. It is made up of management stations and network elements (see Figure 1.2).
A management station is generally a centralized resource, providing a user interface
to enable a network manager to observe and control the behavior of the network. Fur-
thermore, it contains a set of applications to perform management functions such as
performance monitoring, fault detection, and configuration control. Network elements
are resources such as workstations, routers, and bridges. Network resources that are to
be managed must include a management agent. The agent module is responsible for
collecting management information from the network resource and passing it on to a
management station for further analysis.

In addition to the agents and managers, an NMS contains a management information
base (MIB) and network management protocol. The MIB is used to store current and
historical information relevant to a network resource. Some attributes contained in the
MIB are related to local configuration information, such as retransmit timers, while
others are related to traffic flow data, such as the number of packets in and out of a
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device. The management agent associated with the network resource is responsible for
maintaining the MIB. The management station accesses information from the MIB of
managed resources to determine their status. The management station can also change
the characteristics of a network element by controlling values of attributes in the MIB
that relate to configuration aspects of the resource. Interaction between a manager
station and management agents is provided by the network management protocol. A
network management protocol defines functions for retrieving management information
from agents and for issuing commands to agents. The SNMP is widely used in TCP/IP
networks and hence is commonly used to manage intranets.

It is quite straightforward for a single vendor to produce an NMS to manage a net-
work constructed solely from its own products. In practice, it is seldom the case that an
organization would choose network components from a single vendor. Hence the in-
stallation of multiple network management systems may be required by an organization

[159]. The use of multivendor network management systems is a problem, not only in
intranets, but in network management systems in general. Much effort has been made to
develop standards for the purpose of providing a common management system and to
enable interoperability among different NMSs. Some attention has been given to solv-
ing internetworking problems [42,190]. In addition, commercial products, such as HP
Openview, provide an open network management platform on top of which can be built
network management applications. Openview provides common management services
that can be accessed through standard application interfaces (APIs). The APIs enable
third-party vendors to develop their own network management systems that conform
to Openview. Thus an enterprise can deploy an integrated multivendor NMS.

The two main standards for network management are those of the Internet and OSI.
The OSI protocols, developed by ISO, comprise Common Management Information
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Protocols (CMIP) and Common Management Information Service Element (CMISE)
[159, 192]. CMIP/CMISE are very comprehensive and address all seven layers of
the OSI reference model. In addition to specifying a management protocol, they also
address network management applications. OSI network management is very com-
plex, and hence implementation is difficult. The Internet protocols developed by IETF
comprise the Simple Network Management Protocol (SNMP) and Remote Network-
Monitoring (RMON) standard [162]. As the name implies, these protocols are simple.
Because of the relative simplicity of SNMP, compared to the OSI network management
standards, the TCP/IP standards have become the accepted protocol for network man-
agement. Most vendors of networking equipment support SNMP. While SNMP was
developed to manage networking resources in the Internet, it has become very popu-
lar for managing other types of networks, including telecommunication networks and
intranets. A thorough discussion of SNMP and RMON will be given in Sections 1.5.1
and 1.5.2 respectively, due to their widespread use in the management of intranets.

1.5 Network Management in TCP/IP Networks

In the early years of TCP/IP development little attention was given to network man-
agement. Management problems that arose were fixed by protocol experts involved
in ARPANET research, using basic tools such as Internet Control Message Protocol
(ICMP). As the number of hosts and subnetworks connected to the Internet exploded, so
too did the number of administrative domains responsible for the health of the network.
No longer could a small group of experts solve all management problems. In addition,
there was a need for remote monitoring and configuring of gateways. Thus a standard
protocol for network management was required, and this resulted in the development
of the Simple Gateway Monitoring Protocol (SGMP). To enhance the capability pro-
vided by SGMP, the Internet Advisory Board (IAB) recommended the development
of SNMP. Currently, SNMP remains at the center of network management of TCP/IP
networks. The Remote Network Monitoring (RMON) standards were later developed
so that statistics of network performance from subnetworks be produced locally and
then passed to the central monitoring station. The IETF is responsible for all TCP/IP
standards, including those for network management. It publishes standards in a form
known as Request for Comments (RFCs).

Most effort in the development of TCP/IP network management standards has fo-
cused on transport protocols for accessing management information across the network
and in the development of the management information base. It was envisaged that OSI
network management, namely CMIP/CMISE, would provide a longer-term solution to
network management; however, the simplicity of SNMP has led to it becoming the pre-
ferred standard. It is likely that SNMP will remain the primary network management
protocol for many years. Beyond this, SNMP may be replaced by a more advanced
network management model. It is uncertain which protocol will replace SNMP; how-
ever, OSI remains unlikely to be adopted due to its complexity [159]. Despite this,
OSI network management will continue to provide a framework for the development
of new standards for network management.
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The following two sections provide an overview of SNMP and RMON. For a more
comprehensive description see [162].

1.5.1 Simple Network Management Protocol (SNMP)

SNMP is a set of standards used for network management of TCP/IP networks. Not only
does it define a protocol for exchanging network management information between an
agent and manager, but it also contains a framework for the definition of management
information relating to network devices. For a device to be managed by SNMP it must
be capable of running an SNMP management agent. Currently, most devices designed
for use in TCP/IP networks, such as bridges and routers, meet this requirement. This
makes SNMP a cost-effective method for monitoring network functions. In contrast
to CMIP, SNMP does not provide a definition for network management functions and
services. Instead, it provides a set of primitives from which network management ap-
plications can be built. The network management applications are performed at the
management station on information retrieved from management agents. Many vendors
produce proprietary network management applications that use SNMP [160].

The Management Information Base (MIB) is a database used by SNMP to define
characteristics of the managed resource (e.g., server, bridge, router). Each resource to be
managed is represented in the database by an object. The MIB is a structured collection
of such objects. Objects within the MIB must be either a scalar or tabular quantity. A
tabular variable is used where multiple object instances are defined. The total number
of packets on a router interface would be represented by a scalar variable, whereas a
list of interface entries would be tabular. The SNMP standards describe in considerable
detail the information that must be maintained by each type of management agent. This
information is rigidly specified to ensure that a management station will be compatible
with network resources produced by a variety of vendors. Management agents are not
required to maintain all objects defined in the MIB. Depending on the type of device, a
set of objects relevant to the operations of that device will be populated. For example,
a device that does not require the implementation of TCP will not have to manage MIB
objects relating to TCP. Most of the information stored in the MIB of a device either
represents the status of the device (e.g., operational status of an interface on a router), or
is an aggregated traffic-related parameter (e.g., number of packets into an interface on
arouter). The management station also maintains a MIB. The contents of this database
reflects the contents of MIBs of network devices that it manages, and hence the objects
that these devices support.

The objects defined for the MIB of SNMP are arranged hierarchically as a tree
and are clustered into groups of related areas. The tree structure facilitates this logical
grouping, with each managed object occupying a leaf in the tree. MIB-II is the current
standard for SNMP and is specified in RFC1213 [128]. There are eleven groups defined
for MIB-II. These groups contain information relating to such areas as system, interface,
TCP, and UDP (User Datagram Protocol). The system group defines objects related to
system administration, such as system name, contact person, and physical locality.
It is the most accessed group in MIB-II. Other groups, such as interfaces and TCP,
comprise objects that control the behavior of the network resource (e.g., the maximum
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number of allowable TCP connections) and provide counts for certain traffic-related
variables (e.g., total number of input octets received by an interface). In total there are
175 objects (or variables) specified in MIB-II [128]. An important criterion used by
developers of MIB-II when selecting object groups was that each object must assist
in fault or configuration management. Further criteria are given in the RFC. A private
subtree has been included in the MIB to cater for vendor specific objects.

The SNMP protocol is used to provide communication of information contained
in the MIB between the managed agent and management station, and between two
manager processes. SNMP was designed to operate over the UDP for robustness. Since
UDP is connectionless, no connections are maintained between a management station
and its agents. The use of UDP can result in some SNMP messages not reaching their
intended destination node. This problem is exacerbated when SNMP is used to manage
larger networks and when regular polling is relied upon for management information.
If SNMP had used TCP, then SNMP exchanges may have been lost whenever one or
more links in the path between the management station and managed agent failed.

SNMP was designed to be easy to implement and to consume minimal resources.
As a result, the capabilities it offers are very simple. The protocol provides four basic
functions to allow a manager station to communicate with an agent. These functions
include get, set, trap, and traversal (e.g., get-next-request) operations. In summary,
the get command is used to retrieve management information from agents and hence
monitor managed devices; the ser command is used to control managed devices by
changing the values of certain MIB objects. The trap command is used to send alarms
asynchronously from an agent to a management station whenever an abnormal event
is detected by the agent. In the event of an alarm, a network manager would respond
by polling for management information from the agent in order to ascertain the cause
of the alarm. A manager station can also send an alarm to another manager station.
Finally, traversal operations are used to determine which objects are supported by a
device on the network and to sequentially retrieve information from tabular objects,
such as routing tables.

The first version of SNMP, referred to as SNMP version 1, was developed as an
interim management protocol, ahead of OSI management. The specification is given
in RFC1157 [32]. Since OSI management was never realized, further development of
SNMP was undertaken to address a number of deficiencies with SNMPv 1. This resulted
in SNMPv2 [33—40]. The main change to the protocol in SNMPv2 was the introduction
of two new messages. The first message, get-bulk, provided a bulk data transfer capa-
bility for improving retrieval speed of data from tables. The second, inform-request,
provided improved communication of management information between management
stations. SNMPv2 is currently the most widely used version of SNMP. Many security
issues that were identified in SNMPv1 were unable to be fixed during the development
cycle of SNMPv2. The final revision of SNMPv2 was termed community-based SN-
MPv2 or SNMPV2C, since it uses the concept of community name for authentication
purposes. Recent work on SNMPv3 has addressed security issues in greater detail [161].

An important limitation of SNMP is the inability to derive information about traffic
between two subnetworks separated by two or more routers. If the traffic between such
subnetworks were to increase, then the cause of such an increase could not be identified
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using MIB-II alone. In these circumstances RMON can be used. RMON is discussed in
Section 1.5.2 below. SNMP is primarily a capability for collecting and reporting man-
agement information about the network. Further processing of information is required
to perform network anomaly detection.

1.5.2 Remote Network Monitoring (RMON) Protocol

The success of SNMP management is reflected in its widespread usage in TCP/IP-based
networks along with its availability in most vendors’ networking equipment. This suc-
cess has resulted in growth of the number of managed network resources in computer
networks. SNMPv1 provided the first capability for implementing remote monitoring
of a network. This capability enabled a centralized Network Operation Center (NOC) to
remotely configure network resources and to detect faults. It is common for large enter-
prise networks to comprise many thousands of hosts and subnetworks. Unfortunately,
SNMPv1 alone could not provide adequate capability for monitoring the performance of
such networks. The RMON standard is an enhancement to SNMP to provide a network
management system with the ability to monitor a subnetwork as a whole rather than
having to monitor individual devices connected to the subnetwork. Since the character-
ization of network performance is statistical in nature, it was logical that such statistics
be produced locally and later transmitted to a central network management station. The
process of remote network monitoring involves three steps. The first step requires ac-
cess to the transmission medium so that packets flowing on the network can be viewed.
This activity is performed by a network monitor (or probe) attached to the subnetwork.
Network monitors can be stand-alone devices or can be embedded into existing equip-
ment, such as routers. Network monitoring employed by RMON is a passive operation
and hence does not disrupt the flow of data on the network. Figure 1.3 shows a typical
network configuration employing RMON probes at each LAN segment. The second
step in remote monitoring is to produce summary information from data collected from
aprobe. This may include error statistics, such as number of collisions, and performance
statistics, such as throughput and packet size distribution. The production of statistics
is performed within the network monitor. The final step requires communication of the
summarized information to a remote network management station.

There are several advantages in using RMON devices for network monitoring.
It is not always practical to monitor subnetworks using SNMP due to the additional
traffic generated by the protocol. A single RMON device can devote all of its resources
to monitor a network segment and relay summarized information, characterizing the
behavior of the subnetwork, to the management station. The information can be sent
upon request by a management station or as a result of an abnormal event being detected
by the management agent. The SNMP protocol is still used to access information from
RMON devices; however, the overall effect is a marked reduction of SNMP traffic on
the network, especially in the segment where the network management station resides.
In addition, RMON is able to provide greater detail about the nature of traffic on a
subnetwork. This can be used to deduce information such as the host within a LAN
segment that is generating the most errors. It would not be possible to do this without
remote monitoring unless the network management station were connected directly to
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Fig. 1.3. Typical use of RMON probes for network monitoring.

the subnetwork. Since SNMP uses unreliable transport of packets, it is more likely
for packet loss to occur across a large network. The local probing of a subnetwork,
performed by an RMON device, is thus more reliable than that which could be achieved
by regular polling of information across a large network using SNMP. If the network
management station is unable to communicate with a device due to link failure, the
RMON device can continue to collect statistics about the local subnetwork and report
back to the network management station when connectivity resumes. It is possible to
perform near-continuous monitoring of a subnetwork using RMON; hence proactive
fault detection is a possibility. At the least, network problems can be identified more
quickly and reported to the network management station.

In order to implement RMON, it was necessary to add new MIB variables to sup-
plement MIB-II. No changes were required to the SNMP protocol to support RMON.
A device that implements the RMON MIB is known as an RMON probe. RMON is
described in detail in a number of RFCs published by the IETF. The earliest imple-
mentation of RMON, now referred to as RMONI, is given in RFC 1757 [177]. It is
capable of monitoring all traffic on the LAN segment to which it is attached. RMON1
operates at the data link layer; hence it can capture MAC (medium access control) level
frames and read source and destination MAC addresses in those frames. If a router is
attached to the LAN, RMONI1 can monitor total traffic only into and out of that router.
It is not capable of determining source and destination addresses beyond the router. The
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RMONI1 MIB is divided into ten groups of variables. Each group provides storage of
data specific to that group. An example is the statistics group used to store information
on utilization of the network.

RMON?2 is defined by RFC2021 and RFC2074 [11,178]. It was developed to provide
a capability of monitoring protocol traffic above the MAC level. RMON2 operates
upward from the network layer to the application layer. It can monitor traffic at the
network layer, including IP addressing, and at the application level, such as email, ftp,
and web. As a result, RMON?2 can determine source or destination addresses beyond a
router. This additional capability enables a network manager to determine such things
as which nodes are contributing to the bulk of traffic that is incoming or outgoing to the
LAN. It also enables a breakdown of traffic by protocol or application. The RMON2
MIB introduces an additional nine groups of variables to that of the RMON1 MIB. These
hold information related to higher-layer activities, such as statistics of traffic carried
between specific host pairs for a given application. Of most importance to the study of
anomaly detection in intranets, especially the graph-theoretic techniques developed in
this monograph, are the matrix groups. These groups provide statistics on the amount
of traffic between pairs of hosts, and contain statistics relating to the network layer and
the application layer. The network-layer matrix (nIlMatrix) group provides statistics for
the aggregated traffic between host pairs, while the application-layer (alMatrix) group
provides statistics on the basis of application-level address. This information can be
used to describe the network topology and traffic flow at the network layer for any
given time interval.

The finer-grained detail of network management information provided by RMON-II
comes at the cost of greater processing requirements at the management agent. This has
led vendors to produce stand-alone RMON probes that are hosted on high-end servers.
At present, the standards for RMON?2 are being extended to support high-capacity
networks.

1.6 Network Monitoring

In the last section, TCP/IP network management was discussed due to its importance
in the management of intranets. Two of the most common protocols used in TCP/IP
management, namely SNMP and RMON, were described in some detail. As a result
of the widespread deployment of devices supporting the SNMP standards [15, 31,
90], many network anomaly detection systems are based on measurement of variables
derived from such devices. In this section a general overview of network monitoring is
given.

Network monitoring is an essential component of managing TCP/IP networks and
is important for network anomaly detection. It is the process of gathering useful in-
formation pertaining to operations of the network. Network monitoring contributes to
all of the five functional areas of the OSI network management model. In configura-
tion management it is necessary not only to know the static configuration of a network
but also to monitor its dynamically changing topology. In terms of accounting man-
agement, information is required to attribute usage of network resources to groups or
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divisions within an organization and to identify misappropriation of network resources
by legitimate users. From a security management perspective, network monitoring is
used to collect data for network intrusion detection and to identify malicious attacks,
such as denial of service and web-based attacks [111]. Possibly the two most important
management functions that rely on network monitoring functions are performance and
fault management. Information relating to traffic statistics, network delay, and errors
are required to produce indicators of network performance and to detect and identify
faults. Network anomaly detection plays an important role in improving the overall
capability of the OSI management functions. An important aspect of being able to de-
tect network anomalies lies with the ability to characterize the dynamic behavior of
a network. The aim is to be able to distinguish between times when the network is
behaving normally and when it is behaving abnormally. To achieve this it is imperative
that network behavior be quantified in some manner. Network measurement variables
that are sensitive to the types of anomalies of interest to network managers must be
produced from information collected from the network to provide this quantification.
The underlying network monitoring system is responsible for collecting, refining, and
disseminating this information to anomaly detection algorithms.

Network monitoring can be broken down into three stages. The first of these stages
involves the collection of information about the network. Both active and passive mon-
itoring techniques are employed for this function. In TCP/IP-based networks such in-
formation is commonly derived from the MIB variables of SNMP and RMON. The
second stage of network monitoring transforms the collected information into useful
detection metrics. The new metrics should capture information about the behavior of
the network. This stage is normally referred to as the information processing phase.
Finally, the third stage of network monitoring assesses the ensemble behavior of the
network in order to determine abnormal events. This function is referred to as anomaly
detection. Anomaly detection will be discussed separately in Section 1.7.

The major thrust of this monograph is to develop graph-based concepts that trans-
form measurements, collected from network devices, into new measures that are more
sensitive to detecting changes in network topology. This forms an important part of the
second stage of network monitoring. The techniques require regular information about
network-wide traffic flows in order to produce measures of network change and hence
identify network anomalies.

1.6.1 Active and Passive Monitoring

Network monitoring techniques can be categorized as either active or passive. Active
network monitoring techniques are generally path-oriented and include tools such as
traceroute and ping [1]. Active approaches operate by injecting test traffic into the
network in order to measure performance metrics such as network end-to-end delay
and packet loss. These techniques are often used for characterization of the Internet,
since they can be used when administrative control of the network is not centralized, and
hence direct access to network elements is not possible. Conversely, passive monitoring
techniques are node oriented. Passive techniques do not disrupt the flow of packets, nor
add test traffic to the network. Passive monitors are used to gauge traffic flows in and
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out of a single device and can examine encapsulated headers to derive behavior related
to the network layer and above. Devices such as routers containing SNMP agents
and network monitors that implement the RMON MIB are the most commonly used
passive monitors. While active monitoring techniques are useful for producing certain
performance metrics, such as network latency measurements, passive techniques that
collect information relating to origin—destination (OD) traffic flows are of prime interest
to this monograph. The information from OD traffic flows can be represented as a
graph. Graph-based techniques can then be used to produce measures that are sensitive
to network change and hence be used in network anomaly detection. Such and other
techniques applied to analysis of enterprise network dynamics indeed represent the
main topics of this monograph.

1.6.2 Common Monitoring Solutions for Intranets

SNMP-based polling systems have proven to be cost-effective means for network mon-
itoring due to the widespread deployment of devices that are SNMP enabled. MIB
variables are a very good source of aggregated network data and are hence often used
for passive network monitoring [15,31,90]. These polling systems, however, have an
inherent overhead in terms of the processing load on the network devices required to
compute traffic statistics, and on network bandwidth consumed when the management
station retrieves data from managed agents. In some extreme cases, where a poorly
designed network management system is in operation, the SNMP traffic can be respon-
sible for disrupting the very services that it aims to maintain. In order to be capable of
rapidly detecting network anomalies and faults, the rate of polling of each SNMP agent
in a network has to be at least of the same order of time as that of the fault; otherwise,
the fault will go undetected. This can lead to very short polling intervals on the order
of a few minutes. This increased polling frequency further accentuates the processing
demand on network devices and bandwidth overhead. Also, as network management
systems become more focused on application-level management, the network monitor-
ing system is required to collect more data. An increased processing load on network
devices can lead to lost packets. Some research has recently been undertaken to im-
prove the efficiency of polling [43] and data access [19] for the SNMP protocol. When
a centralized measurement system is utilized, bandwidth bottlenecks can occur on links
nearest to the central management station. The resource-intensive task of polling can
be overcome using a distributed measurement system whereby network monitors send
important data back to midlevel management stations. A midlevel station will usually
oversee approximately ten probes and be located in close proximity to those probes. Its
function is to consolidate data from each probe and respond to periodic queries from a
higher level, or central management station [175]. In distributed polling systems, the
bulk of polling is moved closer to each device, where the corresponding links are less
likely to be affected by the additional traffic. The traffic load on links between midlevel
management systems and the central management system is thus greatly reduced. In

[112] a method to minimize bandwidth utilization using hierarchical network moni-
toring is addressed. To reduce the hardware requirements, and hence cost, this research
sought to find the minimum number and location of midlevel stations in a network to
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perform polling. Other research into failure-resilient monitoring of link delays [9] and
monitoring of bandwidth and latency [18] also deals with the problem of minimizing
the cost of measurement infrastructure.

RMON is also commonly used for network monitoring. However, the cost of de-
ploying an RMON solution network-wide is high. RMON was described in detail in
Section 1.5.2. Since the function of RMON is to monitor and aggregate traffic in a
subnetwork, it provides a similar benefit to that of a distributed management model, in
that it reduces the need for regular polling by a management station. RMON is gener-
ally limited to monitoring LAN segments. Implementation of RMON for monitoring
higher-speed backbone interfaces has proven to be infeasible or prohibitively expensive

[77].

Packet monitors are an alternative method for the production of network measure-
ments and are commonly used on high-speed backbone links. Packet monitors can pro-
vide very detailed information about traffic traversing a link. They operate by collecting
a copy of each packet that traverses a link, recording IP, TCP/IP, or application layer
information. In monitoring high-speed links the collection of every packet becomes
impractical. To reduce the load on processing elements and volume of data collected,
these monitors often collect only a limited number of bytes from each packet. Typically,
only the IP header is collected, which contains information such as source and destina-
tion addresses and port numbers. Many packet monitoring tools have been developed
by research institutions [69,72,103] and commercial vendors.

Many commercial tools are available for performing network monitoring functions.
These range from personal computers fitted with a network interface card and special
monitoring software to custom hardware devices. Examples of popular commercial
monitors include NetFlow by Cisco [48], and Ecoscope by Compuware.

1.6.3 Alternative Methods for Network Monitoring

In the management of intranets we assume that a single administrative domain exists.
From a network monitoring perspective this means that monitoring techniques that
require direct connection to the network to perform active or passive monitoring, or
require access to information on network devices, can be employed. Conversely, moni-
toring of Internet performance is a more difficult problem due to the size, heterogeneity,
and lack of centralized administration [49,86]. Before entering into a peering relation-
ship,! the owner of an autonomous system (AS) would generally like to gain some
insight into the operations of the AS that it wishes to peer with. Under these conditions
it is necessary for monitoring techniques to be able to acquire information about the
AS of interest without cooperation from devices within that network. Techniques exist
whereby passive monitoring of traffic emanating from that network is used to derive
information about the network’s internal operations. Network tomography [50], which
is based on signal processing, is one such technique that has been adapted for this
purpose. Here network inferencing is used to estimate network performance parame-
ters based on traffic measurements taken at a small subset of network nodes. Many of

1A bilateral agreement established between two or more ISPs for the purpose of directly
exchanging Internet traffic.
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the techniques developed specifically for Internet monitoring [44] can also be applied
to intranets. While it may seem unnecessary to do so, in some circumstances where
limited monitoring infrastructure is available, and network bandwidth is at a premium,
such techniques can be invaluable. These methods provide additional sources of data
for network anomaly detection.

1.6.4 Sampling Interval and Polling Rate

An important par