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Preface

We have been in a fossil fuel era and ended up with such a desperate picture!

The key question here is: how to cure this problem? The common consensus to

tackle this problem is that we need sustainable energy solutions which cover the

following six key pillars, namely, (1) better efficiency, (2) better cost-effectiveness,

(3) better resources use, (4) better design and analysis, (5) better energy security,

and (6) better environment. These are essentially the main pillars and what makes

this book really unique as “sustainable energy systems and applications.”

This book is research oriented, and therefore includes extensive practical features

not found in solely academic textbooks. This book is essentially intended for use by

senior undergraduate and graduate students in various disciplines ranging from

mechanical to chemical engineering, and as a basic sustainable energy source on,

even a handbook, for practicing energy engineers. Analyses of sustainable energy

systems and their applications are undertaken throughout this comprehensive book,

providing new understandings, methodologies, models, and applications, along with

several illustrative examples and case studies. The coverage is extensive, and the

amount of information and data presented is quite sufficient for several energy-

related courses, if studied in detail.We strongly believe that this bookwill be of great

interest to researchers, scientists, students, engineers, and energy experts, and that

it provides a valuable and readable reference text for those who wish to learn more

about sustainable energy systems and applications.

Chapter 1 addresses general aspects of thermodynamics to furnish the readers

with background information on thermodynamic aspects, covering essentially two

main laws (first and second law of thermodynamics) through energy and exergy

analyses and efficiency assessment, along with some examples related to the

analyses of sustainable energy systems and their applications. Chapter 2 discusses

energy and environmental issues and energy sources and options and their impact

of environment. Chapter 3 is a continuation of Chapter 2 by focusing primarily

on global warming and climate change issues and their consequences. Chapter 4

focuses on energy conservation with some specifics on issues, measures, policies,

strategies, and their assessments, and offers some illustrative examples. Chapter 5
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discusses energy policies and assessment of various options for sustainable devel-

opment. Chapter 6 delves into fossil-fuel alternatives and provides some examples

and case studies. Chapter 7 is specifically about using ammonia as a potential

substance for various options as the fuel, refrigerant, and working fluid in numerous

applications and discusses ammonia as a key source of hydrogen especially for

transportation vehicles. Chapter 8 provides comprehensive coverage on the nuclear

energy option, addressing a broad range of topics from historical perspectives to

nuclear-based hydrogen production. Chapter 9 renewable addresses comprehensive

by energy systems and applications, including integrated and hybrid systems for a

more sustainable future. Chapter 10 deals with district energy systems, including

various subtopics from cogeneration to system analysis and offers case studies.

Chapter 11 discusses energy storage options as part of sustainable energy systems

and applications, and presents various examples and case studies. Chapter 12

describes integratedmultigeneration systems for the production of various commod-

ities, including power, heat, hot water, cooling, hydrogen, as well as desalination.

Chapter 13 is the heart of this book as it focuses on hydrogen and fuel cell systems,

covering hydrogen production, storage, transportation, distribution, and use, and

fuel cell systems and their applications and analyses. Chapter 14 discusses carbon

dioxide technologies and their implementation for various applications. Chapter 15

is another important chapter, focusing on life-cycle assessment for various systems

and applications for better efficiency and environment. Chapter 16 provides some

details on industrial ecology and its possible applications in some areas of sustain-

able development. Chapter 17 gives some perspectives on sectoral energy and

exergy utilization to provide a comprehensive picture of economies and their

activities. Chapter 18 discusses economic analysis of systems, especially sustainable

energy systems.

Incorporated throughout this book are many wide-ranging, illustrative examples

and case studies that provide useful information for sustainable practical applica-

tions. Conversion factors and thermophysical properties of various materials are

listed in the appendices in the International System of Units (SI). Complete refer-

ences and a bibliography are included in each chapter to direct the curious and

interested reader to further information.

Oshawa, Canada İbrahim Dinçer

Calin Zamfirescu
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Chapter 1

Thermodynamic Fundamentals

1.1 Introduction

Sustainable energy systems exhibit a diverse nature and cover a large number of

processes such as energy conversion, heating, cooling, and chemical reactions.

Sustainable energy engineering is a complex subject because many disciplines

such as thermodynamics, fluid mechanics, heat transfer, electromagnetics, and

chemical reaction engineering are encountered in its processes and applications.

When an engineer or an engineering student undertakes the analysis of a

sustainable energy conversion system and/or its application, he or she should deal

with several basic issues first, depending upon the type of the problem being

studied. These issues include thermodynamics, fluid mechanics, chemical reaction,

heat transfer, and others. In conjunction with this, we need to introduce several

definitions and concepts before moving onto sustainable systems and applications

in depth. Furthermore, the units of measure are of importance in the analysis of such

systems and applications. One should make sure that the units used are consistent in

order to reach the correct result. This means that there are several introductory

factors to be taken into consideration. While the information in some situations is

limited, it is important that the reader comprehend these processes. Despite assum-

ing that the reader, if he or she is a student, has completed necessary courses in

thermodynamics, fluid mechanics, chemistry, and heat transfer, there is still a need

for him or her to review, and for those who are practicing energy engineers, there is

a greater need to understand the physical phenomena and practical aspects, as well

as the basic laws, principles, governing equations, and related boundary conditions.

In addition, this introductory chapter reviews the essentials of these principles and

laws, and discusses the relationships between these aspects and provides some key

examples.

We now begin with a summary of the fundamental definitions, physical quan-

tities, and their units, dimensions, and interrelations. We then proceed to consider

different fundamentals of thermodynamics, including some aspects of fluid

mechanics, heat transfer, and chemical reaction.

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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1.2 Primary Notions in Thermodynamics

For a good understanding of the operation, modeling, and design of sustainable

energy systems, extensive knowledge of such topics is indispensable, especially for

thermodynamics, which is the most comprehensive.

The term thermodynamics comes from two Greek words: therme, meaning

“heat,” and dynamis, meaning “power,” which suggests the science of transforming

heat into power. It began in the 1800s with the need for designing efficient steam

engines.

One of the main concepts of thermodynamics is the thermodynamic system. This
concept was introduced by Carnot (1824) and referred to a finite mass of water

vapor that is enclosed in steam power plants and has the ability to produce work
when heat is applied to it cyclically (the concepts of work and heat are formally

defined in the subsequent paragraphs). In today’s definition, which is a generaliza-

tion of the Carnot one, a thermodynamic system is a part of the universe that is

delimited, by a real or imaginary boundary, from the rest of the universe, which is

attributed with the name surroundings. Following this definition, a thermodynamic

system can be anything, such as a human body, a room, a building, a power plant,

a heat exchanger, a piston, a terrestrial atmosphere, a planet, or the solar system.

A thermodynamic system is characterized by a volume, and therefore inside any

thermodynamic system a field must exist, because the field is a physical quantity

that is associated with each point in space and time. There is no subdomain that is

void of a field observed in the known universe. Examples of fields are the electrical,

magnetic, and gravitational fields. Matter can be enclosed in a thermodynamic

system, because matter is anything that has rest mass and takes up space. Mass is
defined as a quantity of matter forming a body of indefinite shape and size. The

fundamental unit of mass is the kilogram (kg) in the SI (International System of

Units) and its unit in the English Engineering System is the pound mass (lbm). The

basic unit of time for both unit systems is the second (s). The following relation-

ships exist between the two unit systems:

1 kg = 2.2046 lbm or

1 lbm = 0.4536 kg

1 kg/s = 7936.6 lbm/h = 2.2046 lbm/s

1 lbm/h = 0.000126 kg/s

1 lbm/s = 0.4536 kg/s

In thermodynamics the unit mole (mol) is commonly used and defined as a

certain amount of substance containing all the components. The mole is the amount

of substance of a system that contains as many elementary entities as there are

atoms in 0.012 kg of carbon 12. The number of these atoms is known as the

Avogadro number, NA = 6.023 � 1023. The related equation is

n ¼ N

NA

¼ m

M
; (1.1)
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where N is the number of molecules (or atoms, whichever is the case). If m and M
are given in grams and gram/mol, we derive n in mol. The quantity M is known as

molecular mass. If the units are kilogram and kilogram/kilomol, n is in kilomol

(kmol). For example, 1 mol of water, having a molecular weight of 18 (compared to

12 for carbon 12), has a mass of 0.018 kg and for 1 kmol it becomes 18 kg.

A particular thermodynamic system is a vacuum that is characterized by the lack

of any form of matter. There are four common forms of matter, namely solid, liquid,

gas, and plasma, from which any combination can be enclosed in a thermodynamic

system. From a chemical point of view, any form of matter consists of atoms and

molecules that interact with each other and furthermore may interact with fields

throughout the system. This interaction is what it leads to movement, which can be

either chaotic or organized in the form of flow. Interaction among different parts of

a system assumes the existence of forces that drive that interaction.
A force is a kind of action that can accelerate or bring matter to rest or that

changes the direction of motion (e.g., a push or a pull). The fundamental unit of

force is the newton (N).

1 N = 0.22481 lbf (pound force) or

1 lbf = 4.448 N.

The four quantities as discussed above, that is, mass, time, length, and force, are

interrelated by Newton’s second law of motion, which states that the force acting on

a body is proportional to the mass and the acceleration in the direction of the force,

as given below:

F
!¼ m a!: (1.2)

Note that acceleration is defined as the variation of velocity in time (measured in

m/s2), while velocity is defined as the rate of change of position of a piece of matter

in time (measured in m/s). Furthermore, changing the position in time is quantified

by the length of a path. The basic unit of length is the meter (m) in the SI and the

foot (ft) in the English system. The interrelations are

1 m = 3.2808 ft = 39.370 in (where “in” stands for inch)

1 ft = 0.3048 m

1 in = 2.54 cm = 0.0254 m

Equation (1.2) shows the force required to accelerate a mass of 1 kg at a rate of

1 m/s2 as 1 N = 1 kg m/s2.

It is important to note that the value of the earth’s gravitational acceleration is

9.80665 m/s2 in the SI system and 32.174 ft/s2 in the English system, which

indicates that a body falling freely toward the surface of the earth is subject to the

action of gravity alone.

Due to its action, a force can displace matter. If this happens, one can say that

the force performs work. The work of a force is proportional to the force magnitude

and displacement. One notes that force is a vector (characterized by magnitude and
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direction), while the work of a force is a scalar (characterized only by magnitude).

As is known from physics, work is the scalar product of force and displacement:

W ¼ F
!� d!: (1.3)

The existence of a force or of a field of forces that act on a piece of matter (e.g., a

body, a volume of fluid, an atom, or an atomic particle) creates the ability to do

work. As is known from physics, the ability to do work quantifies energy.
In other words, work is the energy that is transferred by a difference in pressure

or through force of any kind, and in engineering thermodynamics it can be sub-

divided into shaft work and flow work. Shaft work is mechanical energy used to

drive a mechanism such as a pump, compressor, or turbine. Flow work is the energy

transferred into a system by fluid flowing into, or out of, the system. Both forms are

usually expressed in kilojoules per mass, kJ/kg. Work done by a system is consid-

ered positive and work done on a system (work input) is considered negative. The

unit for power is a rate of work of 1 J/s, which is a watt (W). The relevant

interconversions between the International and English unit systems are as follows:

1 W = 3.4123 Btu/h (British thermal unit per hour),

1 Btu/h = 0.2931 W,

1 Btu/s = 1055.1 W,

1 lbf ft/s = 1.3558 W,

1 hp = 745.7 W.

The concept of energy was first introduced in mechanics by Newton when he

hypothesized about kinetic and potential energies. However, the emergence of

energy as a unifying concept in physics was not adopted until the middle of the

nineteenth century and is considered one of the major scientific achievements of

that century. The concept of energy is so familiar to us today that it seems

intuitively obvious to understand, yet we often have difficulty defining it precisely.

Being the expression of the ability to do work, energy is a scalar quantity that

cannot be observed directly but can be recorded and evaluated by indirect measure-

ments. The absolute value of the energy of a system is difficult to measure, whereas

the energy change is relatively easy to evaluate.

Examples of energy use in our day-to-day are endless. The sun is the major

source of the earth’s energy. It emits a spectrum of energy that travels across space

as electromagnetic radiation. Energy is also associated with the structure of matter

and can be released by chemical and atomic reactions. Throughout history, the

emergence of civilizations has been characterized by the discovery and effective

application of energy to help meet society’s needs.

Energy manifests itself in many forms, which are either internal or transient.

Energy can be converted from one form to another. In thermodynamic analysis, the

forms of energy can be classified into two groups: macroscopic and microscopic.

Macroscopic forms of energy are those that an overall system possesses with

respect to a reference frame, for example, kinetic and potential energies. The

macroscopic energy of a rising object changes with velocity and elevation.
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The macroscopic energy of a system is related to motion and to the influence of

external effects such as gravity, magnetism, electricity, and surface tension.

Microscopic forms of energy are those related to the molecular structure of a system

and the degree of molecular activity, and are independent of outside reference

frames. The sum of all the microscopic forms of energy of a system is its internal
energy, denoted usually by U. The internal energy of a system depends on the

inherent qualities, or properties, of the materials in the system, such as composition

and physical form, as well as the environmental variables. Internal energy can have

many forms, including mechanical, chemical, electrical, magnetic, surface, and

thermal. Here are two examples:

l A spring that is compressed has a higher internal energy (mechanical energy)

than a spring that is not compressed, because the compressed spring can do work

on changing (expanding) to the uncompressed state.
l Two identical vessels, each containing hydrogen and oxygen, are considered to

have different chemical energies. In the first, the gases are contained in the

elemental form, pure hydrogen and pure oxygen, in a ratio of 2:1. The second

vessel contains an identical number of atoms but in the form of water. The

internal energies of these systems differ. A spark may set off a violent release of

energy in the first vessel but not in the second.

The energy that a system possesses as a result of its motion relative to some

reference frame is called kinetic energy. Kinetic energy refers to the energy of the

system because of its “overall” motion, either translational or rotational. “Overall”

is used here to specify that we refer to the kinetic energy of the entire system, not

the kinetic energy of the molecules in the system. If the system is a gas, for

example, the kinetic energy is the energy due to the macroscopic flow of the gas,

not to the motion of individual molecules.

The energy that is stored in a system has the well-known name, introduced by

Rankine (see Crosbie 1998), of potential energy because it has the potential to be

used by converting it into kinetic energy or other forms (e.g., heat, electricity).

There are several kinds of potential energies, namely gravitational, elastic, centrif-

ugal, electrical, magnetic, chemical, thermal potential, and rest mass. If several

kinds of forces act, the potential energy of a body is the superposition of all the

individual components.

The energy that a system possesses as a result of its elevation in a gravitational

field is called gravitational potential energy (or commonly just potential energy).

For example, a 1-kg mass, 100 m above the ground, has a greater potential energy

than the same mass on the ground. Potential energy can be converted into other

forms of energy, such as kinetic energy, if the mass is allowed to fall.

Kinetic and potential energy depend on the environment in which the system

exists. In particular, the gravitational potential energy of a system depends on the

choice of a zero level. For example, if ground level is considered to be at zero

potential energy, then the potential energy of the mass 100 m above the ground has

a positive potential energy equal to the mass (1 kg) multiplied by the gravitational
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constant (g = 9.807 m/s2) and the height above the ground (100 m). Its potential

energy will be 980.7 (kgm2)/s2 (or 980.7 Newton-meters (Nm), or 980.7 J). The

datum plane for potential energy can be chosen arbitrarily. If it had been chosen at

100 m above the ground level, the potential energy of the mass would have been

zero. Of course, the difference in potential energy between the mass at 100 m and

the mass at ground level is independent of the datum plane.

In a more formal approach one recognizes the interdependence between conser-
vative forces (or fields of conservative forces) and potential energy. The potential

energy is the energy that is produced by a conservative force, and the conservative

force has by definition the property that when it displaces matter the change in the

associated potential energy does not depend on the path taken, but only on the initial

and final position of the displacement. Potential energy is a function of the position

of the thermodynamic system and its constituents in the field of conservative forces.

Any conservative force has an associated potential energy. Apart from gravita-

tional energy, caused by the gravitational force, which is conservative, the follow-

ing potential energies are known:

l Elastic energy, produced by elastic forces.
l Magnetic energy, produced by magnetic forces.
l Electrostatic energy, produced by Columb forces.
l Chemical potential energy, produced by Columb forces while chemical reac-

tions occur. During chemical reactions the atoms and electrons rearrange,

releasing or absorbing energy in the same time; this energy is of the electrical

type in nature and is manifested among nuclei, electrons, and molecules.
l Thermal potential energy, which is a consequence of kinetic energy of molecules

and the potential energy due to their relative position.
l Nuclear energy, which is caused by various nuclear forces (weak, strong).

Pressure is defined as the total force exerted per unit of surface area. Pressure is

a notion coming from fluid mechanics and thus is specific to fluids, that is, liquids

and gases. The mathematical definition of pressure is written as

P ¼ F=A; (1.4)

where F is the force and A is the area.

The unit for pressure in SI is the force of one Newton acting on a square meter

area (so-called Pascal) as follows:

1 Pascal (Pa) = 1 N/m2

The unit for pressure in the English system is pounds force per square foot, lbf/ft2.

Here are some pressure conversions:

1 Pa = 0.020886 lbf/ft2 = 1.4504 � 10�4 lbf/in2 = 4.015 � 10�3 in water = 2.953

� 10�4 in Hg

1 lbf/ft2 = 47.88 Pa

1 lbf/in2 = 1 psi = 6,894.8 Pa

1 bar = 1 � 105 Pa
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We now introduce the basic pressure definitions; a summary of the basic

pressure measurement relationships is shown in Fig. 1.1.

Atmospheric pressure. The atmosphere that surrounds the earth can be considered

a reservoir of low-pressure air. Its weight exerts a pressure that varies with

temperature, humidity, and altitude. Atmospheric pressure also varies from time

to time at a single location because of the movement of weather patterns. While

these changes in barometric pressure are usually less than one-half inch of mercury,

they need to be taken into account when precise measurements are essential.

1 standard atmosphere ¼ 1:0133 bar ¼ 1:0133� 105Pa ¼ 101:33 kPa

¼ 0:10133 MPa ¼ 14:7 psi ¼ 29:92 in Hg

¼ 760 mmHg ¼ 760 Torr:

Gauge pressure. The gauge pressure is any pressure for which the base for

measurement is atmospheric pressure expressed as kPa as gauge. Atmospheric

pressure serves as the reference level for other types of pressure measurements, for

example gauge pressure. As is shown in Fig. 1.1, the gauge pressure is either positive

or negative, depending on its level above or below the atmospheric pressure level.

At the level of atmospheric pressure, the gauge pressure becomes zero.

Absolute pressure. A different reference level is utilized to obtain a value for

absolute pressure. The absolute pressure can be any pressure for which the base

for measurement is full vacuum, being expressed in kPa as absolute. In fact, it is

composed of the sum of the gauge pressure (positive or negative) and the atmo-

spheric pressure as follows:

kPa gaugeð Þ þ atmospheric pressure ¼ kPa absoluteð Þ: (1.5)

P
re

ss
ur

e

Pabs,n

Vacuum gauge
ΔP=Patm-Pabs,n

Patm

Pabs,p

Atmospheric pressure

Pressure gauge
ΔP=Patm,p-Patm

Fig. 1.1 Illustration of pressures for measurement
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For example, to obtain the absolute pressure, we simply add the value of

atmospheric pressure of 101.33 kPa at sea level. The absolute pressure is the

most common one used in thermodynamic calculations despite there being a

pressure difference between the absolute pressure and the atmospheric pressure

existing in the gauge being read by most pressure gauges and indicators.

Vacuum. A vacuum is a pressure lower than the atmospheric one that occurs only

in closed systems, except in extraterrestrial space. It is also called the negative
gauge pressure. As a matter of fact, vacuum is the pressure differential produced by

evacuating air from the closed system. Vacuum is usually divided into four levels

as (1) low vacuum representing pressures above one Torr absolute (a large

number of mechanical pumps in industry are used for this purpose; flow is viscous),

(2) medium vacuum varying between 1 and 10�3 Torr absolute (most pumps

serving in this range are mechanical; fluid is in transition between viscous

and molecular), (3) high vacuum ranging between 10�3 and 10�6 Torr absolute

(nonmechanical ejector or cryogenic pumps are used; flow is molecular or newto-

nian), and (4) very high vacuum representing absolute pressure below 10�6 Torr

(primarily for laboratory applications and space simulation).

A number of devices are available to measure fluid (gaseous or liquid) pressure

and vacuum values in a closed system, and they require the fluid pressure to be

steady for a reasonable length of time. In practice, the most common types of such

gauges are as follows:

l Absolute pressure gauge: This is used to measure the pressure above a theoreti-

cal perfect vacuum condition and the pressure value is equal to (Pabs,p – Patm) in

Fig. 1.1. The most basic type of such gauges is the barometer. Another type of

gauge used for vacuummeasurements is the U-shaped gauge. The pressure value

read is equal to (Patm – Pabs,n) in Fig. 1.1.
l Mercury U-tube manometer: These manometers use a column of liquid to

measure the difference between two pressures. If one is atmospheric pressure,

the result is a direct reading of positive or negative gauge pressure.
l Plunger gauge: This gauge consists of a plunger connected to system pressure, a

bias spring, and a calibrated indicator. An auto tire gauge would be an example.
l Bourdon gauge: This is the most widely utilized instrument for measuring

positive pressure and vacuum. Measurements are based on the determination

of an elastic element (a curved tube) by the pressure being measured. The radius

of curvature increases with increasing positive pressure and decreases with

increasing vacuum. The resulting deflection is indicated by a pointer on a

calibrated dial through a ratchet linkage. Similar gauges may be based on the

deformation of diaphragms or other flexible barriers.
l McLeod gauge: This is the most widely used vacuum-measuring device, partic-

ularly for extremely accurate measurements of high vacuums.

Among these devices, two principal types of measuring devices for industrial

applications are manometers and Bourdon gauges. However, in many cases

8 1 Thermodynamic Fundamentals



manometers are not preferred due to the excessive length of tube needed, the inconve-

nience of using them for pressures much in excess of 1 atm, and their lesser accuracy.

There are also pressure transducers available, based on the effects of capaci-

tance, the rates of change of strain, the voltage effects in a piezoelectric crystal, and

magnetic properties (Marquand and Croft 1997). All have to be calibrated, and the

only calibration possible is against a manometer under steady conditions, even

though they are most likely to be used under dynamic conditions.

It is important to note at another level that the saturation pressure is the pressure
of a liquid or vapor at saturation conditions.

1.3 Kinetic-Molecular Theory and Temperature

Kinetic-molecular theory gives a special interpretation of temperature that is worth

our attention because it relates the temperature to the internal energy of a thermo-

dynamic system. In this respect, the internal energy is a statistical mean of the

energy of all molecules and is proportional to the average force that the molecules

exert on the system boundary.

Let us assume a thermodynamic system formed from an ideal gas, which is

defined as a special state of matter comprising a large number N of particles

(molecules or atoms) of mass m 6¼ 0 that move freely and have randomly perfect

elastic collision with the system’s boundary. The number of particles with respect

to the system size is small, so that the total volume of the particles is negligible and

the collision among the particles is less probable than the collision of the particles

with the walls. The shape of the thermodynamic system can be arbitrary, but for

simplicity we assume here a cubical volume. The derivations that follow have an

integrative nature and therefore are valid for a volume of any shape.

When a particle collides with the wall, say in the x direction with velocity vx, it
will be reflected back into the volume with velocity �vx. Therefore, the variation of
momentum is

Dp ¼ mvx � m �vxð Þ ¼ 2mvx: (1.6)

The duration of one collision is the same as the time a particle travels between two

opposite walls, Dt ¼ 2l=vx, where l is the edge of the cube. Then according to the

principle of momentum conservation, Eq. (1.6) becomes

Fx;i ¼ Dp
Dt

¼ mv2x;i
l

; (1.7)

where the index i indicates that the equation refers to the particle i acting on one of

the two opposite walls in the direction x. It is reasonable to assume a uniform

distribution of particles collisions on all three Cartesian directions, x, y, and z,
which means that N/3 particles hit the x boundaries, that is, i = 1. . . N/3. Moreover,

1.3 Kinetic-Molecular Theory and Temperature 9



the length l is equal to the volume V of the cube divided by the area of one face A1.

Therefore, Eq. (1.7) summed from i = 1. . . N/3 gives the total force acting of one

cube face:

Fx ¼
XN=3
i¼1

Fx; i ¼ mA1

V

XN=3
i¼1

v2x; i: (1.8)

The velocity of the particles within the system can be statistically averaged

such that

XN=3
i¼1

v2x;i ¼
XN=3
i¼1

v2y;i ¼
XN=3
i¼1

v2z;i ¼ N�v2: (1.9)

Combining Eqs. (1.4), (1.8), and (1.9), the following expression is obtained for the

pressure exerted by the system on its boundary (which is the same on all faces):

P ¼ Fx

A1

¼ Fy

A1

¼ Fz

A1

¼ Nm�v2

3V
: (1.10)

Here, one recognizes the term Nm/V that represents the total mass divided by the

system volume and is defined as the density, denoted with r and measured in kg/m3.

The inverse of the density is the specific volume v, measured in m3/kg. Including the

specific volume in Eq. (1.10), one obtains the following result for the pressure exerted

by an ideal gas due to the movement of its molecules or “gas pressure”:

P ¼ 1

3

�v2

v
: (1.11)

Note that if the gas is dense or one analyzes a vapor–liquid mixture, in addition to

the pressure exerted by gas molecules, there is a gradient of density within the

system due to gravitational forces. This generates a higher pressure on the bottom

surface, known as hydrostatic pressure. The hydrostatic pressure represents the

weight of the fluid (gas or liquid) column exerted on the surface, which is given by

Ph = rgZA/A = rgZ, where Z is the height of the fluid column. It depends on the

peculiarity of the system if the hydrostatic pressure or gas pressure must be

considered or neglected. For example, in a hydroelectric power plant only the

head pressure, that is the hydrostatic pressure of the water column, can be consid-

ered in the analysis. In a boiler, because its size is relatively small for gravitational

effects to be considered, the hydrostatic pressure can be neglected and only the gas

(vapor) pressure considered. Additional pressure components may exist if the fluid

has, for example, magnetoelectric properties.

From Eq. (1.10) one can extract the average kinetic energy of a single particle:

K ¼ 1

2
m�v2 ¼ 3

2

PV

N
: (1.12)
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The kinetic energy corresponding to 1 mol of ideal gas results from combining

Eqs. (1.1) and (1.12) and is

Kn ¼ 3

2

PV

N
NA ¼ 3

2

PV

n
: (1.13)

The degree of freedom (DOF) of a mono-atomic ideal gas is DOF = 3 because

there are three axes of translation; since the particles are small spheres there are no

rotational degrees of freedom. Therefore, the following quantity is the average

kinetic energy of 1 mol of ideal gas per number of degrees of freedom:

Kn

DOF
¼ 1

2

PV

n
: (1.14)

According to its definition, temperature, denoted by T, is a quantity proportional to

the average energy of a single molecule (particle, atom) in the system per degree of

freedom, that is, K/DOF � T; for n mol of gas, this becomes nT � Kn/DOF. The

constant of proportionality is known as the universal gas constant and is denoted

by R:

R ¼ 2Kn

DOF� T
¼ 8314:472 JK�1 kmol�1: (1.15)

Combining Eqs. (1.14) and (1.15) results in the ideal gas equation, namely

PV ¼ nRT: (1.16)

The universal gas constant R, divided by the molecular massM of the gas represents

the real gas constant, Rg ¼ R/M. The universal gas constant also allows expressing

the average energy of a single molecule, which results by replacing PV from

Eq. (1.16) into Eq. (1.12). Further, using Eq. (1.1), it results in

K ¼ 3

2

R

NA

T ¼ 3

2
kBT; (1.17)

which is the equation that defines the Boltzman constant kB:

kB ¼ R

NA

¼ 1:380 6504� 10�23 J=K: (1.18)

Therefore, temperature is proportional to the energy of a single molecule per

number of degrees of freedom, the constant of proportionality being 2/kB.
Temperature is an indication of the thermal energy stored in a substance. In other

words, we can identify hotness and coldness with the concept of temperature. The

temperature of a substance may be expressed in either relative or absolute units.

The two most common temperature scales are the Celsius (�C) and the Fahrenheit

(�F). The Celsius scale is used with the SI unit system and the Fahrenheit scale with
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the English system of units. There are also two more scales, the Kelvin scale (K)

and the Rankine scale (R) that are sometimes employed in thermodynamic applica-

tions; the Kelvin scale is considered an SI scale. The relations between these scales

are summarized as follows:

Tð�CÞ ¼
Tð�FÞ � 32

1:8
; (1.19)

TðKÞ ¼ Tð�CÞ þ 273:15 ¼ TðRÞ
1:8

¼ Tð�FÞ þ 459:67

1:8
; (1.20)

Tð�FÞ ¼ 1:8Tð�CÞ þ 32 ¼ 1:8ðTðKÞ � 273:15Þ þ 32; (1.21)

TðRÞ ¼ 1:8TðKÞ ¼ Tð�FÞ þ 459:67: (1.22)

Furthermore, the temperature differences result in

1 K = 1�C = 1.8 R = 1.8�F,
1 R = 1�F = 1 K/1.8 = 1�C/1.8.

Kelvin is a unit of temperature measurement; zero Kelvin (0 K) is absolute zero and

is equal to –273.15�C. The K and �C are equal increments of temperature. For

instance, when the temperature of a product is decreased to �273.15�C (or 0 K),

known as absolute zero, the substance contains no heat energy and supposedly all

molecular movement stops (a detailed discussion on zero-Kelvin temperature is

presented in the next section). The saturation temperature is the temperature of a

liquid or vapor at saturation conditions.

Temperature can be measured in many ways by different devices. In general, the

following devices are in common use:

l Liquid-in-glass thermometers. In these thermometers the volume of the fluid

expands when subjected to heat, thereby raising its temperature. It is important

to note that in practice, all thermometers, including mercury ones, only work

over a certain range of temperature. For example, mercury becomes solid at

�38.8�C and its properties change dramatically.
l Resistance thermometers. A resistance thermometer is made of resistance wire

of known, repeatable, electrical characteristics so that the relationship between

the temperature and electrical resistance value can be predicted precisely. The

measured value of the ohmic resistance of the detector determines the value of

an unknown temperature. Among metallic conductors, pure metals exhibit the

greatest change of resistance with temperature. For applications requiring higher

accuracy, especially where the temperature measurement is between �200�C
and +800�C, platinum thermometers are used. In industry, in addition to plati-

num, nickel (�60�C to +180�C) and copper (�30�C to +220�C) are frequently
used in resistance thermometers. Resistance thermometers can be provided with
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two-, three-, or four-wire connections, and for higher accuracy at least three

wires are required.
l Averaging thermometers. An averaging thermometer is designed to measure the

average temperature of bulk stored liquids. The sheath contains a number of

elements of different lengths, all starting from the bottom of the sheath. The

longest element, which is fully immersed, is connected to the measuring circuit

to allow a true average temperature to be obtained. There are some significant

parameters, namely sheath material (stainless steel for the temperature range

from �50�C to +200�C or nylon for the temperature range from �50�C to

+90�C), sheath length (to suit the application), termination (flying leads or

terminal box), element length, element calibration (to copper or platinum

curves), and operating temperature ranges. In many applications where a multi-

element thermometer is not required, such as in air ducts, cooling water, and gas

outlets, a single element thermometer stretched across the duct or pipework will

provide a true average temperature reading. Despite the working range from

0� to 100�C, the maximum temperature may reach 200�C. To maintain high

accuracy, these units are normally supplied with three-wire connections. How-

ever, up to 10 elements can be mounted in the averaging bulb fittings, and they

can be made of platinum, nickel, or copper, and fixed at any required position.
l Thermocouples. A thermocouple consists of two electrical conductors, of dif-

ferent materials connected together at one end (so-called measuring junction).

The two free ends are connected to a measuring instrument, for example, an

indicator, a controller, or a signal conditioner, by a reference junction (so-called

cold junction). The thermoelectric voltage appearing at the indicator depends on

the materials of which the thermocouple wires are made and on the temperature

difference between the measuring junction and the reference junction. For

accurate measurements, the temperature of the reference junction must be kept

constant. Modern instruments usually incorporate a cold junction reference

circuit and are supplied ready for operation in a protective sheath, to prevent

damage to the thermocouple by any mechanical or chemical means. Table 1.1

lists several types of thermocouples along with their maximum absolute temper-

ature ranges. Copper–constantan thermocouples have an accuracy of �1�C
and are often employed for control systems in practical thermal applications.

Table 1.1 Some of most common thermocouples

Type Common names Temperature range (�C)
T Copper–Constantan (C/C) �250 to 400

J Iron–Constantan (I/C) �200 to 850

E Nickel Chromium–Constantan or Chromel–Constantan �200 to 850

K Nickel Chromium–Nickel Aluminum or Chromel–Alumel (C/A) �180 to 1100

– Nickel 18% Molybdenumb Nickel 0 to 1300

N Nicrosil-Nisil 0 to 1300

S Platinum 10% Rhodiumb Platinum 0 to 1500

R Platinum 13% Rhodiumb Platinum 0 to 1500

B Platinum 30% Rhodiumb Platinum 6% Rhodium 0 to 1600
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The iron–constantan thermocouple with its maximum temperature of 850�C is

used in applications in the plastics industry. The chromel–alumel type thermo-

couples, with a maximum of about 1,100�C, are suitable for combustion appli-

cations in ovens and furnaces. In addition, it is possible to reach about 1,600� or
1,700�C using platinum and rhodium–platinum thermocouples, particularly in

steel manufacturing. It is worth noting that one advantage thermocouples have

over most other temperature sensors is that they have a small thermal capacity

and thus a prompt response to temperature changes. Furthermore, their small

thermal capacity rarely affects the temperature of the body under examination.
l Thermistors. These devices are semiconductors and act as thermal resistors with

a high (usually negative) temperature coefficient. In use, thermistors operate

either self-heated or externally heated. Self-heated units employ the heating

effect of the current flowing through them to raise and control their temperature

and thus their resistance. This operating mode is useful in such devices as

voltage regulators, microwave power meters, gas analyzers, flow meters, and

automatic volume and power level controls. Externally heated thermistors are

well suited for precision temperature measurement, temperature control, and

temperature compensation due to large changes in resistance versus temperature.

They are generally used for applications in the range �100�C to +300�C.
Despite early thermistors having tolerances of �20% or �10%, modern preci-

sion thermistors are of higher accuracy, for example, �0.1�C (less than �1%).
l Digital display thermometers. A wide range of digital display thermometers,

for example hand-held battery-powered displays and panel-mounted mains or

battery units, are available on the market. Displays can be provided for use with

all standard thermocouples or platinum resistance thermometers with several

digits and 0.1�C resolution.

It is very important to emphasize that before temperature can be controlled, it must

be sensed and measured accurately. For temperature measurement devices, there

are several potential sources of error, such as sensor properties, contamination

effects, lead lengths, immersion, heat transfer, and controller interfacing. In tem-

perature control there are many sources of error that can be minimized by careful

consideration of the type of sensor, its working environment, the sheath or housing,

the extension leads, and the instrumentation. An awareness of potential errors is

vital. Selection of temperature measurement devices is a complex task and has been

discussed briefly here. It is extremely important to remember to “choose the right

tool for the right task.”

Internal energyU of a substance has been introduced previously as the sum of all

particular energies manifesting at microscale in a particular thermodynamic sys-

tem. This is an extensive property that depends on the size (mass) of the system. IfU
is divided into the mass of the system, m, then one obtains the specific internal
energy denoted u, an intensive property that does not depend on the system’s size,

and it is measured in J/kg; mathematically u = U/m. Alternatively, it is used as the

molar-specific energy u = U/n.
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For a mono-atomic gas, as discussed above, the internal energy is the same with

the kinetic energy of the atoms. For example, helium is a mono-atomic gas. In this

case, the molar-specific internal energy is

u ¼ 3

2
RT: (1.23)

In general, through a thermodynamic property one denotes a physical characteristic
of a substance used to describe its state. Any two properties usually define the state
or condition of the substance, from which all other properties can be derived. Some

examples are temperature, pressure, specific volume, and internal energy. Property

diagrams of substances are generally presented in graphical form and summarize

the main properties as listed in the thermodynamic tables.

The state of a system or substance is defined as the condition of the system or

substance characterized by certain observable macroscopic values of its properties

such as temperature and pressure. The term state is often used interchangeably with
the term phase, for example, solid phase or gaseous phase of a substance. Each of

the properties of a substance in a given state has only one definite value, regardless

of how the substance reached the state. For example, when sufficient heat is added

or removed, most substances undergo a state change. The temperature remains

constant until the state change is complete. This can be from solid to liquid, liquid to

vapor, or vice versa. Figure 1.2 shows typical examples of ice melting and water

boiling.

Temperature 

All
ice

All
Water 

Water +
steam 

Superheated 
steam 

Melting stage 

Wet steam stage 

Dry steam 
(no superheat) 

Heat removed Heat added

Boiling 
point 

Melting 
point 

Ice
Water 

Fig. 1.2 The state-change diagram of water
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A clearer presentation of solid, liquid, and vapor phases of water is exhibited on

a temperature–volume (T–v) diagram in Fig. 1.3. The constant pressure line ABCD

represents the states that water passes through as follows:

l A–B: This represents the process in which water is heated from the initial

temperature to the saturation temperature (liquid) at constant pressure. At

point B it is fully saturated liquid water with a quality x = 0, with zero quantity

of water vapor.
l B–C: This is the constant-temperature vaporization process in which there is

only phase change from saturated liquid to saturated vapor, referring to the fact

that the quality varies from 0 to 100%. Within this zone, the water is a mixture of

liquid water and water vapor. At point C it is completely saturated vapor and the

quality is 100%.
l C–D: This represents the constant-pressure process in which the saturated water

vapor is superheated with increasing temperature.
l E–F–G: In this line there is no constant-temperature vaporization process. Point

F is called the critical pointwhere the saturated-liquid and saturated-vapor states
are identical. The thermodynamic properties at this point are called critical

thermodynamic properties, such as critical temperature, critical pressure, and

critical specific volume.
l H–I: This is a constant-pressure heating process in which there is no phase

change from one phase to another (one is present only); however, there is a

continuous change in density.
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Fig. 1.3 Temperature–volume diagram for the phase change of water
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The other process that can occur during melting of water is sublimation, in which
the ice directly passes from the solid phase to vapor phase. Another important point

that needs to be emphasized is that the solid, liquid, and vapor phases of water may

be present together in equilibrium, leading to the triple point.
The diagram in Fig. 1.3 presents a thermodynamic region where thermodynamic

equilibrium exists between vapor and liquid. This diagram is generated with

Engineering Equation Solver (EES) software (Klein 2010). A vapor is a gas at or

near equilibrium with the liquid phase—a gas under the saturation curve or only

slightly beyond the saturated vapor line. Vapor quality is theoretically assumed;

that is, when vapor leaves the surface of a liquid, it is pure and saturated at the

particular temperature and pressure. In actuality, tiny liquid droplets escape with

the vapor. When a mixture of liquid and vapor exists, the ratio of the mass of the

vapor to the total mass of the liquid and vapor mixture is called the quality and is

expressed as a percentage or decimal fraction. Superheated vapor is the saturated

vapor to which additional heat has been added, raising the temperature above the

boiling point. Let us consider a mass (m) with a quality (x). The volume is the sum

of the liquid and the vapor as defined below:

V ¼ Vliq þ Vvap: (1.24)

It can also be written in terms of specific volumes as

mv ¼ mliqvliq þ mvapvvap: (1.25)

Dividing all terms by the total mass results in

v ¼ ð1� xÞvliq þ xvvap (1.26)

and

v ¼ vliq þ xvliq;vap; (1.27)

where vliq,vap = vvap – vliq.
The specific internal energy of a mixture of liquid and vapor can be written in a

similar form to Eqs. (1.26) and (1.27):

u ¼ ð1� xÞuliq þ xuvap (1.28)

and

u ¼ uliq þ xuliq;vap; (1.29)

where uliq,vap = uvap – uliq.
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1.4 Thermodynamic Equilibrium: The Zeroth Law

of Thermodynamics

Classical thermodynamics is based on the concept of equilibrium. A thermody-

namic system that does not exchange matter with its surroundings is said to be a

closed thermodynamic system. If in addition a closed thermodynamic system does

not exchange energy in any form with its surroundings, then the system is said to be

insulated. Thus no mechanical, thermal, chemical, electrical, gravitational, elastic,

or other forces can act over the boundary of an insulated system.

Assume an insulated system S is divided into two imaginary volumes, forming

thus two thermodynamic subsystems S1 and S2 that can exchange energy through

their common boundary. If the boundary is elastic and permeable, the energy is

exchanged in the form of work, possibly in chemical form, or even in the form of

kinetic energy at microscale, that is, the energy related to temperature. By defini-

tion, the energy transfer that is caused by a difference of temperature between a

thermodynamic system and its surroundings is called heat.
The definitive experiment that showed that heat was a form of energy convert-

ible into other forms was carried out by the Scottish physicist James Joule. Heat is

the thermal form of energy, and heat transfer takes place when a temperature

difference exists within a medium or between different media. Heat always requires

a difference in temperature for its transfer. Higher temperature differences provide

higher heat transfer rates. The units for heat are joules or kilojoules in the Interna-

tional system and Btu in the English system. In thermodynamic calculations, heat

transfer to a system is considered positive, while heat transfer from a system is

negative. If there is no heat transfer involved in a process, it is called an adiabatic
process. The unit for the heat transfer rate in both the International and English

systems is

1 W ¼ 3:4123Btu/h or 1 Btu/h ¼ 0:2931W:

The unit for heat generation per unit volume is

1 W/m3 ¼ 0:09665Btu/h ft3 or 1Btu/h ft3 ¼ 10:343W/m3:

The unit for specific heat is

1 J/kg K = 2.3886 � 10�4 Btu/lbm F

The unit for heat flux, which is the heat per unit area, is then

1W=m2 ¼ 0:3171Btu=hft2 or 1Btu=hft2 ¼ 3:1525W=m2

1 kcal/h m2 = 1.163 W/m2

1 cal/s cm2 = 41 870.0 W/m2

1 Btu/lbm F = 4,187 J/kg K
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Two bodies are said to be in thermal equilibrium if they cannot exchange heat, or

in other words, they have the same temperature. Two bodies are in mechanical
equilibrium is they cannot exchange energy in the form of work. Two bodies are in

chemical equilibrium if they do not change their chemical composition.

The two subsystems assumed above, being in contact with each other, will

exchange mechanical, chemical, and thermal energy until the moment when no

change can occur within the system. At that moment, one says that the system

reached thermodynamic equilibrium. In a thermodynamic system in thermody-

namic equilibrium, there is thermal, chemical, and mechanical energy within any

of the constitutive parts.

Thermodynamics is the science of energy and entropy, and the basis of thermo-

dynamics is the experimental observation. In thermodynamics, such observations

were formed into the four basic laws of thermodynamics called the zeroth, first,

second, and third laws of thermodynamics. The first and second laws of thermody-

namics are the most common tools in practice, due to the fact that transfers and

conversions of energy are governed by these two laws, and in this chapter we will

focus on these two laws.

The zeroth law of thermodynamics can be expressed as: “If two thermodynamic

systems are in thermal equilibrium with a third, they are also in thermal equilibrium

with each other.” A system at internal equilibrium has a uniform pressure, temper-

ature, and chemical potential (to be defined latter) throughout its volume.

1.5 Energy Conservation: The First Law of Thermodynamics

The first law of thermodynamics (FLT) can be defined as the law of conservation of

energy, and it states that in a closed system, energy can be neither created nor

destroyed. A closed thermodynamic system changing its initial state 1 to a final

state 2 can be formulated as follows:

Q1�2 ¼ ðE2 � E1Þ þW1�2

¼ ðU2 � U1Þ þ ðKE2 � KE1Þ þ ðPE2 � PE1Þ þW1�2; (1.30)

where (KE2 – KE1) = m(v2
2 – v1

2)/2, (PE2 – PE1) = mg(Z2 – Z1).

Equation (1.28) contains kinetic and potential energies in addition to internal

energy. An important consequence of the FLT is that the internal energy change

resulting from some process will be independent of the thermodynamic path fol-

lowed by the system, and of the paths followed by the processes, for example, heat

transfer and work. In turn, the rate at which the internal energy content of the system

changes is dependent only on the rates at which heat is added and work is done.

If instead of a closed system one analyzes an open system, the total energy

contains an additional term that relates to the work produced by the pressure.

Assume that at an inlet port of the open system, the fluid crossing the boundary
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has the pressure P and the specific volume v. In this case, the workWf that moves a

volume V of fluid into the system equals the force into displacement d. If A is the

cross-sectional area of the inlet port, then the volume that passes through this area

is V = Ad. Since the force is F = PA and the displacement is d = V/A, one con-

cludes that the work associated with the fluid that crosses the system’s boundary is

Wf = PV; dividing this equation with the mass of fluid that enters results in wf = Pv;
the same is valid for any fluid that exits out of the system.

For an open thermodynamic system, Eq. (1.30) then results in the following

form:

_Qin þ _Win þ
X
in

_m uþ Pvþ v2

2
þ gz

� �

¼ _Qout þ _Wout þ
X
out

_m uþ Pvþ v2

2
þ gz

� �
; (1.31)

where in this case one uses the rates of exchange, namely the heat flux _Q measured

in W (watts), the work rate or mechanical power _W measured also in W, and the

mass flow rate _m measured in kg/s. The quantity

h ¼ uþ Pv (1.32)

identified in Eq. (1.31) bears the name specific enthalpy. The extensive enthalpy is

defined by H = U + PV.
Since enthalpy is a state function, it is necessary to measure it relative to some

reference state. The usual practice is to determine the reference values, which are

called the standard enthalpy of formation (or the heat of formation), particularly in

combustion thermodynamics. The specific enthalpy of a mixture of liquid and vapor

components can be written similar to Eqs. (1.26) and (1.27) as follows:

h ¼ ð1� xÞhliq þ xhvap (1.33)

and

h ¼ hliq þ xhliq;vap; (1.34)

where hliq,vap = hvap – hliq.
If locally within the system the variation of kinetic and potential energy can

be neglected, and one realizes that the work produced by the system against the

environment is dw = P dv, one can deduce two equivalent formulations of the first

law of thermodynamics, one based on specific internal energy and the other on

specific enthalpy, as follows:

du ¼ dq� P dv

dh ¼ dqþ v dP

)
: (1.35)
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Both specific internal energy and specific enthalpy are thermodynamic functions

depending on two independent thermodynamic variables. Internal energy is in

general expressed as a function of specific volume and temperature, and enthalpy

as a function of pressure and temperature. Thus, the local variation of specific

internal energy and entropy is

du ¼ @u

@T

� �
v

dT þ @u

@v

� �
T

dv ¼ dq� P dv

dh ¼ @h

@T

� �
P

dPþ @h

@P

� �
T

dP ¼ dqþ v dP

9>>>=
>>>;
: (1.36)

Equation (1.36) identifies the specific heat that is defined as the variation of heat

per unit of temperature, namely c ¼ @q=@T. The process of heat exchange of the

thermodynamic system with the surroundings can evolve at constant volume or at

constant pressure. From (1.36) we derive the definition of specific heat at constant

volume and pressure, respectively:

cv ¼ @u

@T

� �
v

cP ¼ @h

@T

� �
P

9>>>=
>>>;
: (1.37)

For an ideal gas, according to Eq. (1.23) combined with Eqs. (1.32) and (1.37),

cv ¼ 3

2
R

cP ¼ 5

2
R

cP ¼ cv þ R

9>>>>=
>>>>;
; (1.38)

where the last equation from the above set is known as Robert Mayer relation. The

fraction

g ¼ cP
cv

(1.39)

is named the adiabatic exponent and has the value g ¼ 1þ R=cv ¼ 5=3 ¼ 1:67 for

the ideal gas.

1.6 Equations of State

The ideal gas law is an equation of state because it interrelates pressure, specific

volume, and temperature, which are intensive properties that characterize the state

of matter. In the case of ideal gas, the state of matter is a rarefied (diluted) gas in
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which the action of the intermolecular forces can be neglected with respect to the

forces associated with the molecule–system boundary collision.

Therefore, the ideal gas law is valid in the limit of large specific volumes and low

pressures. As a consequence, the specific internal energy of the ideal gas does not

depend on pressure or on specific volume. The only dependence in this case is u = u
(T). An ideal gas with constant specific heat is referred to as perfect gas.

In general, the purpose of the equation for the state of a substance is to describe

completely the interrelation among state variables of that substance. For example, if

one specifies the pressure and temperature, one must be able to calculate the

specific volume and the specific internal energy. If these last two quantities can

be determined, other derived quantities (e.g., the specific enthalpy) can be calcu-

lated from them, using standard thermodynamic relations [e.g., Eq. (1.34)].

The equation connecting P, v, and T is known as the thermal equation of state,

and the equation expressing internal energy as a function of, for example, pressure

and temperature, is called the caloric equation of state. For the perfect gas these are,
respectively,

Pv ¼ RT; where R ¼ R=M

u ¼ cvT

)
: (1.40)

In the first equation in (1.40) R is the constant associated with the considered gas of

molecular mass M. The second equation is derived from Eq. (1.37) by integrating

from T = 0 K to T with the convention that u(T = 0K) = 0 J/kg (see below the third

principle of thermodynamics).

The perfect gas equation becomes largely inexact close to the vapor saturation

line and to the critical point for two main reasons: the specific heat varies signifi-

cantly with temperature and pressure, and the gas becomes less compressible than

predicted by Eq. (1.40). In order to account for the compressible character of the

gas, a new quantity is introduced, namely the compressibility factor Z defined as

Z ¼ vactual
videal

¼ vactual
RT=P

¼ Pv

RT
; where v ¼ vactual: (1.41)

The order of magnitude of the compressibility factor at critical point is 0.2 for most

of the thermal fluids. The compressibility chart of argon is shown in Fig. 1.4 based

on calculated data with EES software (Klein 2010).

There are some special processes during which P, v, or T remains constant. At a

fixed temperature, the volume of a given quantity of ideal gas varies inversely with

the pressure exerted on it (in some books this is called Boyle’s law), describing
compression as

P1V1 ¼ P2V2; (1.42)

where the subscripts refer to the initial and final states.

Equation (1.42) is employed by designers in a variety of situations: when

selecting an air compressor, for calculating the consumption of compressed air in
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reciprocating air cylinders, and for determining the length of time required for

storing air. Nevertheless, it may not always be practical due to temperature changes.

If temperature increases with compression at a constant pressure, the volume of a

gas varies directly with its absolute temperature in K as

V1

T1
¼ V2

T2
: (1.43)

If temperature increases at a constant volume, the pressure of a gas this time

varies directly with its absolute temperature in K as

P1

T1
¼ P2

T2
(1.44)

Equations (1.45) and (1.46) are known as Charles’s law. If both temperature and

pressure change at the same time, the combined ideal gas equation can be written as

follows:

P1V1

T1
¼ P2V2

T2
(1.45)

As shown above, for a given mass, the internal energy of an ideal gas can be written

as a function of temperature since cv0 is constant below

dU ¼ mcv0dT (1.46)

Fig. 1.4 Compressibility chart for argon
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and the specific internal energy becomes

du ¼ cv0dT: (1.47)

The enthalpy equation for an ideal gas, based on h = u + Pv, can be written as

dH ¼ mcp0dT (1.48)

and the specific enthalpy then becomes

dh ¼ cp0dT: (1.49)

For a reversible adiabatic process the ideal gas equation in terms of the initial and

final states under Pvg = constant is

Pvg ¼ P1v
g
1 ¼ P2v

g
2: (1.50)

Based on Eq. (1.50) and the ideal gas equation, the following expressions can be

obtained:

P2

P1

¼ T2
T1

� �g=g�1

¼ v1
v2

� �g

¼ V1

V2

� �g

: (1.51)

Let us consider a closed system with ideal gas, undergoing an adiabatic reversible

process with a constant specific heat. The work can be derived from the first law of

thermodynamics equation as follows:

W1�2 ¼ mRðT2 � T1Þ
ð1� kÞ ¼ ðP2V2 � P1V1Þ

ð1� kÞ ; (1.52)

which can also be derived from the general work relation, W = P dV.
For a reversible polytropic process, the only difference is the polytropic expo-

nent (n), which shows the deviation from a logP and logV diagram, leading to the

slope. Therefore, Eqs. (1.50)–(1.52) can be rewritten with the polytropic exponent

under Pvn = constant as

Pvn ¼ P1v
n
1 ¼ P2v

n
2; (1.53)

P2

P1

¼ T2
T1

� �n=n�1

¼ v1
v2

� �n

¼ V1

V2

� �n

; (1.54)
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W1�2 ¼ mRðT2 � T1Þ
ð1� nÞ ¼ ðP2V2 � P1V1Þ

ð1� nÞ : (1.55)

In order to give a clear idea, it is important to show the values of n for four different
types of polytropic processes for ideal gases (Fig. 1.5) as follows:

l n = 0 for isobaric process (P = 0)
l n = 1 for iothermal process (T = 0)
l n = k for isentropic process (s = 0)
l n = 1 for isochoric process (v = 0)

As is obvious in Fig. 1.5, there are two quadrants where n varies from zero to

infinity and where it has a positive value. The slope of any curve drawn is an

important consideration when a reciprocating engine or compressor cycle is under

consideration.

In thermodynamics, a number of problems involve mixtures of different pure

substances (e.g., ideal gases). In this regard, it is of importance to understand the

related aspects accordingly. Table 1.2 gives a summary of the relevant expressions

and two ideal gas models: the Dalton model and the Amagat model. In the analysis

it is assumed that each gas is unaffected by the presence of other gases, and each

one is treated as an ideal gas. The Dalton model applies when the temperature and

volume are constant, and thus it introduces the concept of partial pressure. Gases

share the same volume but are at different pressure. The total pressure of the system

becomes the sum of the partial pressures of all component gases. The partial

pressure is given in this case by the molar concentration of the mixture component.

If the temperature and pressure are the same for all mixture components, then the

total volume is calculated by adding all component volumes. This is the Amagat

model. With regard to entropy, it is important to note that an increase in entropy is

P
re

ss
ur

e

Volume

Constant pressure process n = 0

Isothermal process n = 1

Isentropic process n = k

Constant volume process n = ∞

Fig. 1.5 Representation of four different polytropic processes on a pressure–volume diagram
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dependent only upon the number of moles of ideal gases and is independent of its

chemical composition.

Many real mixtures of gases or liquids show departures from the ideal behavior.

For example, the enthalpy of the ‘mixture is not the same as a weighted sum of

the components’ enthalpy. In this case, the term excess enthalpy accounts for the

physical interaction between the mixture components. Two nonideal mixtures are

extremely important for energy engineering, namely the lithium bromide–water

mixture and the ammonia–water mixture. These mixtures are used as working fluid

or refrigerants in many engineering applications such as absorption cooling or heat

pumps, or special power cycles like the Kalina cycle. In the subsequent chapters of

this book are several examples of using ammonia–water and lithium bromide–water

mixtures in energy systems.

When the lithium bromide–water mixture is used in an absorption machine, the

water plays the role of a refrigerant, while the mixture of lithium bromide with water

is kept in the liquid phase and has the role of transporting water from low pressure to

high pressure. The mixture has three degrees of freedom in the sense that its enthalpy

(or entropy or specific energy) depends on pressure, temperature, and concentration.

Appendix B presents a typical Van’t Hoff chart (see Diagram B.3, p. 798) that

correlates the saturation pressure of water vapor above liquid mixture (solution)

with the lithium bromide concentration. In addition, the D€uhring chart on the same

Table 1.2 Equations for gas and gas mixtures and relevant models

Definition Dalton model Amagat model

Total mass of a mixture of N
components

mtot ¼ m1 þ m2 þ � � � þ mN ¼ P
mi

Total number of moles of a

mixture of N components

ntot ¼ n1 þ n2 þ � � � þ nN ¼ P
ni

Mass fraction for each

component

ci ¼ mi=mtot

Mole fraction for each

component

yi ¼ ni=ntot ¼ Pi=Ptot ¼ Vi=Vtot

Molecular weight for the

mixture

Mmixi ¼ mtot=ntot ¼
P

niMi=ntot ¼
P

yiMi

Internal energy for the mixture Umix ¼ n1U1 þ n2U2 þ � � � þ nNUN ¼ P
niUi

Enthalpy for the mixture Hmix ¼ n1H1 þ n2H2 þ � � � þ nNHN ¼ P
niHi

Entropy for the mixture Smix ¼ n1S1 þ n2S2 þ � � � þ nNSN ¼ P
niSi

Entropy difference for the

mixture
S2 � S1ð Þ ¼ �Rðn1 ln y1 þ n2 ln y2 þ � � � þ nN ln yNÞ

P, V, T for the mixture T and V are constant

Ptot ¼ P ¼ P1 þ P2 þ � � � þ PN

T and P are constant

Vtot ¼ V ¼ V1 þ V2 þ � � � þ VN

Ideal gas equation for the

mixture
PV ¼ nRT

Ideal gas equations for the

components
P1V ¼ n1RT
P2V ¼ n2RT
:

PNV ¼ nNRT

PV1 ¼ n1RT
PV2 ¼ n2RT
:

PVN ¼ nNRT
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diagram indicates the temperature of the saturated water vapor for a given tempera-

ture of the liquid solution and a given concentration. Observe, for example, that if the

temperature of the liquid is 100�C at a solution concentration of 50%, then the

temperature of the water vapor is�80�C. This proves the nonideality of the mixture,

which shows always more water concentration in the vapor phase than in the liquid

phase. A complication occurs at lower temperatures, where lithium bromide crystal-

lizes and separates from the solution (see the crystallization line in the D€uhring chart
in Appendix B). The enthalpy of the liquid solution at various concentrations and

temperatures can be read from the enthalpy plot of the lithium bromide–water system

presented also in Appendix B (see Diagram B.4, p. 798).

In the ammonia–water mixture, the ammonia is considered the refrigerant.

Ammonia is more volatile; thus in the vapor phase the ammonia concentration is

higher than in the liquid phase. The ammonia–water solution shows high nonline-

arity. Appendix B presents the enthalpy diagram of the ammonia–water solution

(see Diagram B.5, p. 799). At the lower part of the diagram, the liquid isobars are

shown in bold, while the isotherms are indicated with thinner lines. At the upper

part of the diagram, vapor isobars are represented. For a given concentration,

temperature, and pressure, one can determine the enthalpy. Also, the saturation

enthalpy can be determined based on only two parameters, the pair of parameters

from the following: concentration, temperature, and pressure. The dashed lines

indicate the vapor–liquid equilibrium states. These lines are helpful for determining

the saturated vapor and liquid concentration and enthalpies. For example, at 100�C
and 10 bar on Diagram B.5 shown in Appendix B the liquid mixture concentration

is �0.3 and the enthalpy is �250 kJ/kg. The vapor enthalpy can be found at the

other end of the (dashed) vapor–liquid equilibrium line �1,600 kJ/kg and the

ammonia concentration in vapor is 0.9.

An equation of state that is more elaborated than that of the perfect gas is the Van

der Waals equation. This equation is capable of predicting the vapor and liquid

saturation line and the qualitatively correct fluid behavior in the vicinity of the

critical point. For a polytropic Van der Waals fluid (having thus a constant specific

heat) the thermal and caloric equations of state (EoS) are after Callen (1985),

respectively:

P T; vð Þ ¼ RT

v� b
� a

v2

u T; vð Þ ¼ cv � a

v

9>=
>;; (1.56)

where the term a/v2 accounts for the intermolecular forces and the term b for the

volume occupied by the molecules under high pressure. These terms result from

imposing the requirement that the first and second derivatives of P with respect to v
are nil in the critical point. Thus, using algebra,

a ¼ 27R2T2
c 64Pc=

b ¼ RTc 8Pc=

)
; (1.57)
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where the subscript c indicates the critical point parameter. It is useful to express the

equation of state in a dimensionless form; this offers generality to the analysis. To

obtain a dimensionless format of the Van der Waals equation, one defines

Tr ¼ T Tc= ;Pr ¼ P Pc= ; vr ¼ v vc= ; ur ¼ u Pcvcð Þ= (1.58)

and the expressions in Eq. (1.56) become

Pr ¼ 8Tr 3vr � 1ð Þ= � 3 v2r
�

ur ¼ 8cvTrð Þ 3Rð Þ=

)
: (1.59)

An interesting property of the polytropic Van der Waals fluids is that the

compressibility factor in the critical point is constant and equal to 3/8. Another

significant parameter that influences the fluid thermodynamic properties is the

accentric factor, which accounts for the molecular structure of the fluid and is

defined by o ¼ �log10 P00
r Trð Þð Þ � 1, where Tr ¼ T Tc= ¼ 0:7 is the reduced pres-

sure of 0.7 and Pr
00 Trð Þ ¼ P00 0:7� Tcð Þ Pc= is the reduced vapor saturation pressure

at the reduced temperature of 0.7. The Peng–Robinson equation of state is for-

mulated based on the accentric factor and gives improved accuracy that is close

to the critical point of many real substances. The Peng–Robinson equation of

state is described by P ¼ RT
v�b � a�a

v2�2bv�b2 , where a ¼ 0:45724R2T2
c Pc= ,

b ¼ 0:0778RTc Pc= , R is the universal gas constant, and a is a parameter that

depends on the accentric factor defined by a ¼ 1þ 0:37464þ 1:54226oð½
�0:26992o2Þ 1� T0:5

r

� ��2. Stryjek and Vera (1986) improved even further the

Peng–Robinson equation of state through a fluid-dependent empirical parameter

(k1) that allows for fitting the equation prediction to the experimental data; in

this respect, the parameter (k1) must be determined by trial and error so that the

equation predicts, as accurately as possible, the vapor equilibrium data. This

equation of state is defined by

P ¼ RT

v� b
� 0:457335R2T2

c Pc=
� �

1þ k 1� ffiffiffiffiffiffiffiffiffiffi
T Tc=

p� �� 	2
v2 þ 2bv� b2

b ¼ 0:077796RTc Pc=

k ¼ k0 þ k1 1þ
ffiffiffiffiffiffiffiffiffiffi
T Tc=

p
 �
0:7� T Tc=ð Þ

k0 ¼ 0:378893þ 1:4897153o� 0:17131848o2 þ 0:0196554o3

9>>>>>>>=
>>>>>>>;
: (1.60)

1.7 The Carnot Cycle and Carnot Efficiency

The Carnot cycle is a fundamental model for understanding heat-to-work energy

conversion systems. As known from thermodynamics, the Carnot cycle is a model

cycle for a heat engine where the addition of energy in the form of heat to the engine
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produces work (Fig. 1.6a). In some applications, the Carnot heat pump cycle is

known as the reverse Carnot cycle (Fig. 1.6b). The maximum theoretical perfor-

mance can be calculated, establishing the criteria against which real cycles can be

compared. The following processes take place in the Carnot cycle. In the case of

heat pump operation, these processes are shown on a temperature-entropy diagram

in Fig. 1.7:

l Line (1–2) is the ideal compression at constant entropy, and work input is

required. The temperature of the refrigerant increases.

Turbine

Heat from high-temperature source

Pump

Heat to low-temperature sink

Compressor

Heat to high-temperature sink

Heat from low-temperature source

Valve

Carnot power cycle

a b

Carnot heat pump cycle

Fig. 1.6 Carnot cycle
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Refrigeration effect
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Fig. 1.7 T-s diagram of the Carnot heat pump cycle
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l Line (2–3) is the rejection of heat in the condenser at a constant condensation

temperature, TH.
l Line (3–4) is the ideal expansion at constant entropy. The temperature of the

refrigerant decreases.
l Line (4–1) is the absorption of heat in the evaporator at a constant evaporation

temperature, TL.

For heat engine operation the process is reversed.

The specific entropy appears in the abscissa of Fig. 1.7. This is the ratio of the

heat added to a substance to the absolute temperature at which it was added, and is

also a measure of the molecular disorder of a substance at a given state. The specific

enthalpy of a mixture of liquid and vapor components can be written as

s ¼ ð1� xÞsliq þ xsvap (1.61)

and

s ¼ sliq þ xsliq;vap; (1.62)

where sliq,vap = svap– sliq.
From Fig. 1.7, the coefficient of performance (COP) can be derived as the ratio of

the refrigeration effect (QL) to the work (WI) required to produce the effect:

COP ¼ QL

WI

: (1.63)

The refrigeration effect is represented as the area under the process line 4–1, as

follows:

QL ¼ TLðs1 � s4Þ: (1.64)

The theoretical work input (e.g., compressor power) for the cycle is represented as

the area within the cycle line 1–2–3–4–1, as follows:

WI ¼ ðTH � TLÞðs4 � s1Þ: (1.65)

After inserting Eqs. (1.64) and (1.65) into Eq. (1.63), we find the following

equation, which is dependent on the source and sink temperatures:

COP ¼ TL
ðTH � TLÞ : (1.66)

The theoretical COP can also be expressed in terms of the enthalpy as

COP ¼ ðh1 � h4Þ
ðh2 � h1Þ : (1.67)
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For a better COP, some conclusions from the Carnot cycle are extracted, based on

Eq. (1.66), as follows:

l Minimum work input is desirable.
l TH should be as low as possible for refrigeration applications.
l TL should be as high as possible for refrigeration applications.

Practical heat pump systems are not as efficient as the ideal models, because of the

lower COP. As a result of Eq. (1.66) a smaller temperature difference between the

heat sink and the heat source (TH � TL) provides greater refrigeration system

efficiency.

For heat engine operation of the Carnot cycle, one defines the energy efficiency

as the ratio between work output and heat input:

� ¼ W

QH

¼ QH � QL

QH

¼ 1� TLDS
THDS

¼ 1� TL
TH

; (1.68)

which represents a fundamental result in thermodynamics indicating the factor of

conversion of heat energy into mechanical work.

1.8 The Second Law of Thermodynamics

As mentioned earlier, the first law of thermodynamics (FLT) is the energy-

conservation principle. The Second Law of thermodynamics (SLT) refers to the

inefficiencies of practical thermodynamic systems and indicates that it is impossible

to have 100% efficiency in energy conversion.

A very easy way to show the implication of both the FLT and the SLT is a

desktop game that consists of several pendulums (made of metal balls) in contact

with each other. When you raise the first of the balls, you give energy to the system,

potential energy. Upon release, this ball gains kinetic energy at the expense of

potential energy. When this ball hits the second ball, small elastic deformations

transform the kinetic energy again into another form of potential energy. The

energy is transferred from one ball to the other. The last one gains kinetic energy

to go up again. The cycle continues but every time the energy is lower, until the

balls finally stop. The FLT explains why the balls keep moving, but the SLT

explains why they do not do it forever. In this game the energy is lost in sound

and heat and is no longer useful in keeping the balls in motion.

The SLT also states that the entropy in the universe is always increasing.

As mentioned before, entropy is the degree of disorder, and every process happening

in the universe is a transformation from a lower entropy to a higher entropy.

Therefore, the entropy of a state of a system is proportional to (depends on) its

probability, which gives us the opportunity to define the SLT in a broader manner as

“the entropy of a system increases in any heat transfer or conversion of energy within

a closed system.” That is why all energy transfers or conversions are irreversible.

1.8 The Second Law of Thermodynamics 31



From the entropy perspective, the basis of the SLT is the statement that the sum of the

entropy changes of a system and that of its surroundings must be always positive.

Recently, much effort has been spent in minimizing the entropy generation (irrever-

sibility) in thermodynamic systems and applications.

Moran and Shapiro (1998) noted that the SLT and deductions from it are useful

because they provide the means for the following:

l Predicting the direction of processes
l Establishing conditions for equilibrium
l Determining the best performance of thermodynamic systems and applications
l Evaluating quantitatively the factors that preclude the attainment of the best

theoretical performance level
l Defining a temperature scale, independent of the properties of any thermometric

substance
l Developing tools for evaluating some thermodynamic properties, such as inter-

nal energy and enthalpy, using the experimental data available

Consequently, the SLT is the linkage between entropy and the usefulness of energy.

The SLT analysis has found applications in a large variety of disciplines, including

chemistry, economics, ecology, environment, and sociology, that are far removed

from engineering thermodynamics applications.

The concepts of reversibility and irreversibility are highly important to thermo-

dynamic processes and systems. Reversibility means that both the system and its

surroundings can be returned to their initial states, which is a situation never

occurring in practice. Irreversibility shows the destruction of availability, and

means that both the system and its surroundings cannot be returned to their initial

states due to friction, heat rejection, electrical and mechanical effects, and so on.

For instance, as an actual system provides an amount of work that is less than the

ideal reversible work, so the difference between these two values gives the irrever-

sibility of that system. In real applications, there are always such differences, and

therefore real cycles are always irreversible. For example, the entropy of the heat

given off in the condenser is always greater than that of the heat taken up in the

evaporator, referring to the fact that the entropy is always increased by the opera-

tion of an actual refrigeration system.

Within the past 50 years the scientific view of nature has changed drastically.

Classical science emphasized equilibrium and stability. Now we observe fluc-

tuations, instability, and evolutionary processes on all levels from chemistry and

biology to cosmology. Everywhere we observe irreversible processes in which

time symmetry is broken. The distinction between reversible and irreversible

processes was first introduced in thermodynamics through the concept of

entropy.

The formulation of entropy is in the modern context fundamental for under-

standing thermodynamic aspects of self-organization and the evolution of order and

life that we observe in nature. When a system is isolated, the entropy of the system

continually increases due to irreversible processes and reaches the maximum

possible value when the systems attains a state of thermodynamic equilibrium.

32 1 Thermodynamic Fundamentals



In the state of equilibrium, all irreversible processes cease. When a system begins to

exchange entropy with its surroundings, then, in general, it is driven away from the

equilibrium state it reached when isolated, and entropy-producing irreversible

processes begin. An exchange of entropy is associated with the exchange of heat

and matter. When no accumulation of entropy within a system occurs, the entropy

flowing out of the system is always larger than the entropy flowing in, the difference

arising due to the entropy produced by irreversible processes within the system. As

we shall see in the following chapters, systems that exchange entropy with their

surroundings do not simply increase the entropy of the surroundings but may

undergo dramatic spontaneous transformations to self-organization. Irreversible

processes that produce entropy create these organized states. Such self-organized

states range from convection patterns in fluids to organized life structures. Irrevers-

ible processes are the driving force that creates this order.

Much of the internal energy of a substance is randomly distributed as kinetic

energy at the molecular and submolecular levels and as energy associated with

attractive or repulsive forces between molecular and submolecular entities, which

can move closer together or further apart. This energy is sometimes described as

being “disordered” as it is not accessible as work at the macroscopic level in the

same way as is the kinetic energy or gravitational potential energy that an overall

system possesses due to its velocity or position in a gravitational field. Although

some energy forms represent the capacity to do work, it is not possible directly to

access the minute quantities of disordered energy possessed at a given instant by the

entities within a substance so as to yield mechanical shaft work on a macroscopic

scale. The term disorder refers to the lack of information about exactly how much

and what type of energy is associated at any moment with each molecular or

submolecular entity within a system.

At the molecular and submolecular level there also exists “ordered energy”

associated with the attractive and repulsive forces between entities that have fixed

mean relative positions. Part of this energy is, in principle, accessible as work at

the macroscopic level under special conditions, which are beyond the scope of

this book.

Temperature is the property that reflects whether a system that is in equilibrium

will experience a decrease or increase in its disordered energy if it is brought into

contact with another system that is in equilibrium. If the systems have different

temperatures, disordered energy will be redistributed from the system at the higher

temperature to the one at the lower temperature. The process reduces the informa-

tion about precisely where that energy resides, as it is now dispersed over the two

systems.

Heat transfer to a system increases its disordered energy, while heat transfer

from a system reduces its disordered energy. Reversible heat transfer is character-

ized by both the amount of energy transferred to or from the system and the

temperature at which this occurs. The property entropy, whose change between

states is defined as the integral of the ratio of the reversible heat transfer to the

absolute temperature, is a measure of the state of disorder of the system. This state

of disorder is characterized by the amount of disordered energy and its temperature.
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Reversible heat transfer from one system to another requires that both systems have

the same temperature and that the increase in the disorder of one be exactly matched

by a decrease in disorder of the other. When reversible adiabatic work is done on or

by a system, its ordered energy increases or decreases by exactly the amount of the

work, and the temperature changes correspondingly, depending on the substances

involved. Reversible work is characterized by the amount of energy transferred to

or from the system, irrespective of the temperature of the system. Irreversible work,

such as stirring work or friction work between subsystems, involves a change in the

disorder of the system, such as heat transfer to a system, and has the effect of

increasing the entropy.

Thermodynamic property entropy is a measure of the amount of molecular

disorder within a system. A system possessing a high degree of molecular disorder

(such as a high temperature gas) has a high entropy and vice versa. Values for

specific entropy are commonly listed in thermodynamic tables along with other

property data (e.g., specific volume, specific internal energy, specific enthalpy). The

fundamental property related to the second law of thermodynamics, entropy, has

the following characteristics:

l The entropy of a system is a measure of its internal molecular disorder.
l A system can only generate, not destroy, entropy.
l The entropy of a system can be increased or decreased by energy transports

across the system boundary.

Heat and work are mechanisms of energy transfer. They can cause changes in the

internal energy in a body as energy is transferred to or from it. Work is accom-

plished by a force acting through a distance. Heat requires a difference in tempera-

ture for its transfer. The definition of heat can be broadened to include the energy

stored in a hot gas as the average kinetic energy of randomly moving molecules.

This description helps explain the natural flow of heat from a hot to a cooler

substance. The concept of random motion can be translated into the notion of

order and disorder, and leads to a relation between order and disorder and proba-

bility. Energy transfers associated with a system can cause changes in its state. The

natural direction of the change in state of a system is from a state of low probability

to one of higher probability. Since disordered states are more probable than ordered

ones, the natural direction of change of state of a system is from order to disorder.

Entropy is a measure of order that helps explain the natural direction for energy

transfers and conversions. The entropy of a system at a specific state depends on its

probability. Thus the second law of thermodynamics can be expressed more

broadly in terms of entropy as in any transfer or conversion of energy within a

closed system; the entropy of the system increases.

The consequences of the second law can thus be stated as (1) the spontaneous or

natural direction of energy transfer or conversion is toward increasing entropy or

(2) all energy transfers or conversions are irreversible. More loosely, the FLT

implies “You can’t win” because energy is conserved so you cannot get more

energy out of a system than you put in, while the SLT implies “You can’t break
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even” because irreversibilities during real processes do not allow you to recover the

original quality of energy you put into a system.

Low-entropy energy sources are normally desired and are used to drive energy

processes, since low-entropy energy is useful. Energy sources can be rated on an

entropy or usefulness scale, with zero-entropy energy forms like work and kinetic

and gravitational potential energy being the most useful, and high-entropy forms

like heat being less useful.

This broader interpretation of the SLT suggests that real energy conservation

should consider the conservation of both energy quantity and quality. For high

thermodynamic efficiency, energy transfers or conversions should be arranged, all

else being equal, so that the change in entropy is a minimum. This requires that

energy sources be matched in entropy to energy end use.

The entropy of a system at some state is a measure of the probability of its

occurrence, with states of low probability having low entropy and states of high

probability having high entropy. From the previous section, it is seen that the

entropy of a system must increase in any transfer or conversion of energy, because

the spontaneous direction of the change of state of a closed system is from a less to a

more probable state. Consequently, a simple statement of the second law is, “In any

energy transfer or conversion within a closed system, the entropy of the system

increases.”

In open systems, energy conversions can occur that cause the entropy of part or

all of a system to decrease. Charging a storage battery, freezing ice cubes, and the

growth of living entities are examples. In each of these examples, the order of the

system increases and the entropy decreases. If the combination of the system and its

surroundings is considered, the overall net effect is always to increase disorder. To

charge a battery we must provide a certain minimum amount of external energy of a

certain quality to re-form the chemical combinations in the battery plates. In the

case of the battery, the input energy can be in the form of electricity. Some of this

low-entropy electrical energy is lost as it is converted into high-entropy heat in the

current-carrying wires. In making ice cubes, we increase order by decreasing the

entropy of the water in the ice cube trays through removal of heat. The removed

heat is transferred into a substance that is at a lower temperature, increasing its

entropy and disorder. The net change in entropy is positive. For ice cubes in a

freezer, we also supply to the motor low-entropy electrical energy, which ultimately

is degraded to heat. In life processes, highly ordered structures are built from

simpler structures of various chemicals, but to accomplish this living entities take

in relatively low-entropy energy—sunlight and chemical energy—and release high-

entropy heat and other wastes. The entropy of the overall system again increases.

Figure 1.8 illustrates a heat transfer process from the entropy point of view.

During the heat transfer process, the net entropy increases, with the increase in

entropy of the cold body more than offsetting the decrease in entropy of the hot

body. This must occur to avoid violating the SLT. More generally, processes can

occur only in the direction of increased overall entropy or disorder. This implies

that the entire universe is becoming more chaotic every day.
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Another way of explaining this consequence of the SLT is to state that all energy

transfers or conversions are irreversible. Absent external energy inputs, such

processes occur spontaneously in the direction of increasing entropy. In a power

plant, for example, although some of the losses can be reduced, they cannot be

entirely eliminated. Entropy must increase. The usual mechanisms for low-entropy

energy to be converted to high-entropy heat are irreversibilities like friction or

electrical resistance or leakage of high-temperature, low-entropy heat to a lower

temperature region and its subsequent degradation.

Another statement of the SLT was developed more than 100 years ago. One of

the most brilliant contributions was made by a young French physicist, Sadi Carnot,

in the nineteenth century. Carnot, studying early steam engines, was able to deduce

from the pumping pistons and spinning wheels that the conversion of heat to

mechanical work requires a difference of temperature. The purpose of a heat

engine, as he described it, is to take heat from a high-temperature source, convert

some of it to mechanical work, and then reject the rest of the heat to a lower-

temperature heat reservoir. Carnot described heat engines using a simple analogy to

waterwheels. The energy available for conversion in a waterwheel is the gravita-

tional energy contained in water as it flows from some height (behind a dam or from

a mountain lake) down through the wheel. The amount of energy available depends

on the difference in height—the “head” as it is called—between the source and the

pool below the wheel. The energy available to a heat engine depends on the

“temperature head.” Just as a high dam can provide more energy than a low one,

a large temperature difference can provide more energy to be converted by a heat

engine than can a small temperature difference. In the example of a heat engine, the

high-temperature reservoir is the hot steam produced in the power plant furnace.

For a steam turbine and condenser assembly, the low-temperature reservoir to

which the device rejects the unconverted energy is the condenser cooling water.

The important temperature difference is thus the difference in temperature between

the incoming steam, usually about 700�C, and the water in the condenser, which is

typically between environmental conditions (around 0–25�C) and the boiling tem-

perature of water (100�C). The “temperature head” in this example would therefore

be 600–700�C. Carnot’s explanation of heat engines led to the second law. Once

energy is in the form of heat, it cannot be converted entirely to mechanical energy.

Some heat will always be exhausted.

Cold bodyHeat transfer
Hot body

Fig. 1.8 Illustration of entropy increase and decrease for cold and hot bodies during heat transfer
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Although a spontaneous process can proceed only in a definite direction, the FLT

gives no information about direction; it merely states that when one form of energy

is converted to another, the quantities of energy involved are conserved regardless

of the feasibility of the process. Thus, processes can be envisioned that do not

violate the FLT but do violate the SLT, for example, transfer of a certain quantity of

heat from a low-temperature body to a high-temperature body, without the input of

an adequate external energy form like work. However, such a process is impossible,

emphasizing that the FLT is itself inadequate for explaining energy processes.

The SLT establishes the difference in the quality of different forms of energy and

explains why some processes can spontaneously occur while others cannot. The

SLT is usually expressed as an inequality, stating that the total entropy after a

process is equal to or greater than that before. The equality only holds for ideal or

reversible processes. The SLT has been confirmed experimentally.

The SLT defines the fundamental quantity entropy as a randomized energy state

unavailable for direct conversion to work. It also states that all spontaneous

processes, both physical and chemical, proceed to maximize entropy, that is, to

become more randomized and to convert energy to a less available form. A direct

consequence of fundamental importance is the implication that at thermodynamic

equilibrium the entropy of a system is at a relative maximum; that is, no further

increase in disorder is possible without changing the thermodynamic state of the

system by some external means (such as adding heat). A corollary of the SLT is that

the sum of the entropy changes of a system and that of its surroundings must always

be positive. In other words, the universe (the sum of all systems and surroundings)

is constrained to become forever more disordered and to proceed toward thermo-

dynamic equilibrium with some absolute maximum value of entropy. From a

biological standpoint, this is intuitively reasonable since, unless gradients in con-

centration and temperature are forcibly maintained by the consumption of energy,

organisms proceed spontaneously toward the biological equivalent of equilibrium

death.

The SLT is general. However, when intermolecular forces are long range, as in

the case of particles interacting through gravitation, there are difficulties because

our classification into extensive variables (proportional to size) and intensive

variables (independent of size) does not apply. The total energy is no longer

proportional to size. Fortunately, gravitational forces are very weak compared to

short-range intermolecular forces. It is only on the astrophysical scale that this

problem becomes important. The generality of the SLT provides a powerful means

to understand the thermodynamic aspects of real systems through the use of ideal

systems. A classic example is Planck’s analysis of radiation in thermodynamic

equilibrium with matter (blackbody radiation) in which Planck considered idealized

simple harmonic oscillators interacting with radiation. Planck considered simple

harmonic oscillators not merely because they are good approximations of mole-

cules but because the properties of radiation in thermal equilibrium with matter are

universal, regardless of the particular nature of the matter with which the radiation

interacts. The conclusions one arrives at using idealized oscillators and the laws of

thermodynamics must also be valid for all other forms of matter, however complex.
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What makes this statement of the SLT valuable as a guide to formulating energy

policy is the relationship between entropy and the usefulness of energy. Energy is

most useful to us when it is available to do work or when we can get it to flow from

one substance to another, for example, to warm a house. Useful energy thus must

have low entropy so that the SLT will allow transfer or conversions to occur

spontaneously.

The classic Kelvin-Plank statement and the Clausius statement help us formulate

the SLT:

l The Kelvin-Plank statement: It is impossible to construct a device, operating in a

cycle (e.g., heat engine), that accomplishes only the extraction of heat energy

from some source and its complete conversion to work. This simply shows the

impossibility of having a heat engine with a thermal efficiency of 100%.
l The Clausius statement: It is impossible to construct a device, operating in a

cycle (e.g., refrigerator and heat pump), that transfers heat from the low-temper-

ature side (cooler) to the high-temperature side (hotter).

The Clausius inequality provides a mathematical statement of the second law,

which is a precursor to second law statements involving entropy. German physicist

R.J.E. Clausius, one of the founders of thermodynamics, statedI
ðdQ=TÞ 	 0; (1.69)

where the integral symbol shows the integration should be done for the entire

system. The cyclic integral of dQ/T is always less than or equal to zero. The system

undergoes only reversible processes (or cycles) if the cyclic integral equals zero and

irreversible processes (or cycles) if it is less than zero.

Equation (1.69) can be expressed without the inequality as

Sgen ¼ �
I

ðdQ=TÞ; (1.70)

where

Sgen = DStotal = DSsys + DSsurr.

The quantity Sgen is the entropy generation associated with a process or cycle, due to
irreversibilities. The following are cases for values of Sgen:

l Sgen = 0 for a reversible process
l Sgen > 0 for an irreversible process
l Sgen < 0 for no process (i.e., negative values for Sgen are not possible)

Consequently, one can write for a reversible process

DSsys ¼ Q=Tð Þrev and DSsurr ¼ � Q=Tð Þrev: (1.71)

For an irreversible process

DSsys> Q=Tð Þsurr (1.72)
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due to entropy generation within the system as a result of internal irreversibilities.

Hence, although the change in entropy of the system and its surroundings may

individually increase, decrease, or remain constant, the total entropy change or the

total entropy generation cannot be less than zero for any process.

It is helpful to list some common relations for a process involving a pure

substance and assuming the absence of electricity, magnetism, solid distortion

effects, and surface tension. The following four equations apply, subject to the

noted restrictions:

l dq = du + dw (a FLT statement applicable to any simple compressible closed

system)
l dq = du + pdv (a FLT statement restricted to reversible processes for a closed

system)
l Tds = du + dw (a combined statement of the FLT and SLT, with T ds = dq)
l Tds = du + pdv (a combined statement of the FLT and SLT valid for all

processes between equilibrium states)

1.9 Exergy

From the thermodynamics point of view, exergy is defined as the maximum amount

of work that can be produced by a stream of matter, heat, or work as it comes to

equilibrium with a reference environment. In fact, it is a measure of the potential of

a stream to cause change, as a consequence of not being completely stable relative

to the reference environment. For exergy analysis, the state of the reference

environment, or the reference state, must be specified completely. This is com-

monly done by specifying the temperature, pressure, and chemical composition of

the reference environment. Exergy is not subject to a conservation law. Rather

exergy is consumed or destroyed, due to irreversibilities in any process. Table 1.3

shows a clear comparison between energy and exergy.

Table 1.3 Comparison between energy and exergy

Energy Exergy

It is dependent on the parameters of matter or

energy flow only and independent of the

environment parameters.

It has values different from zero (which equal

mc2 in accordance with Einstein’s equation).
It is guided by the FLT for all the processes.

It is limited by the SLT for all processes

(including reversible ones).

It is a measure of quantity.

It is dependent both on the parameters of matter

or energy flow and on the environment

parameters.

It is equal to zero (in dead state by equilibrium

with the environment).

It is guided by the FLT for reversible processes

only (in irreversible processes it is destroyed

partly or completely).

It is not limited for reversible processes owing to

the SLT.

It is a measure of both quantity and quality.
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As pointed out by Dincer and Rosen (1999) and Dincer (2002), exergy is a

measure of usefulness, quality, or potential of a stream to cause change and an

effective measure of the potential of a substance to impact the environment.

Exergy analysis is a method that uses the conservation of mass and conservation

of energy principles together with the SLT for the design and analysis of refrigera-

tion systems and applications. The exergy method can be suitable for furthering the

goal of more efficient energy-resource use, for it enables the locations, types, and

true magnitudes of wastes and losses to be determined. Therefore, exergy analysis

can reveal whether or not and by how much it is possible to design more efficient

energy systems by reducing the sources of inefficiency in existing systems. In the

past, exergy was called essergy, availability, and free energy. Table 1.4 gives the

historical connections among essergy, availability, exergy, and free energy.

From the energy and exergy efficiency point of view, it is important to note that

if a fossil fuel–based energy source were used for low-temperature thermal applica-

tions like space heating or cooling, there would be a great difference between

energy and exergy efficiencies, for example, 50–70% as energy efficiency and

5% as exergy efficiency (Dincer 1998). One may ask why. Here we give the

following facts:

l High-quality (or high-temperature) energy sources such as fossil fuels are being

used for relatively low-temperature processes like water and space heating or

cooling, etc.
l Exergy efficiency permits a better matching of energy sources and uses, leading

to the fact that high-quality energy is not used for performing low-quality work.

Table 1.4 Connections among essergy, availability, exergy, and free energy

Name Function Remarks

Essergy E + P0V � T0S � Simi0Ni Formulated for the special case in 1878 by

Gibbs and in general in 1962, and later

changed from available energy to

exergy in 1963, and from exergy to

essergy (i.e., essence of energy) in

1968 by Evans

Availability E + P0V � T0S � (E0 + P0V0 � T0S0) Formulated by Keenan in 1941 as a special

case of the essergy function

Exergy E + P0V � T0S � (E0 + P0V0 � T0S0) Introduced by Darrieus in 1930 and

Keenan in 1932, called the availability

in steady flow by him, and exergy by

Rant in 1956 as a special case of

essergy

Free energy Helmholtz: E � TS
Gibbs: E + PV � TS

Introduced by von Helmholtz and Gibbs in

1873 as the Legendre transforms of

energy to yield useful alternate criteria

of equilibrium, as measures of the

potential work of systems representing

special cases of the essergy function

Data from Szargut et al. (1988)
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Some important characteristics of exergy are described and illustrated as

follows:

l A system in complete equilibrium with its environment does not have any

exergy. No difference appears in temperature, pressure, concentration, and so

on, so there is no driving force for any process.
l The exergy of a system increases the more it deviates from the environment. For

instance, a specified quantity of hot water has a higher exergy content during the

winter than on a hot summer day. A block of ice carries little exergy in winter

while it can have significant exergy in summer.
l When energy loses its quality, exergy is destroyed. Exergy is the part of energy

that is useful and therefore has economic value and is worth managing carefully.
l Exergy by definition depends not just on the state of a system or flow but also on

the state of the environment.
l Exergy efficiencies are a measure of approach to ideality (or reversibility). This

is not necessarily true for energy efficiencies, which are often misleading.

Exergy can generally be considered a valuable resource. There are both energy

or nonenergy resources and exergy is observed to be a measure of value for both:

l Energy forms with high exergy contents are typically more valued and useful

than energy forms with low exergy. Fossil fuels, for instance, have high energy

and energy contents. Waste heat at a near-environmental condition, on the other

hand, has little exergy, even though it may contain much energy, and thus is of

limited value. Solar energy, which is thermal radiation emitted at the tempera-

ture of the sun (approximately 5,800 K), contains much energy and exergy.
l A concentrated mineral deposit “contrasts” with the environment and thus has

exergy. This contrast and exergy increase with the concentration of the mineral.

When the mineral is mined the exergy content of the mineral is retained, and if it

is enriched or purified the exergy content increases. A poor-quality mineral

deposit contains less exergy and can accordingly be utilized only through a

larger input of external exergy. Today this substitution of exergy often comes

from exergy forms such as coal and oil. When a concentrated mineral is

dispersed the exergy content is decreased.

An engineer designing a system makes trade-offs among competing factors. The

engineer is expected to aim for the highest reasonable technical efficiency at the

lowest reasonable cost under the prevailing technical, economic, and legal condi-

tions, and also accounting for ethical, ecological, and social consequences and

objectives. Exergy analysis is a tool that can facilitate this work. Exergy methods

provide unique insights into the types, locations, and causes of losses and can

thereby help identify possible improvements. For instance, Exergetic Life Cycle

Assessment (ExLCA) is suggested as a method to better meet environmental

objectives as studied in detail in Chapter 18.

Before discussing in detail linkages between energy and exergy, and the rela-

tions between exergy and both the environment and sustainable development, some
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key points that highlight the importance of exergy and its utilization are provided.

Specifically, exergy analysis is an effective method and tool for:

l Combining and applying the conservation of mass and conservation of energy

principles together with the second law of thermodynamics for the design and

analysis of energy systems.
l Improving the efficiency of energy and other resource use (by identifying

efficiencies that always measure the approach to ideality as well as the locations,

types, and true magnitudes of wastes and losses).
l Revealing whether or not and by how much it is possible to design more efficient

systems by reducing the inefficiencies in existing systems.
l Addressing the impact on the environment of energy and other resource utiliza-

tion, and reducing or mitigating that impact.
l Identifying whether a system contributes to achieving sustainable development

or is unsustainable.
l Since the value of the exergy of a system or flow depends on the state of both the

system or flow and a reference environment, the reference environment must be

specified prior to the performance of an exergy analysis.
l The environment is often modeled as a reference environment similar to the

actual environment in which a system or flow exists. This ability to tailor the

reference environment to match the actual local environment is often an advan-

tage of exergy analysis.
l Some, however, consider the need to select a reference environment a difficulty

of exergy analysis. To circumvent this perceived difficulty, some suggest that a

“standard environment” be defined with a specified chemical composition,

temperature, and pressure. A possible chemical standard environment for global

use could, for instance, be based on a standard atmosphere, a standard sea, and a

layer of the earth’s crust. The definition of such a reference environment is

usually problematic, however, as these systems are not in equilibrium with each

other.
l In accounting for local conditions, a reference environment can vary spatially

and temporally. The need to account for spatial dependence is clear if one

considers an air conditioning and heating system operating in the different

climates across the earth. In addition, an aircraft or rocket experiences different

environmental conditions as it ascends through the atmosphere. The importance

of accounting for temporal dependence is highlighted by considering a technol-

ogy like a seasonal thermal energy storage unit, in which heating or cooling

capacity can be stored from one season where it is available in the environment

to another season when it is unavailable but in demand.

Energy analysis is the traditional method of assessing the way energy is used in an

operation involving the physical or chemical processing of materials and the

transfer and/or conversion of energy. This usually entails performing energy bal-

ances, which are based on the FLT, and evaluating energy efficiencies. This balance

is employed to determine and reduce waste exergy emissions like heat losses and

sometimes to enhance waste and heat recovery.
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However, an energy balance provides no information on the degradation of

energy or resources during a process and does not quantify the usefulness or quality

of the various energy and material streams flowing through a system and exiting as

products and wastes.

The exergy method of analysis overcomes the limitations of the FLT. The

concept of exergy is based on both the FLT and the SLT. Exergy analysis clearly

indicates the locations of energy degradation in a process and can therefore lead to

improved operation or technology. Exergy analysis can also quantify the quality of

heat in a waste stream. A main aim of exergy analysis is to identify meaningful

(exergy) efficiencies and the causes and true magnitudes of exergy losses.

It is important to distinguish between exergy and energy in order to avoid

confusion with traditional energy-based methods of thermal system analysis and

design. Energy flows into and out of a system with mass flows, heat transfers, and

work interactions (e.g., work associated with shafts and piston rods). Energy is

conserved, in line with the FLT. Exergy, although similar in some respects, is

different. It loosely represents a quantitative measure of the usefulness or quality of

an energy or material substance. More rigorously, exergy is a measure of the ability

to do work (or the work potential) of the great variety of streams (mass, heat, work)

that flow through a system. A key attribute of exergy is that it makes it possible to

compare on a common basis interactions (inputs, outputs) that are quite different in

a physical sense. Another benefit is that by accounting for all the exergy streams of

the system it is possible to determine the extent to which the system destroys

exergy. The destroyed exergy is proportional to the generated entropy. Exergy is

always destroyed in real processes, partially or totally, in line with the SLT. The

destroyed exergy, or the generated entropy, is responsible for the less-than-ideal

efficiencies of systems or processes.

The exergy efficiency is based on the SLT. In this section, we describe the use of
exergy efficiencies in assessing the utilization efficiency of energy and other

resources.

Engineers make frequent use of efficiencies to gauge the performance of devices

and processes. Many of these expressions are based on energy and are thus FLT-

based. Also useful are measures of performance that take into account limitations

imposed by the second law. Efficiencies of this type are SLT-based efficiencies.

To illustrate the idea of a performance parameter based on the SLT and to

contrast it with an analogous energy-based efficiency, consider a control volume

at steady state for which energy and exergy balances can be written, respectively, as

Energy in ¼ Energy output in product + Energy emitted with waste. (1.73)

Exergy in ¼ Exergy output in product + Exergy emitted with waste

+ Exergy destruction.
(1.74)

In these equations, the term product might refer to shaft work, electricity,

heat transfer, one or more particular exit streams, or some combination of these.
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The latter two terms in the exergy balance Eq. (1.74) combine to constitute the

exergy losses. Losses include such emissions to the surroundings as waste heat and

stack gases. The exergy destruction term in the exergy balance is caused by internal

irreversibilities.

From energy or exergy viewpoints, a gauge of how effectively the input is

converted to the product is the ratio of product to input. That is, the energy

efficiency � can be written as

� ¼ Energy output in product/Energy input

¼ 1� ½Energy loss/Energy input� (1.75)

and the exergy efficiency c as

c ¼ Exergy output in product/Exergy input = 1

� ½Exergy loss/Exergy input� ¼ 1

� ½ðExergy waste emission + Exergy destructionÞ/Exergy input�:
(1.76)

The exergy efficiency c frequently gives a finer understanding of performance

than the energy efficiency �. In evaluating �, the same weight is assigned to energy

whether it is shaft work or a stream of low-temperature fluid. Also, the energy

efficiency centers attention on reducing energy emissions to improve efficiency.

The parameter c weights energy flows by accounting for each in terms of exergy. It

stresses that both waste emissions (or external irreversibilities) and internal irrever-

sibilities need to be dealt with to improve performance. In many cases, it is the

irreversibilities that are more significant and more difficult to address.

Efficiency expressions each define a class of efficiencies because a judgment has

to be made about what is the product, what is counted as a loss, and what is the

input. Different decisions about these lead to different efficiency expressions within

the class.

Other SLT-based efficiency expressions also appear in the literature. One of

these is evaluated as the ratio of the sum of the exergy exiting to the sum of the

exergy entering. Another class of second-law efficiencies is composed of task

efficiencies.

1.10 Example: Solar Exergy and the Earth

Most energy in the thin top layer of the earth’s surface, where life is found, derives

from the sun. Sunlight, rich in exergy, is incident on the earth. Much is reflected by

the atmosphere, while some is absorbed by atmospheric constituents or reaches the

surface of the earth where it is absorbed. Most of the absorbed solar radiation is

converted to thermal energy, which is emitted at the temperature of the earth’s

surface and atmosphere and leaves the earth as thermal radiation (heat) with no
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exergy relative to the earth. Thus, while almost all the energy input to the earth with

solar energy is reemitted to space as thermal energy, the exergy associated with

solar radiation is delivered to the earth.

The net exergy absorbed by the earth is gradually destroyed, but during this

destruction it manages to drive the earth’s water and wind systems and to support

life. Green plants absorb exergy from the sunlight and convert it via photosynthesis

into chemical exergy. The chemical exergy then passes through different food

chains in ecosystems, from microorganisms to people. There exists no material

waste.

Question: A heat source (e.g., derived from concentrated solar radiation, etc.),

available at 800 K loses 2,000 kJ of heat to a sink at (a) 500 K and (b) 750 K.

Determine which heat transfer process is more irreversible.

Solution: A sketch of the reservoirs is shown in Fig. 1.9. Both cases involve heat

transfer through a finite temperature difference and are therefore irreversible. The

magnitude of the irreversibility associated with each process can be determined by

calculating the total entropy change for each case. The total entropy change for a

heat transfer process involving two reservoirs (a source and a sink) is the sum of the

entropy changes of each reservoir since the two reservoirs form an adiabatic

system.

Or do they? The problem statement gives the impression that the two reservoirs

are in direct contact during the heat transfer process. But this cannot be the case

since the temperature at a point can have only one value, and thus it cannot be 800 K

on one side of the point of contact and 500 K on the other side. In other words, the

temperature function cannot have a discontinuity. Therefore, it is reasonable to

assume that the two reservoirs are separated by a partition through which the

temperature drops from 800 K on one side to 500 K (or 750 K) on the other.

Therefore, the entropy change of the partition should also be considered when

evaluating the total entropy change for this process. However, considering that

entropy is a property and the values of properties depend on the state of a system,

we can argue that the entropy change of the partition is zero since the partition

appears to have undergone a steady process and thus experienced no change in its

properties at any point. We base this argument on the fact that the temperature on

both sides of the partition and thus throughout remain constant during this process.

Therefore, we are justified to assume that DSpartition = 0 since the entropy (as well

as the energy) content of the partition remains constant during the process.

Source
@ 800 K

a b

2000 kJ Sink @ 500 K
Source

@ 800 K 2000 kJ Sink @ 750 K

Fig. 1.9 Schematic for the example on entropy generation during heat transfer
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Since each reservoir undergoes an internally reversible, isothermal process, the

entropy change for each reservoir can be determined from DS = Q/T where T is

the constant absolute temperature of the system and Q is the heat transfer for the

internally reversible process.

(a) For the heat transfer process to a sink at 500 K:

DSsource = Qsource/Tsource = �2,000 kJ/800 K = �2.5 kJ/K,

DSsink = Qsink/Tsink = 2,000 kJ/500 K = 4.0 kJ/K,

and

Sgen = DStotal = DSsource + DSsink = (�2.5 + 4.0) kJ/K = 1.5 kJ/K.

Therefore, 1.5 kJ/K of entropy is generated during this process. Noting that both

reservoirs undergo internally reversible processes, the entire entropy generation

occurs in the partition.

(b) Repeating the calculations in part (a) for a sink temperature of 750 K, we obtain

DSsource = �2.5 kJ/K,

DSsink = 2.7 kJ/K,

and

Sgen = DStotal = (�2.5 + 2.7) kJ/K = 0.2 kJ/K.

The total entropy change for the process in part (b) is smaller, and therefore it is less

irreversible. This is expected since the process in (b) involves a smaller temperature

difference and thus a smaller irreversibility.

Discussion: The irreversibilities associated with both processes can be elimi-

nated by operating a Carnot heat engine between the source and the sink. For this

case, it can be shown that DStotal = 0.

1.11 Concluding Remarks

In this chapter, a summary of some general introductory aspects of thermodynamics

was presented, and their fundamental definitions and physical quantities were given

to provide sufficient thermodynamic background for a better understanding of

energy and exergy analyses of sustainable energy systems and applications, and

their technical details.
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Nomenclature

a Acceleration, m/s2

A Area, m2

c Specific heat, J/kg K

COP Coefficient of performance

d Displacement, m

DOF Degree of freedom

E Energy, J

F Force, N

g Gravitational acceleration, m/s2

h Specific enthalpy, J/kg

H Enthalpy, J

kB Boltzmann constant, J/K

K Kinetic energy, J

KE Kinetic energy, J

m Mass, kg

M Molecular mass, kg/kmol

n Number of moles, mol or polytropic exponent

N Number of molecules

NA Number of Avogadro

p Momentum, kg m/s

P Pressure, Pa

PE Potential energy, J

q Mass specific heat, J/kg

Q Heat, J

R Universal gas constant, J/mol K

Rg Real gas constant, J/kg K

s Specific entropy, J/kg K

S Entropy, J/K

T Temperature, K

v Velocity, m/s, or specific volume, m3/kg

V Volume, m3

u Specific internal energy, J/kg

U Internal energy, J

W Work, J

x Vapor quality

Z Elevation, m or compressibility factor

Greek Letters

a Peng–Robinson parameter

g Adiabatic exponent
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� Energy efficiency

c Exergy efficieny

o Accentric factor

Subscripts

gen Generated

H High

liq Liquid

L Low

n Value corresponding to 1 mol

p Constant pressure

r Reduced value

rev Reversible

t Total

v Constant volume

vap Vapor

surr Surroundings

sys System

Superscripts

_ Average value


 Rate (per unit of time)

References

Callen H.B. 1985. Thermodynamics and an Introduction to Thermostatistics, 2nd edition. Wiley,

New York.
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Study Questions/Problems

1.1 Define the notions of force, momentum, and work, and explain the differences

among them.

1.2 Define the following forms of energy and explain the differences among

them: internal energy, work, heat.

1.3 Define the following terms: enthalpy, entropy, free energy (Gibbs), exergy.
1.4 Give examples of macroscopic forms of energy.

1.5 What is a conservative force?

1.6 Explain the terms absolute, gauge, and vacuum pressure.
1.7 Define the notion of temperature from the prism of kinetic theory of gases.

Include relevant formulas in the explanation.

1.8 Define the universal gas constant.

1.9 Define the Boltzmann constant.

1.10 Using appropriate equations, transform the temperature of 100�C in degrees

Kelvin, Rankine, and Fahrenheit.

1.11 Explain the state-change diagram of a substance.

1.12 Define the notion of vapor quality.

1.13 Define the following and explain the differences among them: closed system,

open system, insulated system.

1.14 Does an exergy analysis replace an energy analysis? Describe any advantages

of exergy analysis over energy analysis.

1.15 Can you perform an exergy analysis without an energy analysis? Explain.

1.16 Noting that heat transfer does not occur without a temperature difference and

that heat transfer across a finite temperature difference is irreversible, is there

such a thing as reversible heat transfer? Explain.

1.15 The specific heat of air is 1,005 J/kgK. Express it in kcal/lb�F. Explain the

calculations.

1.16 Using the ideal gas law, derive an expression for density of atmospheric air as

a function of altitude.

1.17 Argon is compressed from standard conditions up to a pressure of 5 bar.

Assume polytropic compression and calculate the compression work per unit

of mass. Do the same calculation for isothermal process. Explain the differ-

ence. Argon is assumed to be an ideal gas.

1.18 Water is heated from 50 to 90�C. Determine the amount of heat required to do

this for 10 kg of water. Determine the relative increase in water volume.
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1.19 Air at 25�C expands from 300 bar to atmospheric pressure. Determine the

work generated assuming adiabatic expansion process.

1.20 Using the appropriate lithium bromide–water diagram from Appendix B,

determine the temperature and pressure of the vapor when the solution

temperature is 100�C and the concentration is 60%.

1.21 Calculate the enthalpy needed for unit of mass to heat lithium bromide–water

solution from 30�C and 50% concentration to 100�C and 65% concentration.

1.22 Ammonia–water vapor at 25 bar and 100�C is cooled (and absorbed) in a

process such that eventually it achieves 10�C and 1 bar. Calculate the amount

of enthalpy extracted per kilogram.

1.23 Based on Tables B.3 and B.4 in Appendix B, calculate the chemical exergy of

copper oxychloride, cupric oxide, cupric chloride, and cuprous chloride, and

verify the result with the data listed in Table B.4.

1.24 Assume that superheated steam at 25 bar and 400�C expands isentropically to

6.22 bar. Determine the temperature after expansion.

1.25 Saturated ammonia vapor at �25�C is compressed isentropically to 7.62 bar.

Determine the temperature after compression.

1.26 Calculate mass, energy, entropy, and exergy balances for the following

devices: (a) an adiabatic steam turbine, (b) an air compressor with heat loss

from the air to the surroundings, (c) an adiabatic nozzle, and (d) a diffuser

with heat loss to the surroundings.

1.27 Define each of the following efficiencies for a compressor and explain under

what conditions they should be used: (a) isentropic efficiency, (b) isothermal

efficiency, and (c) exergy efficiency.
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Chapter 2

Energy and Environment Perspectives

2.1 Introduction

The inevitable increase in population and the economic development that must

necessarily occur in many countries have serious implications for the environment,

because energy generation processes (e.g., generation of electricity, heating, cool-

ing, or motive force for transportation vehicles and other uses) are polluting and

harmful to the ecosystem.

Energy is considered to be a key player in the generation of wealth and also a

significant component in economic development. This makes energy resources

extremely significant for every country in the world. In bringing energy needs

and energy availability into balance, there are two main elements: energy demand

and energy supply. In this regard, every country aims to attain such a balance and

hence develop policies and strategies. A number of factors are considered to be

important in determining world energy consumption and production, including

population growth, economic performance, consumer tastes, technological devel-

opments, government policies concerning the energy sector, and developments on

world energy markets.

As stated above, there is an intimate connection between energy and the envi-

ronment. A society seeking sustainable development ideally must utilize only

energy resources that cause no environmental impact (e.g., that release no emis-

sions to the environment). However, since all energy resources lead to some

environmental impact, it is reasonable to suggest that some (not all) of the concerns

regarding the limitations imposed on sustainable development by environmental

emissions and their negative impacts can be in part overcome through increased

energy efficiency. Clearly, a strong relation exists between energy efficiency and

environmental impact since, for the same services or products, less resource

utilization and pollution is normally associated with increased energy efficiency.

Energy conservation, that is, the use of energy resources in a rational manner,

represents another factor that together with energy efficiency can lead to the

stabilization of the rate of growth of energy demand, which is predicted to increase

rapidly in the near future due to population growth and excessive use of various

commodities (e.g., cars, computers, air conditioners, household electronic

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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equipment, etc.). Any reduction in the energy demand of a society leads to the

extension of its available energy resources.

This chapter discusses energy resources and the environmental impact asso-

ciated with their use, including global warming and acid rain. The notion of

sustainable energy engineering is defined. The main kinds of energy resources are

listed and characterized in terms of resource amounts, production, and consump-

tion. To be able to project a future sustainable economy, it is important to set the

context by correlating various factors, such as the present energy resources, the

population growth, and the evolution of energy demand in the next 30 to 50 years.

Fossil fuels and nuclear fuel are finite, while other energy resources are renewable.

The term renewable energy suggests an energy that can be renewed, or in other

words cannot be depleted. A forecast of energy resource consumption and depletion

up to the year 2050 is given. Some case studies are presented at the end of the

chapter, and a number of problems are proposed.

2.2 What Is Sustainable Energy Engineering?

Since historical times, humans burned wood to obtain the high-temperature heat

necessary for various purposes such as melting metals, extracting chemicals, con-

verting heat into mechanical power, as well as cooking and heating. During

burning, the carbon in wood combines with O2 to form CO2, which is then absorbed

by plants and converted back to carbon for use as a fuel again.

The Industrial Revolution started in the eighteenth century in the United King-

dom, when, essentially, manual and animal labor had been replaced with machine

labor, which needed other sources of high-temperature heat in addition to coal

combustion. Oil, natural gas, and coal then started to be used extensively. As a

consequence, the CO2 concentration in air increased, leading to the beginning of

global warming. During the past three decades, the public has become more aware

of this issue, and researchers and policy makers have focused on this and related

issues by considering energy, environment, and sustainable development.

The world population is expected to double by the middle of the twenty-first

century, and economic development will almost certainly continue to grow. Global

demand for energy services is expected to increase by as much as one order of

magnitude by 2050, while primary energy demands are expected to increase by 1.5

to 3 times. Simultaneously, energy-related environmental concerns such as acid

precipitation, stratospheric ozone depletion, and global climate change (the green-

house effect) will increase. These observations and others demonstrate that energy

is one of the main factors that must be considered in discussions of sustainable

development.

Several definitions of sustainable development have been put forth, including the

following common one: “development that meets the needs of the present without

compromising the ability of future generations to meet their own needs.” Many

factors contribute to achieving sustainable development. One of the most important
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is the requirement for a supply of energy resources that is fully sustainable.

Increased energy efficiency is also important. The discussion in this chapter is

intended to apply to both industrialized and developing countries.

While environmental issues in general have been influencing developments in

the energy sector for some time, climate change poses an altogether different kind

of challenge. Problems such as acid precipitation could be dealt with in part by

administrative measures, such as vehicle exhaust standards or emission limits for

power stations, which affect comparatively small numbers of economic factors.

Technical fixes with a relatively limited scope, such as fitting flue gas cleaning

equipment or catalytic converters, could contain the problem. However, emissions

of greenhouse gases are so dispersed that it is not possible to take this local and

relatively small approach in dealing with climate change. The nature of the problem

demands a more comprehensive energy policy response that affects the actions of

energy consumers and producers in all countries.

Sustainable energy engineering is a new branch of engineering with a specialty

in designing, developing, and promoting sustainable energy-generation systems.

This branch of engineering is interdisciplinary in nature. Advanced engineering

thermodynamics (including its modern tools of analysis and design, such as exergy

and constructal) stand at the base of sustainable energy engineering. Other disci-

plines that are important include engineering economics, environmental engineer-

ing, chemistry and biochemistry, policy, and the physical sciences. In principle, the

aim of sustainable energy engineering is to develop and promote the art of using the

energy resources available on earth in a manner that is sustainable, regardless of

the nature of the resource. For example, fossil fuels can be combusted by paying an

energy penalty. The combustion must be completely clean, with CO2 capture and

sequestration.

2.3 Fundamental Energy Sources on the Earth

Earth as a planet of the solar system draws its energy from three fundamental sources,

namely, solar radiation, geothermal heat, and the planet’s spinning torque combined

with gravitational forces generated by the moon–earth–sun planetary system (which

is sometimes called “lunar” energy). The lunar energy as a combination of planet

spinning and gravitational forces generates tides that are a derived form of renewable

energy, called tidal. Other forms of renewable energy can be derived from the

fundamental ones. For example, geothermal energy represents a source of thermal

energy originating from the earth’s hot core. The geothermal energy can be either

used directly as thermal energy for heating, or it can be converted into electricity by a

heat engine. Solar energy is the source of many forms of renewable energies and

phenomena such as wind, rain, lighting, hydro energy, crop growth and biomass,

fossil fuels (which are derived from fossilized plants converted into hydrocarbons or

coal), etc. In this section, we analyze the fundamental sources of energy in the

following order: solar, geothermal, and tidal (lunar).
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2.3.1 Solar Energy

Solar energy originates on the sun, which is a star consisting mainly of hydrogen

gas and that concentrates more than 99% of the mass of the whole solar system. The

average temperature of the sun is 5,500�C and the average sun–earth distance is

150 Gm. Sunlight consisting of a broad spectrum of electromagnetic radiation hits

the terrestrial atmosphere after traveling more than 8 minutes through interplane-

tary space. The energy associated with the solar radiation drives almost all life

systems on earth and the earth’s climate and weather.

A general understanding of solar energy is suggested with the help of Fig. 2.1.

There one sees the earth as a closed thermodynamic system having two kinds of

boundary surfaces (refer to the paper by Reis and Bejan 2006). One of the

boundaries is a hot surface with temperature TH, heated by the sun, and that covers

an area AH extending from the southern to the northern polar circle and having the

equator in the middle (depicted with white in Fig. 2.1). The second boundary is a

cold surface of area AL formed by the two polar zones (the South and North Pole)

having the temperature TL and cooled by the radiation heat transfer with the

universe. The earth system operates as a heat engine between the temperature limits

TH and TL. Solar and terrestrial radiations are delivered and rejected at the source

and the sink, respectively, of the extraterrestrial solar–earth–universe heat engine

depicted in Fig. 2.1.

The heat flux QH received by this heat engine at the hot surface is proportional to

AH(TS
4 � TH

4), where TS = ~5,500 K is the temperature of the solar radiation and

TH � TS is the average temperature on the globe, that is, ~300 K. Neglecting TH
with respect to TS results in QH ~ AHTS

4.

Similarly, one can estimate the heat flux QL lost by the earth at cold surfaces,

which is proportional to AL(TL
4 � T1

4), where the universe background tempera-

ture is T1 ~ 3 K (see Reis and Bejan 2006). Since TL � T1, it results that QL ~

ALTL
4. Therefore, the efficiency of the terrestrial heat engine can be estimated with
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� � ðQH � QLÞ=QH ¼ ð1� ALTL
4Þ=AHTS

4, which is more than 0.99 and which

means that due to the high temperature of the sun with respect to the temperature on

the earth’s surface, corroborated with the low background temperature of the universe,

one may have on the earth a high efficiency of solar energy conversion into work.

Nevertheless, the work generated by the sun–earth–universe heat engine is dissipated

or used in various processes. The atmosphere and hydrosphere flows “consume” a

significant part of this work. More exactly, winds and air movements in the atmo-

sphere and oceanic currents in the hydrosphere are generated by solar energy.

Figure 2.2 presents the energy inventory of radiation associated with solar light

as well as with terrestrial infrared emissions. All the percents shown on the figure

refer to the incident solar radiation that is a flux of energy equal to about 174 PW

(where 1 PW is 1015 W). About 30% of the incoming solar radiation is reflected

back into the terrestrial atmosphere by the earth; this is called the “albedo” of the

earth, which is defined as the ratio between the reflected and incident radiation and

denoted by a. The reflection is caused by various phenomena, such as back-

scattering (7%), reflection by clouds (17%), and reflection by the earth’s surface

(6%). Then, about 19% of the incoming solar radiation is absorbed by the water

vapor, dust, and ozone molecules present in the atmosphere, while about 4% is

absorbed by clouds. The remaining 47% is absorbed by the earth.

The earth emits radiation at a temperature that corresponds to the average surface

temperature (at 300 K the emitted blackbody radiation has a 10 mmwavelength, which

6%
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by earth
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Clouds

17%
Reflected
by clouds
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radiation

Incoming 174-PW
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(visible) radiation
100%
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land and ocean
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dust, H2O, O3 
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40% Emitted by
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Fig. 2.2 The energy inventory of shortwave and long-wave radiation energy on the earth [data

from Tiwari and Ghosal (2007)]
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is in the infrared spectrum). The radiation emitted by the land and ocean surface

amounts to about 16% of the incident solar radiation. Only 10% of this quantity

reaches the extraterrestrial space, the rest being absorbed by clouds and by the

greenhouse gases present in the atmosphere or reflected back by the clouds. Basically,

the atmosphere is heated by the earth’s surface through infrared radiation, conduction,

and water evaporation. The clouds emit infrared radiation in the extraterrestrial space

of an amount that is 20% of the total incident radiation of 174 PW, while 40% is the

infrared emission associatedwith atmosphericwater vapor, ozone, and carbon dioxide.

Figure 2.2 shows that the amount of reflected radiation (both short- and long

wave) is, from left to right (6 + 17 + 7 + 10 + 20 + 40)% = 100%, that is, the

same as the incident solar radiation (of 174 PW). This fact is not in contradiction

with the model introduced by Fig. 2.1. The equality of the energy fluxes that enter

and leave the terrestrial system is a condition of having an average constant

temperature on the earth. In any other situation, the earth’s temperature will

increase or decrease until an equilibrium is achieved. Figure 2.1 details the mecha-

nism by which the earth’s climate is driven by the solar and background radiations

in a similar manner as a heat engine is driven by a temperature differential at the

source and sink. The work generated by the heat engine presented in Fig. 2.1 is in

fact completely destroyed, that is, converted back into heat, which is eventually

released outside the terrestrial atmosphere. Thus, overall, the earth does not gain

any energy, but it needs to keep its temperature constant.

A series of processes are driven by the incident solar energy on the earth. A

breakdown of solar energy use in various natural processes is shown in Fig. 2.3. An

amount of 76 PW representing 43% of the incident extraterrestrial solar radiation is

the so-called beam radiation, which heats the earth’s surface (the land and the ocean).
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Fig. 2.3 The distribution of solar energy source absorbed by the earth [data from Tiwari and

Ghosal (2007)]
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This energy can be harvested by engineered systems and used for various purposes.

Here are some technologies that typically can be used for converting beam radiation

into other forms of energy:

l Ocean thermal energy conversion (OTEC) uses the difference in temperature

between the ocean surface and the deep waters to drive a heat engine that

produces electricity or synthetic fuels (e.g., ammonia can be produced by

OTEC energy using nitrogen from air and hydrogen from water).
l Solar ponds are pools of saltwater whose surface is exposed to solar radiation. A

gradient of temperature is formed in the pond due to stratification; the tempera-

ture at the pool bottom reaches up to 90�C. The harvested energy can be used for
either space or process heating, desalinization, or electrical power generation.

l Solar-driven heat engines can concentrate the solar radiation to obtain high-

temperature sources and convert the associated heat into electricity and lower

grade process or space heating, which is cogeneration.
l Photovoltaic technology transforms the incident solar radiation directly into

electricity.
l Other applications such as process heating, house and space heating, water

heating, cooking, steam generation, and desalinization are possible.

All these energy conversion technologies represent forms of renewable energy

conversion. Supposing, for example, that all the 76 PW associated with beam

radiation is converted into electricity with 20% efficiency. The result is 15 PW of

electrical power; this figure can be compared with the average world energy

consumption rate of 0.015 PW; that is, the direct beam radiation energy if

fully harvested can generate 1,000 times more electricity than the world total

energy consumption rate. This comparison gives us an idea about the abundance

of solar energy, which appears to be an inexhaustible source.

Moreover, 22% of the incident extraterrestrial solar radiation, amounting to

40 PW, is consumed by the hydrological cycle. The water cycle can be regarded

as a natural way of storing solar energy in the form of potential energy of water.

Solar energy heats water in seas, oceans, and lakes, which results in evaporation.

Solar energy also heats snow in colder regions that sublimates, forming water vapor

directly. Water vapor is also generated by plants and animal transpiration and by

humid soils through evaporation. The vapor rises into the air and forms clouds

where the temperature is lower to allow condensation. Precipitation in the form of

rain and snow is formed. Through this assembly of processes, important amounts of

water are transported from the plains to the heights and thus hydro energy is

formed. Dam and accumulation lakes can be constructed to generate hydroelec-

tricity.

Other forms of solar energy are wind (0.37 PW or 0.21%) and photosynthesis

(0.04 PW or 0.02%). Photosynthesis is a means of storing solar energy in the form

of chemicals. For example, glucose and ATP (adenosine triphosphate) are sub-

stances synthesized by plants from photosynthesis in order to store energy. Basi-

cally, wind energy can be harvested with various kinds of wind turbines, while the

energy of plants can be retrieved in the form of biomass energy. Moreover,
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fossilized biomass has been converted in underground reservoirs into fossil fuels

such as natural gas, coal, and petroleum of various kinds.

It is instructive to know the intensity of the incident beam radiation at the earth’s

surface. This value can be determined based on the solar constant, which is defined

as the extraterrestrial solar radiation intensity per unit of surface and has the average

value of 1,367 W/m2. However, 30% of this radiation is reflected back into

extraterrestrial space due to the albedo factor, which leaves 957 W/m2. If one

denotes the earth’s radius by R, the incident radiation is the projected area of the

earth’s sphere, pR2; however, the radiation distributes on average over the whole

earth’s surface, which is the area of the earth’s sphere, 4pR2. In conclusion, the

average intensity of solar beam radiation is on the order of 957/4 = 240 W/m2.

2.3.2 Geothermal Energy

Geothermal energy manifests in the form of heat and has its source in the earth’s

core, where some nuclear reactions are assumed to occur. The earth’s core temper-

ature is estimated to be ~5,000 K, and due to rock conductivity the temperature at

about 4 km below the earth’s surface can reach ~90�C. The intensity of geothermal

heat is comparatively low with respect to solar energy intensity, namely ~0.1 W/m2

versus ~240 W/m2 for geothermal solar, respectively (see Blackwell et al. 1991).

However, at places where geysers, hot springs, hot rocks, or volcanoes exist, there

is a much larger local potential for geothermal energy. The total estimated amount

of geothermal energy is on the order of 1016 PJ (where 1 PJ is 1015 J). The

geothermal heat flows from the earth’s core to the surface at a rate of about

44 TW (where 1 TW is 1012 W), which is more than double the world’s energy

consumption rate of ~15 TW. However, since this heat is too diffuse (~0.1 W/m2), it

cannot be recovered unless a geographic location (i.e., geothermal site) shows a

higher intensity geothermal resource. A simple calculation yields that at the con-

sumption rate of 44 TW the geothermal heat will be exhausted after ~1012 years.

2.3.3 Tidal Energy

Tidal energy is the unique form of energy derived from the combined effect

of the planet’s spinning motion and the gravitational forces associated with the

earth–moon and earth–sun systems. Because the most important effect is due to

the gravitational forces of the moon, this kind of energy is sometimes called

“lunar energy.” Tidal energy is another kind of hydropower, in the sense that

the energy is transmitted through water movement. However, hydro energy is

originated by the hydrological cycle, while the nature of the tides is different

(viz. gravitational).
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Figure 2.4 compares the average rate of energy consumption in the world with

the rate at which the three kinds of fundamental sources may be available. The rate

at which solar energy is available can be calculated from Fig. 2.3 as

76 + 40 + 0.37 + 0.04 = 116.41 PW; the rate of geothermal energy (total) avail-

able is 0.044 PW, while the rate of retrievable tidal energy is 0.003 PW. Figure 2.4

has been constructed based on these numbers and the rate of world energy con-

sumption of 0.015 PW.

2.4 Biomass Energy

Biomass is a word derived from biological mass; thus biomass energy suggests a

form of energy derived from living systems. In general, biomass energy refers to the

energy embedded in materials such as wood and other crops that can be combusted

or converted into synthetic fuels. The photosynthesis process can be written in a

simplified manner as follows:

6CO2 þ 6H2O ����!LIGHT
C6H12O6 þ 6O2;

where the products are glucose and oxygen. Some 2.8 MJ of light energy per mole

of synthesized glucose is needed, and the efficiency of the photosynthesis process

can be assumed to be 0.5% to 1%. On average, 1 square meter of the earth’s surface

is hit with incoming solar radiation of 240 W for 8 hours per day; that is, one can

consider the incident radiation energy to be 2.5 kWh per day per square meter, or

say 1,000 kWh per year per square meter. Assuming that 0.8% from this incident

energy is transformed into glucose by plants, one gets the equivalent of 8 kWh per
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Fig. 2.4 The energy rate of the essential renewable sources and the rate of world energy

consumption [data from Tiwari and Ghosal (2007)]

2.4 Biomass Energy 59



square meter per year of solar energy stored in glucose, which is the equivalent of

10 mol or 1.8 kg of glucose that can be produced per square meter per year.

The above figure is approximate, and assumes that the biomass is the same as

glucose from the energy point of view. In fact, various kinds of biomass have

different energy content. The energy content of the main kinds of biomass is listed

in Table 2.1.

2.5 Fossil Fuels

It has been mentioned above that through photosynthesis, over long periods of time,

all carbonaceous fuels including coal, petroleum, and natural gas were formed. In

general, the energy of fossil fuel is used through direct combustion; therefore, this

form of energy is mainly thermal. However, it is also possible to produce synthetic

fuels from fossil fuels, such as hydrogen, ethanol, diesel, methane, or ammonia.

There are three main kinds of fossil fuels, namely coal, petroleum, and natural gas;

these will be discussed in this section.

2.5.1 Coal

Coal mainly comprises organic substances derived from plants that form sediments

that also embed other mineral inclusions. There are various types of coal, each with

its specific calorific heat (see, e.g., Goswami and Kreith 2008). The main compo-

nent of coal is carbon. Coal plays a vital role in power generation, steam production,

and steel manufacturing processes. However, it has a limited role in residential,

commercial, and transportation applications. The calorific value of coal and its

carbon content is presented in Table 2.2.

In Fig. 2.5, the evolution of coal production in the last three decades is presented,

while in Fig. 2.6 the distribution of coal reserves in the world is shown.

2.5.2 Petroleum

Petroleum (also called crude oil) is a naturally occurring hydrocarbon-based liquid

or solid (e.g., bitumen forms) found in underground rock formations. The main

Table 2.1 Energy content of biomass sources

Biomass type GJ/kg GJ/m3 Biomass type GJ/kg GJ/m3

Green wood 6 7 Dry dung 16 4

Dry wood 15 9 Fresh grass 4 3

Oven dry wood 18 9 Straw 15 2

Charcoal 30 9 Sugar cane 17 10

Paper 17 9 Domestic refuse 9 2
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Table 2.2 Parameters of various kinds of coal

Coal type Carbon content by weight Heat content (kJ/kg)

Lignite ~70% <28,500

Gas coal ~83% <35,000

Fat coal ~88% <35,400

Forge coal ~90% <35,400

Nonbaking coal ~91% <35,400

Anthracite >92% <35,300
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hydrocarbons included in petroleum are alkanes, cycloalkanes and aromatics,

asphaltics, naphthalenes, and parafins. Out of the total world oil reserves, 30% is

conventional oil, 15% heavy oil, and 25% extra heavy oil, and 30% of petroleum is

found in the form of bitumen and oil sands. Petroleum is the number one primary

source for producing transportation fuels. In Fig. 2.7, the trend of oil production for

the last 50 years is shown.

2.5.3 Natural Gas

Fossil natural gas contains mainly methane and occurs naturally in oil fields, natural

gas fields, and coal beds. Russia has the largest proven resource of natural gas of

47 PNm3 (where PNm3 stands for peta ore 1012 normal cubic meters). World

production of natural gas accounts for 20% of world energy production, and its

production is projected to double by 2025 (see, e.g., Goswami and Kreith 2008).

The historical trend of natural gas production in the world is presented in Fig. 2.8.

2.6 Nuclear Energy

Nuclear energy in the form of electricity and heat is obtained through controlled

nuclear fission reactions. About 15% of the world’s electrical energy production

originates from nuclear energy. Also, nuclear energy is used for propulsion of naval

vessels. More than 400 nuclear power plants are operational worldwide at present,

with an installed capacity of over 370 GWe (where GWe is giga watt electric).
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The conventional resource of nuclear energy is represented by uranium. The

main chemical form of the uranium in the ore is U3O8, from which 1 ton produces

0.85 tons of uranium, which consists mainly of 238U and only 0.71% 235U. There-

fore, one calculates that 1 ton of ore contains 5.9 kg or 1.38 � 1025 atoms of 235U,

which in a nuclear reactor could produce ~180 MeV of fission energy that can be

converted into 40 GWh of electrical energy. The resulting fission residues are

radioactive products with great potential as high specific-energy sources. For

comparison purpose, one can note that 1 ton of coal produces 2.8 MWh of electrical

energy, that is, 14,000 times less than the nuclear fission reaction. In Fig. 2.9, the

trend of electricity production by nuclear power plants from 1965 until the present

is presented.

2.7 Proven Fuel Reserves

It is recognized that fossil and nuclear fuel will be depleted, since they are finite

resources. For example, the proved reserves of petroleum, natural gas, coal, and

nuclear fuels are presented in Fig. 2.10. Considering this prediction and the rate of

production in 2008 (BP 2008), the exploitable oil resources will last the least

amount of time (about 42 years).

Regarding nuclear fuels, the total reserves were estimated based on Price and

Blaise (2002) and include all conventional resources (uranium, plutonium, and

thorium) plus the estimated reserves that are not possible to exploit with today’s

technology, comprising uranium found in phosphate-based minerals and uranium

recovered from seawater.
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An indicator denoted as R/P is introduced in Fig. 2.11 and represents the reserves

versus production ratio, which is calculated by dividing the reserves remaining at

the end of any year by the production in that year. The R/P ratio, measured in

“years,” gives an estimate of how long the respective resource will last. According

to the R/P ratio in 2008, coal lasts the longest among the three main fossil fuels

(133 years).
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One notes that in Fig. 2.10 the resource reserves were indicated in two units: the

amount of the energy resource in GJ, and the number of years needed to accumulate

the equivalent energy from solar radiation incident on the earth’s surface. Assuming

that solar energy can be fully captured, in 2 years it will amount to the equivalent of

the proven reserves of oil (see Fig. 2.10). Thus, the energy content accumulated in

nearly 11 years is equivalent to that of the proved reserves of oil, natural gas, and

coal combined.

Most of the world’s energy supply, accounting for 86%, is currently based on

fossil fuels including petroleum (36%), coal (27%), and natural gas (23%) (EIA

2008). This situation is obviously the historical consequence of the fact that, over

many centuries, fossil fuels were (and still are) a profitable business.

Energy production and consumption represent important figures and are reported

yearly by specialized energy agencies. These statistical data are useful for predict-

ing the energy demand in future years. In Fig. 2.12, the world fossil energy

production and consumption based on data from BP (2008) are presented. It is

very interesting to note that in 2008 petroleum and coal consumption exceeded the

production, meaning that reserves accumulated in previous years were used.

Other important statistics refers to the regional distribution of fossil production

and consumption in a specific year. For 2008, this is shown in percents of the total

corresponding figure for world production and consumption, respectively, in

Figs. 2.13 to 2.15. These plots indicate the potential for export and the need for

import for the respective regions. For example, Fig. 2.13 suggests that Middle East

countries exported about 25% of the world’s petroleum production in 2008, but they

did not produce or consume coal at all.
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2.8 Historical Trends and World Energy Prospects

Projections of fossil fuel and green energy consumption are important for local and

global applications, and can play an important role in future energy policies,

strategies, investments, and programs. It is also important to determine the transi-

tion period to a green energy economy and to plan fossil fuel or green energy

budget allocations for local and industrial investments.
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Fig. 2.12 World fossil fuel energy production and consumption in 2008 [data from BP (2008)]
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Figure 2.16 illustrates the importance of predicting energy use patterns and

planning. Better energy policies, strategies, and projections can facilitate the

introduction of green energy–based environmental benefits in several ways. One

is that energy consumption is better controlled. Also, the environmental impacts of

energy sources and technologies such as greenhouse gas emissions and pollution

are reduced. In addition, energy planning can contribute to innovative implementa-

tions of green energy technologies so as to achieve improved sustainability and

global stability, particularly during a transition to a green energy–based economy.
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Fig. 2.16 The importance of energy forecast and planning programs. The top half of the diagram
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careful planning is applied [modified from Ermis et al. (2007)]
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Predictions of the world energy consumption for the short term (couple of years)

can be made based on linear or polynomial extrapolation, as first estimates.

However, predictions over future decades must apply more advanced methods,

because energy consumption is affected by a multitude of factors, including popu-

lation growth, evolution of the gross domestic product of countries, potential

conflicts, economic crises, and catastrophic events. An important method for fore-

casting energy consumption is artificial neural network (ANN) modeling. Although

many investigations involving the ANN approach have been reported, limited

studies are available in the open literature on predicting energy consumption for

different applications. A review of the available studies on this subject is given by

Ermis et al. (2007).

A neural network is an informatics algorithm that simulates the human brain’s

thinking, which can be instructed to respond to a number of events. During the

instruction period, the artificial neural network algorithm adjusts and reconfigures

the neurons connections. The network can be trained with past and present data,

including significant historical events. The network can be validated using known

data points. Here we show as an example the results by Ermis et al. (2007)

regarding the predictions of world energy consumption, which includes fossil

fuels and green energy for the period up to 2050. The artificial neural network

used by Ermis et al. (2007) to predict the subsequent results has been trained using

published statistical data for the last 40 years.

The world coal consumption curve equation derived via ANN depends on the

actual and projected coal consumption data and can be expressed in EJ (exajoule, or

1018 J) as follows (Ermis et al. 2007):

EcoalðEJÞ¼ 125:6667 1þ exp � Y�1;968:0551

24:2314

� �� �� ��1

and ðR2 ¼ 0:99998Þ; (2.1)

where Ecoal denotes world coal consumption in EJ and Y the year, and R is the mean

square error. The results are also summarized in Fig. 2.17 and compared with linear

predictions and predictions by Workbook (2005). It is expected that coal consump-

tion will increase by 17.86% from 2005 to 2050, 11.22% from 2005 to 2025, and

5.97% from 2025 to 2050.

The world oil consumption curve equation derived via ANN depends on the

actual and projected oil consumption data and can be expressed as follows (Ermis

et al. 2007):

EoilðEJÞ ¼ 184:5575 1þ exp � Y � 1; 987:7137

10:2282

� �� �� ��1

and ðR2 ¼ 0:99947Þ; (2.2)

where Eoil denotes world oil consumption in EJ.

The corresponding results are also presented in Fig. 2.18. Due to rapid techno-

logical developments, transportation applications, and secondary fuel production

based on oil reserves, it is expected that world oil consumption will probably

increase as long as green energy sources such as solar, hydropower, wind, biomass,
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nuclear, and hydrogen are not implemented to reduce the oil demand and consump-

tion all over the world.

Oil consumption is expected to increase by 17.61% from 2005 to 2050, 15.14%

from 2005 to 2025, and 2.14% from 2025 to 2050. After 2025, world oil consump-

tion will probably remain stable. This stabilization in oil consumption indicates

that, in the future, other green energy sources or natural gas will be mostly used to

compensate for the world oil deficit.
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The world natural gas consumption curve equation derived via ANN depends on

the actual and projected natural gas consumption data and can be expressed as

follows (Ermis et al. 2007):

EngðEJÞ ¼ 186:5923 1þ exp � Y � 1; 984:2525

27:0821

� �� �� ��1

and ðR2 ¼ 0:99965Þ; (2.3)

where Eng denotes world natural gas consumption in EJ. As illustrated also in

Fig. 2.19, the consumption of natural gas, which causes less greenhouse gas

emissions than other fossil fuels, is expected to rise by 59.81% from 2005 to

2050, 31.89% from 2005 to 2025, and 21.16% from 2025 to 2050.

It is expected that rapid increases in technological developments, transportation

applications, industrial and local energy demands, and secondary fuel production

and power generation from natural gas will probably increase world natural gas

consumption in the future. Thus, natural gas will probably be considered another

alternate fuel for reducing greenhouse gas emissions.

Global demand for energy services is expected to increase by as much as one

order of magnitude by 2050, while primary energy demands are expected to increase

by 1.5 to 3 times. Trying to predict the evolution of the world energy market, policy

makers studied various long- and short-term scenarios. Relevant work in this respect
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has been pursued by the European Commission (EC 2006), which predicts the world

energy technology outlook through 2050.

In this report, the geopolitical context, CO2 emission profile, oil, gas, and coal

production profiles, H2-technology development, population growth, predicted

energy demand, and other factors are accounted for to propose three scenarios for

energy technology development up to 2050.

In the reference case (RC) scenario, a minimum degree of political initiative is

assumed in all countries toward sustainable development. In the second scenario,

called the carbon constraint case (CCC), severe limits in CO2 emissions are

assumed up to 2050. In the third scenario, called the H2-case, it is assumed that a

firm political decision is made in most countries toward the development of a

hydrogen economy, and therefore major breakthroughs will be possible. We com-

piled the data from EC (2006) and give in the following paragraphs a summary,

with a special focus on sustainable energy issues.

The data from Fig. 2.20 correlate the evolution of electricity consumption per

capita in the three scenarios with global population growth. At present, developing

countries, with a population of around four billion, represent some 77% of the

world’s population but use only a quarter of its global energy budget. Demographers

generally predict that the total population will top eight billion by 2050. Roughly

three-quarters of these people will live in developing countries. Energy service

supplies for the developing world must grow considerably to meet the extra demands

expected from these countries and to ensure that their economic development is not

constrained. It can be seen that, while the population increases 1.4 times, the

electricity consumption per capita increases ~2.6 times. In the same time, it is

noted from EC (2006) that the gross domestic product (GDP) augments ~2.7 times.
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Based on Ermis et al. (2007) the world green energy consumption can be

expressed as follows:

EgeðEJÞ ¼ 105:493 1þ exp � Y � 1; 999:642

26:387

� �� �� ��1

and ðR2 ¼ 0:99976Þ; (2.4)

where Ege denotes world green energy consumption in EJ. Green energy use is

projected to be the fastest growing component of world primary energy consump-

tion according to the ANN projection by Ermis et al. (2007). This prediction is

compared with other sources in Fig. 2.21.

The green energy consumption is projected to increase by 59.84% from 2005 to

2050, 32.29% from 2005 to 2025, and 20.81% from 2025 to 2050. If utilization of

green energy resources and technologies is encouraged, it can be expected that

countries may maximize the benefits of green energy sources and technologies,

while minimizing the global unrest and other problems associated with the use of

fossil fuel energy sources.

The predicted primary energy production in 2050 will increase more than two

times (from 60,000 to 125,000 GJ) with respect to the year 2000. This is illustrated

in Fig. 2.22 together with the respective energy shares among various kinds of

energy. The share of renewables (including hydro, geothermal, biomass, wastes,

wind, and solar) increases from 14% to 19% with a prominent augmentation of

solar and wind production (from 0.1% in 2000 to 4.6% in 2050, respectively).
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The predicted evolution of world primary energy consumption is indicated in

Fig. 2.23; the associated prediction equation by Ermis et al. (2007) is as follows:

EwpcðEJÞ ¼ 589:024 1þ exp � Y � 1; 984:253

22:721

� �� �� ��1

and ðR2 ¼ 0:99965Þ; (2.5)

where Ewpc denotes world primary energy consumption in EJ.

The primary energy consumption, according to Eq. (2.5) and Fig. 2.23, has two

components, namely the fossil fuel and the green energy components. The compo-

nents of world primary energy consumption are also indicated in Fig. 2.23.

The fossil fuel prices are highly influenced by major political events; in fact, that

complicates their prediction. For this reason, it is important to adopt a fair/realistic

scenario of future political and economical events prior to any attempt to estimate

oil/gas/coal price evolution. There are several serious institutions concerned with

fuel price predictions for short as well as for longer terms. For example, the Natural

Resources of Canada (NRC 2005) issues periodic reviews and outlooks with a range

of prediction of about 15 years in the future; it is expected that the Canadian fuel

price will increase by 20% in nominal value by 2020. A recent review is by the

Energy Information Administration of the United States (EIA 2008) forecasting

over a period up to 2030. In a so-called high-price scenario, the oil price is predicted

to increase by ~60% in real value with respect to the 2008 value, while in a
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low-price scenario it might decrease by ~30%. Periodic oil market reports are

prepared also by the International Energy Agency [IEA (2006, 2008)].

The World Energy Council (WEC 2007) elaborated four scenarios on world

energy up to the year 2050. These scenarios account for low to high international

cooperation and integration on energy policy and high and low engagements of

governments in energy issues. However, the analysis does not give explicit fossil

price estimations. In its report of 2006, the European Commission elaborated the

world energy outlook up to 2050 and predicted the extreme limits of fuel price

increases (EC 2006). The predictions are given according to the above-discussed

RC and CCC scenarios.

A plot showing the past recorded prices and the future prediction of oil and

natural gas prices is presented in Fig. 2.24. In order to obtain this plot, historical

data from BP (2008) has been used for oil price records since 1870. For the modern

era, these prices correspond to the world average, but for the 1800s and early 1900s

they are the U.S. estimates. Historical natural gas annual records were obtained

from the U.S. Department of Energy for the period 1930 to 2000 (EIA 2000).

Recent trends in coal prices were taken from Pincock (2004) and converted into real

currency, namely US$ 2008.

In Fig. 2.24, two lines for future price prediction of oil are marked; the upper line

corresponds to the CCC scenario, while the lower corresponds to the RC case. For

the natural gas price prediction (dashed line), the profiles for the CCC and RC

scenarios cross by the year 2020. The coal price records in recent years are also

indicated on the plot, to suggest that, in general, the price of coal is a little lower

than that of oil and natural gas, per unit of energy content.
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The continuous increase of fuel’s real value is mainly a consequence of fuel

shortage. No major political events (e.g., major wars or conflicts) are assumed in the

predictions by EC (2006), even though this assumption has a certain degree of

uncertainty. To observe the impact of political, economic, and social incidents on

fossil fuel prices, the most influential events are added to the chart in Fig. 2.24.

One notices, for instance, the great influence of the Iranian revolution and that of

the believed oil peak. The oil peak is the point in time when the maximum rate of

global petroleum extraction is reached, after which the rate of production enters

terminal decline. This concept has foundation in the recorded data from the oil

exploitation industry and has been expressed mathematically by Hubbert (1956).

The oil peak was predicted to occur by 2010.

2.9 Environmental Impact of Energy Generation

and Utilization

Environmental problems associated with energy use span a spectrum of pollutant

emissions, hazards, and accidents, as well as the degradation of environmental

quality and natural ecosystems. Over the past few decades, energy-related environ-

mental concerns have expanded from primarily local or regional issues, to the

international and global nature of major energy-related environmental problems.

Particularly in developing or newly industrialized countries, where energy consump-

tion growth rates are typically extremely high and where environmental manage-

ment has not yet been fully incorporated into the infrastructure, environmental

0

2

4

6

8

10

12

14

16

18

20

1870 1890 1910 1930 1950 1970 1990 2010 2030 2050

U
S

$ 2
0

0
8/

G
J

Year

Oil

Natural Gas

Coal
P

en
ns

yl
va

ni
an

oi
l b

oo
m

R
us

si
an

 e
xp

or
ts

be
gu

n
S

ho
rt

ag
e 

in
 U

S
A

Ir
an

ia
n 

R
ev

ol
ut

io
n

Ir
aq

-K
uw

ai
t w

ar

A
si

an
 fi

na
nc

ia
l c

ris
is

M
id

dl
e 

E
as

t
w

ar
s

O
il 

pe
ak

<----Future ---->

Fig. 2.24 Historical and predicted fossil fuel prices (average values for world) [data from BP
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problems are becoming apparent or already exist. Nevertheless, industrialized

countries are at present mainly responsible for air pollution, ozone depletion, and

carbon emissions because of the small contribution of the developing countries.

In the 1970s, concerns about energy use mainly focused on the relationship

between energy and economics. At that time, the linkage between energy and the

environment did not receive much attention. An institutional structure to deal with

environmental problems emerged after the 1970s in most countries. Since the late

1970s, governments have adopted a number of laws on environmental and man-

agement policies that were supposed to be the basis of central government decisions

relating to economic development and environmental impact. As environmental

concerns, such as pollution, ozone depletion, and global climate change, became

major issues in the 1980s, interest in the link between energy utilization and the

environment became more pronounced (especially in the late 1980s and early

1990s). More recently, some researchers have suggested that the impact of energy

resource utilization on the environment is best addressed by considering exergy.

The exergy of a quantity of energy or a substance is a measure of its usefulness or

potential to cause change, and it appears to be an effective measure of the potential

of a substance to impact the environment. Although many studies have been

performed on energy and the environment, limited work has been reported on the

link between exergy and environment concepts (Rosen and Dincer 1996).

The environmental impact of energy use is reduced by increasing the efficiency

of energy-resource utilization (often referred to as energy conservation), and by

substituting more environmentally benign energy resources for damaging ones.

During recent decades the environmental impact of human activities has grown

dramatically because of increases in the world population, resource consumption,

and industrial activity. Throughout the 1970s, most environmental analysis and legal

control instruments concentrated on conventional pollutants such as SO2, NOx,

volatile organic compounds (VOCs, which are gases emitted by various materials

and which may have adverse health effects), particulates, and carbon monoxide

(CO). Recently, environmental concern has extended to hazardous air pollutants,

which are usually toxic chemical substances that are harmful in small doses, as well

as to globally significant pollutants such as CO2. The pollutants referred to above

have a variety of effects on the biosphere (Hollander and Brown 1992).

Carbon monoxide is a significant pollutant of urban air, in which it arises mostly

from the incomplete combustion of automobile fuels, and poses a human health risk

on inhalation. SO2, a corrosive gas that is hazardous to human health and harmful to

the natural environment, is emitted worldwide by natural processes such as volca-

noes and sea spray, and by human activities, notably combustion of sulfur-contain-

ing fuels (mainly coal and fuel oil), smelting of nonferrous metal ores, oil refining,

electricity generation, and pulp and paper manufacturing. SO2 causes respiratory

difficulties, damages plant foliage, and is a precursor of acid precipitation.

Nitrogen oxides (NOx) are produced when combustion occurs at temperatures

high enough for oxygen and nitrogen (mainly in air) to react, and can lead to

respiratory problems, low-level ozone formation, and the creation of acids that can

damage structures and natural systems. Controlling NOx emissions is more
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challenging than controlling SO2 because SO2 emissions come overwhelmingly

from large facilities such as power plants which are relatively easy to identify and

control, while NOx sources, most of which are motor vehicles, are smaller, more

mobile, and much more numerous and varied. VOCs and petroleum and solvent

vapors impede the formation of ozone. Efforts to reduce VOCs emissions have

resulted in a 90% reduction in tailpipe emissions of unburned fuels in the U.S. since

the 1970s through the use of catalytic converters (Hollander and Brown 1992).

Particles in the air (fly ash, sea salt, dust, metals, liquid droplets, soot) come from a

variety of natural and human-made sources. Particulates are emitted by factories,

power plants, and vehicles, and are formed in the atmosphere by condensation or

chemical transformation of emitted gases including SOx, NOx, and VOCs. Particu-

lates cause a variety of health and environmental effects including acid precipita-

tion, damage to plant life and human structures, loss of visibility, toxic or

mutagenic effects on people, and possibly nonaccidental deaths.

Major areas of environmental concern are described in the following subsec-

tions. For each of these items, Table 2.3 presents the pollutants and hazards

involved, as well as the cause-and-effect linkage among energy activities, pollu-

tants, and environmental effects.

2.9.1 Global Warming (Greenhouse Gas) Effect

During the past several decades, there has been growing concern over the potential

dangers associated with the accumulation of greenhouse gases (i.e., infrared-

absorbing gases, such as CO2) in the atmosphere. Such gases allow solar radiation

to penetrate to the earth’s surface while reabsorbing infrared radiation emanating

from it. In conjunction with this, this environmental problem is also called either the

greenhouse effect or global warming.
The greenhouse effect, also known as the global warming effect, is potentially

the most important energy-related environmental problem. The increasing

Table 2.3 Essential gaseous pollutants and the impacts

Gaseous pollutant

Greenhouse

effect

Stratospheric ozone

depletion

Acid

precipitation Smog

Carbon monoxide (CO)

Carbon dioxide (CO2) + +/–

Methane (CH4) + +/–

Nitric oxide (NO) and nitrogen

dioxide (NO2)

+/– + +

Nitrous oxide (N2O) + +/–

Sulfur dioxide (SO2) – +

Chlorofluorocarbons (CFCs) + +

Ozone (O3) + +

“+” stands for a positive contribution, and “–” stands for variation with conditions and chemistry,

which may not be a general contributor
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atmospheric concentration of greenhouse gases such as CO2, CH4, halons, N2O,

ozone, and peroxyacetylnitrate augments the atmosphere’s ability to trap heat

radiated from the earth’s surface, thereby raising the surface temperature. The

surface temperature increased about 0.6�C over the last century, and as a conse-

quence the sea level is estimated to have risen by perhaps 20 cm. Further changes

could have wide-ranging and catastrophic effects on human activities all over the

world (e.g., increases in atmospheric concentrations of greenhouse gases in line

with predicted fossil fuel consumption could cause the earth’s temperature to

increase in the next century by 2� to 4�C, causing seal levels to rise 30 to 60 cm

by 2100, and such effects as flooding of coastal settlements, displacement of fertile

zones for agriculture and food production toward higher latitudes, and a decreasing

availability of fresh water. In Table 2.4, the role of various greenhouse gases is

given.

Note that some dispute whether CO2 levels are rising in the atmosphere, and that

the quantitative linkage between atmospheric CO2 levels and global climate change

is not well understood. Since energy utilization is a major contributor to environ-

mental degradation, decisions regarding energy policy alternatives require compre-

hensive environmental analysis.

A schematic representation of this global climate change problem is illustrated

in Fig. 2.25. Humankind is contributing through many of its economic and other

activities to the increase in the atmospheric concentrations of various greenhouse

gases. For example, CO2 releases from fossil fuel combustion, methane emissions

from increased human activity, CFC releases, and deforestation all contribute to the

greenhouse effect.

One of the most important aspects is thorough evaluation of the costs of reducing

CO2 emissions. From a developing-country perspective, the discussion of costs and

benefits has to take into account the need for policies promoting rapid economic

growth. Achieving such a balance between economic development and emissions

abatement requires the adoption of domestic policies aimed at improving the

efficiency of energy use and facilitating fuel switching, and the implementation

of international policies enabling easier access to advanced technologies and

external resources.

It is certain that atmospheric CO2 levels will continue to increase significantly.

The degree to which this occurs depends on the fixture levels of CO2 production and

Table 2.4 Roles of different substances in the greenhouse effect

Substance ARIRRa

Atmospheric concentration

Annual growth

rate (%)

SGEHAb

(%)

SGEIHAc

(%)

Preindustrial

(ppm)

Present

(ppm)

CO2 1 275 346 0.4 71 50 � 5

CH4 25 0.75 1.65 1 8 15 � 5

N2O 250 0.25 0.35 0.2 18 9 � 2

Data from Aebischer et al. (1989)
aAbility to retain infrared radiation relative to CO2
bShare in the greenhouse effect due to human activities (%)
cShare in the greenhouse effect increase due to human activities (%)
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the fraction of that production that remains in the atmosphere. Given plausible

projections of CO2 production and a reasonable estimate that half the amount will

remain in the atmosphere, indications are that sometime during the middle part of

the 21st century the concentration of CO2 will reach 600 ppm in the atmosphere

(Speight 1996).

The arguments about the magnitude of the greenhouse effect have gone back and

forth for some time. There are those who believe that the earth is doomed to a rise in

temperature, and there are those who believe that we can go on polluting the atmo-

sphere without consequence. Whatever the argument is, there is no doubt that the

emissions are harmful and destroy the environment (Bradley et al. 1991). Of course,

there are several contradictory reports and arguments published recently that make this

field complicated to study. Furthermore, the environment should be considered to be

an extremely limited resource, and discharge of chemicals into it should be subject to

severe constraints. Nevertheless, in order to conduct a successful environmental study,

we should have a clear outline and include the following significant steps:

l Definition of the main goals, both short and long term.
l Measurement or estimation of the data needed as accurately as possible.
l Evaluation of the measurements or estimations.
l Generation of new and reliable data and reporting of the results.

Many developed and developing countries, through several national and interna-

tional institutes and agencies, have started taking actions to reduce (or eliminate)

Radiation absorbed by the atmosphere 

Radiation 
absorbed 
by the earth 

EARTHS SURFACE 

ATMOSPHERE: Increases concentrations of CO2, NOx, CH4, CFC, Halons, Ozone,

Peroxyacetylnitrate 

Trapping heat and raising the earth’s surface temperature 

Reflected 
radiation

Radiation from the earth 

Fig. 2.25 A schematic illustration of the greenhouse effect
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the pollutant emissions and to attain a sustainable supply of energy sources. In

December 1997 the International Kyoto Conference on climate change came up with

a list of 15 concrete proposals for curbing global greenhouse gas emissions. The list

includes improving the fuel efficiency of automobiles, introducing solar power

facilities, and planting forests to act as “green lungs” in densely populated areas.

It is expected that some countries will offer certain tax reductions for those

businesses that promote renewable energy technologies, especially because these

technologies are characterized by low or zero CO2 emission. For example, Fig. 2.26

shows the evolution of the global CO2 mitigation expected from the foreseen solar

energy expansion. This figure is based on the data from Brackmann (2008) that

predicts the trend of solar energy utilization in future years.

2.9.2 Acid Precipitation

The main sources of acid rain deposition are the emissions of SO2 and NOx, and

such gases react with water and oxygen in the atmosphere and result in acids such as

sulfuric and nitric acids (Dincer 1998) as shown in Fig. 2.27. Acids produced

mainly from the combustion of fossil fuels, especially coal and oil, and the smelting

of nonferrous ores can be transported long distances through the atmosphere and

deposited on ecosystems.

Also, substances such as volatile organic compounds (VOCs), chlorides, ozone,

and trace metals may participate in the complex set of chemical transformations in

the atmosphere resulting in acid precipitation, the effects of which are as follows:

acidification of lakes, streams, and ground waters, resulting in damage to fish and

aquatic life; damage to forests and agricultural crops; and deterioration of materials,

such as buildings, metal structures, and fabrics. A major source of acid-precipitation
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Fig. 2.26 Predicted CO2 mitigation induced by solar power development in the world [data from

Brackmann (2008)]
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precursors are energy-related activities (e.g., electric power plants, residential heat-

ing, and industrial energy use account for 80% of SO2 emissions, while road

transport accounts for 48% of NOx emissions in OECD countries).

Another source of acid precipitation is sour gas treatment, which produces H2S

that then reacts to form SO2 when exposed to air. Road transport is also an

important source of NOx emissions. Most of the remaining NOx emissions are

due to fossil fuel combustion in stationary sources. Countries in which the energy-

related activities mentioned here occur widely are likely to be significant contribu-

tors to acid precipitation (e.g., U.S., Russia, and China).

A major problem with acid rain is that its effects often occur in a different

country than its source. There is a large variety of major evidence to show the

damage of acid precipitation as follows:

l Acidification of lakes, streams, and ground waters
l Toxicity to plants from excessive acid concentration

Winds Carrying Ash, Dust, CO2, SO2, NOx, Cl2, etc.

Clouds
Photochemical Reactions

Oxidation Dissolution
Atmospheric Moisture

NOx SO2
Wet Deposition

Dry Deposition

SO2
NOx H+ NO3

- SO4
2-

EARTH SURFACE

1-2 km

> 100 km

Combustion of Fossil Fuels
(e.g., nonferrous ores, industrial
boilers, vehicles)

Acids
SO2 + H2O�H2SO4

NOx + H2O�HNO3

2H+ + SO4
2-

H+ + NO3
-

Fig. 2.27 Schematic illustration of the formation, distribution, and impact of acid rain
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l Corrosion of exposed structures
l Health hazards for fish and aquatic life
l Damage to forests and agricultural crops
l Deterioration of buildings and fabrics
l Harmful effect of sulfate aerosols on physical and optical properties of clouds

Some possible solutions include cleaning fossil fuels before combustion, burn-

ing them more cleanly by using fluidized bed technology for coal, using renewable

energies, switching to a hydrogen economy, implementing thermal energy storage

technologies, promoting efficient public transport, using more fuel-efficient vehi-

cles, and so on.

2.9.3 Impact of Energy Efficiency

The implications of the limited nature of energy and other resources have led in part

to significant efforts in energy-utilization efficiency improvement and resource

recycling and reuse. For example, refuse and other solid wastes are now often

used to supplement fuel supplies. Recycling (resource recovery) extends the life-

times of many of the natural resources and is often profitable and usually beneficial

environmentally. Energy efficiency and conservation can postpone shortages of

energy resources, reduce environmental damage, and provide economic benefits.

The efficient use of energy is of particular importance to developing countries, as it

can forestall the need for very large capital investments.

In the early 1980s, several energy efficiency and conservation measures were

applied, such as strict regulations and standards, particularly for cars and buildings;

incentive schemes to stimulate energy conservation investments; energy auditing

and reporting schemes, especially for energy-intensive industries; encouragement

of the use of waste heat from power stations and from industries, such as the

cogeneration of heat and electricity; and promotion of relevant research and

development. More recently, environmental concerns have increased the usefulness

of these and other measures.

Enormous potential exists through improvements in energy efficiency and con-

servation for decreasing total world energy consumption, and thereby the effects of

energy consumption on the environment. Often, such improvements require a

myriad of small changes in consumption patterns.

Despite this obstacle, energy efficiency measures can often be implemented

quickly since there is a rapid stock turnover for such devices as light bulbs, cars,

and refrigerators, unlike for power stations. Despite the high capital costs, many

efficiency measures can result in considerable economic savings for both individual

consumers and societies (e.g., the benefits of eliminating the need for a new power

station through high electricity-utilization efficiency). Such savings are particularly

attractive to developing countries that suffer from acute shortages of capital, since

investment in new efficient technology is typically much cheaper than retrofitting
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old plants. It is therefore important that the expansion of developing country

economies, especially the introduction of new industries, is based on the latest

technology available, bypassing the inefficient and wasteful technologies that have

been used in the industrialized countries.

Increased energy efficiency reduces energy-related environmental impacts such

as those discussed in Section 2.9.4 (e.g., environmental damage due to the process

of extracting energy resources from the ground, and the competition for water

between hydropower and such other uses as agriculture and recreational activities,

and associated damage to water quality). In addition, improved efficiency enhances

the reliability of future energy supplies and improves the longevity of energy

supplies. The potential for energy efficiency is significant during both energy

production and consumption (e.g., the 30% of oil in a reservoir that is extracted

from onshore wells could be improved upon using secondary recovery techniques,

such as water flooding and thermal stimulation).

2.9.4 Other Environmental Impact Aspects

Much concern is focused on the risks and consequences of major environmental

accidents, such as explosions and fires at oil/gas refineries, oil rigs, tanks, and

pipelines; hydroelectric dam failures, causing flooding and landslides; nuclear

accidents; and explosions in mines. Population concentrations often worsen the

effects of major accidents in terms of human lives lost and injured or people

displaced.

Significant concern exists about the quality and quantity of available water

resources including groundwater, because of its role in the supply of drinking and

irrigation water. Efforts are continually made to control energy-related pollution

causes, such as geothermal fluids containing toxic chemicals; acid drainage from

mines; coal wastes; effluents containing hazardous chemicals from power plants

and refineries; and thermal pollution from the discharges of cooling systems of

power plants.

Although much public concern has concentrated on maritime pollution from

large accidental oil spills, the main source of maritime-based pollution remains

shipping operations. Annually 1.1 million tons of oil are discharged as a result of

regular shipping, and about 400,000 tons comes from tanker accidents (EC 2006).

Economic priorities often cause land particularly suited for sustaining agricul-

ture, housing, or natural ecosystems to be lost. In the energy sector, concern has

focused on mining sites and hydroelectric reservoirs; the large land surfaces that

might be needed for the large-scale exploitation of renewable energy forms, such as

solar power, wind power stations, or biomass production; the sites chosen for large,

complex industrial processes, such as fuel refining or electric power generation, and

the disposal of solid wastes including radioactive wastes.

Hazardous wastes pose special health and environment threats, and are mainly

generated by the chemicals and metal industries. Nonhazardous wastes, such as
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bottom ash from power plants and air-pollution control residues, pose disposal

problems regarding space and appropriate containment. The commercial use of

some solid wastes as building industry products and transportation surfaces is

limited by the size of the market.

About 90% of exposure to radiation is due to natural causes and 10% is human-

made. Energy activities contribute about 25% of the total human-made radioactiv-

ity. Though fossil fuel combustion releases radionuclides, ongoing debate about

energy-related radiation centers mainly on the nuclear fuel cycle and its various

stages. Radon, which is released in uranium mining and milling, is one of the

potential occupational hazards and may cause groundwater contamination. Nuclear

waste disposal and facility decommissioning involve varying degrees of hazards

depending on the characteristics of the wastes.

Hazardous air pollutants are usually emitted in smaller quantities than those that

are the focus of ambient air quality concerns. Lead is the main hazardous air

pollutant, and most of the world’s lead pollution comes from the use of lead-

based gasoline additives to increase octane ratings. Lead exposure may cause

neurological damage. Since the 1970s many countries have taken steps to phase

out these lead-based additives. Additionally, the number of suspected hazardous

pollutants is very large, and knowledge of sources, emissions, and effects is still

developing. The concern is both localized, effects where micropollutants are dis-

charged, and regional for the toxic pollutants, such as cadmium, mercury, and

polycyclic aromatic hydrocarbons (PAHs). Many energy-related activities emit

hazardous air pollutants, such as hydrocarbons (such as benzene) emitted from oil

and gas extraction and processing industries; hydrocarbon and dioxin emissions

caused by the use and combustion of petrol and diesel oil for transport; small

quantities of arsenic, mercury, beryllium, and radionuclides released during the

combustion of coal and heavy fuel oil; and mercury, chlorinated dioxin, and furan

emissions from municipal waste incinerators.

Air pollution is caused by emissions of toxic gases such as SOx, NOx, CO,

VOCs, and particulate matter (e.g., fly ash and suspended particles). Excessive

concentrations of these pollutants and of ozone have demonstrated health, welfare,

and ecological effects felt locally and sometimes regionally. VOCs and NOx are

known to be responsible for photochemical smog. Air pollutants are emitted from a

variety of stationary and mobile fuel consumption sources, and energy-related

activities contribute significant quantities of all of these pollutants. Regulations

on emissions are often used to reduce air pollution, and high chimney stacks are

used to alleviate localized air pollution (i.e., transport pollutants elsewhere). Indoor

air pollution is also of concern (e.g., CO, CO2, and smoke from stoves and fire-

places; various gaseous oxides of nitrogen and sulfur from furnaces; stray natural

gas and heating oil vapors; radon emitted by natural gas–burning appliances and the

surrounding soil; cigarette smoke; formaldehyde from plywood and glues). Venti-

lation even in tightly sealed energy-efficient buildings can eliminate most indoor air

quality concerns. Knowledge of indoor pollutant dose–response relationships is still

incomplete.
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2.10 Case Study

This example investigates the contributions to sustainable development that are

possible through the provision of heat and electricity services via cogeneration,

rather than via separate processes for heat production and electricity generation.

Cogeneration is the more efficient of these two options for providing such services.

The example is intended to be a simple yet practical and realistic illustration of one

of the many ways in which increased energy efficiency can contribute to achieving

sustainable development in a society.

In the example, the potential benefits are investigated of the simultaneous

production of thermal and electrical energy (cogeneration) using the facilities of

Ontario Hydro, the principal electrical utility in the province of Ontario, Canada.

The main advantage of cogenerating thermal and electrical energy is that less input

energy is consumed than would be required to produce the same products in

separate processes; additional benefits of cogeneration often include reduced envi-

ronmental emissions, and more economic, safe, and reliable operation.

This example is based on an investigation performed previously on the benefits

of implementing cogeneration in countries and regions. Additional details to those

provided here for the example are presented elsewhere (Rosen 1994; Hart and

Rosen 1995). The benefits of implementing utility-based cogeneration are exam-

ined for the province, by evaluating the changes in energy consumption and

environmental emissions when cogeneration is implemented, relative to a base-

case year. The example considers the effects of cogeneration implementation on the

electrical utility sector, the remainder of the province, and the overall province.

A high degree of cogeneration implementation is assumed. Specifically, an

advanced utility-based cogeneration network supplies a large portion of these

annual heat demands (i.e., 40% or 206 PJ of the heat demands of the residential,

commercial, and institutional sectors, and 12% or 54 PJ of those for the industrial

sector). Two main categories of heat demands are partly satisfied through cogene-

ration:

– Residential, commercial, and institutional processes, which require large quan-

tities of heat at relatively low temperatures (e.g., for heating air and water).

Utilization of cogenerated heat in these sectors sometimes involves district

heating, where centrally supplied heat (often in the form of hot water or

steam) is transported through a network of pipes to users throughout the region.

– Industrial processes, which require heat at a wide range of temperatures (e.g., for

drying and boiling).

A detailed procedure described elsewhere (Rosen 1994; Hart and Rosen 1995)

was used to determine the numerical values cited earlier in this subsection. Many

factors relating to the usability and marketability of utility-cogenerated heat in

these sectors were considered, including the following:

– The quantity, supply rate, and temperature of supplied heat must satisfy all

demand requirements.
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– Users and suppliers of heat must be located within a suitable distance of each

other.

– Heat must be available when it is in demand, either by cogenerating when heat is

demanded or storing the heat during periods between its generation and utiliza-

tion.

– An overall infrastructure and all relevant technologies must exist for all cogen-

eration steps, including heat supply, distribution, storage, and utilization.

– The system must be able to accommodate actual variations in heat-demand

parameters (quantity, temperature, etc.).

– The attitude of all parties involved (suppliers, distributors, users, etc.) must be

positive.

– The economics for cogeneration options should be at least competitive with, and

preferably superior to, the economics for other noncogeneration options.

Table 2.5 lists the base-case annual energy use data in the province in physical

units (top section) and energy units (second section), followed by reductions in

annual energy use for the example, expressed as a percentage of the corresponding

base-case values. Similarly, Table 2.6 lists the base-case annual emissions to

the environment for the province (top section) and percent reductions in these

emissions.

Table 2.5 Base-case annual energy use in Ontario and percent reductions in base-case values for

the cogeneration scenario

Base-case

energy use (PJ) Electricity

Gas and

NGLs

Oil and

petrol Coal Other Uranium Total

Utility sector – – 14 286 – 640 940

Province (excl.

utility)

477 824 782 21 158 – 2,262

Province (total) 477 824 796 307 158 640 3,202

Base-case energy

use (physical

units)

Electricity

(TWh)

Gas and

NGLs

(teraliters)

Oil and

petrol

(gigaliters)

Coal

(mega-

tons)

Other

(kilo-

tons)

Uranium

(tons)

Utility sector – – 0.33 10.4 – 1,040

Province (excl.

utility)

132 21.0 21.5 0.71 5,340 –

Province (total) 132 21.0 21.8 11.1 5,340 1,040

% Reductions in values

Utility sector – – 0.0 47 – 35 82

Province (excl.

Utility)

30 15 2.6 5.6 7.5 – 60.7

Province

(total)

30 15 2.6 44 7.5 35 155.1

Note: Hydraulic energy use is not shown since it is free. The “other” energy category includes coke

and coke oven gases, which are originally produced from coal, the energy value of uranium to be

heated from fission delivered from the nuclear reactor to the power cycle. NGLs denote natural gas

liquids. Total base-case annual energy use for the overall province (3,200 PJ) includes the shown

primary energy forms, as well as the secondary from, electricity. PJ denotes petajoule (1015 J)
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The key points demonstrated are that energy use and environmental emissions

decrease for the utility sector, the rest of the province, and the overall province; and

provincial electricity generation requirements decrease. Specific implications of

these findings are significant:

– Provincial annual electricity consumption decreases by as much as 30%, per-

mitting provincial annual electrical generation to decrease correspondingly.

– For the electrical utility sector, annual coal use and coal-related emissions both

decrease by up to 47%, while annual uranium use and related emissions both

decrease by up to 35%.

– Excluding the electrical utility sector, the province’s annual use of fossil fuels

and the corresponding annual emissions both decrease by up to 15%.

This example demonstrates that the increased energy-utilization efficiency that

can be achieved through cogeneration in a region or country can contribute to

attaining sustainable development by doing the following:

– Reducing significantly the amounts of energy resources required to satisfy given

energy demands

– Reducing significantly the environmental emissions (and related societal

impacts) associated with satisfying the energy demands

It is noted that this is but one limited illustration of how increased energy

efficiency can contribute to sustainable development. Numerous other areas in

which increased energy efficiency can contribute exist in any society.

2.11 Concluding Remarks

In this chapter, a summary of some general introductory aspects of energy perspec-

tives was presented. Predictions of energy consumption and population growth

were correlated, and the environmental impact of energy use was discussed. One

relevant case study was presented.

Nomenclature

E Energy consumption, EJ

Q Heat rate, W

R Mean square error

T Temperature, K

Y Year

Greek Letter

� Energy efficiency

Greek Letter 89



Subscripts

ge Green energy

H Hot

L Low

ng Natural gas

S Sun

wpc World primary energy consumption
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Study Questions/Problems

2.1 What is the relationship among the use of renewable energy sources, environ-

ment, and sustainability?

2.2 What is the relationship among energy efficiency, environment, and sustain-

ability?

2.3 Give a definition of sustainable energy engineering.

2.4 Enumerate and describe briefly the fundamental energy sources on earth.

2.5 Explain the nature of biomass energy.

2.6 Calculate the reaction enthalpy of glucose formation process by photosynthe-

sis, according to the reaction 6CO2 þ 6H2O ��!LIGHT
C6H12O6 þ 6O2.

2.7 Calculate how many kilograms of green wood produce the same amount of

energy as 1 kg of dry wood. Calculate how many cubic meters of green wood

are equivalent in energy terms to 1 cubic meter of dry wood.

2.8 Make a prediction of world coal consumption by 2100, based on linear

extrapolation of statistical data. Compare the linear prediction with that

given by Eq. (2.1).

2.9 Explain the oil peak theory by Hubert.

2.10 What are the main environmental impacts of energy generation and utiliza-

tion?

2.11 Explain the global warming effect.

2.12 Explain the acid precipitation formation and its environmental effect.

2.13 Comment on the energy efficiency impact on the environment.

2.14 Using the case study 2.10 as guideline, try to quantify the environmental

benefit of cogeneration of power and heat within a geo-economic region.

2.15 Comment on the impact of distributed energy systems on sustainability.
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Chapter 3

Global Warming and Climate Change

3.1 Introduction

The term climate refer to the average weather over a long period of time, which,

based on the recommendations of the World Meteorological Organization, is

30 years. Weather is described by a set of local parameters such as the earth surface

temperature, humidity, precipitation level, wind speed, and so on; nevertheless,

the temperature is the most significant one. Global climate is also mainly defined by

the average earth temperature, for which the currently adopted value is 15�C. The
temperature of the earth is a consequence of the thermal radiation energy balance

among the earth, the sun, and the extraterrestrial space.

The terrestrial atmosphere plays a major role on establishing the earth climate

for two main reasons: (1) the reflection, back to extraterrestrial space, of the direct

solar radiation by the clouds; and (2) the greenhouse gases (GHGs) that absorb the

radiation emitted by the earth and reradiate it mostly back, toward the earth’s

surface. It is demonstrated and broadly accepted that the anthropogenic emissions

of gases in the atmosphere, specific to the industrial era that began in the eighteenth

century, affected and will further affect the global climate.

The massive carbon dioxide emissions from fossil fuel combustion produced an

increase of the concentration of GHGs in the atmosphere. The effect of this fact is

the creation of a radiative unbalance that tends to produce global warming. On the

other hand, aerosol emissions caused by industrial activity (including fossil fuel

combustion) increase the earth albedo. Aerosols are fine solid or liquid particles, in

general, emitted by natural (water droplets) or anthropogenic sources (e.g., soot and

smog) that rise in the air and eventually contribute to cloud formation. More aerosol

emission means more cloud formation, and therefore enhanced reflection of solar

radiation by the atmosphere. This effect reduces the earth’s temperature. Thus, the

anthropogenic GHG and aerosol emissions have the opposite effects on the climate.

However, in the present global industrial setting, the planet warming effect is the

dominant one.

New technologies can and will lessen damaging environmental impacts if they

are employed wisely, guided by the market system and by factors such as better

efficiency, better cost-effectiveness, better use of energy resources, a better

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_3, # Springer Science+Business Media, LLC 2011
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environment, better energy security, and better sustainable development. Intensify-

ing global environmental problems require internationally coordinated responses,

which must balance the goals of energy security, environmental protection, and

economic growth. One recent event, the Global Conference on Global Warming,

held in 2008 in Istanbul, which brought together specialists from various areas,

including energy technology, ecology, economy, and policy, discussed the global

solutions to the global problem of earth warming and climate change (see Duffey

and Dincer 2010). The adoption of a comprehensive approach to energy and

environment issues and the integration of energy and environment policies have

become central activities of several countries.

In this chapter, we analyze the effect of anthropogenic activity on climate

change and global warming. We first discuss the thermal radiation energy balance

of the planet, which is the basis for understanding and modeling the earths climate.

A series of relevant concepts and notions are introduced here. Next, we quantify the

effect of anthropogenic gas emissions in the atmosphere on climate change. Lastly,

a number of possible ways to reduce the harmful anthropogenic effects, including

novel technologies and policies, are presented and discussed.

3.2 Analysis and Modeling of the Earth’s Climate

In Chapter 1we introduced all the fundamental forms of energy on the earth, among

which solar radiation is the most important. We analyzed the radiation balance on

the earth’s atmosphere, with the purpose of deriving the amount of solar energy

available on the earth. In this section, we revisit the radiation balance on the earth,

this time with the purpose of explaining and quantifying the greenhouse effect of

the atmospheric gases. Further, several important concepts and quantities relevant

to earth climate analysis and modeling are introduced.

3.2.1 Radiation Balance of the Earth Planet

Figure 3.1 represents a simplified radiation balance of the earth’s atmosphere that is

essential for explaining the greenhouse effect. The earth’s atmosphere comprises

several layers of gases, of which the most important are the troposphere, strato-

sphere, and mesosphere, all three extending the earth’s radius by less than 1%. That

is, the layers of gases around the earth surface are extremely thin with respect to the

size of the planet. However, these gases play an essential role in establishing the

climate and surface temperature. This role can be summarized as follows:

l The stratospheric ozone reflects the high-energy radiation back to outer space,

diminishing the radiation energy; ozone is mostly responsible for the albedo of

the earth.

94 3 Global Warming and Climate Change



l The troposphere, which is the layer closest to the earth’s surface, absorbs a part

of the incident solar radiation.
l The troposphere also absorbs an important part of the radiation emitted by the

earth’s surface, generating thus the greenhouse effect of the earth.

The greenhouse effect is a natural phenomenon occurring in the atmosphere that is

necessary to control the average earth temperature and climate. Anthropogenic

activity induced an intensification of the greenhouse effect that led to global

warming.

The solar constant, discussed also in other parts of the book, can be approxi-

mated with the average value of 1,368 W/m2. This represents the radiative power

per area of the disk representing the projection of the earth on a plane normal to the

direction of the sun. This disk has the area pR2, where R is the radius of the earth.

Only one hemisphere of the earth is illuminated by the sun, therefore, the incident

radiation distributes at a certain moment over a hemisphere. However, considering

the annual average effect of solar radiation, one can conclude that solar radiation
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Fig. 3.1 Simplified radiation balance of the earth’s atmosphere, explaining the greenhouse effect

[data from Boyle (2004)]
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distributes over the whole globe’s surface, which is approximated with the surface

of a sphere, namely 4pR2. Therefore, the average solar radiation intensity per every

square meter of outer atmosphere surface is four times smaller than the solar

constant, that is S ¼ 1,368/4 ¼ 342 W/m2.

Figure 3.1 shows that 31% of the solar radiation amounting to 107 W/m2 is

reflected back to the extraterrestrial space due to the earth’s albedo. The remaining

radiation of 235 W/m2 penetrates the troposphere, where it is absorbed in a

proportion of about 29% (68 W/m2), and the rest of the 167 W/m2 is absorbed by

the earth. The earth emits blackbody radiation at the average earth temperature,

which is 15�C; this radiation is 391 W/m2. The clouds emit blackbody radiation at

the average temperature of the troposphere, which can be approximated as

�20.9�C. Most of the radiation emitted by the clouds (97%), which can be

considered as the bottom layer of the troposphere, is directed toward the earth’s

surface, since the clouds are mostly exposed to the earth’s surface; this amounts to

224 W/m2. A smaller part (~5%) of the radiation emitted by the clouds crosses the

troposphere and is directed toward extraterrestrial space. The outer layer of tropo-

sphere, called the tropopause, also emits radiation at the average temperature. Since

this layer is at ~10 km above the earth, it is reasonable to assume that all the

radiation is emitted toward extraterrestrial space; this amounts to 229 W/m2.

The radiative balance in the troposphere for the simplified model from Fig. 3.1 is

S 1� aalbedoð Þaabs þ sT4
e ¼ 2sT4

a ; (3.1)

where aalbedo is the assumed albedo factor of 0.31, aabs is the assumed absorption

coefficient of the direct radiation in the troposphere, the term sT4
e represents the

radiation emitted by the earth’s surface, and the term 2sT4
a represents the radiation

leaving the troposphere at the lower and upper layer. Assuming the earth’s surface

temperature Te ¼ 15�C ¼ 288 K, it results that sT4
a ¼ 229:5W/m2 and therefore

the average troposphere temperature Ta ¼ �20.9�C ¼ 252 K. This value is consis-

tent with observations because the temperature at the tropopause is �55�C, while
the mean air temperature in the vicinity of the earth’s surface is 15�C, resulting in

an average of �20�C.
The radiative balance at the earth’s surface is

S 1� aalbedoð Þ 1� aabsð Þ þ xsT4
a ¼ sT4

e ; (3.2)

where the term S(1 � aalbedo)(1 � aabs) ¼ 167 W/m2, which represents the direct

beam radiation incident on the earth’s surface, the term xsT4
a ¼ 229:5x is the

radiation emitted by the sky in the direction of the earth’s surface, and with

Te ¼ 15�C the radiation emitted by the earth becomes sT4
e ¼ 391W/m2. Thus,

the value of factor x is ~0.97.
As a first approximation, the influence of the greenhouse effect on the earth’s

and the troposphere’s temperature can be determined by varying the factor x in

the radiative balances in Eqs. (3.1) and (3.2). We assume that the albedo and the
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atmospheric absorption of direct solar radiation remain the same. There are two

possibilities:

l The anthropogenic activity results in more GHG emissions. Since these gases

will be more concentrated in the lower layers of the atmosphere, where human

activity occurs, the troposphere reradiates more toward the earth’s surface.

Mathematically, this means that factor x increases.
l The GHG concentration reduces in the vicinity of the earth’s surface and con-

centrates toward the upper layers for some unknown reason. In this case, the

troposphere reradiates less toward the earth. This means a decrease in the x factor.

Figure 3.2 shows the effects of GHG concentration in the atmosphere, quantified

here by the x factor on the average temperatures of the earth’s surface and the

troposphere. If the greenhouse effect is less, the atmosphere and the earth’s surface

cool down. For example, a 3% reduction in the greenhouse effect induces a

temperature decrease on the earth of ~3�C. Conversely, if the GHGs concentrate

and enhance the greenhouse effect, the temperature increases. Overall, one can

roughly estimate that the temperature variation is of 1�C for each 1 percent of

greenhouse effect intensity change.

One essential feature can be observed in connection with the model introduced

in Fig. 3.1, namely, that the atmosphere absorbs more radiation from the earth than

it does from the sun. In the simplified radiative balance, the absorption of solar

radiation by the atmosphere is ~68 W/m2, while the absorption of the radiation

emitted by the earth is 391 W/m2; that is, the atmosphere absorbs ~83% less

radiation from the earth than from the sun. The physical explanation of this fact
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Fig. 3.2 The influence of the greenhouse effect on the earth’s and the troposphere’s temperatures

3.2 Analysis and Modeling of the Earth’s Climate 97



can be contemplated in connection to Fig. 3.3, which presents the spectra of the

main radiative fluxes involved in the earth’s energy balance.

In Fig. 3.3, the earth and the sun are modeled as blackbodies that emit radiation

corresponding to their temperature. The earth’s temperature has been taken to be

288 K while the sun’s temperature is 5,900 K. The emission spectra have been

normalized with respect to their maximum value in order to plot the results over a

scale of 0 to 1. The wave number is defined as the reciprocal of the wave length.

Plotting against the wave number is a matter of choice: we choose to represent the

higher energy fluxes toward the right of the horizontal scale, which appears to be

more intuitive. On the same plot, we superimposed the absorption spectra of the main

GHGs present in the atmosphere. These are carbon dioxide, water vapor, nitrous

oxide, and methane. The data for plotting the spectra of GHGs are taken from the

National Institute of Standards and Technology (NIST) Chemistry Webbook (2005).

One can clearly observe that the absorption spectra of GHGs overlay the emission

spectrum of the earth, which falls in the infrared region. This explains the physics

behind the greenhouse effect—the selective absorption of the atmosphere, which

absorbs infrared and transmits mainly visible and ultraviolet radiation.

3.2.2 Greenhouse Gases

The relevant properties of the principal GHGs except water in the atmosphere are

presented in Table 3.1. Water vapor is the most important GHG. However, the
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water vapor concentration in the atmosphere fluctuates rapidly, and water vapor

absorbs radiation from the wide infrared spectrum. Therefore, water vapor as a

GHG warrants a separate discussion. Three of the gases shown in the table, namely,

carbon dioxide, methane, and nitrogen dioxide, are both part of the natural cycles of

carbon and nitrogen and part of the anthropogenic emissions; therefore, they were

present in the atmosphere prior to the industrial era, for which the year 1750 is

considered as the reference. As seen, the concentration of these gases in the year

1750 is higher than zero. Two other man-made substances are shown in Table 3.1,

which are examples of GHGs; these are freons.

Their concentration in the preindustrial era is nil. However, since their invention in

the twentieth century, their concentration in the atmosphere started to increase. The

table shows the spectral range, given in terms of wave number, for each gas and also

indicates the atmospheric lifetime, which is a concept detailed in subsequent para-

graphs. For now, observe that the atmospheric lifetime of freons is very high as well

as that of nitrous oxide (which today is also an emissionmainly from human activity).

Other GHGs are a result of human activity, but they are emitted in a lower quantity

and, as a result, their actual concentration in the atmosphere is low. Here is a

nonexhaustive list of other gases, given in decreasing order of their influence on

the greenhouse effect: 1,1,2-trichloro-1,2,2-trifluoroethane (CFC113), chlorodifluor-

omethane (HCFC22), CFC141b, CFC 142b, 1,1,1-trichloroethane (CH3CCl3), carbon

tetrachloride (CCl4), and 1,1,1,2-tetrafluoroethane (HCFC134a).

The lifetime of a mass m0 of a gas present in the atmosphere depends on the gas

reactivity with other species and its circulation as a part of one of the natural biogeo-

chemical cycles. Methane, for example, is more reactive than CO2, a fact that can be

seen by observing the formation of enthalpies of these two substances (4.7 MJ/mol vs.

8.9 MJ/mol, respectively). The temporal decrease of the gas mass in the atmosphere,

relative to the initial quantity, can be modeled with an exponential of the form

m

m0

¼ e�t=t; (3.3)

Table 3.1 The principal greenhouse gases and their approximated concentration in the atmo-

sphere

Gas Chemical

formula

Spectral range

(cm�1)

Atmospheric

concentration

Atmospheric lifetime

(years)

Year

1750

Current

Carbon

dioxide

CO2 550–800 280 ppm 387 ppm 50–200

Methane CH4 950–1,650 700 ppb 1,750 ppb 12

Nitrous

oxide

N2O 1,200–1,350 270 ppb 314 ppb 120

CFC11 CFCl3 800–900 Zero 251 ppt 50

CFC12 CF2Cl2 875–950 Zero 538 ppt 102

ppm parts per million; ppb parts per billion; ppt parts per trillion
Data from IPCC (2007)
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where t is the time measured from the initial moment and t is known as the

atmospheric lifetime.

The atmospheric lifetime can be estimated for each species. Based on the data

from Table 3.1, the fraction of gas mass existent in the atmosphere is calculated

with Eq. (3.3) and plotted in Fig. 3.4. The atmospheric lifetime is a useful parameter

when modeling the concentration of atmospheric gases.

The carbon dioxide lifetime is variable, because it depends on the difference

between release and uptake specific to the carbon cycle. Figure 3.4 assumes an

average lifetime of CO2 of 100 years. Enting and Newsam (1990) provide a more

accurate decay equation for carbon dioxide in the form of a weighting average of two

atmospheric lifetimes, namely of t1 ¼ 10.4 and t2 ¼ 291.5 years; this equation reads:

mCO2

m0

¼ 0:375e�t=t1 þ 0:625e�t=t2 : (3.4)

The accurate prediction of Eq. (3.4) is indicated on the same plot. The many sources

and sinks of carbon flow in/out of the atmosphere, making the predictions of the

rough model quite inexact. Here are the most important paths through which carbon

dioxide communicates with the terrestrial atmosphere:

l Ocean absorption, ~3 Gt carbon per annum
l Anthropogenic—fuel combustion, cement production, etc., ~6Gt carbon per annum
l Tropical deforestation, ~2 Gt carbon per annum
l Storage in the atmosphere, ~3.5 Gt carbon
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3.2.3 Radiative Forcing Concept

Revisiting the radiative energy balance from Fig. 3.1, one notices that at steady

state the incoming radiation crossing the tropopause in one direction S ¼ 342W/m2

is equal to the outgoing radiation crossing in the other direction

107 + 229 + 6 ¼ 342 W/m2. At this balance, the average temperature at the

troposphere and the earth’s surface temperature are �20�C and 15�C, respectively.
Assume something happens that perturbs the energy balance. If more incident

radiation enters than the radiation that leaves, the climate on earth, which we

define for the purpose of the present explanation as the temperature of the

troposphere and at the earth’s surface, will also change so that the energy

inventory is rebalanced. If there is a net incoming radiation, the global tempera-

ture increases, and vice versa, if there is a net outgoing energy flux, the planet

cools. The following main factors can affect the net flux of radiation energy

crossing the tropopause:

l A variation of the solar radiative flux; this can happen periodically for two main

reasons, namely, the sun’s temperature varies with a period of ~11 years, and the

distance between the earth and the sun varies with a period of 1 year.
l The concentration of GHGs in the atmosphere changes; this can be caused by

natural phenomena or, more recently, by anthropogenic emissions of GHGs.
l The concentration of aerosols and other particulate matter changes in the

atmosphere; this is also a great proportion of the anthropogenic effect, because

soot and particulate matter from fuel combustion and jet airplanes increase in the

atmosphere and concentrate at higher levels than in the past, thus increasing the

earth’s albedo, reflecting and scattering more radiation that eventually is

directed mainly toward extraterrestrial space. Natural aerosols also exist, such

as water vapors and cloud formation.
l Changes in the concentration of stratospheric and tropospheric ozone; the

depletion of stratospheric ozone reduces the earth’s albedo, increases the net

incoming flux of radiation, and produces negative radiative forcing; the tropo-

spheric O3 produce positive radiative forcing.

Radiative forcing is defined as the net change in radiation balance at the tropopause,
produced by a specified cause. By convention, the radiative forcing is positive

if it induces an increase in the planet’s temperature and negative if it decreases

the planet’s temperature. The unit of measure of radiative forcing is the same as

the unit of radiation energy rate per square meter of the earth’s surface, where the

earth’s surface, by convention, is the area of the sphere having the average radius

of the planet. The usual symbol for the radiative force is DF. Typical values of

radiative forcing are 0 to 2 W/m2. It can be derived from the change in the

concentration of GHGs, aerosols, and atmospheric ozone, as explained above,

which induces radiative forcing. Depending on the concentration of the gas in the

atmosphere, there are three regimes for producing radiative forcing: low, moderate,

and high concentration.
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The low-concentration regime addresses gases present in the atmosphere in parts

per billion (ppb) or parts per trillion (ppt). In this case, the forcing is proportional to

the concentration change, DF ~ DC ¼ C � C0. Freons and tropospheric ozone fall

in this category. According to the Intergovernmental Panel on Climate Change

(IPCC 1990, 2001), the proportionality constants are as follows: 0.25 for CFC11,

0.32 for CFC12, and 0.02 for tropospheric O3.

In the moderate concentration regime, because the gas molecule at higher

concentration absorbs considerable radiation where the absorption band is the

strongest, the absorption rate for the broader range of the spectrum diminishes.

For this reason, the radiative forcing is proportional to the root of the concentration,

DF � ffiffiffiffi
C

p � ffiffiffiffiffiffi
C0

p� �
. This is the case for methane and nitrous oxide molecules, for

which the concentration is also of ppb, but their relative effect is higher due to a

more active absorption spectrum. According to the IPCC (2001), the radiative

forcing of methane and N2O is given as follows:

DFCH4
¼ 0:036

ffiffiffiffiffi
M

p
�

ffiffiffiffiffiffi
M0

p� �
� f M;N0ð Þ þ f M0;N0ð Þ;

DFN2O ¼ 0:12
ffiffiffiffi
N

p
�

ffiffiffiffiffiffi
N0

p� �
� f M0;Nð Þ þ f M0;N0ð Þ;

: (3.5)

whereM is the methane and N is the nitrous oxide concentrations, respectively, and

index 0 refers to the initial situation. The effect of methane and nitrous oxide on

radiative forcing overlap is accounted for by the following overlapping function

given by IPCC (2001):

f M;Nð Þ ¼ 0:47ln 1þ2:01�10�5 M�Nð Þ0:75þ 5:31�10�15M M�Nð Þ1:52
h i

: (3.6)

The third regime—highly concentrated gases—corresponds to carbon dioxide only,

where because of the high concentration any further change produces less effect.

In this situation, the radiative forcing is proportional to the variation of the natural

logarithm of the concentration. The following equation is given by IPCC (2001):

DFCO2
¼ 5:35 ln

C

C0

� �
: (3.7)

In Fig. 3.5, we show based on IPCC (2007) that the radiative forcing is produced

from various causes. The total radiative forcing that represents the superposition of

all individual anthropogenic type components is also indicated. Knowing the total

radiative forcing that creates the opportunity to define an equivalent carbon dioxide

concentration that is present alone in the atmosphere creates the same overall

forcing. By equating DFCO2
eqv ¼ DFtotal and using Eq. (3.7) one can obtain

Ceqv ¼ C0 � exp
DFtotal

5:35

� �
; (3.8)

where C0 is the initial concentration of carbon dioxide in the atmosphere.
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Therefore, the radiative forcing can be expressed in terms of equivalent carbon

dioxide concentration change, Ceqv/C0. To show how this is useful for data inter-

pretation, one can infer from Fig. 3.5 that the radiative forcing due to carbon

dioxide emission in the industrial era has the average of 1.66 W/m2. The total

anthropogenic forcing is 1.6. Therefore, the relative change in carbon dioxide

concentration is exp(1.6/5.35) ¼ 1.35. The equivalent carbon dioxide for this

growth, based on the value ofC0 ¼ 280 ppm given in Table 3.1, isCeqv ¼ 378 ppm.

Note from Table 3.1 that the carbon dioxide concentration is currently 387 ppm,

which is larger than the equivalent carbon associated with the industrial era. This

situation is explained by the fact that the radiative forcing accounts for both positive

and negative effects on the radiation balance of the planet.

The usefulness of radiative forcing or the equivalent carbon comes from the

possibility of correlating the forcing with the global temperature change. One asks

how much change in the planets temperature is produced by a given total radiative

forcing. In this respect, a so-called climate sensitivity factor g can be introduced as

follows (see Rubin 2001):

g ¼ DTe
DFtotal

; (3.9)

where DTe is the corresponding temperature variation that can be caused by DFtotal.
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Fig. 3.5 The radiative forcing in 2005 with respect to the year 1750, due to various causes of

change [data from IPCC (2001)]
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Rubin (2001) compiles the results of two relevant studies published prior to 1979

that give constant approximations for the climate sensitivity factor in the range of

0.55 to 0.65 K m2/W. An average value of 0.6 K m2/W can be assumed for the first

approximation calculations.

The IPCC (2007) report summarizes the results of climate change prediction

based on thorough simulations that account for many relevant factors. The results of

the IPCC are presented in the form of temperature increases due to doubling of the

CO2 concentration. It is estimated that the radiative forcing caused by doubling the

carbon dioxide concentration with respect to the year 1992 is 4.37 W/m2 and that

the induced global temperature increase is 2.5 K; thus the probable value for the

climate sensitivity factor is 0.57 K m2/W.

Nevertheless, there must be a time lag between the moment when radiative

forcing occurs and the future moment when—potentially—the radiative balance is

established again and the global temperature reaches a new equilibrium. One

expects that the time to reach a new equilibrium is long because the thermal inertia

of the planets surface is high (it is composed of water in a large amount, ice,

biomass, rocks, and land, all having high specific or latent heats).

3.2.4 Global Warming Potential

Quantifying the effect of a given atmospheric gas on climate is a multivariable

problem. On one side, the radiative forcing induced by the respective gas is an

indication of the direction in which the presence of the respective gas can affect the

climate. If, for example, the gas absorbs more infrared spectrum, its greenhouse effect

is accentuated, that is, it is associated with a positive radiative forcing. However,

another parameter is also important, that is, the atmospheric lifetime. It is important

how long the gas is active in the atmosphere with respect to radiative balance control.

The radiative forcing produced by introducing m0 ¼ 1 kg of CO2 in the atmo-

sphere is indicated by DFCO2
. At a future moment, one can approximate the mass of

carbon dioxide remaining in the atmosphere with Eq. (3.4). At time t, the fraction of

the mass existent in the atmosphere ism0 0:375e�ðt=t1Þ þ 0:625e�ðt=t2Þ� � ¼ m0fCO2
ðtÞ,

where we use the notation fCO2
ðtÞ to emphasize that the fraction of gas mass existent

in the atmosphere is a function of time. Since m0 ¼ 1 kg was taken, it can be omitted

from the equation. Therefore, the net forcing produced during an infinitesimal time

interval is given by the product DFCO2
ðtÞ � fCO2

ðtÞ � dt. One can integrate the

former quantity over a time horizon (TH) to obtain the total forcing produced by

the respective amount of CO2. If another kind of GHG other than carbon dioxide is

considered, its integrated forcing over the time horizon can be normalized with the

integrated forcing of CO2. From this reasoning comes the following definition:

GWP ¼
R TH

0
DFGHGðtÞfGHGðtÞdtR TH

0
DFCO2

ðtÞfCO2
ðtÞdt

; (3.10)
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which is the global warming potential (GWP) of the GHG. It results from the

definition Eq. (3.10) that the GWP of carbon dioxide is 1. Table 3.2 gives the GWP

of the main GHGs for three time horizons, based on IPCC (2007).

3.3 Anthropogenic Effect on Climate

Uncontrolled human activities since the Industrial Revolution have brought the

planet to a point that the amount of emissions and the magnitude of global

environmental impact are incalculable. The planet has the symptoms of inadver-

tently catching a disease. The symptoms have slowly become more apparent due

to a slight increase in the global atmospheric temperature. There is no agreement

on the cause or the consequence. Some ascribe this rise to an addiction to uncon-

trolled energy use, carbon-based energy, and the emissions of infrared-absorbing

gases. The emission of gases in the atmosphere, specific to the industrial era, will

affect the radiative balance of the planet, and therefore affect the earth’s climate.

Figure 3.6 presents the distribution of anthropogenic GHG emissions per sector of

activity (left) and per type of major GHG (right).

Experimental evidence proves that the massive emissions of industrial gases

expelled in the atmosphere in the last century are related to the global temperature

increase, which reflects the global warming phenomenon. In order to sustain this

point, we give in Fig. 3.7, from Brohan et al. (2006), the global temperature

anomaly since 1860. In correspondence with the global temperature increase,

Fig. 3.8 gives the latest size variation in the Arctic sea ice, which exhibits a steady

average decline (dashed line) since measurements were available.

The initial and preliminary diagnosis of the planet’s disease is simple: emissions

that are man-made and come from our industrial and transportation activity cause

the increase. Not everyone agrees, nor do they need to, since we can now seek a

second opinion from other specialists, which is natural if we are suffering from a

potentially deadly or poorly diagnosed, controversial malady.

The global value of carbon emission can be evaluated based on the value of carbon

energy’s ability to provide economic growth. After all, this is how improvement in

modern industrial society is measured and reported. The purely economic value of the

carbon emissions and power source is reflected in producing financial wealth for

Table 3.2 The global warming potential (GWP) of principal greenhouse gases

Substance Time horizon (years) Substance Time horizon (years)

20 100 500 20 100 500

Carbon dioxide 1 1 1 HCFC22 5,160 1,810 549

Methane 72 25 7.6 Carbon tetrachloride 2,700 1,400 465

Nitrous oxide 289 298 153 HFC134a 3,830 1,430 435

CFC11 6,730 4,750 1,620 Sulfur hexafluoride 16,300 22,800 32,600

CFC12 11,000 10,900 5,200 Nitrogen trifluoride 12,300 17,200 20,700

Data from IPCC (2007)
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every country (such as the national GDP) using carbon energy. Energy is greatest in

developed (rich) nations, and we observe a correlation between the growth in GDP

and the growth in carbon energy use. Table 3.3 shows the typical life cycle emissions

for power generation from different sources (g/kWh). This relationship also holds

true at the global level. Hence, the global growth in GHG concentration in the

atmosphere over the last 30 years (measured as ppm CO2 at Mauna Loa, Hawaii,

where 1 ppm CO2 ~ 9.1012 tCO2, where t is a metric tonne) is directly and linearly

correlated with the GWP (measured in terra dollars, $1,012 US). To reduce the effect

of the year-to-year noise in the atmospheric CO2 concentrations, 5-year averages for
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Fig. 3.6 Anthropogenic GHG emissions by sectors (left) and major gas type (right) [data from

IPCC (2007)]
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Fig. 3.7 Record of the global temperature anomaly [data from Brohan et al. (2006)]
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GWP were plotted against the change in CO2 measured over those 5 years. Rather

than plotting ppm values of CO2, the change was converted to billions of tons (Gt) of

CO2 released based on the 7.9 Gt of CO2 required to cause a 1-ppm increase in the

atmosphere accompanied by an equal release being absorbed in the oceans. So, 1 ppm

was taken to be the equivalent of a total of 15.8 Gt of CO2 released. It is reasonable to

use 1950 as the base year since the CO2 buildup prior to about 1950 was small.

3.4 Controlling the Anthropogenic Effects on Climate

In the current circumstances, what we need is the appropriate effective cure. If one

looks in the dictionary, the short definition for “cure” is “successful remedial

treatment.” In our search for a cure, we must distinguish between real cures and

false claims.
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Fig. 3.8 The latest size variation in sea ice in the Arctic [data from NASA (2008)]

Table 3.3 Typical life cycle emissions for power generation from different sources (g/kWh)

Electric energy generation

source

Switzerland

2000

Canada

2000

IAEA

2000

France (production

only)

Natural gas 605 N/A 696 500

Coal 1,071 974 978 N/A

Solar panels 114–189 N/A 97 N/A

Nuclear 16 3–15 21 0

Oil 856 778 811 701

Wind 36 N/A 36 N/A

Hydro 4 15 16–23 N/A

IAEA International Atomic Energy Agency

Data from EIA (2008)
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We need to find the right doctor to get the right prescription for the cure, and the

right implementation of the prescription will cure the problem. Nowadays, specia-

lists and their tests can also often delicately distinguish genetic or in-built traits

from acquired trends, the mental from the physical, the curable from the treatable,

and what might be a successful or unsuccessful and ineffective treatment. In our

case, this specialist role is performed by the United Nation’s Intergovernmental

Panel on Climate Change (IPCC), which is a body of specialists armed with the

latest models, data, experience, and records that are globally available. The IPCC

has produced extensive compendia, diagnoses, studies, and predictions. For exam-

ple, in a recent report (IPCC 2007), seven major measures are described that reflect

actual changes in climate other than temperature, from warm spells to droughts to

sea levels.

The IPCC went further in its consultation, ascribing whether the symptoms were

likely or not, whether human in cause, and giving a glimpse of the future prognosis.

This summary of the latest IPCC is shown in Table 3.4. The analysis is typical of a

critical standard whereby no symptom is conclusive, but whether or not multiple

factors are likely present may become more convincing. These factors are described

as likely, and also likely to be human caused, where likely is about a 90% certainty,

or an odds ratio of 10–1 holds true in a bet. This does not mean infallibility or that

Table 3.4 A summary of symptoms as identified by the IPCC (2007)

Symptoms Prior (1600 a.d.)

symptoms

Human

causation

Future (twenty-first

century) prognosis

Warmer and fewer cold days and nights

over most land areas

Very likely Likely Virtually certain

Warmer and more frequent hot days and

nights over most land areas

Very likely Likely Virtually certain

Warm spells/heat weaves (with an

increasing frequency in most land

areas)

Likely More

likely

than

not

Very likely

Heavy precipitation events (with an

increasing frequency in most land

areas)

Likely More

likely

than

not

Very likely

Increased droughts affecting land areas Likely in many

regions since

1970

More

likely

than

not

Likely

Increased tropical cyclone activities Likely in some

regions since

1970

More

likely

than

not

Likely

Increased incidence of extreme high sea

level (with no tsunamis)

Likely More

likely

than

not

Likely

Data from IPCC (2007)
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certainty is achieved; that can only be achieved from data that we know may never

be fully available (i.e., only from a postmortem can we truly give the cause of

death). We find not just one but many treatment options. The prescription may be as

long as the following:

l Changing lifestyle and habits
l Making systems and applications more efficient, cost efficient, and environmen-

tally benign
l Developing cleaner technologies
l Using renewable and green energy
l Implementing hydrogen and fuel cell technologies
l Conserving energy
l Diversifying energy options
l Purchasing more efficient appliances
l Giving priority to local energy systems and cogeneration
l Providing proper education and training
l Using more cost-effective energy systems and applications
l Seeking alternative energy sources for transportation
l Using sustainable fuels
l Increasing public awareness
l Taking necessary energy security measures
l Monitoring and evaluating energy indicators
l Implementing the right energy strategies and policies (avoid side effects!)

And many more changes are necessary to achieve some of the following goals

(as mentioned also at the beginning of this book):

l Better efficiency
l Better cost-effectiveness
l Better resources use
l Better design and analysis
l Better environment
l Better sustainability
l Better energy security

We share the human desire to look for a “quick fix” solution, so as a result we

have a confusing menu of short-term panaceas and ineffective painkillers that treat

symptoms:

l The Kyoto protocol aimed to reduce carbon pricing mechanisms, which has

actually not decreased emissions worldwide.
l Seeking alternative energy sources, such as windmills, biofuels, and effi-

ciency improvement, which are good ideas even if they do not necessarily

work well.
l Denial of the problem and putting off real treatment until major surgery is

required, which is an effective means to avoid unpleasant truths.

3.4 Controlling the Anthropogenic Effects on Climate 109



l Need for “lifestyle” and feel-good cures, such as unqualified “offsets,” “carbon

neutral,” and “allowances” that allow the energy rich to feel good about their

unsustainable lifestyle.
l Shortage of key/real specialists who are living in an era with information about

the pollution in the world of unqualified knowledge and with many unqualified

specialists; we turn to instant judgments and views of self-anointed witch

doctors who have almost magical insights.
l Long waiting times and insufficient funding for real cures means that long-term

treatment is hard to find even after waiting in line for emergency help.
l Unbalanced coverage in the media, which are looking for headlines, social

issues, celebrities, and awards, providing the sensational but not the solution.
l Business opportunities; out of such a complex disease, there is money to be

made from peddling cures in the rush to profit from the ailments of the masses.

It should be intuitively obvious that if we improve the efficiency of energy use—do

more with less—then that should reduce our demand and need for energy. If that

were also economic, then that would be another incentive.

However, globally and especially nationally this has the opposite effect, in a

perverse example of the law of unintended consequences. To illustrate this, we

show the data for Canada in Fig. 3.9 for the energy actually used compared with that

estimated to be used without efficiency improvements. The rate of increase of

energy use declines, but there is no real decrease in the total amount used! The

reasons are simple and rather disturbing.

First, and fundamentally, by making products cheaper by using less energy,

more units are sold. So there is no incentive to actually reduce production commer-

cially, but to make more for the same or less energy costs since manufacturers want

to sell more, not less.
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Second, the energy not used in the particular manufacturing process is now

available for use by others, in other factories, businesses, and plants, and other

countries, since a reduced demand has made that unused energy available in the

marketplace, so the energy use simply moves elsewhere.

Third, in free market economies like Canada’s, business wants and needs to

increase its market share, turnover, shareholder returns, and profits. So economic

growth is king! No business wants to actually sell less, so the pressure is to make

and sell more at lower prices. Market efficiency and competitive pressures domi-

nate and total consumption grows, and manufacturing facilities move to the loca-

tion of lowest energy and labor costs (the classic example is the 50-year migration

of manufacturing to foreign locations for essential items such as knives and forks).

The measure of energy efficiency is the energy intensity or the amount used per

unit produced. This can also be used as a social measure, as the amount used per

person in any country. Reducing intensity sounds like a good idea; after all, the so-

called rich, industrialized nations have a high energy intensity and the energy-poor

ones have a lower value. If one reduces the energy intensity, nationally or at

factories, we should help achieve efficiency, equity, and economy at one fell

swoop. But, as we should have come to expect, of course, this naive hope is not

the case either.

The EIA (2008) states that the reduction in energy intensity improves the

economy by nearly 30%. Energy use meanwhile has risen and will rise by over

50%. So for every percent of improvement in intensity, we have nearly 2% growth

in energy use. It is working backward again, such that efficiency improvement is

overwhelmed by economic improvements. Needless to say, the emissions in the

United States rose in lockstep with the energy use increase. Furthermore, the EIA

clearly states that improved efficiency (technology) was responsible for about

60% of the observed decline in energy intensity, while it is now declining and

more expensive to introduce. As a result of the continued improvements in the

efficiency of end-use and electricity generation technologies, total energy inten-

sity in the reference case is projected to decline at an average annual rate of 1.6%

between 1999 and 2020. The projected decline in energy intensity (1.6%) is

considerably less than that experienced during the 1970s and early 1980s, when

the energy intensity declined, on average, by 2.3% per year. Approximately 40%

of that decline can be attributed to structural shifts in the economy—shifts to

service industries and other less energy-intensive industries; however, the rest

resulted from the use of more energy-efficient equipment. Although more

advanced technologies may reduce energy consumption, in general, they are

more expensive when initially introduced. In order to penetrate the market,

advanced technologies must be purchased by consumers; however, many poten-

tial purchasers may not be willing to buy more expensive equipment that has a

long period for recovering the additional cost through energy savings, and many

may value other attributes over energy efficiency. In order to encourage more

rapid penetration of new and clean technologies for reducing energy consumption

and carbon dioxide emissions, it is really important to have the right market

policies and the appropriate standards.
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Let us look at an example from New Zealand on energy intensity reduction

targets (Table 3.5). The Ministry of Economic Development (MED 2008) in New

Zealand indicates that there is substantial potential for the energy intensity and

emissions intensity of the economy to reduce over time, although it varies by sector.

A reduction in energy may reflect a change in the underlying composition of a

sector (e.g., some types of business are by their nature more energy intensive) or an

improvement in the energy efficiency within the sector. The most significant energy

efficiency opportunities are when assets are replaced or upgraded.

All these initiatives aim to achieve reducing environmental impact (through

reducing GHG emissions), saving energy and using it more efficiently, employing

renewable energy, increasing the business activities (e.g., job creation), and playing

a key role and leadership in the international arena. Of course, it will take some time

to see the outcomes of these initiatives. Dincer (2003) listed the following steps for

implementing an efficient energy utilization strategy plan:

1. Defining the main goals: It is a systematic way to identify clear goals, leading

to a simple goal-setting process. It is one of the crucial concerns and follows an

organized framework to define goals, decide priorities, and identify the

resources to meet these goals.

2. Identifying the community goals: It is a significant step to identify priorities

and links among energy, energy conservation, environment, and other primary

local issues. It is also important to identify the institutional and financial

instruments.

3. Environmental scan: The main objective here is to develop a clear picture of

the community to identify the critical energy-use areas, the size and shape of

the resource-related problems facing the city and electrical and gas utilities,

and the organizational mechanisms and the base data for evaluating the plan’s

progress.

4. Increase public awareness: Governments can increase public awareness and

acceptance of energy conservation programs by entering into performance

contracts for government activities. They can also publicize the results of

these programs and projects. In this regard, international workshops to share

Table 3.5 Potential for energy intensity reduction for New Zealand 2007 (New Zealand Ministry

of Education)

Sector 2030

Energy intensity reduction Emission intensity reduction

Realizable potential

(%)

Per year

(%)

Realizable potential

(%)

Per year

(%)

Homes 29 1.1 19 0.8

Commercial buildings 25 1.0 17 0.7

Light industry 17 0.7 12 0.5

Heavy industry 35 1.4 33 1.3

Total nontransport

energy

28 1.1 22 0.9
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experiences would help to overcome the initial barrier of unfamiliarity in

countries.

5. Information analysis: It carries out a wide range of telephone and fax inter-

views with local and international financial institutions, project developers,

bilateral aid agencies to capture new initiatives, and lessons learned and view-

points on problems and potential solutions.

6. Building community support: It covers the participation and support of local

industries and public communities, and the understanding of the nature of

conflicts and barriers between given goals and local actors; improving informa-

tion flows; activating education and advice surfaces; identifying institutional

barriers; and involving a broad spectrum of citizen and government agencies,

referring to participation and support of local industrial and public communities.

7. Analyzing information: It includes defining available options and comparing

the possible options against factors such as activity/plan implementation costs,

funding availability, utility capital deferral, potential for energy efficiency,

compatibility with community goals, environmental benefits, and so on.

8. Adopting policies and strategies: Priority projects need to be identified through

a number of approaches, such as what is best for the community. The decision

process should evaluate the cost of the options in terms of savings in energy

cost, generation of businesses and tax revenues, and the number of jobs created,

as well as their contribution to energy sustainability and their benefit to other

community and environmental goals.

9. Developing the plan: Once a draft plan is adopted, it is important for the

community to review it and comment upon it. The public consultation process

may vary, but a high level of agreement should be the goal.

10. Implementing new action programs: It is important to decide which programs

to concentrate on, with long-term aims being preferred over short-term aims.

The option that has the greatest impact should be focused on, and all details

defined, no matter how difficult it seems. Financial resources need to be

identified to implement the plans/programs.

11. Evaluating the success: It is the final stage for evaluating and assessing how

well the plan performed, which helps to detect its strength and weaknesses and

to determine who is benefiting from it.

These are self-evident steps in attaining self-help, removing denial, defining the

problem, getting expert advice, fighting the disease, taking the right medicine in the

right doses, and at the same time attacking the root source of the addiction and

illness, and measuring progress.

There are two dimensions of global warming and climate change: natural

cycling and human activities. The outcome of human activities is at a much higher

level than the level that can be neutralized by natural cycling. As a result, while one

region of the world experiences drought, another region may be suffering from

flood. Within this framework, the following set of precautions and conclusions was

drawn by Dincer (2009) from the Global Conference on Global Warming, which

was held in Istanbul, Turkey, on July 6–9, 2009:
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1. Existing natural resources should be identified, and short-, medium-, and long-

term road maps should be prepared. In this regard, special working groups or

task forces should be formed to work on these issues.

2. Several research, development, and innovation strategies should be put into

action for combating global warming.

3. Resources such as energy and water should be conserved.

4. Current systems should be improved and used more efficiently and effectively.

5. Priority should be given to renewable energy resources and related technolo-

gies.

6. Strategic steps should be taken for a smooth transition to a hydrogen economy.

7. In developing appropriate energy, environment, economic, social, and sustain-

able development policies, the particulars of localities should be taken into

consideration when devising treatments, strategies, and policies. Therefore,

societies should develop models and policies that best suit their local condi-

tions and situation.

8. Incentive programs necessary for the dissemination and widespread use of

environmentally friendly energy technologies should be put into effect.

9. Intermediary solutions for transitioning from fossil fuels to alternative energy

options should urgently be developed.

10. Municipalities should develop the necessary strategies for waste management

and put them in action.

11. Recycling should be done at its source according to the type of waste, not at the

final collection points. Reuse options should also be developed.

12. Units and action groups of governmental and private organizations should be

formed for combating global warming.

13. Incentive packages should immediately be developed and put in place to

combat global warming.

14. Necessary steps should be taken for increasing green areas and preventing the

warped excesses of urbanization and deforestation.

15. The concept of “global warming diet” should be developed to curb the

personal and societal habits and addictions as well as activities causing global

warming.

16. The concept of “global warming label” should be initiated and put into

immediate effect.

17. The concept of “global warming tax” should be initiated and put into immedi-

ate effect.

18. Necessary economic, social, technical, scientific, cultural, and educational

actions and measures should immediately be taken for a quick transition to

the zero carbon economy.

19. Individual and social responsibilities should be joined together in combating

global warming.

20. Special working groups and task forces should be formed to work harmoni-

ously at the national and international levels to combat global warming.

21. Strategies for combating global warming should be developed at the local level

and should be put in practice for each locality.
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22. To overcome the economic burdens due to combating global warming, an

emergency action plan should be devised and put into action.

23. The concept of “global quality standard” should be developed and put into use

to minimize global warming’s impact.

24. By partnering with countries that are in the process of regulating carbon

trading, the necessary infrastructure for global carbon trading should be devel-

oped and put into action.

25. Trade associations and professional societies should urgently prepare their

action plans for global warming.

26. Courses and educational programs should be developed on global warming and

combating it.

27. The following goals should be essential in every action plan:

(a) Better efficiency

(b) Better cost-effectiveness

(c) Better resource use

(d) Better environment

(e) Better sustainability

(f) Better energy security

28. For the immediate action plans listed above, either a Ministry of Combating

Global Warming or a State Ministry or Commission under the Prime Ministry

should be established.

29. An Istanbul Protocol on combating global warming will jointly be prepared by

collaborating with the Global Warming and Climate Change Watch Committee.

3.5 Concluding Remarks

The problem of climate change and global warming is real and faces humanity,

which, according to the principle of sustainable development, has to be concerned

with the needs of today without jeopardizing the chances of future generations.

Although the early warning symptoms of climate change and global warming are

present, they are not conclusive as to the diagnosis of the cause. Nevertheless, the

scientific evidence shows that the anthropogenic pollution affects the climate. In

this case, finding a cure for the planet’s disease is necessary. Some proposed cures

are rejected, and some people think the evidence is all questionable; opinions are

varied even among trusted consultants and specialists.

We know now, based on data and reality, that on their own the efficiency

improvements, the energy conservation, the alternate energy sources, the renew-

able and nuclear energy, the carbon dioxide capture and sequestration, the carbon

pricing or “cap and trade” schemes, the portfolio standards, the use of more

natural gas, the switching to hybrid cars without green electricity, and the

hydrogen power will not work, except as part of a full-spectrum, truly multivita-

min energy pill.
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Nomenclature

C Concentration, ppm

F Radiative forcing, W/m2

GWP Global warming potential

m Mass, kg

S Average solar radiation intensity, W/m2

t Time, s

T Temperature, K

Greek Letters

a Absorption

g Climate sensitivity factor

t Time constant, s

s Stefan-Boltzmann constant, 5.67 � 10�8 W/m2K4

Subscripts

0 Initial

a Troposphere

abs Absorption coefficient

albedo Albedo factor

e Emitted

eqv Equivalent
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Study Questions/Problems

3.1 Explain the process of global warming.

3.2 Define the term albedo and explain the features of the earth’s albedo. Refer to
Eqs. (3.1) and (3.2).

3.3 In what wavelength range is the greenhouse gas absorption in the atmosphere

at the maximum.

3.4 List the principal four greenhouse gases.

3.5 Using Eq. (3.4), calculate the reduction ratio m/m0 of carbon dioxide in the

atmosphere after 100 years.

3.6 Define the radiative forcing concept.

3.7 Define the climate sensitivity factor.

3.8 Define the global warming potential and the method of calculating it.

3.9 Explain the anthropogenic influence on climate and comment on the impact of

the main sectors of activity.

3.10 By using linear extrapolation, predict the earth’s temperature increase in

2020, using the data from years 1980 to 2000 (you can refer to Fig. 3.7).

3.11 How can one control the anthropogenic effects on climate?

3.12 Using literature data, calculate the radiative forcing effects caused by green-

house gas emissions by passenger aircrafts.
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Chapter 4

Energy Conservation

4.1 Introduction

Energy is considered to be a key catalyst in the generation of wealth and also a

significant component in social, industrial, technological, economic, and sustain-

able development. This makes energy resources and their use extremely significant

for every country in the world. In fact, abundant and affordable energy is one of the

great boons of modern industrial civilization and the basis of our living standard. It

makes people’s lives brighter, safer, more comfortable, and more mobile, depend-

ing on their energy demand and consumption. However, in recent years, energy use

and associated greenhouse gas emissions and their potential effects on the global

climate change have been of worldwide concern.

Problems with energy utilization are related not only to global warming, but also

to such environmental concerns as air pollution, acid rain, and stratospheric ozone

depletion. These issues must be taken into consideration simultaneously if human-

ity is to achieve a bright energy future with minimal environmental impact. Since

all energy resources lead to some environmental impact, it is reasonable to suggest

that some (not all) of these concerns can be in part overcome through energy
conservation efforts.

Energy conservation is the practice of rational energy generation and use at all

levels. This practice is based on a number of factors such as better energy effi-

ciency, best technical-economical choice among options, adequate policy, proper

energy management, recycling and energy recovery, and education to reinforce

behaviors toward energy savings. Energy efficiency is a matter of better design, but

at the same time a matter of economics. A highly efficient energy system involves

higher investment costs. Systems with low-energy efficiency use more primary

energy resources (fuel) for the same useful effect; thus the lifetime cycle costs are

high. Hence, for any particular energy system, one may determine the efficiency

that minimizes the life-cycle cost or maximizes the life-cycle savings.

The energy-saving result of efficiency improvements is often called “energy

conservation.” The terms efficiency and conservation contrast with curtailment,
which decreases output (e.g., turning down the thermostat) or services (e.g., driving

less) to curb energy use. That is, energy curtailment occurs when saving energy

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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causes a reduction in services or a sacrifice of comfort. Curtailment is often

employed as an emergency measure. Energy efficiency is increased when an energy

conversion device, such as a household appliance, automobile engine, or steam

turbine, undergoes a technical change that enables it to provide the same service

(lighting, heating, and motor drive) while using less energy. Energy efficiency is

often viewed as a resource option like coal, oil, or natural gas. In contrast to supply

options, however, the downward pressure on energy prices created by energy

efficiency comes from demand reductions instead of increased supply. As a result,

energy efficiency can reduce resource use and environmental impacts.

From an economic as well as an environmental perspective, energy conservation

holds even greater promise than renewable energy, at least in the near-term future.

Energy conservation is indisputably beneficial to the environment, as a unit of

energy not consumed equates to a unit of resources saved and a unit of pollution not

generated.

The choice of the system is important, and here exergy analysis is a helpful tool.

For example, it is not worth while to “destroy” electrical energy to heat water, but

rather we should use a heat pump that matches the temperature profiles of cold and

hot streams for the best exergy efficiency.

By saving energy, the practice of using heat pumps instead of electrical heating

contributes to pollution reduction at power generation, and thus contributes to a

better environment. Among the two options, one has to choose the heat pumps from

the technical point of view, but again the economic “climate” may discourage

investment. Therefore, an adequate regulation policy must intervene to adjust the

life-cycle cost through various economic factors (e.g., incentives, bonds, taxes, etc.)

to encourage the right choices.

Policy has the leading role in promoting energy conservation in any society

because not only can it generate an adequate economic environment that eventually

leads to savings, but it may also impose regulations for proper energy management,

encourage recycling and energy recovery, and promote appropriate education of the

society.

To understand the role of education one can contemplate the evolution of energy

use throughout history (see also Dincer and Midilli 2007). Civilization began when

people discovered how to use fire. They burned wood and obtained sufficiently high

temperatures for melting metals, extracting chemicals, and converting heat into

mechanical power, as well as for cooking and heating. During burning, the carbon

in wood combines with O2 to form CO2, which is then absorbed by plants and

converted back to carbon for use as a fuel again.

Since wood was unable to meet the fuel demand, the Industrial Revolution began

with the use of fossil fuels, such as oil, coal, and gas. Using fossil fuels has

increased the CO2 concentration in the air, leading to the beginning of global

warming. Despite several warnings in the past about the risks of greenhouse gas

emissions, significant actions to reduce environmental pollution were not taken, and

now many researchers have concluded that global warming is occurring.

During the past three decades, the public has became more aware and research-

ers and policy makers have focused on this and related issues by considering
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energy, environment, and sustainable development. Energy conservation is a key

element of energy policy and appears to be one of the most effective ways to

improve end-use energy efficiency, and to reduce energy consumption and green-

house gas emissions in various sectors, such as industrial, residential, transporta-

tion, etc.

This is why many countries have recently started developing aggressive energy

conservation programs to reduce the energy intensity of the country’s infrastruc-

ture, to make businesses more competitive, and to allow consumers to save money

and to live more comfortably. In general, energy conservation programs aim to

reduce the need for the new generation or transmission capacity, to save energy, and

to improve the environment. Furthermore, energy conservation is vital for sustain-

able development and should be implemented by all possible means, despite the

fact that it has its own limitations. This is not only required today but also for the

next generation as well.

Considering these important contributions, the energy conservation phenome-

non should be discussed in a comprehensive perspective. Therefore, the main

objective of this chapter is to present and discuss some practical energy conserva-

tion aspects, research and development in energy conservation, energy conservation

and sustainable development, an energy conservation implementation plan, energy

conservation measurements, and life-cycle costing as an excellent tool in energy

conservation. In this regard, this chapter aims to:

l Help understand the main concepts and issues about energy conservation
l Develop the relation between energy conservation and sustainability
l Encourage energy conservation strategies and policies
l Provide energy conservation methodologies
l Discuss the relation between energy conservation and environmental impact
l Present some illustrative examples of the importance of energy conservation and

its practical benefits

This chapter highlights the current environmental issues and potential solutions

to these issues, identifies the main steps for implementing energy conservation

programs and the main barriers to such implementations, and provides assessments

for energy conservation potentials for different countries, as well as various practi-

cal and environmental aspects of energy conservation.

4.2 Energy Conservation and Sustainable Development

Energy conservation is vital for sustainable development, and for the best benefit of

the present and future generations it should be implemented by all possible means.

A secure supply of energy resources is generally agreed to be a necessary but not

sufficient requirement for development within a society. Furthermore, sustainable

development demands a sustainable supply of energy resources that, in the long

term, is readily and sustainably available at reasonable cost and can be utilized for
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all required tasks without causing negative societal impacts. Supplies of such

energy resources as fossil fuels (coal, oil, and natural gas) and uranium are

generally acknowledged to be finite; other energy sources such as sunlight, wind,

and falling water are generally considered renewable and therefore sustainable over

the relatively long term.

Wastes (convertible to useful energy forms through, for example, waste-to-

energy incineration facilities) and biomass fuels are also usually viewed as sustain-

able energy sources. In general, the implications of these statements are numerous

and depend on how the term sustainable is defined (Dincer and Rosen 1998).

Here, we look at the renewable energy resources and a comparison with energy

conservation. While not all renewable energy resources are inherently clean, there

is such a diversity of choices that a shift to renewables carried out in the context of

sustainable development could provide a far cleaner system than would be feasible

by tightening controls on conventional energy. Furthermore, being by nature site-

specific, they favor power system decentralization and locally applicable solutions

more or less independent of the national network. It enables consumers to perceive

the positive and negative externalities of energy consumption. Consequently, the

small scale of the equipment often shortens the time required from initial design to

operation, providing greater adaptability in responding to unpredictable growth

and/or changes in energy demand.

The exploitation of renewable energy resources and technologies is a key

component of sustainable development (Dincer 2003). There are three significant

reasons for it:

l Renewable energy resources have much less environmental impact compared to

other sources of energy, but there are no any energy sources with zero environ-

mental impact. There are a variety of choices available in practice so that a shift

to renewables can provide a far cleaner energy system than would be feasible by

tightening controls on conventional energy.
l Renewable energy resources cannot be depleted, unlike fossil fuel and uranium

resources. If used wisely in appropriate and efficient applications, they can

provide reliable and sustainable supply energy almost indefinitely. In contrast,

fossil fuel and uranium resources are finite and are diminished by extraction and

consumption.
l Renewable energy resources favor power system decentralization and locally

applicable solutions more or less independent of the national network, thus

enhancing the flexibility of the system and the economic power supply to

small local settlements. That is why many different renewable energy technol-

ogies are potentially available for use in urban areas.

Taking into consideration these important reasons, the relation between energy

conservation and sustainability is presented in Fig. 4.1. As suggested in Fig. 4.1,

energy resources and their utilization are intimately related to sustainable develop-

ment. For societies to attain or try to attain sustainable development, much effort

must be devoted not only to discovering sustainable energy resources, but

also to increasing the energy efficiencies of processes utilizing these resources.
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Under these circumstances, increasing the efficiency of energy-utilizing devices is

important. Due to increased awareness of the benefits of efficiency improvements,

many institutes and agencies have started working along these lines.

Many energy conservation and efficiency improvement programs have been and

are being developed to reduce the present levels of energy consumption. To

implement these programs in a beneficial manner, an understanding is required of

the patterns of “energy carrier” consumption, such as the type of energy carrier

used, factors that influence consumption, and types of end-uses (Painuly and Reddy

1996).

Environmental concerns are an important factor in sustainable development. For

a variety of reasons, activities that continually degrade the environment are not

sustainable over time; the cumulative impact on the environment of such activities

often leads over time to a variety of health, ecological, and other problems. A large

portion of the environmental impact in a society is associated with its utilization of

energy resources.

Ideally, a society seeking sustainable development utilizes only energy

resources that cause no environmental impact. Energy efficiency can help over-

come some of the damaging effects of environmental pollution. It is clear that there

is a strong relation exists between energy efficiency and environmental impact;

increased energy efficiency is reflected in less resource utilization and pollution for

the same services or products.

The share of energy of research and development (R&D) expenditures going

into energy conservation grew greatly since 1976, from 5.1% to 40.1% in 1990 and

to 68.5% in 2002 (Dincer 2003). This indicates that within energy R&D, research

on energy conservation is increasing in importance. When R&D expenditures on

ENERGY
CONSERVATION AND

SUSTAINABILITY

ENERGY SUSTAINABILITY
Availability of energy
Energy management
Energy production and consumption
Energy conservation and distribution
Productivity of energy

SUSTAINABILITY PROGRAM
Sustainable energy strategies
Innovative energy strategies
Sustainable energy programs
Short -long term energy policies
Programs for clean energy

ENVIRONMENTAL SUSTAINABILITY
Political support
Reliability/knowledge investments
Environmental planning
Marketing innovations
Environmental control mechanisms

ECONOMIC SUSTAINABILITY
Operation and generation costs
Energy investments
Environmental investments
Recovery and transportation costs
Public energy costs

Fig. 4.1 Linkages between energy conservation and sustainable development
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energy conservation are compared with expenditures for research leading to pro-

tection of the environment in the 2000s, the largest share was spent on environ-

mental research. In fact, it is not easy to interpret the current trends in R&D

expenditures since energy conservation is now part of every discipline from engi-

neering to economics. A marked trend was observed since the mid-1970s, in that

expenditures for energy conservation research grew significantly both in absolute

terms and as a share of total energy R&D. They also grew more rapidly than

environmental protection research, surpassing it in the early 1980s. Therefore, if

R&D expenditures reflect long-term concern, there seems to be relatively more

importance attached to energy conservation as compared to environmental protec-

tion. In addition to the general trends discussed above, consider the industrial sector

and how it has tackled energy conservation.

The private sector clearly has an important role to play in providing finance that

could be used for energy efficiency investments. In fact, governments can adjust their

spending priorities in aid plans and through official support provided to their expor-

ters, and can only indirectly influence the vast potential pool of private sector finance.

Many of the most important measures to attract foreign investors include reforming

macroeconomic policy frameworks, reforming energy market structures and pricing,

banking reform, debt recovery programs, strengthening the commercial and legal

framework for investment, and setting up judicial institutions and enforcement

mechanisms. These are difficult tasks that often involve lengthy political processes.

Thus, Fig. 4.2 presents a series of important factors as proposed by Dincer and

Midilli (2007), which are adapted from a workbook (Nolden et al. 1998) that can

contribute to improvement of the energy conservation in real life.

Although there are a large number of practical solutions to environmental

problems, three potential solutions are given priority (Dincer 2003):

l Energy conservation technologies (efficient energy utilization)
l Renewable energy technologies
l Cleaner technologies

In these technologies, we pay special attention to energy conservation technol-

ogies and their practical aspects and environmental impacts. Each of these tech-

nologies is of great importance and requires careful treatment and program

development. Considering the above priorities to environmental solutions, the

relevant technologies are summarized in Fig. 4.3.

4.3 Energy Conservation Measures

The ways and measures to be taken for energy conservation are determined by the

adopted approach applicability, cost range, maintenance issues, and additional

factors. Energy conservation involves efficiency improvements, formulation of

pricing policies, good “housekeeping practices,” and load management strategies,

among other measures. A significant reduction in consumer energy costs can occur
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if conservation measures are adopted appropriately. The payback period for many

conservation programs is less than 2 years.

In spite of the potentially significant benefits of such programs to the economy and

their proven successes in several countries, conservation programs have not yet been

undertaken on a significant scale in many developed and developing countries. Some

reasons for this lack of energy conservation programs relate to the following factors:

l Technical (e.g., lack of availability, reliability, and knowledge of efficient

technologies)
l Institutional (e.g., lack of appropriate technical input, financial support, and

proper program design and monitoring expertise)
l Financial (e.g., lack of explicit financing mechanisms)
l Managerial (e.g., inappropriate program management practices and staff training)
l Pricing policy (e.g., inappropriate pricing of electricity and other energy com-

modities)
l Information diffusion (e.g., lack of appropriate information)

Improvement Factors of Energy Conservation

Understanding energy 
conservation concepts

Understanding key 
energy-related concepts

Current energy usage

Energy-related operation 
and maintenance control

Assessment of energy 
conservation
opportunities

Energy systems and equipments survey, current energy use analysis, 
recognition of energy saving in local and industrial applications, 
encourage of energy saving, social and technical investment for 
energy conservation, completion of cost/benefit energy conservation

Energy conservation in maintenance and operations, energy saving 
and cost effectiveness, staff education, energy education cost, energy 
recovery units and techniques, application of energy conservation  
measurements  

Assessment of energy conservation opportunities, cost-effectiveness 
of energy utilization, simple payback of energy conservation, energy 
conservation measurements, energy saving potentials, individual 
energy conservation 

Goal and scope definition, energy management program, funding 
opportunities, consumer-consultant relations, local and industrial 
energy improvements

Energy consumption and sources, energy costs, energy recovery 
possibilities, energy saving, energy production capacity, energy 
conversation, energy-related industries 

Fig. 4.2 Improvement factors of energy conservation
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Reduced energy consumption through conservation programs can benefit not

only consumers and utilities, but also society as well. In particular, reduced energy

consumption generally leads to reduced emissions of greenhouse gases and other

pollutants into the environment.

Accelerated gains in energy efficiency in energy production and use, including

the transportation sector, can help reduce emissions and promote energy security.

While there is a large technical potential for increased energy efficiency, there exist

significant social and economic barriers to its achievement. Priority should be given

to market forces in effecting efficiency gains. However, reliance on market forces

alone is unlikely to overcome these barriers. For this reason, innovative and bold

approaches are required by governments, in cooperation with industry, to realize

the opportunities for energy efficiency improvements and to accelerate the deploy-

ment of new and more efficient technologies.

Some efficiency measures, may be identified in any sector of activity. Here are

some measures for buildings:

l Efficient buildings

– Building placement is important because trees, other buildings, and land-

scape can provide shade and block wind.

– South-facing windows promote passive solar heating in cold climates.

– Light-colored roofs reduce the cooling for air conditioning in hot climate

regions.

– Window and door sealing and wall insulation reduce heat losses up to 25% to

50%.

Potential Solutions to Environmental Problems

Energy
Conservation
technologies

Pollution
control

technologies

Energy
efficiency

technologies

Green
buildings

Green house
gas reduction
technologies

Environmental Information Services

Recycling
technologies

Research and
Development Centers

for Environmental
Problems

Waste and soil
management
technologies

Energy and
Environment
Management

Centers

Renewable
Energy

Technologies

Clean
Environment
Technologies

Fig. 4.3 Linkages between possible environmental and energy conservation technologies
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l Efficient lighting

– About one-fourth of electrical energy consumed by residential and commercial

buildings is used for lighting; therefore, using efficient lighting is essential.

– Effective use of daylight is essential.

l Appliances

– Promote the use of heat pumps.

– Use local cogeneration from natural gas instead of only heating.

– Promote floor heating or ceiling cooling for better comfort and savings.

– Use natural gas instead of electrical ovens and cooktops.

– Enhance insulation of freezers.

Here, we can look at the energy conservation measures that may be classified

into six categories:

l Sectorial measures
l Energy conservation through systematic use of unused energy
l Energy conservation by changing social behavior
l International cooperation to promote energy conservation to counteract global

warming
l Enhancing international and government-industry-university cooperation in

developing technologies for energy conservation
l Promoting diffusion of information through publicity and education

The main emphasis is given to sectorial energy conservation, and Table 4.1

presents some examples of such sectorial energy conservation measures. After

determining which energy conservation measures are applicable, you should then

read through the description of each of the applicable energy conservation measures.

Information about the savings that can be expected from the measure, maintenance

issues related to the measure, and other factors to consider are provided for each

energy conservation measure. In order to evaluate the energy conservation measures,

the following parameters should be taken into consideration (e.g., Nolden et al. 1998).

Cost estimation: The first step is to estimate the cost of purchasing and installing the

energy conservation measure. Cost estimates should be made for the entire devel-

opment rather than for a single piece of equipment (e.g., obtain the cost for

installing storm windows for an entire development or building, rather than the

cost of one storm window). If you are planning to implement the energy conserva-

tion measure without the help of an outside contractor, cost estimates can be

obtained by calling a vendor or distributor of the product. If, on the other hand,

you will be using a contractor to install or implement the energy conservation

measure, the contractor should provide estimates that include all labor costs and

contract margins.

Data survey: In this step, the questions can be considered on fuel consumption and

cost and should list more than one possible fuel type. The appropriate data for fuel

should be selected and provided for analysis and calculation.

Energy saving: The amount of energy or fuel used should be estimated.
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Cost saving: This step is considered to determine the level of savings.

Payback period: The last step on each of the cost/benefit ratios is to estimate the

simple payback period. The payback period is found by dividing the cost of the

measure by the annual cost savings.

Some technical limitations on energy conservation are associated with the laws

of physics and thermodynamics. Other technical limitations are imposed by practi-

cal technical constraints related to the real-world devices that are used. For exam-

ple, the minimum amount of fuel theoretically needed to produce a specified

quantity of electricity could be determined by considering a Carnot (ideal) heat

engine. However, more than this, a theoretical minimum fuel may be needed due to

practical technical matters such as the maximum temperatures and pressures that

structures and materials in the power plant can withstand.

As environmental concerns such as pollution, ozone depletion, and global

climate change became major issues in the 1980s, interest developed in the link

between energy utilization and the environment. Since then, there has been increas-

ing attention to this linkage. Many scientists and engineers suggest that the impact

Table 4.1 Sectorial energy conservation measures

Sector Measures

Industrial Strengthening of financial and tax measures to enhance adoption and

improvement of energy-saving technologies through energy

conservation equipment investments

Reuse of waste energy in factories and/or in surrounding areas

Enhancing recycling that reduces primary energy inputs such are iron

scraps and used paper, and devising measures to facilitate recycling of

manufactured products

Retraining of energy managers and diffusion of new energy-saving

technologies through them

Creating databases on energy conservation technologies to facilitate

diffusion of information

Residential and

commercial

Revising insulation standards provided in the energy conservation law, and

introducing financial measures to enhance adoption of better insulation

Developing better insulation materials and techniques

Developing “energy conservation” model homes and total energy use

systems for homes

Revising or adopting energy conservation standards for home and office

appliances

Developing more energy-saving appliances

Revising guidelines for managing energy use in buildings, and

strengthening advisory services to improve energy management in

buildings

Transportation Since 80% of energy consumption of this sector is by automobiles, further

improvement in reducing fuel consumption by automobiles is

necessary, together with improvement in transportation systems to

facilitate and reduce traffic flow

Diffusion of information about energy-efficient driving

Adopting financial measures to enhance the use of energy-saving

transportation equipment such as wind-powered boats

Data from Dincer and Midilli (2007)
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of energy-resource utilization on the environment is best addressed by considering

exergy. The exergy of a quantity of energy or a substance is a measure of the

usefulness or quality of the energy or substance, or a measure of its potential to

cause change. Exergy appears to be an effective measure of the potential of a

substance to impact the environment. In practice, the authors feels that a thorough

understanding of exergy and how exergy analysis can provide insights into the

efficiency and performance of energy systems are required for the engineer or

scientist working in the area of energy systems and the environment (for details,

see Rosen and Dincer 1997). Considering the above explanations, the general

aspects of energy conservation can be summarized as in Fig. 4.4.

A pivotal aspect to energy conservation is life-cycle cost analysis. From the

energy conservation point of view, life-cycle costing appears to be a potential tool

in deciding which system or product is more cost effective and more energy

efficient. It can provide information about how to evaluate the options concerning

design, sites, materials, and so on; how to select the best energy conservation

Factors Affecting Energy Conservation 

Energy
economic policy

Energy
management

Energy standards

Productive
energy use

Energy in 
transportation

Conservation
requirements

Energy standards for new building constructions, achievable low-cost options for 
energy efficiency, energy conservation rules for energy managers, the principal aspects 
of energy conservation policies for general use, total energy performance of power 
systems, local fabrication of energy conservation materials and components for energy 
efficiency

Appropriate fuel selection for energy conservation, the use of public transport for 
energy conservation, fuel efficiency in road transport, development of new transport 
fuels, use of electric and hybrid motor vehicles

The feasibility of all energy efficiency promotion activities, energy price regulation for 
the long-term marginal costs of energy supply, the comparative inelasticity of energy 
demand for taxation of all forms of energy, emissions reduction and preservation or 
rehabilitation of the environment 

Energy performance standards for efficiency in energy consumption, consumer 
information on energy efficiency, energy conservation information on socio-cultural 
context, recalibration of energy conservation labels, consumer decisions on energy 
conservation, consumer understanding of the relation between environment and  
energy

The enactment of energy, energy policies for energy conservation, lowering the energy 
intensity of economic activity, the creation of jobs for improvement of energy 
conservation, fiscal and nonmonetary incentives in achieving the desired conservation 
and efficiency, commercial and traditional forms of energy conservation

Energy management for energy conservation, the standard formats for energy 
conservation, establishment of regular training program for energy conservation, 
energy manager qualification, advisory services on energy conservation, regular 
activities on energy conservation, registration and licensing of energy conservation

Fig. 4.4 A flow chart presenting factors affecting energy conservation
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feature among various options; how much investment should be made in a single

energy conservation feature; and which is the most desirable combination of

various energy conservation features.

A choice can be made among various options of the energy conservation

measure that produces maximum savings in the form of reduction in the life-

cycle costs. For instance, a choice can be made between double-glazed and triple-

glazed windows. Similarly, a life-cycle cost comparison can be made between a

solar heating system and a conventional heating system. The one that maximizes

the life-cycle costs of providing a given level of comfort should be chosen. This

kind of application of such techniques to energy conservation is related to deter-

mining the optimum level of the chosen energy conservation measure. Sometimes

energy conservation measures involve the combination of several features. The best

combination can be determined by evaluating the net life-cycle costing effects

associated with successively increasing amounts of other energy conservation

measures. The best combination is found by substituting among the choices until

each is used to the level at which its additional contribution to energy cost reduction

per additional dollar is just equal to that for all the other options.

The following basic steps are the key points in implementing an energy conser-

vation strategy plan (Dincer 2003):

1. Defining the main goals: It is a systematic way to identify clear goals, leading

to a simple goal-setting process. It is one of the crucial concerns and follows an

organized framework to define goals, decide priorities, and identify the

resources to meet those goals.

2. Identifying the community goals: It is significant step to identify priorities and

links among energy, energy conservation, environment, and other primary

local issues. Here, it is also important to identify the institutional and financial

instruments.

3. Environmental scan: The main objective in this step is to develop a clear

picture of the community to identify the critical energy-use areas, the size

and shape of the resource-related problems facing the city and electric and gas

utilities, the organizational mechanisms, and the base data for evaluating the

program’s progress.

4. Increase public awareness: Governments can increase consumers’ awareness

and acceptance of energy conservation programs by entering into performance

contracts for government activities. They can also publicize the results of these

programs and projects. In this regard, international workshops to share experi-

ences on the operation would help to overcome the initial barrier of unfamil-

iarity in countries.

5. Information analysis: It carries out a wide range of telephone, fax, e-mail, and

Internet interviews with local and international financial institutions, project

developers, bilateral aid agencies to capture new initiatives, and lessons

learned and viewpoints on problems and potential solutions.

6. Building community support: It covers the participation and support of local

industries and public communities, and understanding the nature of conflicts
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and barriers between given goals and local actors; improving information

flows; activating education and advice resources; identifying institutional bar-

riers; involving a broad spectrum of citizen and government agencies; referring

to participation and support of local industrial and public communities.

7. Analyzing information: It includes defining available options and comparing

the possible options, such as program implementation costs, funding availabil-

ity, utility capital deferral, potential for energy efficiency, compatibility with

community goals, environmental benefits, and so on.

8. Adopting policies and strategies: Priority projects need to be identified through
a number of approaches. Which are the best projects for the community? The

decision process should evaluate the cost of the options in terms of savings in

energy cost, generation of business and tax revenues, and the number of jobs

created, as well as their contribution to energy sustainability and their benefit to

other community and environmental goals.

9. Developing the plan: Once the draft plan has been adopted, it is important for

the community to review it and comment upon it. The public consultation

process may vary, but a high level of agreement should be the goal.

10. Implementing new action programs: It decides which programs to concentrate

on, with long-term aims being preferred over short-term aims. The option that

has the greatest impact should be focused on, and all details defined, no matter

how difficult it seems. Financial resources need to be identified to implement

the programs.

11. Evaluating the success: It is the final stage for evaluating and assessing how

well the plan performed, identifying its strength and weaknesses, and deter-

mining who is benefiting from it.

In summary, this section provides an overview of those ways/approaches that

implement energy conservation through energy management, policy, efficiency, and

economics. Some general peculiarities for each relevant sector are mentioned, as in

Table 4.1.

In the next section, we focus on policy and its impact on energy conservation. In

order to illustrate the influence of policy, several illustrative cases are presented.

4.4 Energy Conservation Policies: Illustrative Examples

Policy has a key role in promoting energy conservation and influencing the behavior of

the society as a whole. It is instructive to give here some concrete examples of actions

that can be taken through policy measures in favor of energy conservation practices.

Detailed information on these illustrative examples is available in OECD (1995).

Example 4.1: Public Awareness Campaigns

In this example, the significance of the public awareness campaigns is highlighted.

One such energy conservation campaign was conducted in a developing country,

Hungary. During the 1990s, three nationwide energy-saving campaigns have been
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conducted in Hungary. One of them was a PHARE energy-saving campaign

undertaken in 1993 by the Ministry of Industry and Trades and coordinated by

the Hungary-EC Energy Centre (PHARE is the “Poland and Hungary: Assistance

for Restructuring their Economies” programme and EC is “European Commis-

sion”). A media campaign using television, cinema, and newspaper advertising was

the central element of the campaign.

Television was used extensively to maximize the reach and frequency of the

message. In the first part of the television campaign, a 60-second advertisement was

broadcast 16 times as an initial attention-grabbing message. In the second phase, a

30-second advertisement was broadcast 40 times as a reminder of the message. The

slogan of the campaign was “You pay twice,” that is, once for wasted energy and

once for the environmental damage. A public-relations campaign for the program

began and ended with a press conference attended by radio, television, and news-

paper journalists. A weekly press release was issued, each with a different theme,

such as “energy saving at home” and “how to save energy when cooking.”

A leaflet giving simple low- or no-cost energy-saving tips for householders was

prepared and distributed with the cooperation of electricity distribution companies.

A school program was also implemented for children aged 10 to 14 years. The

school programs included a competition asking questions about energy use and

energy savings, with prizes of T-shirts and mugs with the logo and slogan of the

campaign. There are both positive and negative lessons from this project:

l Publicity campaigns can succeed in changing even deeply held attitudes.
l Accurate targeting of the message and creative advertising with strong impact

are important.
l Television advertising was the most effective medium to influence attitudes, and

press advertising was a useful support to television advertising, but cinema

advertising appeared to be ineffective.

Further information on the energy conservation policies in Hungary can be

found in UNFCCC (1994).

Example 4.2: Initiating a Municipal Board for Energy and Its Conservation

Here, the importance of energy conservation is pointed out by the following example,

in which the Ontario Municipal Energy Collaborative (OMEC) was conceived by the

International Council for Local Environmental Initiatives (ICLEI) in 1993, in part-

nership with the Ontario Ministry of Environment and Energy and 11 municipalities

in Ontario. The major objectives of the OMEC were to stimulate private-sector

investment in aggregated municipal energy-efficiency projects, to overcome tradi-

tional barriers to energy efficiency including moving local government away from an

incremental approach, and to provide efficient energy utilization in buildings, as well

as developing CO2 emission reduction technologies. The OMEC contributes to the

local environment in the following ways:

l By providing a strategic approach to managing energy-efficiency resources

within municipality buildings and facilities. Energy supply curve analyses and

intercity comparison techniques are applied to evaluate the overall energy

intensities and energy management practices.
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l By stimulating local jobs and expertise.
l By enhancing the quality of working environments (i.e., indoor air quality,

lighting, etc).
l By demonstrating local government leadership and sound asset management

through significant energy savings.
l By increasing awareness of energy-efficiency potentials among local politicians

and the general public.

In terms of the global environment, the OMEC contributes in several ways, as

follows:

l By providing a model for implementing wide-scale energy-efficiency endeavors

that can be replicated in other cities. The OMEC, as potentially the first aggregated

demand side management for carbon abatement project, could help set the frame-

work for incorporating CO2 abatement into energy-efficiency schemes.
l By creating pressure on the national government to emulate local government

performance in energy efficiency.
l By contributing to lower opportunity costs that other countries can benefit from,

including more efficient technologies and verification procedures.
l By encouraging long-term, rather than short-term, energy-efficiency policies,

which result in greater energy and environment savings and more local jobs.

The project was initiated in March 1993 and within 2 years it provided the

following:

l A 37% saving on municipal energy and water costs, based on a 7-year payback

period for the OMEC cities.
l A 20-MW reduction of electricity demand, primarily calculated on marginal

intensity.
l A 500,000-tonne reduction in CO2 emissions per year.

Example 4.3: Influential Activity of a Professional Association

In this example, the case study details progress made in pursuit of energy efficiency

in Stockholm, Sweden, which was run from 1974 to 1984 (although some of the

activities still continue to date), by the Association of Swedish Energy Advisors

(ASEA). The main aims were:

l To introduce energy-efficiency programs and renewable energy technologies.
l To promote education and information concerning energy efficiency in build-

ings.
l To reduce the dependence on oil from 70% to 35%.
l To reduce CO2 emissions through taxation and fees on CO2 and SO2.

First, the government established voluntary programs to offer advice and inspec-

tion services at the local level, to provide services for tuning boilers and burners and

services for insulation and draft proofing, and to measure domestic hot water

consumption. The emphasis was on energy conservation for reducing losses,

lowering indoor temperatures, and similar goals.
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The type of advice provided included measures to:

l Reduce indoor space temperatures and hot water temperatures
l Tune boilers
l Change furnishings
l Install draft-proof windows and doors
l Add thermal insulation
l Install heat pumps

The ASEA knew that to achieve the greatest benefit, the above measures needed

to be implemented as a package, rather than individually. With increasing aware-

ness of the threat of climate change, energy became part of the wider environmental

strategy. Therefore, the focus was then on improving efficiency and environmental

quality.

Consequently, after some successful implementation policy, the energy initia-

tives have resulted in a 15% decrease in energy consumption, showing that the

energy advice program has achieved its goals.

These two case study examples indicate that such programs can lead to a

reduction in ambient pollution, a decrease in emissions, a decrease in wastes sent

to final disposal, a reduction in energy consumption, and a reduction in the use of

raw materials.

Example 4.4: Encouraging Vehicle Fuel Savings Through Policy

In recent years, the United States government has tried to encourage through

various policy measures energy savings for vehicles. One component of these

measures envisages better fuel efficiency. In this respect, taxpayers have been

eligible for income tax credits for purchasing hybrid vehicles. Another component

envisages reduction of fuel consumption by encouraging commuting. To do this,

carpooling and subsidized public transportation were encouraged by many munici-

palities; moreover, high-occupancy vehicle lanes and lower tolls for cars with

multiple passengers were designated. Drivers are intentionally encouraged to

drive at economical speed by placing signs indicating recommended car speed,

which is 45 to 55 mph.

Example 4.5: Net Zero Energy Buildings Initiative

In the U.S. and the European Union, buildings use about 40% of the total energy

consumption. An sample energy distribution of a household is illustrated in Fig. 4.5.

This plot shows that a major contributor to energy consumption in buildings comes

from space heating and air conditioning, followed by water heating.

Hence, for energy conservation, this “sources of consumption” must be

diminished. Thus, better building insolation is suggested. In this direction, in

many countries (e.g., U.S., Canada, Germany, U.K., France, Netherlands, and

others), programs called “zero energy building” or “net zero energy building” or

“ultra-low energy house” were initiated.
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The term net zero energy building does not mean that within the building there is

no energy consumption, but rather that the needed energy is generated locally from

renewable resources, especially wind and solar. There are a variety of concepts here:

l Net zero site energy use, meaning that the amount of renewable energy gener-

ated locally is balanced by the energy used within the building.
l Net zero source energy use, meaning that more energy is generated locally than

in a “net zero site energy use” building to compensate for the losses in electrical

lines.
l Net zero energy emissions, also known as zero carbon building, compensate the

used energy sources from fossil fuel (that generate CO2) with the renewable

energy production on-site.
l Net zero cost building compensates the cost for purchasing energy with the

revenue from selling locally generated energy from renewables.
l Net off-site zero energy use refers to buildings that do not generate energy

locally but purchase energy that is 100% from renewable sources.
l Off-the-grid building generates locally renewable energy and uses energy

storage techniques to satisfy all local needs, without being connected to the grid.

Any kind of zero energy building includes complex energy conservation fea-

tures, and therefore the investment is comparatively high. Therefore, subsidies are

essential in promoting such technology. Some examples illustrating the involve-

ment of energy policy in promoting zero energy buildings are summarized here:

l In California, there are important subsidies for purchasing photovoltaic (PV)

panels and reducing household consumption, as a first step to zero energy

buildings (see Clarum 2003). California provides $3.2 billion subsidies for

residential and commercial net zero energy buildings (see Go Solar 2008).

Space
heating
30.70%

Air
conditioning

11.50%
Water 
heating 
13.50%

Refrigerator/
freezer
8.20%

Lighting
10.30%

Cooking
4.70%

Clothing +
Dish

washers
5.60%

Other
15.50%

Fig. 4.5 Household energy use [data from DOE (2008)]
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l The Chinese government offers economic support to finance a 71-story building

in Guangzhou that use a distribution system supplied with wind and solar energy

(see Skidmore 2008).
l In Canada, the “Now House Project” is sponsored by the Canada Mortgage and

Housing Corporation to build 12 near zero energy buildings across the country

(see Equilibrium Housing Competition 2008).
l The U.K. plans to grant exemption from the stamp duty land tax lasting until

2012 for all zero carbon emission homes up to GBP 500,000 in value (see U.K.

Budget 2008).

Example 4.6: Material Recycling in Ontario

One possible path to energy conservation is by recycling expensive materials that

otherwise must be mined and processed with the expense of higher energy. More-

over, by recycling materials that are often toxic (e.g., mercury), one may reduce the

environment pollution through waste. The Recycling Council of Ontario imple-

mented a program called “take back the light,” which is the first comprehensive

fluorescent bulb recycling program in Ontario (RCO 2008). The program addresses

businesses in the commercial and industrial sector and aims to recover 30 million

fluorescent bulbs a year. Participants in the program also benefit from unique

branding opportunities and ongoing promotion of this program in the Ontario

marketplace. This program is a consequence of Ontario’s commitment to electricity

conservation by setting the goal of reducing the province’s consumption by 6.3 GW

by 2015. The benefits of this program are as follows:

l Avoids disposal of fluorescent bulbs in landfills and thus contamination of the

environment with mercury (mercury can contaminate air, water, and soil).
l Recovers about 312 kg of mercury a year.
l Each bulb collected is recycled, with 98% recovery of glass, aluminum, phos-

phorus, and mercury, and these materials are used for new products; energy is

saved in this way.
l Promotes economic growth by lowering the price of bulbs for the participants in the

recycling program; as the number of participants increase, the prices decrease.
l The participants are contacted through the governmental Web site.

4.5 Energy Management and Audit

In any production process, energy is one of the inputs, which among labor, capital

investment, and materials accounts for 5% to 10% of the total cost of the produc-

tion (Kreith and Goswami 2008). Since production processes involve management

of the resources, energy, as one of the inputs, must be the object of thorough

management. In a restrained sense, energy management refers to monitoring of the

expenditures of fuels or electricity. In a larger sense, energy management involves

monitoring all energy fluxes, energy audits, and planning, all with the aim of

achieving improved energy efficiency, increased savings, and reduced costs.
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Let us review the types and procedures of energy audits, which are the first step

in designing an energy management scheme. Four types of audits can be distin-

guished:

l Walk-through audit provides immediate measures for energy and operating cost

savings by identifying low-cost actions to be taken (e.g., retrofitting the thermal

insulation of the balance of plant).
l Cost analysis evaluates the operating and energy cost history over several years

to identify peak and seasonal demands and potential paths for energy savings.
l Standard energy audit is a comprehensive energy analysis that includes the

development of a baseline for the energy use, evaluation of energy savings,

possible energy conservation measures, and cost-effectiveness.
l Detailed energy audit involves using an energy management system, which is an

electronic assembly of sensors and software for monitoring all energy fluxes;

this audit can recommend energy retrofits.

The specific tasks to follow when performing standard or detailed energy audits

are as follows (see Kreith and Goswami 2008):

l Data analysis is done in general for data collected for 3 years or more, for the

purpose of evaluating the characteristics of energy systems and energy use

within the system. A particular aspect is to determine the effect of ambient

temperature on exergy efficiency and fuel consumption. The building signature,

in terms of thermal inertia, can be also determined.
l Walk-through survey identifies the potential energy-saving measures. The cur-

rent operating and maintenance procedures are critically analyzed, and the

existing operating conditions of major equipment are examined.
l Baseline for building energy use – develops a base case model that represents the

operating conditions and energy fluxes of the system. It involves the review of

process and instrumentation diagrams, inspection, and testing equipment for

determining efficiency parameters and reliability.
l Evaluation of energy-saving measures implies elaborating several strategies for

energy conservation using technical methods for energy savings and economic

analysis tools.

Examples of energy conservation measures in a building that can result from an

audit are upgrading the building thermal insulation, reducing the air infiltrations or

leakages, replacing windows to enhance the daylight inside the building, and thus

reducing the lighting.

It is not possible to manage any activity without proper monitoring and control.

Energy management systems are computer-aided tools comprising pieces of

equipment, distributed sensors and actuators, and software that are essential in

energy monitoring, management, and audit. Their informatics system is known as

SCADA (supervisory control and data acquisition) and it collects all measurements

from the system and makes decisions regarding system regulation for best perfor-

mance under energy conservation constraints. An energy management system is

employed to:
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l Record and compare energy usage by the day, week, month, season, and year
l Monitor all utility services (electricity, gas, water, steam, etc.)
l Evaluate and optimize energy storage strategies (e.g., load shaving)
l Detect and identify problems with nonefficient subsystems

Note that an effective energy management system within an industrial facility

can reduce the energy cost by 2% to 3%, which in many practical situations justifies

the investment in it. In Table 4.2, some key energy management measures relevant

to various industrial processes are listed, which may lead to energy conservation

improvement.

4.6 Selection of More Efficient Energy Options

Meeting the energy needs by increasing conversion (and distribution) efficiency

rather than consumption of primary sources is a beneficial approach to energy

conservation. Energy efficiency leads to economic growth because it lowers the

cost of goods and services as a consequence of providing cheaper energy.

Table 4.2 Energy management issues in industrial processes

Process Energy management issues

Process heating Maintain sufficient heating and adequate temperature through monitoring

and regulation

Avoid often shutting down the process because this leads to energy losses

Process cooling Keep chillers properly loaded for maximum efficiency by managing the

cooling charge

Minimize the time of process exposure to the ambient conditions

Melting and fusion Avoid overheating through proper control

Monitor energy consumption to identify heat leakages or deteriorations

Chemical reactions Proper management of feedstock and catalysis

Assess the system for proper timing and correct balance for high

efficiency

Distillation and

fractionation

Manage overall operation timing, and run only when producing efficiently

Monitor pinch analysis for feed and effluent streams

Drying Proper adjustment of air flow through the dryer according to the charge

Manage the charge and storage times for maximum efficiency

Mechanical processes Follow the maintenance plan for mechanical equipment that consumes oil

for lubrications and actuations, needs replacement of belt transmission

systems, etc.

Manage system and equipment run times

Electrical processes Assure that voltage and current levels are appropriate by monitoring

Check regularly for electromagnetic interferences, hysteresis, power

factor, phase balance, grounding, and proper insulation

Combustion systems Proper control of combustion and flame stabilization

Fuel management

Pumps, fans,

compressors

Good control of the circulation rate

Follow maintenance scheme
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Therefore, implementing energy efficiency methods do not necessarily mean that

energy consumption in a society is reduced; on the contrary, it may increase as a

result of economic growth.

Promotion of efficient energy systems means rationally choosing among options,

so that better designs can be obtained by analyzing alternatives and picking the

most suitable one. It also means encouraging the most efficient solution through

adequate policy (recall the example above with recycling fluorescent bulbs from

Ontario).

In what follows we give some illustrative examples to show how efficiency plays

a major role in energy conservation in any society. One of the relevant measures

that quantify efficiency is exergy (a parameter extensively used within this book—

see definition in Chapter 1). Through exergy efficiency, it is possible to identify the

rational choice. A system that is efficient from the exergetic point of view is also

energy efficient. However, if the system is optimized for energy efficiency only,

that is, considering in the analysis only the energy fluxes and ignoring their

associated exergy, the system/design choice is not necessarily a good one.

Example 4.7: Using Compact Fluorescent Bulbs

In this illustrative example, simple life-cycle costing analysis is applied for lighting

in the case of both incandescent bulbs and compact fluorescent bulbs and compar-

ing their life-cycle costs as detailed in Table 4.3. We know that incandescent bulbs

are less expensive but less efficient (95% of the energy goes to heat and 5% to

usable light), and compact fluorescent bulbs are more expensive but much more

energy efficient.

So, the question here iswhich type of lighting comes out on top in anLCCanalysis?

This example, according to Table 4.3, clearly shows how life-cycle costing analysis

helps in energy conservation and that we should make it part of our daily life.

Example 4.8: Is the Most Efficient the Best Choice?

This example illustrates that the most efficient available system will not be the best

choice. The key point is that from a class of systems (e.g., water heater), the most

efficient one has the higher price. Therefore, the investment cost is high, while,

Table 4.3 An example of life-cycle costing analysis

Cost of purchasing bulbs Incandescent Compact fluorescent

Life time of one bulb (h) 1,000 10,000

Bulb price ($) 0.5 6.0

Number of bulbs for lighting

10,000 h

10 1

Cost for bulbs ($) 10 � 05 ¼ 5.0 1 � 6 ¼ 6
Energy cost
Equivalent wattage (W) 75 12

Watt-hours (Wh) required for

lighting for 10,000 h

75 � 10,000 ¼ 750,000 Wh

¼ 750 kWh

12 � 10,000 ¼ 120,000 Wh

� 120 kWh

Cost at 0.05 per kWh 750 kWh � $0.05 ¼ $37.5 120 kWh � $ 0.05 ¼ $6
Total cost ($) 5 + 37.5 ¼ 42.5 6 + 6 ¼ 12

Data from Dincer and Midilli (2007)
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because of the high efficiency, the operating cost during the lifetime is low. The

simplified cost formula is

Ct ¼ Ci þ Co; (4.1)

where Ct is the life-cycle cost, Ci is the investment cost, and Co is the operating cost

during the lifetime.

If the system is less efficient, in contrast, the investment cost is low while the

operating cost is high. Hence, the two extreme situations lead to a high life-cycle

cost. The optimum efficiency that minimizes the cost is somewhere in between.

This reasoning is valid also for systems that save energy by harvesting from

renewable sources (solar, wind, etc.).

Let us assume a PV panel. In this case, the life-cycle cost can be simply modeled

as the difference between the investment cost and the energy saved during life cycle

S. If one denotes the harvested energy during the lifetime by E, the unit cost of

electrical energy by ce, and the conversion efficiency by �, then S ¼ �Ece and life-

cycle cost is

Ct ¼ Ci �ð Þ � �Ece: (4.2)

Assume in this example that during the life cycle, the cost of harvested (but not

converted) energy is E � ce ¼ $10,000 per square meter of solar panel (this is the

cost of the incident radiation). Then, the cost of saved energy is S ¼ 10,000 � �.
It is given also that the investment cost in solar panels varies with the efficiency

according to the quadratic relationship Ci ¼ 31,809�2 – 2,382.5� + 862.67,

measured in $/m2. The two curves Ci(�) and S(�) are illustrated in Fig. 4.6.
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Their difference representing the total cost Ct(�) has a minimum for � ¼ 19.5% and

a negative for Ct ¼ �$342.4/m2. The minus sign indicates that there are life-cycle

savings. Thus, an investment in panels with 20% efficiency is the right choice.

Example 4.9: Heat Pumps vs. Electric Heating

Heat pumps convert mechanical energy into high-temperature heat while at the

same time recover heat from a low-temperature source. Therefore, they are more

efficient than electrical heaters. In many countries, household water is heated in

electrical water heaters with accumulation. A thermostat is used to stabilize the

temperature in the range of 40�C to 50�C. The exergy efficiency of electrical

heaters can be easily calculated if one knows the water temperature T:

cE ¼ Q 1� T0 T=ð Þ
E

¼ 1� T0
T
; (4.3)

where E is the electrical energy input and Q is the amount of heat. In an electrical

heater, the electrical energy is integrally converted into heat, therefore Q ¼ E. The
temperature T0 in Eq. (4.3) represents the reference (ambient) temperature. Since

T0 ¼ 300 K and T ¼ 350 K, the exergy efficiency of a household water heater is

about 14%.

If a heat pump is used instead, its coefficient of performance (COP) is in the

range of 2 to 5. Therefore, the exergy efficiency of a heat pump water heater is

cP ¼ Q 1� T0 T=ð Þ
EP

¼ COP 1� T0
T

� �
¼ COPcE (4.4)

or in other words, the exergy efficiency of the heat pump is from two to five times

higher than that of an electrical heater. This means that much better energy

utilization is obtained and conservation is obtained by promoting heat pumps.

Assume that a homeowner wants to invest in a heat pump to replace his water

heater. During the lifetime of the product, he must pay price CP for the electrical

energy consumed by the heat pump, EP. This price is lower than C, which would be
paid for an electrical heater consuming the energy E during the lifetime (one

assumes the same lifetime for both systems). The ratio between CP and C is

CP

C
¼ EP

E
¼ Q COP=

Q
¼ 1

COP
; (4.5)

where one assumes that the same useful heat Q is produced by both systems to be

compared.

Therefore, the savings during the lifetime, which result from consuming less

energy, are

S ¼ C� CP ¼ C� COP� 1

COP
: (4.6)
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If the savings are larger than the capital investment in the heat pump, Ci, then the

investment is economically justifiable; otherwise it is not. To study this aspect

further, we plot the ratio S/Ci for a range of COP and several values of C/Ci as

indicated in Fig. 4.7.

From this plot we see that the cost of energy consumed for electrical heating

during the lifetime vs. the investment cost in the heat pump is more than double, and

using heat pumps becomes economically attractive because the savings are higher

than the investment. Also we see that if C/Ci doubles, then S/Ci doubles, meaning

that the payback period reduces by half.

The picture can be made even more favorable to heat pump implementation

through an appropriate taxation policy. With proper tax credits, the heat pumps can

be made economically attractive even for C/Ci < 1, enforcing thus their prolifera-

tion in society.

4.7 Concluding Remarks

Energy conservation is a key element in sectorial (e.g., residential, industrial,

commercial, etc.) energy utilization and is vital for sustainable development.

It should be implemented by all possible means, despite the fact that it sometimes

has its own limitations. This is not only required for today but also for the next

generation as well. A secure supply of energy resources is generally agreed to be a

necessary but not sufficient requirement for development within a society.
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Fig. 4.7 The life-cycle savings per unit of investment cost by replacing an electrical water heater

with heat pumps

142 4 Energy Conservation



An enhanced understanding of the environmental problems relating to energy

conservation presents a high-priority need and urgent challenge, both to allow the

problems to be addressed and to ensure the solutions are beneficial for the economy

and the energy systems.

All policies should be sound and make sense in global terms, that is, become an

integral part of the international process of energy system adaptation that will

recognize the very strong linkage existing between energy requirements and emis-

sions of pollutants (environmental impact).

This study highlights the current environmental issues and potential solutions to

these issues, identifies the main steps for implementing energy conservation pro-

grams and the main barriers to such implementations, and provides assessments for

energy conservation potentials for countries, as well as various practical and

environmental aspects of energy conservation.

Nomenclature

c Unit cost, currency/J

C Cost, any currency

COP Coefficient of performance

E Harvested energy, J

Q Heat, J

S Saved energy, J

T Temperature, K

Greek Letters

� Conversion efficiency

c Exergy efficiency

Subscripts

0 Reference state

e Electrical

E Electric heater

i Investment

o Operation

P Heat pump

t Total

Subscripts 143



References

Clarum 2003. Clarum Homes press release: Clarum unveils California’s first zero energy building

community. Palo Alto, April 1. Internet source http://clarum.com/PR.

Dincer I. 2003. On energy conservation policies and implementation practices. International
Journal of Energy Research 27:687–702.

Dincer I., Midilli A. 2007. Energy conservation. In: Encyclopedia of Energy Engineering and

Technology, Capehart B.L. ed, Chapter 57, CRC Press, New York.

Dincer I., Rosen M.A. 1998. A worldwide perspective on energy, environment and sustainable

development. International Journal of Energy Research 22:1305–1321.

DOE 2008. Buildings Energy Data Book. Department of Energy. Internet source http://buildings-

databook.eren.doe.gov (accessed on December 12, 2008).

Equilibrium Housing Competition 2008. Internet source http://www.cmhc.ca/en/en_001.cfm

(accessed on December 12, 2008).

Go Solar 2008. Go Solar California Web Site. Internet source http://www.gosolarcalifornia.ca.gov

(accessed on January 15, 2009).

Kreith F., Goswami D.Y. 2008. Energy Management and Conservation Handbook. CRC Press,

New York.

Nolden S.D., Morse D., Hebert S. 1998. Energy Conservation for Housing—A Workbook.

Contract-DU100C000018374. Abt Associates Inc., Cambridge, MA.

OECD 1995. Urban Energy Handbook. OECD, Paris.

Painuly J.P., Reddy B.S. 1996. Electricity conservation programs: Barriers to their implications.

Energy Sources 8:257–267.
RCO 2008. Take back the light. A program of the Recycling Council of Ontario. Internet source

http://www.takebackthelight.ca (accessed on December 12, 2008).

Rosen M.A., Dincer I. 1997. On Exergy and environmental impact. International Journal of
Energy Research 21:643–654.

Skidmore 2008. Skidmore, Owings and Merrill Pearl River Tower. Internet source http://usa.

autodesk.com/company/sustainability-center/articles/skidmore-owings-merrill-pearl-river-

tower (accessed on December 12, 2008).

UK Budget 2008. Internet source http://www.hm-treasury.gov.uk/ (accessed on May 10, 2009).

UNFCCC 1994. Hungary: Stabilisation of the Greenhouse Gas Emissions. National Communica-

tion on the Implementation of Commitments under the UNFCCC. Technical Report.

Study Questions/Problems

4.1 What do you understand about energy conservation?

4.2 List and comment on the main factors affecting energy conservation.

4.3 What is the role of policy in promoting energy conservation?

4.4 Explain the link between sustainable development and energy conservation.

4.5 List and comment on improvement factors of energy conservation.

4.6 Explain and comment on the linkages between possible environmental and

energy conservation technologies.

4.7 What kind of measures one can be taken for sectorial energy conservation?

4.8 Find a real example from the media of a public awareness campaign regarding

energy conservation, and comment on it.

4.9 Identify from the media or other sources one professional association that has

influential activity in energy conservation.
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4.10 Describe the net zero energy building initiative.

4.11 Try to quantify the benefit of material recycling for a region (country, county,

municipality).

4.12 What is the role of energy management and audits?

4.13 Find an example of “selecting a more efficient option” based on the example

given in Section 4.6.

4.14 Repeat the analysis from Example 4.8 but this time use a solar thermal

collector. You can study various kinds (like vacuum tube collectors, or

glassed panels, or phase change materials). Try to develop a curve as in

Fig. 4.6 and decide the optimum efficiency of the panel.

4.15 Develop further the analysis from Example 4.9 by considering and comparing

various kinds of heat pumps with real data from manufacturers.

4.16 Conduct a parametric study to compare heating a house with a natural gas

furnace and heating and electricity generation locally using a power cycle

driven by natural gas combustion. The power cycle rejects heat at about 80�C
that is used for space heating (and possible water heating); the produced

electricity is delivered to the grid or immediately consumed. To model the

power cycle, assume energy efficiency in the range of 15% to 30%. Moreover,

assume that some heat is lost at the sink though insulation leakages and this

represents 5% to 15%.

4.17 Electrical vehicles use electromagnetic brakes for energy recovery. When the

vehicle brakes, the electrical drive is switched into a generator over a battery

or condenser. Assume a reasonable range for the braking system efficiency

and determine the overall efficiency improvement.

4.18 Repeat the analysis from 4.17 in the case when the mechanical energy

recovered during braking is stored in compressed air. At the acceleration

phase, the compressed air is released over a turbine and helps reduce the

gas consumption.

Study Questions/Problems 145



Chapter 5

Sustainable Development and Energy Policies

5.1 Introduction

We live in a period characterized by accentuated transition efforts from a fossil

fuel–based economy toward a projected economy based on sustainable energy. The

development of a global society passed through the fossil fuel era when most primary

energy had been obtained by combustion of coal, petroleum, and natural gas. In the

present period, there is larger panoply of primary energy sources that include nuclear

power and hydroelectricity; in addition, other forms of renewable energy have gained

terrain such as wind, solar, biomass combustion, and biofuels for transportation.

Therefore, the development of a hydrogen-fuel infrastructure for transportation is

projected. Most likely in the future the combustion of fossil fuels will be performed

cleanly so that zero emission power generation will be achieved at an attractive cost.

Figure 5.1 suggests that the march toward a global sustainable society is

importantly influenced by policy and decision makers. Behind any policy and

decision there must be a rationale that constrains the decision spectrum. Apart

from various ideologies, the status of technological development and the existent

theoretical assessment and prediction tools play a major role in influencing policy

making and high-level decisions. This chapter discusses theoretical assessment

tools and indices for sustainable development and their impact in shaping energy

policies and strategies that ultimately influence the progress of society toward better

and better sustainability.

Exergy analysis is of major importance in the assessment of sustainability,

because exergy-based efficiency of systems and processes represents a true measure

of imperfections; it also indicates the possible ways to improve energy systems and

to design better ones. Destruction of exergy must be reduced as much as possible.

Assessment of exergy destruction offers the opportunity to quantify the environ-

mental impact and the sustainability of any energy system. We introduce the

sustainability index and explain its influence in quantitative sustainability assess-

ment and shaping energy policies. Other sustainability assessment indicators will be

introduced as well. Some examples of energy policies and strategies include

encouraging the expansion of energy and exergy efficient systems, expanding the

use of renewable energy, and expanding clean fossil fuel combustion technologies.

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_5, # Springer Science+Business Media, LLC 2011
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5.2 Sustainable Energy Strategies and Policies

When shaping sustainable energy policies and strategies, it is important to under-

stand the benefit of clean energy technologies on the one hand and the effects

of fossil fuel–based systems on the other hand. The kinds of energy technologies

with zero or minimum negative environmental impact (e.g., through associated

pollution)—those that are more environmentally benign and more sustainable—are

in general called green energy. Considering the benefits of green energy, sustain-

ability of green energy supply and progress is assumed to be a key element in the

interactions between nature and society. An essential increase in the scale and pace

of policy instruments and their effectiveness is required to change course toward a

sustainable path. It is important to possess theoretical tools to quantitatively assess

green energy development and to do the following:

l Help elaborate rational strategies and policies
l Help understand green energy and sustainability issues, concepts, policies, etc.
l Identify and implement the connection between green energy use and sustain-

ability
l Encourage the use of green energy sources
l Provide the methods for implementing energy security and green energy
l Motivate the implementation of green energy strategies for a better energy

supply
l Provide solutions to reduce the negative environmental impact by proposing

practical green energy strategies
l Develop the right platforms to discuss and implement green energy strategies for

sectorial activities

The need for policy is justified by the fact that free markets must be enforced to

meet the needs of vulnerable groups, reduce environmental pollution, and ensure

energy security. At the highest level, strategies are needed, that is, plans or

Present:
Transition period from

fossil fuel economy

Future:
Sustainable energy

society

Policy and
decision
makers

Technological
development

Assessment tools
(exergy, sustainability 

index, etc.)

Fig. 5.1 The role of assessment tools and indicators in shaping the future sustainable society
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methods toward a goal (in our discussion “the goal” means progress toward a

global society based on sustainable energy). Once a strategy is established, the

policy, which represents the course of actions to implement the strategy, must be

elaborated. Any policy will specify “policy instruments,” which represent specific

measures taken to implement a policy. Examples of policy instruments are as

follows:

l Imposing efficiency standards
l Setting public procurement policies
l Imposing appliance labeling norms
l Imposing an obligation to buy or supply energy from renewable sources
l Supporting research and development in demonstration projects

Midilli et al. (2006) provided a chart showing some key expectations from the

implementation of the green energy strategies and policies for a sustainable future

(Fig. 5.2). The figure suggests the crucial importance of adopting the right strategies

and policies. Some examples of promising policies are given here from Jefferson

(2000):

l Phasing out subsidies for fossil fuel–based energy
l Restructuring the energy sector
l Supporting energy sector innovation
l Promoting energy efficiency
l Financing rural energy
l Providing decentralized options
l Improving access to modern, efficient cooking fuel

Other factors that influence the elaboration of green energy strategies and policies

(Jefferson 2000) can be summarized as follows:

l Competition among sustainable energy technologies may be hampered by mar-

ket distortions that give advantages to some players.
l Improving energy efficiency requires less investment than does new generation.
l Financing large energy projects discourages smaller renewable energy projects.
l Commercialization of green energy technologies is not occurring quickly

enough to meet the challenges of sustainability.
l For significant sustainable progress a critical mass of public support is needed.
l It is important to liberalize the energy markets in order to offer an opportunity to

change.

In a recent study, Dincer and Rosen (2005) outlined the essential factors impacting

sustainable development and their interdependencies. They referred to sustainable

development as the confluence of energy and resources sustainability, economic

sustainability, environmental sustainability, and social sustainability, and discussed

their interrelations, as shown in Fig. 5.3. Dincer and Rosen’s work is taken as the

main basis of this analysis and model development.

Green energy resources and technologies are a key component of sustainable

development for three main reasons (Dincer and Rosen 2005):
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l They generally cause less environmental impact than other energy sources. The

variety of green energy resources provides a flexible array of options for their use.
l They are reliable and cannot be depleted. If used carefully in appropriate

applications, green energy resources can provide a reliable and sustainable

supply of energy almost indefinitely.
l They favor system decentralization and local solutions that are somewhat

independent of the national network, thus enhancing the flexibility of the system

and providing economic benefits to small isolated populations. Also, the small-

scale equipment often reduces the time required from initial design to operation,

providing greater adaptability in responding to unpredictable growth and/or

changes in energy demand.

Fig. 5.2 Key expectations from implementation of green energy strategies and policies [modified

from Midilli et al. (2006)]
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The major considerations involved in the development of green energy technol-

ogies are illustrated in Fig. 5.4 and include, according to Dincer and Rosen (2005),

social and environmental impact, commercialization, technical aspects, and eco-

nomic factors. Apart from these considerations one can identify a number of

parameters (factors) that are important in establishing green energy strategies and

policies. They include public information, environmental education, innovation

stimulation, promotion of technologies, financing, and very important elaborating

evaluations tools and techniques. Based on Midilli et al. (2006), Fig. 5.5 shows the

Fig. 5.3 Interdependence of the factors affecting sustainable development [modified from Dincer

and Rosen (2005)]

Fig. 5.4 Considerations involved in development of green energy technologies [modified from

Dincer and Rosen (2005)]
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main factors that affect the elaboration of sustainable energy policies and strategies.

Green energy technologies are largely shaped by broad and powerful trends that

have their roots in basic human needs. In conjunction with this, the increasing world

population requires the definition and successful implementation of green energy

technologies. Briefly, the important parameters and their interrelations as outlined

in Fig. 5.5 are definitely required to carry out the best green energy program and

select the most appropriate green energy technologies for sustainable development.

Green energy technologies are considered to play a crucial role in sustainable

energy policies and their implementation for a carbon-free society in the future. The

foremost factor that will determine the specific role of green energy and technol-

ogies will likely be energy demand. Therefore, green energy from renewable

energy sources such as hydro, solar, wind, geothermal, wave, and biomass must

be used to satisfy the demand. If so, green energy technologies can be utilized for

many application fields as shown in Fig. 5.6. Thus, it appears that green energy and

technologies can help do the following:

l Provide a more environmentally benign and sustainable society
l Increase energy security

Fig. 5.5 The main factors affecting sustainable energy strategies and policies [modified from

Midilli et al. (2006)]
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l Facilitate the development of clean technologies
l Reduce air, water, and soil pollution and deforestation
l Reduce pollution-related health issues
l Contribute to a peaceful world by stopping conflicts among countries due to

energy related issues

As can be understood from the above discussion, green energy and related

technologies represent the unique modality through which it is possible to reduce

the harmful effects of fossil fuels combustion. Therefore, the development strate-

gies must consider elaborating policies for transition toward a green energy

economy. The developed countries should play the role of drivers toward imple-

menting such policies by increasing the investments in green and sustainable

energy technologies.

The following primary green energy strategies to reduce energy-, environment-,

and economy-related issues in various sectors should be taken into account

(see Midilli et al. 2006) for promoting the development of sustainable energy

technologies:

l Sectorial support for transition to green energy technologies
l Development of the road maps and policies for green energy sources
l Governmental and public support for green energy economy
l Production, consumption, distribution, conversion, management, and marketing

of green energy technologies and options
l Research, development, and application of sustainable green energy technologies

Fig. 5.6 Applications of green energy technologies [modified from Midilli et al. 2006]
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l Availability, productivity, and reliability of green energy and technologies
l Design and fabrication of green energy–based environmental and ecological

applications

5.3 Modeling Instruments for Sustainable Energy

Development and Policies

The main methods and tools for elaborating sustainable development policies and

strategies can be classified into four categories (see Dincer and Rosen 2005):

l Environmental tools, including performance indicators, impact assessment, and

ecological footprints
l Thermodynamic tools, including exergy analysis and material flux analysis
l Sustainability tools, including life-cycle assessment and sustainable process

index (as introduced above)
l Risk assessment

Environmental impact assessment (EIA) is an environmental tool used in assessing

the potential environmental impact of a proposed activity. EIA can assist in making

a decision on whether or not the proposed activity will pose any adverse environ-

mental impacts. The EIA process assesses the level of impact and provides recom-

mendations to minimize such impact on the environment.

Ecological footprint (EF) analysis is an accounting tool enabling the estimation of

resource consumption and waste assimilation requirements of a defined human

population or economy in terms of corresponding productive land use.

Sustainable process index (SPI) is a means of measuring the sustainability of a

process producing goods. The unit of measure is square meter (m2) of land. It is

calculated from the total land area required to provide raw materials, process energy

(solar derived), infrastructure (including energy generation production facilities),

and waste disposal.

Material flux analysis (MFA) is a materials accounting tool that can be used to

track the movement of elements of concern through a specified system boundary.

The tool can be adapted further to perform a comparative study of alternatives for

achieving environmentally sound options.

Risk assessment (RA) can estimate the likelihood of potential impacts and the

associated degree of uncertainty in both the impact and the likelihood it will

occur. The risk assessment helps in decision making.

There are a number of parameters proposed in the literature (see Dincer 2000,

2002, Dincer and Rosen 1999, 2005, Rosen et al. 2008) for the quantitative

assessment of a sustainable energy impact on the society and for elaborating
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adequate policies and strategies. Some relevant modeling parameters are introduced

in this section, as taken from Midilli et al. (2006).

Sectorial impact ratio (Rsi) is based on the provided financial support of public,

private, and media sectors for transition to green energy–based technologies, and

depends on the total green energy financial budget as a reference parameter.

Mathematically,

Rsi ¼ Cp;si

Cgeb

; Cp;si<Cgeb; (5.1)

where Cp,si defines the provided financial support of the public, private, and media

sectors for transition to green energy–based technologies, and Cgeb defines the total

green energy financial budget in a country. The sectorial impact ratio ranges from

0 to 1/3.

Technological impact ratio (Rti): This parameter quantifies the provided financial

support for research and development, security, and analysis of green energy–based

technologies. This parameter depends on the total green energy financial budget as

a reference parameter. The technological impact ratio is defined mathematically as

Rti ¼ Cp;ti

Cgeb

; Cp;ti<Cgeb; (5.2)

where Cp,ti represents the provided financial supports for research and development,

security, and analysis of green energy–based technologies. The technological

impact ratio ranges from 0 to 1/3 (see Midilli et al. 2006).

Practical application impact ratio (Rpai): This parameter quantifies the provided

financial support for design, production, conversion, marketing, distribution, man-

agement, and consumption of green fuel from green energy sources and also

depends on the total green energy financial budget:

Rpai ¼ Cp;pai

Cgeb

; Cp;pai<Cgeb; (5.3)

where Cp,pai represents the provided financial supports for design, production,

conversion, marketing, distribution, management, and consumption of green fuel

from green energy sources.

The proportional effects of the above-defined parameters (sectorial, technologi-

cal, and practical application impact ratios) on the green energy financial budget in

a country can be quantified by a newly introduced parameter called the green
energy impact ratio.

Green energy impact ratio (Rgei) is defined based upon Eqs. (5.1) to (5.3) as the

summation of sectorial, technological, and practical application impact ratios as

follows:

Rgei ¼ Rsi þ Rti þ Rpai: (5.4)
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Green energy–based sustainability ratio (Rges) is defined as the product of the

green energy utilization ratio (Rgeu) and green energy impact ratio (Rgei). This

parameter can be written mathematically as

Rges ¼ Rgei � Rgeu: (5.5)

Fossil fuel utilization ratio (Rffu) quantifies the fossil fuel utilization with respect

to utilization of all kinds of energies. The kinds of energies utilized by the entity

subjected to analysis (a sector, a country, a continent, all countries, etc.) are

categorized into two types: fossil fuel energy, and green energy (one generally

considers nuclear energy as a green energy provided that all associated processes

are pursued in a sustainable manner). By definition,

Rffu ¼ 1� Rgeu: (5.6)

From the definition of fossil fuel utilization, we get

Rffu ¼
P

ffcP
pec

; (5.7)

where
P

ffc is the total fossil fuel consumption and
P

pec is the total primary

energy consumption. Therefore, from Eqs. (5.6) and (5.7) the green energy utiliza-

tion ratio can be written as

Rgeu ¼
P

pec�P
ffcP

pec
: (5.8)

On the other hand, based on Eqs. (5.4) and (5.5) the green energy–based

sustainability ratio is

Rges ¼ Rsi þ Rti þ Rpai

� �� Rgeu: (5.9)

Hence, substituting Eqs. (5.1) to (5.3) and (5.8) into Eq. (5.9), one obtains

Rges ¼ Cp;si

Cgeb

þ Cp;ti

Cgeb

þ Cp;pai

Cgeb

� �
�
P

pec�P
ffcP

pec
: (5.10)

The following assumptions can be made for analyzing parametrically the green

energy impact ratio and green energy–based sustainability ratio:

l The weights of the technological, sectorial, and practical application impact

ratios split equally (one third of the total green energy financial budget). Notice

that the sum of the above three parameters should equal to 1, because it is
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considered that the total green energy financial budget is prepared in accordance

with the activities involved in the parameters.
l The assumed values of technological, sectorial, and practical application

impact ratios are selected at specified values, such as 20%, 60%, and 100%,

respectively.
l The total primary energy consumption, total fossil fuel consumption, and total

green energy consumption can be taken as reference points.

Bejan (1994) studied the application of entropy generation minimization prin-

ciples to formulate energy policy. The primary purpose of Bejan’s work was

threefold: (1) to employ the art of entropy generation minimization at a level as

yet unexplored; (2) in the process, to present a unified framework with a sound

theoretical basis for making and analyzing energy policy proposals; and (3) to

demonstrate the potential benefits of a dialogue among different disciplines, aca-

demic or professional, by presenting the results of an ongoing dialogue between an

accountant and an engineer.

Exergy may be, or provide the basis for, an effective measure of the potential

of a substance or energy form to impact the environment. It is important to

mention that in practice a thorough understanding of exergy and the insights it

can provide into the efficiency, environmental impact, and sustainability of

energy systems are required for the engineer or scientist working in the area of

energy systems and the environment. Further, as energy policies increasingly play

an important role in addressing sustainability issues and a broad range of local,

regional, and global environmental concerns, policy makers also need to appreci-

ate the exergy concept and its ties to these concerns. The need to understand the

linkages between exergy and energy and the environmental impact has become

increasingly significant.

Connelly and Koshland (1997) suggest that exergy can be used to define the

efficiency of fossil fuel consumption through a depletion number as follows:

Dp ¼ ExD

Exin
; (5.11)

which represents the relationship between the exergy destruction (ExD) and the

exergy input (Exin) by fuel consumption. The relationship between the depletion

factor and the exergy efficiency is

c ¼ 1� Dp: (5.12)

We express the sustainability of the fuel resource by a sustainability index (SI),

which has been introduced by Rosen et al. (2008) as the inverse of the depletion

number:

SI ¼ 1=Dp: (5.13)

5.3 Modeling Instruments for Sustainable Energy Development and Policies 157



5.4 Case Studies

5.4.1 Sustainability Assessment of Solar Energy

The sustainability index and green energy utilization index can be estimated for a

situation in which solar thermal energy replaces (partially or totally) the combus-

tion of fossil fuels. Zamfirescu et al. (2008) report such a study, which considers

solar heating and power cogeneration.

Figure 5.7b shows the solar energy sustainability ratio over a period of time for

three financial scenarios (similar to those proposed in Dincer and Rosen 2005),

namely 20%, 60%, and 100% of the green energy financial investment for future

years is affecting the sustainability of solar technology development and imple-

mentation. As expected, the utilization of fossil fuels decreases in favor of solar

energy. Furthermore, the sustainability of solar (and renewable systems) increases

with investment input. An increased sustainability of energy systems translates to a

reduced impact on global warming.

5.4.2 Sustainability Assessment of Fossil Fuel Combustion

Rosen et al. (2008) considered a power plant using natural gas as the fuel (for

modeling purposes, the natural gas has been assimilated to pure methane, CH4).

One expresses the environmental impact in terms of the amount of carbon dioxide

emission. A balanced chemical combustion equation of methane shows that for

each kilogram of methane burned, 2.75 kg of carbon dioxide (CO2) is released. The

specific chemical exergy of methane is 51,840 kJ/kg. The amount of carbon dioxide

emitted and the sustainability index as a function of the exergy efficiency for 1 kWh

of power production are plotted in Fig. 5.8.

The figure shows a quantitative illustration of the relation between the CO2, SO2,

or NOx emissions and sustainability index (SI) of a process and its exergy effi-

ciency. Carbon dioxide emission is calculated for power generation where the fuel

is methane and the results are for 1 kWh of power output. SO2 and NOx emissions

are calculated for an air conditioner with electricity as the work input and the results

are for 1 kWh of cooling load. The absolute values represented by the emissions

axis are not shown. At an exergy efficiency of 50%, the CO2 emission is 0.38 kg

while the SO2 emission is 0.43 kg and the NOx emission is 0.25 g.

5.4.3 Assessment of Green Energy Strategies and Policies

Midilli et al. (2006) illustrate the use of sustainability parameters in assessing

sustainability strategies and elaborating meaningful policies. The following three
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cases including technological, sectorial, and practical application impact ratios are

considered:

l Case 1—assumes one variable and two constant parameters. Since the maximum

value of each individual parameter is 1/3, in this case the sum of the constant

parameters is bounded by the value 2/3.
l Case 2—assumes two variables and one constant parameter. Thus, this time the

maximum value of the variable parameters is 2/3.
l Case 3—assumes all three parameters as variables.
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Fig. 5.7 (a) Energy utilization ratio comparison and (b) solar sustainability index [modified from

Zamfirescu et al. (2008)]
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The calculations presented here is based on statistical data of fossil fuel and green

energy utilization and extrapolation of these data up to year 2050. The input data

used in the study by Midilli et al. (2006) are given in giga tonne oil equivalent

(Gtoe) in Fig. 5.9.

Figure 5.10 presents the variation of the fossil fuel and green energy utilization

ratios as a function of year, and Fig. 5.11 correlates the variations of the fossil fuel

utilization ratio as a function of green energy utilization ratio.

As it is clearly seen, the fossil fuel utilization ratio decreases year by year while

the green energy utilization ratio increases. For example, in 1965 the green energy

utilization ratio was 5.59% while the fossil fuel utilization ratio was 94.41%.

In 2004 the green energy utilization ratio reached 12.31% while the fossil fuel

utilization ratio decreased to 87.69%. The projections from this study show that the

green energy utilization ratio will reach almost 16.33% and the fossil fuel utiliza-

tion ratio will decrease to almost 83.67% in 2050. In conclusion, through this

example it is demonstrated that, in order to reduce the harmful effects resulting

from fossil fuel consumption, green energy strategies should be put into practice for

sustainable development.

The sensitivity analysis aims to study the effect of the sectorial, technological,

and practical application impact ratios on the green energy utilization. In order to

conduct the analysis, one or two of these parameters can be selected as a constant.

In order to quantify the variable parameter(s), a dummy variable x is introduced,

where x takes a value from 0 to 1. The results are shown in Table 5.1. When case 1

is considered, it is found that the green energy impact ratio changes between 0.733

and 1.00 depending on the percentages of the variable parameter. In case 2, it is

found that the green energy impact ratio varies between 0.467 and 1.00. In case 3,

it is found that the green energy impact ratio varies from 0.20 to 1.00 depending on

the percentages of three variable parameters.

Fig. 5.8 Correlating the sustainability index with the exergy efficiency of the combustion process

[modified from Rosen et al. (2008)]
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Fig. 5.10 Evolution of green energy and fossil fuel utilization ratios [modified from Midilli et al.

(2006)]

Fig. 5.9 Fossil fuel and green energy utilization history and forecast [modified from Midilli

et al. (2006)]
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Observe that the highest values of green energy impact ratio are found in case 1.

Case 3 gives the lowest green energy impact ratios. Thus, case 1 represents the

rational selection to increase the green energy impact ratio and green energy–based

sustainability ratio.

Figures 5.12 to 5.14 show yearly variation of the green energy–based sustain-

ability ratio (Rges) as a function of the percentages of the green energy financial

Fig. 5.11 Correlating fossil fuel with green energy utilization ratios [modified from Midilli et al.

(2006)]

Table 5.1 Calculated green energy impact ratios for cases 1 to 3

Variable parameter, a

20% 40% 60% 80% 100%

Case Description Parameter f Green energy impact ratio

1 2 constants

1 variable

2/3

1 � (1/3) � e
0.733 0.800 0.867 0.933 1.000

2 1 constant

2 variables

1/3

2 � (1/3) � e
0.467 0.600 0.733 0.867 1.000

3 3 variables 3 � (1/3) � e 0.200 0.400 0.600 0.800 1.000

Data from Midilli et al. (2006)

Note: Parameter f represents the percent of total budget invested for green energy development
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budget, which is taken as 20%, 60%, and 100%, respectively. The values of green

energy–based sustainability ratios were calculated using Eq. (5.10). As shown in

these figures, the values of Rges increase with time. The highest values of Rges are

obtained when case 1 is applied (see Figs. 5.12–5.14). For example, the green

energy–based sustainability ratios are estimated at 9.8% in 2005 and 11.9% in 2050

Fig. 5.12 Green energy–based sustainability ratio for a 20% green energy budget [modified from

Midilli et al. (2006)]

Fig. 5.13 Green energy–based sustainability ratio for a 60% green energy budget [modified from

Midilli et al. (2006)]
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for the case of a 20% green energy financial budget. In the case of a 60% green

energy financial budget they are 11.6% in 2005 and 14.2% in 2050. In the case of a

100% green energy financial budget they are 13.4% in 2005 and 16.3% in 2050.

The importance of implementing green energy strategies through green energy

systems and applications for sustainable future appears obvious. If green energy

strategies are implemented, the green energy–based sustainability ratio increases,

and green energy is more easily supplied, and therefore green technologies are more

preferred and applied. Consequently, the negative effects stemming from fossil fuel

combustion will decrease, and thus the green energy–based sustainability ratio will

increase.

As mentioned in Midilli et al. (2006), by 2050 fossil fuel consumption and green

energy consumption are expected to reach 13807.2 and 2694.9 Mtoe (mega tonnes

oil equivalent), respectively. This increase indicates that we will still be dependent

on fossil fuels. For 2004 the estimation of the green energy utilization ratio is

12.31%, while the fossil fuel utilization ratio is 87.69%. By 2050 it is expected that

the green energy utilization ratio will reach almost 16.33% and the fossil fuel

utilization ratio will decrease to almost 83.67%.

This analysis indicates that if the increase of fossil fuel consumption continues to

increase, the associated pollution effects will be felt globally and dramatically.

Such a scenario may result in increasing global unrest. It is thus suggested that the

utilization of fossil fuels should be reduced, and fossil-based technologies should be

gradually converted to green energy–based technologies.

Fig. 5.14 Green energy–based sustainability ratio for a 20% green energy budget [modified from

Midilli et al. (2006)]
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The highest green energy impact ratio is found between 73.3% and 100%

in case 1. This means that the highest percentage (e.g., 100%) of the variable

parameter in case 1 should be selected. Moreover, the scenario from case 1 gives

the best results of the green energy–based sustainability ratio.

In conclusion, sustainable green energy strategies are definitely required to

ensure better environment and global stability by reducing the harmful effects of

the fossil-based energy consumption and unlink society from dependence on fossil

fuels. It is also important to shape transition strategies to a green energy–based

economy. Developed countries, in particular, should increase investments in green

energy technologies.

Progress of green energy and technologies is definitely influenced by the sus-

tainable green energy strategies for future green energy scenarios. The most

important factor influencing the specific role of green energy and technologies

appears to be energy demand. The balance of energy demand and supply and

sustainable green energy sources and technologies should be taken seriously into

consideration.

In order to develop and implement green energy technologies and applications

in any country, green energy strategies appear to be essential. It is clear that green

energy strategies are becoming increasingly important for society with regard to

solving global environmental problems, energy security, and supply issues.

5.5 Concluding Remarks

In this chapter the interdependence between sustainable development and energy

policy was discussed. The role of green energy strategies for sustainable develop-

ment was emphasized. Considering sustainable green energy strategies, it can be

concluded that the most important scenario to encourage transition to green energy

technologies is to facilitate interactions among countries, scientists, researchers,

societies, and others. Investment in green energy supply should be encouraged by

governments and other authoritative bodies for the interest of having a green

alternative to fossil fuels.

Assessments of the sustainability of processes and systems, and efforts to

improve sustainability, should be based in part upon thermodynamic principles

and especially the insights revealed through exergy analysis. The development of a

sustainability index or a ratio of energy utilization (per kind) is very important in

establishing reasonable strategies and policies for sustainable energy development.

Nomenclature

a Variable parameter (Table 5.1)

C Financial support any currency
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Dp Depletion factor

Ex Exergy (kJ)

f Percent of green energy budget

ffc Total fossil fuel consumption

pec Total primary energy consumption

R Ratio

SI Sustainability index

Greek Letter

c Exergy efficiency

Subscripts

D Destroyed

ffu Fossil fuel utilization

geb Green energy financial budget

gei Green energy impact

ges Green energy–based sustainability

in Input

p Provided

pai Practical implementation impact

si Sectorial impact

ti Technological impact
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Study Questions/Problems

5.1 What one can understand through energy policy and what is its role in

sustainable development?

5.2 Comment on the key expectations from the implementation of green energy

strategies and policies.

5.3 Identify and explain the interdependence of the factors affecting sustainable

development.

5.4 What considerations are involved in the development of green energy tech-

nologies?

5.5 Identify and explain the main factors affecting sustainable energy strategies

and policies.

5.6 What are the applications of green energy technologies?

5.7 Explain the method of environmental impact assessment.

5.8 What is ecological footprints analysis?

5.9 Define and give examples of a sustainable process index.

5.10 Explain the material flux analysis method.

5.11 What can one understand through risk assessment?

5.12 List and define some key parameters quantifying sustainablility and sectorial

impact of green technologies.

5.13 Based on a literature study determine the sustainability of concentrated solar

power systems.

5.14 Determine the sustainability of applying carbon capture and sequestration at

coal combustion for power generation.
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Chapter 6

Fossil Fuels and Alternative Fuels

6.1 Introduction

A “fuel” is generally defined as any material that can be altered to release energy in

a controlled manner in the form of heat and/or work. Fuels can be solids, liquids, or

gases. Conventional fuels are of two types: fossil fuels and nuclear fuels. The word

“altered” in the above definition signifies a chemical or physical process to which

the fuel is subjected to release energy. Nuclear fuels, such as fissionable uranium,

are “altered” through a chained nuclear reaction of fission to generate useful energy

in the form of high temperature heat. Fossil fuels represent fossilized biomass,

which stores carbon out of the natural carbon cycle in sediments for a long time.

When combusted, fossil fuels release the carbon into the atmosphere in the form of

carbon dioxide, thus contributing to global warming. Biomass also emits carbon

dioxide when combusted; however, the emitted carbon is only returned in the global

carbon cycle in this way; thus, biomass is considered a renewable energy resource.

Biomass represents biological material of recently living organisms, which is

regarded both as an alternative fuel and as a source of materials for synthetic

fuels production.

Alternative fuels are nonconventional fuels that can be obtained from biomass

(in which case they are called biofuels) or from fossil fuels (in which case they are

called synthetic fossil–based fuels). Blends of fossil-derived fuels and biofuels are

also considered alternative fuels (e.g., gasoline + bioethanol blends). The classifi-

cation of fuels is represented graphically in Fig. 6.1.

Sustainable energy development requires alternative fuels, which are viewed as a

cleaner means of chemical energy storage with respect to fossil fuels. In this chapter,

fossil fuels and alternative fuels are introduced and compared in terms of energy and

exergy per stored mass and volume and associated environmental impact.

6.2 Fossil Fuels

There are three types of fossil fuels: coal (solid), petroleum (liquid), and natural gas

(gaseous).

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_6, # Springer Science+Business Media, LLC 2011
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All fossil fuels are natural hydrocarbons with a density in increasing order,

starting from natural gas to the light and heavy oils, to bitumen, kerogen, sapropels,

and humic coals. While the density increases, the ratio between hydrogen and

carbon atoms (H/C) for 1 mol of substance decreases from about 4 for natural gas

(comprising mainly methane) to 0.7 specific to coal. In a hydrocarbon, the H/C ratio

indicates the aromaticity, which is the capability of the molecule to form aromatic

rings of covalent bonds. Because of higher aromaticity, the molecules of heavier

hydrocarbons are more stable and thus more difficult to crack. We discuss in this

section the main features of coal, petroleum, and natural gas.

6.2.1 Coal

Coal is a sedimentary rock obtained by exposure to high pressure and temperature

of fossilized organic matter and comprises primarily carbon and some smaller

quantities of hydrogen, sulfur, oxygen, and nitrogen. The variety of coal rock is

large with respect to composition, moisture content, and calorific value. Three of

the chemical elements containing coal generate heat when combusted. These are

carbon, hydrogen, and sulfur. The formation enthalpy of the oxidation products of

these elements, listed in Table 6.1, is the factor contributing to the calorific value of

coal. Therefore, the concentration of carbon, hydrogen, and sulfur in coal plays the

major role with respect to coal value from an energy point of view.

Coal is of four main types according to the coal rank. The coal rank represents a
conventional measure to characterize the heating value of coal in correspondence to

its fixed carbon and volatile matter content and caking properties. The types of

coals in the standard classification, listed from higher to lower rank, are as follows:

anthracite, bituminous, subbituminous, and lignite; their characteristics are sum-

marized in Table 6.2.

The presence of water in coal is explained by the process of its geological

formation, where humid biomass was squeezed under the pressure of sediment

layers. Water is both chemically and physically bound in the coal structure and is

Conventional
fuels

Alternative
fuels

Fossil
fuels

Nuclear
fuels

Biofuels Synthetic fuels Fuel blends

FUELS
(solid, liquid, gas)

Fig. 6.1 Classification of fuels
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commonly denoted with the term moisture content. Table 6.2 shows that the

moisture content in coal varies from 2% to 45% by weight. When coal is com-

busted, a part of the combustion heat is consumed by water evaporation; the drier it

is, the higher the calorific content of coal.

Ash represents the residue that remains after the complete combustion of coal

and comprises various sulfates and oxides and other inorganic chemicals. Coal

embeds two types of mineral matter that ultimately led to the formation of ash by

combustion: extraneous mineral matter (gypsum, shale, sand, pyrite, clay, marca-

site, calcium, magnesium) and inherent mineral matter (some of the constituents of

the biomass from which coal was formed).

Volatile matter is the percentage of products that are volatile—that is, they can

be released as gases during pyrolysis process. Volatile matter refers to all other

components, except the water vapor, which result from mixture evaporation. The

loss of carbon dioxide from mineral embedded in coal structure is an example of

volatile matter; other examples are hydrogen emanated by chloride minerals or

sulfur from pyrite.

If the mass of volatiles, ash, and moisture is extracted from the mass of coal, the

remaining quantity is known as fixed carbon. For anthracite, the fixed carbon is 75%
to 85% by weight, while for bituminous, subbituminous, and lignite coal, it is 50%

to 70%, 30% to 57%, and 25% to 30%, respectively (see Speight 2005).

The calorific value of solid fuels is usually given in two forms: gross (GCV) and

net (NCV) calorific values. Note that for liquid and gaseous fuels the terms used for

GCV and NCV are higher heating value (HHV) and lower heating value (LHV),

respectively. The calorific values are defined as follows:

l GCV or HHV represents the heat of combustion in the case when all products are

brought to the reactants’ (fuel and oxidant) temperature and condensing all water

vapor.
l NCV or LHV is determined by subtracting the heat of evaporation of water from

GCV (HHV) and corresponds to the case when all products are brought to the

reactants’ temperature, but water remains in the vapor phase.

The estimation of the gross calorific value of coal can be made with Mason and

Gandhi’s (1983) formula, which is given as a function of the weight percentages of

the main coal components:

GCV ¼ 2:326� ½0:198ð%CÞ þ 0:6203ð%HÞ þ 0:0809ð% SÞ
þ 0:04495ð%AÞ � 5:153�; (6.1)

Table 6.1 Formation enthalpy and chemical reactions of the main oxidation products of coal

Element Symbol Chemical reaction Formation enthalpy, kJ/mol

Carbon C C + 0.5O2 ! CO2 �393,486

Hydrogen H H2 + 0.5O2 ! HO2 �241,811

Sulfur S S + O2 ! SO2 �296,792

Note: Data calculated with Engineering Equation Solver Software (Klein 2010)
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given in MJ/kg. It is useful to express the NCV on a wet basis; this can be done with

the equation presented in Van Loo and Koopejan (2008):

NCV ¼ GCV(1� wwÞ � 2:444ww � 21:839wHð1� wwÞ; (6.2)

where ww is the moisture content by weight.

The estimation of coal entropy and chemical exergy is of utmost importance for

the second law analysis of energy systems involving coal combustion. For specific

exergy content of dry and moisture-free coal, Eiserman et al. (1980) give the

following regression formula, based on the concentration of main elements

expressed in kmol per kg dry and ash-free coal (where c, h, o, n, and s are the

concentrations of carbon, hydrogen, oxygen, nitrogen, and sulfur, respectively):

sDAF¼ c 37:1653�31:4767exp �0:564682
h

cþn

� �� �
þ20:1145

o

cþn

� ��

þ54:3111
n

cþn

� �
þ44:6712

s

cþn

� ��
;

(6.3)

where index DAF stands for dry coal and ash-free basis, and the entropy results are
in kJ/kg K.

The chemical exergy of coal, dry and ash-free basis, can be calculated with the

formula obtained by Kaygusuz (2009), which reads

exchDAF ¼ GCV � T0 sDAF þ cþ 1

4
h

� �
þ s� 1

2
o

� �� �
sO2

� c� sCO2

�

� 1

2
h

� �
� sH2O � s� sSO2

� 1

2
n

� �
� sN2

�
þ c� exchCO2

þ 1

2
h

� �
�exchH2O

þ s� exchSO2
þ 1

2
n

� �
� exchN2

� cþ 1

4
h

� �
þ s� 1

2
o

� �� �
exchO2

; (6.4)

where the exergy value results are in MJ/kgDAF. The chemical exergy of good-

quality coals varies between 7 and 8.2 MJ per kg dry ash-free basis. The contribu-

tion of ash to chemical exergy is negligible; therefore, the specific chemical exergy

of coal, wet basis, can be estimated with

exch ¼ ð%coalDAFÞ � exchDAF þ
ð%H2OÞ
MH2O

� exchH2O
; (6.5)

where ð%coalDAFÞ is the percent of dry coal and ð%H2OÞ is the percent of water,

both by weight.
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For every 12 g of carbon, there is 1 mol of carbon content in coal, which by

complete combustion is converted into 1 mol of CO2 weighing 44 g. Therefore, if

(%C) is the percent of carbon per weight on a dry basis, and ww is the moisture

content by a wet basis, the carbon dioxide emission for 1 kg of coal by a wet basis is

MCO2
¼ 44

12
%C½ � � ð1� wwÞ; kgCO2

kgwet
; (6.6)

where [%C] is the carbon fraction given in kg carbon per dry coal ash-free; thus, the

carbon dioxide emission per unit of NCV wet basis is

MCO2;NCV ¼ MCO2

NCV
;
kgCO2

MJwet
: (6.7)

Figure 6.2 shows the amounts of carbon dioxide emissions per unit of energy in

MJ corresponding to the net calorific value of coal. The moisture content is

considered according to the typical ranges. The ranks with more carbon content

emit more CO2 even if high ranks have a better calorific value. Equations (6.6) and

(6.7) and data from Table 6.2 were used to draw Fig. 6.2.

6.2.2 Petroleum

The term Petroleum comes from the Latin terms petra meaning rock and oleum
meaning oil. Petroleum is extracted from sediments in an oil well in liquid form.

Several kinds of fossilized biological matter containing mostly lipids, amino acids,

carbohydrates, and lignins contribute to the formation of petroleum currently

existing in oil wells. Petroleum is a mixture of hydrocarbons that range from light

ones (carbon number lower than 5) to heavier ones such as paraffins dissolved in

liquid. Petroleum is toxic and flammable, and apart from carbon (83–87%) and

hydrogen (10–14%), it comprises sulfur (0.5–6%) and some metals. The range of

hydrocarbons that constitute petroleum (or crude oil) are as follows:

l Naphthas, with 5 to 7 carbon atoms in the molecule (used mainly as solvents).
l Gasoline, with 8 to 11 carbon atoms, which is the basis of gasoline fuel for autos.
l Kerosene, with 12 to 15 carbon atoms, from which diesel fuel is extracted.
l Lubricating oils, with 16 to 19 carbon atoms; they have a high normal boiling

point.
l Solid hydrocarbons, with over 20 carbon atoms; they have melting point at

higher values than the ambient temperature and are classified, in order of

increased molecular weight, as paraffins, wax, tar, and asphaltic bitumen.

Petroleum is not used in practice in the form in which it is extracted (crude oil);

rather, it is subjected to a distillation process in refineries. Table 6.3 summarizes the

fuels derived from petroleum. Regarding jet fuels, there are currently two main
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grades: jet A-1 and jet A, which are both kerosene-type fuels. There is another grade

of jet fuel, jet B, which is a wide-cut kerosene (a mix of gasoline and kerosene), but

it is rarely used, except in very cold climates. Jet A is a kerosene-based type of fuel,

produced to an ASTM (American Society for Testing and Materials) specification

and normally only available in North America. It has the same flash point as jet A-1,

but a higher freeze point maximum (�40�C). Jet B is a distillate covering the
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naphtha and kerosene fractions. It can be used as an alternative to jet A-1. Because

it is more difficult to handle (higher flammability), there is significant demand only

in very cold climates, where its better cold weather performance becomes impor-

tant. In Table 6.3, the row for jet fuels lists the average properties of jet A and B

fuels. On average, jet fuels can be approximated with the chemical formula C12H23;

see Nojoumi et al. (2009).

The chemical exergy of liquid fuels can be determined, as illustrated, for

example, in Szargut (2005) and Al-Najem and Diab (1992), based on the chemical

composition of the fuel, expressed with respect to the molar carbon in the molecule,

namely,

exfuel ¼ LHV 1:0374þ 0:0159
H

C

� �
þ 0:0567

O

C

� ��

þ0:5985
S

C

� �
1� 0:1737

H

C

� �� ��
; (6.8)

where H, O, S, C represent the number of atoms of hydrogen, oxygen, sulfur, and

carbon, respectively.

The fuel that is used mostly in road transportation is gasoline, which is a blend of

aliphatic and aromatic chemicals obtained by distillation of petroleum in refineries.

Diesel fuel is also very common for road transport—especially for large capacity

vehicles—and marine ships and rail locomotives. Processing of petroleum to obtain

diesel fuel is simpler with respect to that of gasoline. The important aspect in diesel

processing is the reduction of the sulfur content. The liquid petroleum gas (LPG) is

based mainly on propane but often is mixed with butane in a 60/40 proportion. The

gases that compound LPG are all extracted from petroleum in the refinery pro-

cesses. The density of LPG is about the average of that of liquid propane and liquid

butane at 25�C. Alcohol-based fuels, such as ethanol and methanol, can be

Table 6.3 Petroleum-derived fuels and their properties

Fuel name

Boiling

point,
�C

Molec.

weight,

kg/kmol

Density,

kg/m3
Carbon,

wt%

LHV,

MJ/kg

HHV,

MJ/kg

Chemical

exergy,

MJ/kg

MCO2
,

kgCO2
/GJLHV

Light

naphtha

0–150 100–150 ~750 83.7 44.9 48.1 44.5 68.2

Gasoline 35–200 114 ~745 85.1 43.5 46.5 47.5 71.9

Heavy

naphtha

150–205 150–215 ~850 85.4 43.0 46.1 49.0 64.2

Diesel fuel 150–370 233 ~747 85.6 42.8 45.8 44.2 73.3

LPG –43 44 ~580 81.8 46.0 52.0 54.9 65.3

Kerosene 205–260 170 ~795 84.7 43.1 46.2 49.1 71.9

Jet fuels 156–293 185 800 76.0 43.2 46.9 45.3 63.4

Fuel oil 260–425 >200 ~990 85.4 40.1 42.9 41.4 78.1

LPG liquefied petroleum gas (assimilated as propane)
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produced using petroleum as a fossil fuel source. However, these fuels are mostly

produced from biomass through fermentation, and they are categorized here as

alternative fuels.

6.2.3 Natural Gas

Fossil natural gas consisting mainly of methane is a natural resource found mainly

either in natural gas fields or in oil well fields (where it is in association with oil).

Other important sources of natural gas are coal-bed methane and in the form of

hydrate sediments present under permafrost regions. The typical composition of

natural gas is listed in Table 6.4. The existence of noncombustible components such

as carbon dioxide, nitrogen, and oxygen in natural gas detracts from its heating

value. One practical aspect is that natural gas is less inflammable than other

hydrocarbon-based fuels, even though methane, its principal constituent, is highly

flammable. When confined, natural gas presents explosion danger. Methane is a

chemical with a high greenhouse effect, having 72 times higher potential than that

of carbon dioxide for a time horizon of 20 years. Its lifetime in the atmosphere is

12 years.

Refining natural gas involves several processes aimed to remove humidity

(water), sulfur, carbon dioxide, helium, solid particle, and liquid hydrocarbons

existing in the gas. Through refining, the carbon content and the associated heating

value are increased. Table 6.5 compiles the main physical properties of natural gas

in unrefined and refined form.

Table 6.4 Typical composition ranges of fossil natural gas

Component Methane Ethane Propane Butane Pentane Hexane CO2 O2 H2

Concentration 87.1–96.0 1.5–5.1 0.1–1.5 0.02–0.06 <0.18 <0.06 0.1–1.0 0.01–0.1 <0.02

Table 6.5 Principal properties of natural gas

Parameter Unrefined Refined

Molecular mass, g/mol 20 16

Density, kg/m3 1.832 0.733

Normal boiling point, �C N/A �162

Autoignition temperature, �C 540 560

Octane number 120 130

LHV, MJ/kg 18.2 50.7

HHV, MJ/kg 20.2 56.2

exch, MJ/kg 18.8 52.4

% C by weight 73 75

% CO2 by weighta 2.68 2.75

CO2, kg/MJLHV 147.2 54.2
aAssumed complete combustion
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6.3 Alternative Fuels

The classification introduced in Fig. 6.1 shows three alternative fuels to fossil fuels,

namely, biofuels, fuel blends, and synthetic fuels. The need for alternative fuels is

explained by two reasons: (1) fossil-based fuels deplete, thus new fuel sources must

be discovered; (2) high carbon dioxide emissions are associated with fossil fuel

combustion, and it is desired to limit these in order to have a better environment and

avoid the danger of global warming. The three kinds of alternative fuels can be

briefly described as follows:

l Biofuels are fuels derived from biomass though various physical and/or chemi-

cal (biochemical) processes. They can be solids, liquids, or gases.
l Synthetic fuels can be produced using either renewable or nonrenewable sources

starting from materials such as water, air, and carbon dioxide, or starting from

fossil fuels. For example, electrolysis of water can be used to obtain hydrogen, or

the Fischer–Tropsch process can be used to obtain synthetic diesel fuel from coal

or biomass.
l Fuel blends are blends of conventional and synthetic fuels or biofuels that are

very attractive as a transition solution toward a cleaner transportation sector.

A typical example is gasoline–ethanol blend, which is used in many countries.

Blends help in reducing CO2 emissions.

6.3.1 Biofuels

Biologic matter, such as wood, crops, manure, and wastes, is generally called

biomass. Any fuel derived from biomass can be called a biofuel. A more exact

definition of biofuel, taken from Speight (2008), is any biomass-derived fuel with at

least 80% content by volume being materials sourced from living organisms

harvested within 10 years preceding the manufacture. If the fuel is a gas, the

common term is biogas. If the fuel is a solid (e.g., wood) the term biomass is

customarily used. If the fuel is a liquid, the common term is biofuel (e.g., biodiesel).
We discuss in this section the main types of biomass-derived fuels, their character-

istics and properties, and the main methods for their synthesis. Using biofuels

creates the opportunity to mitigate carbon dioxide emissions. It is important to

assess the carbon mitigation potential for each specific case when a biofuel is used.

Since living species rely ultimately on solar energy for life, it appears that

biomass is a true renewable energy resource. The most common way to use biomass

energy is through direct incineration to generate heat. The thermal energy obtained

can then be converted into electricity with the help of heat engines (viz., Rankine

cycle). There are other ways to use biomass energy, including gasification, fermen-

tation to produce biogas or alcohols, and so on. Other uses of biomass, besides the

energy (heat or power) production, are in the chemical and pharmaceutical
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industries, and even in civil engineering works as construction material. Examples

of biomass are as follows:

l Wood: trees, tree stumps, dead trees, branches, and wood residuals from forestry

and wood-processing industries.
l Agricultural residues: straw, sugarcane fiber, rice hulls, animal wastes, and dried

dung.
l Biodegradable wastes from municipal and industrial sources.
l Vegetable oils: palm oil, corn oil, peanut oil, soy oil, and canola oil.
l Energy crops: Miscanthus, Sorghum, switchgrass, hemp, sugarcane, corn, poplar,

eucalyptus, willow, and aquatic plants.

Because it has lower sulfur content and ash-forming components, biomass combus-

tion is cleaner than fossil fuel combustion. Plants absorb carbon dioxide from the

atmosphere and convert it into carbohydrates and fiber through photosynthesis. By

combusting biomass, the same carbon dioxide is released back to the atmosphere.

Consequently, biomass is a CO2-free renewable source. The general chemical

model of biomass is CXC
HXH

OXO
NXN

SXS
ashXash

ðH2OÞXw
; Xi is number of constitu-

ents of species i. Dry biomass has the chemical formula CXC
HXH

OXO
NXN

SXS
ashXash

.

Molecular mass of dry biomass can be calculated as follows:

M ¼ 12� XC þ XH þ 16� XO þ 14� XN þ 32� XS þMashXash: (6.9)

Dry basis percent by weight of each component (C, carbon; H, hydrogen; O,

oxygen; N, nitrogen; S, sulfur) is

wC ¼ 12� XC

M
;wH ¼ XH

M
;wO ¼ 16� XO

M
;wN ¼ 14� XN

M
;wS

¼ 32� XS

M
;wash ¼ Mash � Xash

M
;

where typically wash ¼ 0.5–12% dry basis. The moisture content is ww ¼ 0–50%

wet basis and the molecular mass of wet biomass becomes

Mwet ¼ M þ Xw � 18: (6.10)

Thus, the correlation between moisture content by weight and molar is

ww ¼ 18Xw

M þ Xw � 18
; (6.11)

or

Xw ¼ wwM

18ð1� wwÞ : (6.12)
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The gross calorific value (GCV) on dry basis is, according to Speight (2008),

GCV ¼ 34:91wC þ 117:83wH þ 10:05wS � 1:51wN � 1:034wO

� 2:11wash: (6.13)

Net calorific value (NCV) is calculated based on GCV using the same equation

as for coal (6.2). According to Szargut (2005), the chemical exergy of biomass (the

contribution of the sulfur is negligible) is

exchBmass ¼ NCV � 1:0347þ 0:014
XH

XC

þ 0:0968
XO

XC

þ 0:0493
XN

XC

� �
: (6.14)

The complete biomass combustion with stoichiometric oxygen is written as

follows:

CXC
HXH

OXO
NXN

SXS
ashXash

ðH2OÞXw
þ XO2

O2

! XCCO2 þ XH2OH2Oþ XN=2N2 þ XSSO2 þ Xashash, (6.15)

where

XO2
¼ 2XC þ XH=2þ 2XS � XO; XH2O ¼ XH=2þ Xw:

Table 6.6 compiles the calorific properties of main biomass types. Combustion is

the most direct method to convert biomass energy into useful thermal energy (and if

it is the case, subsequently, thermal energy conversion into electricity). The addi-

tional advantage of direct combustion is the possibility to completely use the fuel.

Other methods such as gasification involve incomplete combustion—that is,

partial oxidation—and production of a gaseous fuel comprising methane, hydrogen,

and carbon monoxide. The conventional gasification is used as an old technology,

in which biomass is heated at high temperatures to disengage combustible gas.

Optimal gasification conditions were found to be about 500�C, atmospheric

Table 6.6 Calorific properties of the main biomass types

Biomass GCV, MJ/kg (d.b) Moisture, w% (w.b.)

NCV

MJ/kg (w.b.) MJ/dm3 (w.b.)

Wood pellets 19.8 10 16.4 9.8

Wood chips 19.8 30–50 8.0–12.2 2.8–3.9

Grass 18.4 18 13.7 2.7

Cereals 18.7 15 14.5 2.5

Bark 20.2 50 8.2 2.6

Sawdust 19.8 50 8.0 1.9

Straw 18.7 15 14.5 1.7

Oilve 22.0 58 7.3 6.3

Data from Van Loo and Koopejan (2008)

Note: w% percent by weight; d.b. dry basis; w.b. wet basis
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pressure, and a steam/biomass ratio equal to 10:1. In the presence of a nickel

catalyst, hydrogen at 65% (volume) was produced under these conditions. At

temperatures from 800�C to 900�C, biomass is converted completely to CO and

H2, although in practice some CO2, water, and other hydrocarbons including

methane remain in the output stream. The char compositions produced by the fast

pyrolysis of biomass can be gasified with gasifying agents. Air, oxygen, and steam

are widely used gasifying agents. There are three typical gasification reactions:

l Oxygen gasification: It yields a better quality gas of heating value of 10 to

15 MJ/Nm3. In this process, temperatures between 1,000�C and 1,400�C are

achieved. O2 supply may bring a simultaneous problem of cost and safety.
l Air gasification: It is the most widely used technology, as it is cheap, it forms a

single product at high efficiency, and it does not require oxygen. A low heating

value gas is produced containing up to 60% N2 having a typical heating value

of 4 to 6 MJ/Nm3 with by-products such as water, CO2, hydrocarbons, tar, and

nitrogen gas. Reactor temperatures between 900�C and 1,100�C have been

achieved.
l Steam gasification: Biomass steam gasification converts carbonaceous material

into permanent gases (H2, CO, CO2, CH4, and light hydrocarbons), char, and tar.

This method has some problems such as corrosion, poisoning of catalysts, and

minimizing tar components.

In addition, another method for gasification is supercritical water gasification

(SCWG), which uses the property that water is miscible with organic substances

above the critical point. This method is preferred especially for high-moisture

biomass. One of the key works on supercritical gasification of wood is by Modell

et al. (1978); a patent was issued for their work in 1978. They reported the effect of

temperature and concentration on the gasification of glucose and maple sawdust in

water in the vicinity of its critical state (374�C and 22 MPa). No solid residue or

char was produced. Hydrogen gaseous concentrations up to 18% were observed.

When used for power generation, the synthetic biogas (biosyngas) produced by

the gasification process needs a good amount of excess air for achieving satisfactory

fuel utilization. Biosyngas can be used further for hydrogen production. The

available methods for producing hydrogen from biomass are reviewed in Kalinci

et al. (2009).

Another method for biomass conversion is pyrolysis, which implies heating in the

absence of oxygen. Pyrolysis allows the release of volatile matter that is recovered as

gas, char, and tar. Pyrolysis is an important process for obtaining energy from

biomass. Valuable hydrogen-rich gas can also be generated by pyrolysis. As reviewed

in Kalinci et al. (2009), there are three methods for producing hydrogen-rich gas.

First, hydrogen can be produced by steam reforming of the pyrolysis liquid obtained

from the pyrolysis of biomass. Second, the pyrolysis process is carried out at around

700�C, including the removal of the tar content of the gas and improving the quality

of the product gas. In the second stage, catalysts, normally dolomites and Ni, high

temperatures, steam, and oxygen could be used. In the third option, the pyrolysis

occurs at a lower temperature (<750�C), and a catalyst is incorporated into the same
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reactor where the pyrolysis of biomass occurs. Catalytic pyrolysis/gasification is one

of the promising options for tar elimination from the product gas. Fast pyrolysis of

plant material, such as wood or nutshells, at temperatures between 800�C and 900�C
leaves as little as 10% of the material as solid char and converts some 60% into a gas

rich in hydrogen and carbon monoxide. This makes fast pyrolysis a competitor of

conventional gasification methods. Pyrolysis may be defined as an incomplete

thermal degradation of carbonaceous materials into char, condensable liquids (tar,

oils, or bio-oils), and noncondensable gases in the absence of air or oxygen. Fast

pyrolysis is a thermal or thermocatalytic conversion process that can be characterized

by rapid heating rates, quick quenching, and exclusion of oxygen from the reaction

zone. It yields valuable chemical intermediates as well as synthesis gas from biomass.

Fast pyrolysis is interesting, as a liquid is produced that offers advantages in storage

and transport and versatility in applications, although it is still at a relatively early

stage of development. Typical properties and characteristics of wood-derived crude

bio-oil have been investigated. Water comes from moisture in the feed and reaction

water and cannot be separated. The values can range from 15% to 35%. Bio-oil has

an HHV of about 18 MJ/kg, as it is produced with about 25 wt% water that cannot

be separated.

The main methods to convert biomass into useful forms of energy are presented

schematically in Fig. 6.3. Apart from combustion (which generates thermal energy

and/or power), gasification, and pyrolysis processes, as discussed above, additional

methods are the biophotolysis process that uses bacteria (e.g., genetically modified

cyanobacteria) to generate methane or hydrogen, and fermentation processes.

Gasification, pyrolysis, and biophotolysis all produce mixtures of combustible

gaseous fuels. The fermentation process results in liquid fuels of the alcoholic

type or in biogas. The major content of biogas is methane (55–65% by volume),
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while the rest is mainly carbon dioxide (35–45% by volume) and other gases

(hydrogen, nitrogen, oxygen, and ammonia). Biophotolysis, fermentation, and

other methods such as artificial photosynthesis and the biological water-gas shift

process can be classified as biological methods for biomass conversion.

Fermentative methods can be produced using anaerobic organisms and/or photo-

fermentation. Also, many phototropic organisms can produce hydrogen with the aid

of solar energy, which is called photosynthesis conversion. Furthermore, some

bacteria may easily perform water-gas shift reactions. Berberoglu et al. (2008)

reported a factor 5.5 increase in hydrogen production by Anabaena variables

ATCC 29413 using the Allen–Arnon medium compared with BG-11 and BG-110

media. The results were obtained with a flat panel photobioreactor made of acrylic

and operated in two stages at 30�C. Dark as well as photoheterotrophic (light

fermentation) microorganisms can convert carbohydrate-rich biomass into combus-

tible fuels such as hydrogen or biogas. The primary source for biogas in biohydro-

gen generation is animal manure, which delivers the necessary microorganisms for

anaerobic digestion. Energy crops are also used for biogas production, such as

maize, sunflower, and grasses. Landfills are deposits of solid wastes with high

content in organic materials and represent a major source of biogas. The first step is

the acid or enzymatic hydrolysis of biomass into a highly concentrated sugar

solution, which is further fermented by anaerobic organisms to produce volatile

fatty acids (VFAs), methane or hydrogen, and CO2. The organic acids are further

fermented by the photoheterotrophic bacteria (Rhodobacter sp.) to produce CO2

and methane or hydrogen, which is known as light fermentation. Combined utiliza-

tion of dark and photofermentations was reported to improve the yield of hydrogen

formation from carbohydrates. Many phototropic organisms, such as purple bacte-

ria, green bacteria, cyanobacteria, and several algae can be used to produce

hydrogen with the aid of solar energy. Microalgae, such as green algae and

cyanobacteria, absorb light energy and generate electrons. The electrons are then

transferred to ferredoxin (FD) using the solar energy absorbed by the photosystem.

The mechanism varies from organism to organism, but the main steps are similar.

Other types of fuels from biomass are those based on vegetable oils. They have a

different structure than petroleum-based fuels. It appears that some vegetable oils

can be used in diesel fuel replacement from both an ecological and economical

point of view (see Demirbas 1997). Common vegetable oils and their main proper-

ties are listed in Table 6.7.

It can be observed from Table 6.7 that the HHV of all vegetable oil fuels is at

about the same value, which is ~39 MJ/kg. The saponification value of oil repre-

sents the number of milligrams of sodium or potassium hydroxide required to

saponify 1 g of oil, which is a measure of the molecular weight of the fatty acids

that compose the oil. The iodine number gives the number of grams of iodine in

100 g of oil. Demirbas (1997) correlated the HHV of vegetable oils with saponifi-

cation and iodine values:

HHV ¼ 49:43� 0:041 SV� 0:015 IV, (6.16)
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where SV and IV represent the saponification and iodine values, respectively; HHV

is given in MJ/kg.

Alcohols are probably the most common liquid fuels derived from biomass.

Practically, all alcohols can be combusted to generate heat, but only a few are

suitable for common motor vehicles: ethanol (C2H5OH), methanol (CH3OH),

butanol (C4H9OH), and propanol (C3H7OH). Ethanol has qualities that makes it a

competitor of gasoline in spark ignition engines because it allows for a higher

compression ratio, higher flame speed, and leaner operation despite the fact that the

energy density of ethanol is lower than that of gasoline and it is more toxic. The

general equation for oxidation of alcohol is

CxH2xþ2Oþ 1:5xO2 ! xCO2 þ ðxþ 1ÞH2O: (6.17)

Alcohols can be produced from biomass mainly via fermentation processes.

However, it is also possible to synthesize methanol from syngas. Simply, methanol

can be produced by hydrogenation of carbon monoxide over a suitable catalyst,

usually copper or zinc oxides:

COþ 2H2 ! CH3OH, (6.18)

which is an exothermic reaction favored by high pressure and low temperature.

Biodiesel is obtained by esterification of vegetable oils; the resulting fuel is clean

of sulfur and can be used directly in diesel engines. An alternative route for

biodiesel fabrication starts from biosyngas and uses the Fischer–Tropsch method

for conversion to diesel fuel. Biodiesel can be used in blends with petroleum diesel

to reduce the carbon and sulfur emissions. Also, alcohols such as ethanol can be

used to manufacture substitute diesel fuels. As is shown in the next section, ethanol

blends can fuel diesel engines.

Table 6.7 Technical parameters of main vegetable oil fuels

Oil

Saponification value,

mg KOH/g oil

Iodine value,

g I/100 g oil

HHV,

MJ/kg

Ailanthus 206.34 107.18 39.38

Beech 202.16 105.15 39.59

Castor 202.71 88.72 37.41

Corn 194.14 119.41 39.64

Hazelnut kernel 197.63 98.62 39.83

Laurel 220.78 69.82 39.32

Linseed 188.71 156.74 39.33

Peanut 199.80 119.35 39.45

Poppy seed 196.82 116.83 39.59

Rapeseed 197.07 108.05 39.73

Sesame 210.34 91.76 39.42

Soybean 194.61 120.52 39.63

Spruce 207.09 96.08 39.44

Sunflower seed 191.70 132.32 39.57

Walnut kernel 190.82 135.24 39.56

Data from Demirbas (1997)
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6.3.2 Other Synthetic Fuels and Fuel Blends

We described in the previous section the most common fuels synthesized from

biomass. The focus in this section is on additional fuels that can be derived from

conventional fossil fuels, and from other fossil fuels such as oil shale, oil sands, or

from biomass. Such fuels include urea, ammonia, dimethyl ether, and others.

Among possible synthesis methods, the Fischer–Tropsch method, methanol to

gasoline conversion, and coal liquefaction can be used to produce synthetic fuels.

Nonconventional fossil fuel sources include the following:

l Tar sand bitumen (also called oil sand or bituminous sand) is a sandstone mineral

impregnated with heavy bitumen. Special conversion techniques must be

applied to extract hydrocarbons from tar sand, as opposed to petroleum and

natural gas, which are natural reservoirs of hydrocarbons.
l Oil shale is a sedimentary rock containing a large amount of kerogen (there is no

specific chemical formula of kerogen). Petroleum can be produced from kero-

gen.
l Gas hydrates (mentioned briefly above) are crystalline solids in which methane

is trapped in ice lattice.

Synthetic fuels can be produced by general methods, described also in Fig. 6.3 for

biomass conversion. In addition, some specific methods are considered in the

extraction phase, such as conversion of kerogen into petroleum, extracting bitumen

from oil sands, and extracting methane from gas hydrates. These specific processes

are not discussed here; rather, we mention a number of important synthetic fuels

and fuel blends: hydrogen, ammonia, urea, dimethyl ether, and others.

The use of hydrogen as a synthetic fuel is believed to be a key solution for the

future economy. As a transition period, various paths of producing hydrogen from

fossil fuel, biomass, renewable resources, and a combination of these are consid-

ered. Hydrogen may be produced from many fossil-based sources including coal,

natural gas, and hydrocarbons. As shown by Midilli and Dincer (2008), hydrogen is

a sustainable solution for reducing fossil fuel consumption. Ammonia and its use as

a fuel and hydrogen source are discussed in Chapter 7. Another synthetic fuel is

urea, which can act as a hydrogen source. In the case study presented at the end of

this chapter, the use of urea as a hydrogen source for cofueling vehicles is analyzed.

Dimethyl ether (DME), having the chemical formula CH3OCH3, can be used as a

fuel in diesel engines, or as a component of fuel blends for gasoline engine. One

such fuel blend is formed by combining 30% DME and 70% LPG. Dimethyl ether

can be produced from coal, biomass, or natural gas through various methods. The

LHV of DME is 28.9 MJ/kg.

One of the known fuel blends is M85, which comprises 85% methanol and 15%

gasoline. Because methanol can be derived from biomass sources, M85 can achieve

85% reduction of carbon dioxide reduction with respect to gasoline-only fuel. Pure

methanol can be used as a fuel instead of gasoline, in which case it is called M100.

Similarly, ethanol E85 fuel blend consisting of 85% ethanol and 15% gasoline is on
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the market. Since ethanol is derived from biomass, the wheel-to-wheel carbon

dioxide reduction is at least 80%. Ethanol also can be used in diesel engines in

the form of an ED95 blend, containing 95% ethanol and 5% ignition agent.

6.4 Case Study: Urea for Cofueling Vehicles

Biofuels, being derived from biomass, are considered CO2-free fuels; thus, in a

mixture with gasoline or diesel the carbon dioxide emissions can be reduced. In this

case study, we investigate the use of urea as hydrogen source onboard vehicles,

where hydrogen is employed as an additive to the primary fuel (gasoline or diesel)

to enhance the engine efficiency and to reduce the carbon emissions. The study is

based on a previous contribution by Zamfirescu and Dincer (2010). Urea can be

synthesized from biomass or other renewable energy sources such that it results in a

CO2-free fuel. Urea, with the chemical formula CO(NH2)2, is massively produced

in industry and is used as a fertilizer. It is considered a nontoxic substance, and

several car manufacturers use it on their passenger vehicles for NOx exhaust

reduction. Currently, urea is synthesized from natural gas or petroleum, which is

then reformed to produce hydrogen. The hydrogen is therefore combined with

nitrogen (taken from air) to obtain ammonia, which will eventually be combined

with CO2 to produce urea. It is simple to produce urea starting only from biomass

sources. Another path to synthesize urea is via hydrogen production from renew-

able sources (e.g., water electrolysis, thermochemical or photocatalytic water

splitting, etc.), which is then combined with nitrogen to generate ammonia and

with CO2 to produce urea. The carbon dioxide can originate from various sources:

recovered from the cement factories or power plants, taken from biomass combus-

tion, extracted from atmospheric air. In any of these cases, the produced urea will be

either a zero-carbon or a low-carbon hydrogen source. H2 extraction from urea is

relatively straightforward, and the following section discusses the involved pro-

cesses in detail.

Urea is a particulate material delivered in small-size prills. It can be combusted,

having a low calorific value comparable to that of wood, that is, about 10 MJ/kg.

The average price of urea is $0.3 per kg. In what follows, we introduce the general

model regarding the use of urea as a hydrogen source on vehicles to enhance

gasoline and diesel fuel efficiency, and analyze the benefits of the method with

respect to gasoline and diesel reference cases.

6.4.1 Analysis

Pyrolysis and hydrolysis of urea and ammonia cracking are the key processes for

hydrogen generation from urea. All these processes are well studied, but their
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coupling with the aim to produce hydrogen received limited or no attention.

Figure 6.4 introduces the overall system for generating hydrogen from urea.

Pure urea particles are kept in a tank and fed with a helical conveyer in a tubular

pyrolysis reactor. The pyrolysis involves heating urea without the presence of

oxygen. The general thermodynamic properties of urea and other involved sub-

stances are summarized in Table 6.8. Urea melts at 133�C, and after further heating
it starts to decompose into ammonia and isocyanic acid according to the reaction

(see Schaber et al. 2004)

CO(NH2Þ2ðlÞ ! NH3ðgÞ þ HNCO(g), (6.19)

where HNCO(g) is isocyanic acid in gas phase. In a flow pyrolysis reactor, as the

one indicated in Fig. 6.4, Eq. (6.19) would occur for the temperature range between

133�C and about 200�C.

Urea prills tanker

Pyrolysis (endothermic)

Helical 
conveyer

Exhaust
gases in

Exhaust
gases out

Water
condenser

Pump

Hydrolysis (exothermic)

Thermal
insulation

Residual 
gases 

(expelled)
N2, CO2

Produced hydrogen

Steam
injection

Catalytic 
membrane for 
NH3 cracking

1 2 3 4 6

5

7

8

Fig. 6.4 General system layout for hydrogen generation from urea [modified from Zamfirescu and

Dincer (2010)]

Table 6.8 Relevant parameters of the fuels included in the case study

Parameter Urea Gasoline Diesel Hydrogen

Chemical formula CO(NH2)2 C8H18
a C12H23

a H2

Molecular mass, g/mol 60.5 114.23 167 2

Heating value, MJ/dm3 14 32 38 10.1b

Heating value, MJ/kg 10.5 44 45 142

Heating value, MJ/kmol 635.3 5026 7515 284

Density, kg/dm3 1.323 0.72 0.85 0.071b

Specific cost, $/kmol 18 158 196 10b

CO2 emitted,c molCO2
=molfuel 1 8 12 0

aCommon chemical formula
bCryogenic hydrogen at 20 K
cAssumed complete combustion
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After completing the pyrolysis, the hydrolysis of isocyanic acid is initiated by

steam injection. This reaction is exothermic and evolves according to this formula:

HNCO(g)þ H2O(g) ! NH3ðgÞ þ CO2ðgÞ: (6.20)

Several other intermediate compounds occur during the hydrolysis of isocyanic

acid in the presence of urea, and these are mainly ammelide, ammeline, cyanuric

acid, and biuret. All the intermediary products decompose if the temperature

becomes high, so that at about 500�C the only products that exist include ammonia

and carbon dioxide, according to the complete urea decomposition reaction as

follows:

CO(NH2Þ2ðlÞ þ H2O(g) ! 2NH3ðgÞ þ CO2ðgÞ: (6.21)

The kinetics of Eqs. (6.19) to (6.21) has been comprehensively studied by

Zanoelo (2009), who shows that reactor volumes would result at reasonable sizes

for the reaction to be implemented on regular vehicles.

The reaction heat of isocyanic acid hydrolysis covers partially the necessary

thermal energy for ammonia cracking, which is conducted in the last reactor shown

in Fig. 6.4. This reactor is a catalytic membrane kind possessing a hydrogen-

selective membrane impregnated with a ruthenium catalyst, which augments the

rate of ammonia decomposition according to the reaction

2NH3ðgÞ ! N2ðgÞ þ 3H2ðgÞ: (6.22)

The inner side of the membrane reactor is depressurized, thus allowing for

hydrogen diffusion and separation. The residual gases comprising mainly carbon

dioxide and nitrogen are expelled with possible heat recovery. The use of ammonia

as a hydrogen source for transportation vehicles, according to Eq. (6.22), is dis-

cussed in detail in Chapter 7, which is dedicated to ammonia as a fuel, H2 source,

refrigerant, working fluid, and NOx reduction agent.

The exhaust gases from the engine are used to drive the process of hydrogen

production. After delivering heat to the pyrolysis reactor, the exhaust gases are

cooled down to condense and separate the water. Once the water is separated, it is

heated up and boiled to produce steam, which is injected into the hydrolysis reactor.

The modeling assumes that all metallic parts including exhaust pipes and ducts,

catalytic bed, and membranes are already at high temperature and that all processes

occur at a steady state. The process of hydrogen generation from urea has various

steps, explained next with reference to Fig. 6.4.

l State 1: granular urea at ambient temperature is forced into the pyrolysis reactor
l Process 1–2: urea is preheated up to its melting point, which is 133�C
l State 2: the melting temperature is achieved, and the melting process just starts
l Process 2–3: urea melting at quasi-constant temperature
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l State 3: all urea is in liquid phase
l Process 3–4: urea pyrolysis according to Eq. (6.19); temperature increases
l State 4: temperature reached ~200�C and mostly ammonia and isocyanic acid

remain in the stream (small concentrations of other products are also present)
l Process 4–5: hydrolysis of isocyanic acid (steam is injected); temperature

increases
l State 5: temperature reaches 500�C, and Eq. (6.20) is assumed to be completed
l Process 5–6: thermocatalytic ammonia cracking according to Eq. (6.22)
l State 6: ammonia is cracked with a high yield
l State 7: hydrogen is separated through the membrane
l State 8: nitrogen and carbon dioxide remain in the main product stream

Under the assumption that the temperature of the environment is T0 ¼ 298.15 K,

the enthalpy in state 1—for 1 mol of urea—is the same as the formation enthalpy;

the formation enthalpy of urea is 333.1 kJ/mol. The enthalpy in state 2 is calculated

based on urea’s specific heat taken from the work by Andersson et al. (1993). On a

molar basis,

h2 ¼ h1 þ cpðT2 � T1Þ: (6.23)

where T1 ¼ T0 and T2 ¼ 133�C and the specific heat is assumed constant. The

energy balance per mole of urea during the melting process is

h3 ¼ h2 þ Dhm: (6.24)

where Dhm ¼ 13:9 kJ/mol.

At the end of the pyrolysis process it is assumed that the only chemicals present

in the stream are isocyanic acid and ammonia; all products are in the gaseous phase.

Therefore, the enthalpy at state 4, per mole of urea, is

h4 ¼ hNH3ðgÞ þ hHNCOðgÞ: (6.25)

The enthalpies of all chemicals are referenced to the enthalpies of elements at

298.15 K.

At state 5, the urea decomposition is finalized, and the only considered products

are 1 mol of carbon dioxide and 2 mol of ammonia; it results in

h5 ¼ 2hNH3ðgÞ þ hCO2ðgÞ: (6.26)

At state 6, one retrieves the decomposition products of 2 mol of ammonia and thus

the enthalpy is

h6 ¼ 3hH2ðgÞ þ hN2ðgÞ þ hCO2ðgÞ: (6.27)
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The energy balance on the pyrolysis reactor (endothermic) allows for the

calculation of the necessary thermal energy input:

h3 þ Qpyr ¼ h4: (6.28)

The heat generated during the hydrolysis reaction (exothermic) results from the

energy balance:

h4 þ hH2OðgÞ@T4 ¼ h5 þ Qhyd: (6.29)

The necessary heat input to crack the ammonia is given by the balance (written

for a mole of urea):

h5 þ Qcrack ¼ h6: (6.30)

The overall energy balance on the hydrogen production system, for 1 mol of

urea, gives the necessary heat input in the system as

h1 þ hH2OðgÞ@T4 þ Qinput ¼ h6: (6.31)

According to the system diagram shown in Fig. 6.4, it is assumed that steam is

obtained from the exhaust gases by using heat recovery; the exhaust gases are

cooled until steam condenses, then the needed quantity of water is extracted

from the system and the remaining gases and water vapor are expelled into the

environment.

Figure 6.5 shows the fueling system with combined urea–conventional fuel

(gasoline or diesel) for an engine delivering exhaust gases at a high temperature

(600–800�C). The considered engines may be of the internal combustion kind

(conventional gasoline or diesel engine). During the running time, heat is recovered

from the exhaust gases (Qrec) and used to generate hydrogen from urea

Urea tank, Vu Hydrogen generation unit Engine

Fuel tank, Vf

Exhaust gases
Expelled gases
with less fossil

carbon Heat recovery, Qrec

Sh
af

t 
po

w
er

, 
W

nH2

nf

nu

n=numbers of mol

Fig. 6.5 Fueling system for combined urea–conventional fuel engine [modified from Zamfirescu

and Dincer (2010)]
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(as explained above). The fuel used to supply the engine is a combination of

hydrogen and gasoline or hydrogen and diesel. During the start-up period, when

the engine is cold, only gasoline is used as a fuel. Recall that one assumes that urea

is synthesized from renewable sources and thus is considered a CO2-free fuel. Since

the running time represents at least 90% of the operation time of an engine, overall

the carbon emissions should be smaller with respect to the reference gasoline or

diesel cases.

We write c as the concentration of hydrogen in the fuel stream, as given below:

c ¼ nH2

nH2
þ nf

; (6.32)

where nH2
; nf represents the number of moles of hydrogen and conventional fuel,

respectively, that form the fuel blend delivered to the engine. The HHV of the fuel

blend becomes

HHV ¼ c� HHVH2 þ ð1� cÞ � HHVf½ � � ðnH2
þ nfÞ: (6.33)

The engine delivers shaft power (W) with efficiency, �; therefore,

W ¼ � � HHV; (6.34)

and rejects heat amounting to HHV � W; a part z ¼ 0� 1 of the rejected heat is

recovered and can be used for hydrogen production from urea. The recovered heat

is expressed by

Qrec ¼ zð1� �Þ � HHV: (6.35)

The number of moles of produced hydrogen is proportional to the recovered heat,

namely,

nH2
¼ Qrec

DHgen

; (6.36)

where DHgen represents the thermal energy to generate 1 mol of hydrogen. From the

stoichiometry, the number of moles of urea is

nu ¼ nH2

3
: (6.37)

The above Eqs. (6.19) to (6.37) form a thermodynamic model of the fueling system

(Fig. 6.5), which can be exploited to study the feasibility of the solution with respect

to energy and cost consumed per unit of power produced.
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6.4.2 Results

The heat input necessary to decompose 1 mol of solid urea has been calculated

according to the procedure introduced above. The results, including stream enthal-

pies, temperatures, and stream composition, are listed in Table 6.9. The associated

reaction heats are calculated as follows:

l Pyrolysis heat input Qpyr ¼ 160 kJ/mol of urea.
l Hydrolysis heat output Qhyd ¼ 34 kJ/mol of urea.
l Ammonia cracking heat input Qcrack ¼ 140 kJ/mol of urea.
l Total heat input Qinput ¼ 290 kJ per mol of urea or ~100 kJ/mol of produced H2.

In order to compare the novel fueling solution with the conventional ones in

terms of energy and cost, it is important to determine the amount of shaft power

generated per mole of conventional fuel consumed, denoted here with

Wf ¼ W=nf : (6.38)

We introduce the dimensionless ratio of fuels molar content in the fuel blend as

~n ¼ nu=nf ; (6.39)

representing the number of moles of urea versus the number of moles of conven-

tional fuel. Equation (6.33) becomes

HHV ¼ ð3~nHHVH2
þ HHVfÞnf : (6.40)

Also Eqs. (6.32), (6.36), and (6.37) result in

HHV ¼ 3
DHgen

zð1� �Þ ~nnf : (6.41)

Table 6.9 State points of the hydrogen generation system from urea (enthalpy given per 1 mol

of urea)

State h, J/mol T, K Stream composition

1 �333,100 298.2 1 mol urea granules (compacted)

2 �322,300 406.2 1 mol urea solid at melting point

3 �308,400 406.2 1 mol of liquid urea at melting point

4 �148,563 473.2 1 mol of ammonia + 1 mol of isocyanic acid (both gases)

5 �408,570 773.2 2 mol ammonia + 1 mol carbon dioxide (both gases)

6 �268,381 773.2 3 mol hydrogen + 1 mol nitrogen + 1 mol CO2 (gases)

7 66,211 773.2 3 mol hydrogen gas at low pressure

8 �334,591 773.2 1 mol nitrogen + 1 mol CO2 (gases)
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For any � and z as the parameters, Eqs. (6.40) and (6.41) can be solved

simultaneously for ~n and HHV. The resulting analytical expression for ~n is

~n ¼ 1

zð1� �Þ �
DHgen

HHVf

� HHVH2

HHVf

� ��1

: (6.42)

Assuming in Eq. (6.41) that the number of moles of hydrogen in the fuel blend is

nH2
>0, the solution is feasible only if the recovered heat needed for urea processing

is high enough such that

DHgen>zð1� �ÞHHVH2
: (6.43)

The maximum practical value for zð1� �Þ can be estimated for the worst

scenario at 0.5 � (1 � 0.25) ¼ 0.35; thus, Eq. (6.43) is satisfied: 100 kJ/mol

> 0.35 � 284 ffi 99 kJ/mol. Based on Eqs. (6.34), (6.38), (6.41), and (6.42), the

specific shaft power (per mole of fuel consumed) is

Wf ¼ 3
�

zð1� �ÞDHgen

1

zð1� �Þ �
DHgen

HHVf

� HHVH2

HHVf

� ��1

: (6.44)

Carbon dioxide emitted by the system originates only from the combustion of

the conventional fuel and can be estimated based onWf and the number of moles of

CO2 generated per mole of fuel combusted, ~nCO2
; the mass of emitted carbon

dioxide per unit of shaft energy is

mCO2;w ¼ ~nCO2

Wf

: (6.45)

The total cost of fuel and urea per unit of shaft energy is

cw ¼ cf þ ~ncH2

Wf

: (6.46)

The total mass of fuel and urea per unit of shaft energy is given by

mw ¼ ~nMu þMf

Wf

; (6.47)

where Mu, Mf represents the molecular mass of urea and fuel, respectively.

The total volume of fuel and urea per unit of shaft energy is given by
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vw ¼ ~nMu

ru
þMf

rf

� �
Wf : (6.48)

The mass fraction of urea with respect to conventional fuel ~m ¼ mu=mf is

~m ¼ Mu

Mf

� �
~m; (6.49)

whereas the volume fraction of urea versus fuel becomes

~v ¼ rf
ru

� �
~m: (6.50)

The results are presented graphically in Figs. 6.6 through 6.11 as a function of

the proportion of heat recovery from the total heat recovered by the engine

parameter z. We assumed that up to 40% of the rejected heat can be used for

hydrogen production from urea, while the rest of the generated heat is lost.

Moreover, the typical efficiency of a gasoline engine can be assumed to be 25%,

while that of a diesel engine can go to 50%. One can assume, therefore, that the

practical achievable efficiency of the engine used for this study is on average 35%.

It is noted that the urea–conventional fuel solution can be regarded as econom-

ically and ecologically attractive for specific applications. Figure 6.12 indicates

the changes in specific cost, carbon dioxide emission, tank mass, and volume for
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the urea–conventional fuel case with respect to the reference conventional fuel

case under the assumption that 10% of the total heat rejected by the engine is

recovered and used for hydrogen generation from urea. The percentages in

Fig. 6.12 are expressed in relative increments or decrements with respect to the
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Fig. 6.9 Specific cost and total mass of diesel + urea fuel per unit of shaft energy [data from
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reference case, namely, ðx� xrefÞ=xref , where x represents specific cost, specific

carbon dioxide emission, and specific fuel tank mass and volume; the term

specific here means with respect to produced shaft power energy; the index ref
represents the reference gasoline or diesel case. It is noted that the cost reduction,

carbon mitigation, and mass tank increase for both cases are about the same,

namely, 20%, 50%, and 90%, respectively. However, the tank volume increase for

gasoline fuel case is about 20% less than in the case of diesel fuel tank, which may

represent an advantage.

6.5 Concluding Remarks

Society is in a transition period from fossil fuel–based transportation toward a

sustainable transportation sector. In the last century, the sources for transportation

fuels and fuels for heating were mainly fossil-based: coal, petroleum, and natural

gas. Presently, other fuel sources are considered, with the general aim to achieve

cleaner combustion and reduced carbon dioxide emissions. New alternatives to

conventional fossil fuels are those including oil sands, oil shale, and carbon

hydrates. These fuel sources are considered special in conjunction with the produc-

tion of synthetic fuels with reduced carbon. Such fuels may be hydrogen, ammonia,

urea, methanol, or ethanol. It may be contemplated that carbon dioxide sequestra-

tion places can be installed at the extraction sites, where also the synthetic fuel

production facility may be placed. Another alternative consists of promoting fuel

blends of fossil-based fuel and biofuels. Such blends already exist in the form of

ethanol–gasoline, methanol–gasoline, and biodiesel combined with petrodiesel.

In this chapter, the fuel sources and the fuel properties, including lower HHV

plus fuel’s chemical exergy, were discussed in detail. Knowing the chemical exergy

of a fuel is of major importance in thermodynamic analysis of processes that use the

respective fuel, or in the manufacturing process itself of any specific fuel. Thus,

chemical exergy values and formulas were given in the text for the main fuels.

Using biofuels is of major importance because this is a real means to reducing

carbon dioxide pollution and promoting cleaner options for transportation and

energy sector. Many power generation systems—based on fuel combustion—

eject heat into the environment. Recovering this heat for local hydrogen generation

or cofueling purposes is a way of achieving improved fuel efficiency. The case

study in this chapter illustrated the use of urea as a cofuel for diesel and gasoline

engines. The advantages of cofueling are extremely relevant, for both mobile and

stationary applications. It offers the opportunity to recover heat rejected by engines

and upgrade the fuel value and thus improve the overall efficiency. Regarding the

results of the case study, it may be shown that for urea + conventional fuel road

vehicles, while the onboard fuel storage becomes about 50% larger and 100%

heavier than for the conventional vehicle ones, the driving cost is reduced by

about 30% and the carbon emissions by about 50%. These figures may be consid-

ered attractive enough to encourage further research on this topic.
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Nomenclature

c Molar concentration

ex Specific exergy, kJ/mol

GCV Gross calorific value, MJ/mol

h Specific enthalpy, kJ/mol

H Total enthalpy, kJ

IV Iodine value

m Mass ratio

M Molecular mass, kg/kmol

M Specific CO2 emission, kg/kg or kg/GJ

n Number of moles

NCV Net calorific value, MJ/mol

Q Heat, kJ

s Specific entropy

SV Saponification value

T Temperature, K

w Moisture content, kg/kg

W Work, kJ

X Molar fraction

Greek Letters

� Efficiency

n Specific volume, kg/kmol

r Density, kg/m3

z Heat recovery factor

Subscripts

0 Reference state

DAF Dry and ash-free

f Fuel

gen Generated

rec Recovery

w Water

Superscripts

ch Chemical

ð�Þ Dimensionless value
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Study Questions/Problems

6.1 Explain the difference between conventional fuels and alternative fuels.

6.2 Can sulfur be considered a fuel?

6.3 What is the best kind of coal with respect to emission per unit of energy

embedded?

6.4 Explain the process of pyrolysis.

6.5 Based on Eq. (6.1) and Table 6.2, calculate the range of gross calorific values

for anthracite.
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6.6 Determine the range of carbon dioxide emission from lignite and compare

your results with those shown in Fig. 6.2.

6.7 From which petroleum-derived fuel can one expect the minimum carbon

dioxide emission per energy generated by combustion?

6.8 Describe the main features of biofuels.

6.9 Compare wood and olive kernels from the point of view of combustion energy

and carbon dioxide emissions.

6.10 Comment on the main routes of biomass energy conversion methods.

6.11 It is given for one kind of vegetable oil fuel a saponification value of 190 mg

KOH/g oil and an iodine value of 90 g I/100 g oil. Calculate the higher heating

value.

6.12 Perform a case study similar to the one presented in Section 6.4 for the case of

ammonia–gasoline cofueling.
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Chapter 7

Ammonia as a Potential Substance

7.1 Introduction

Ammonia is a substance formed from hydrogen, the most abundant chemical

element of the universe, and nitrogen, the major component of the terrestrial

atmosphere (79%). It is interesting to note that the second major component of

the terrestrial atmosphere, oxygen (21%) in combination with hydrogen forms

water. Similarly to water, ammonia plays a major role in the global ecosystem:

it represents a nitrogen source for all living species. At the same time, ammonia

can play a major role in the sustainable development of mankind since it is a

hydrogen source that packs 1.5 mol of hydrogen per mol of NH3 at a density as high

as 106 kg H2/m
3. Moreover, ammonia is produced industrially in large quantities

as artificial fertilizer for agriculture. With respect to sustainable development,

it is of major importance to find and promote cleaner and more efficient tech-

nologies of ammonia production, since NH3 is produced currently from fossil

fuels, and its synthesis process leads to major greenhouse gas emissions on a global

scale and consumes a significant amount of the world’s energy budget. Recently,

ammonia has been proposed as a hydrogen source because hydrogen can be

generated from ammonia at a relatively low energy expense. That is, ammonia

is an attractive medium to store hydrogen through chemical bonding. Storing

hydrogen in the form of ammonia (detailed in this chapter) is one of the most

promising and least expensive long-term storage methods. Last but not least,

ammonia is an excellent refrigerant, a working fluid in power cycles, and an NOx

reducing agent.

In brief, ammonia is a special substance that can potentially play a major role

in sustainable development because of its unique qualities. We will analyze in

this chapter various aspects regarding the use of ammonia in advanced/sustainable

energy systems, and the possible paths for the clean and efficient synthesis of

ammonia.

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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7.2 Ammonia Synthesis

An ammonia molecule can be formed by reacting nitrogen with hydrogen according

to the following exothermic reaction:

1:5H2 þ 0:5N2 ! NH3 � 45:2 kJ/mol � NH3: (7.1)

However, the activation energy of this reaction, which is equivalent to that

needed for breaking the triple covalent bond of nitrogen molecule (N � N ! 2

N3+ + 6e�), namely, 460 kJ/mol, appears to be insurmountable (note that this is

higher than that of CO2 and water formation, �393.5 kJ/mol and �241.82 kJ/mol,

respectively).

The Haber–Bosch process was invented at the beginning of the twentieth century

to combine hydrogen and nitrogen thermo-catalytically according to the reaction in

Eq. (7.1). The principle of this process is based on increasing the temperature of the

reactants such that the nitrogen molecule receives enough energy to be cracked. The

catalyst breaks the nitrogen bonds at the surface. If the temperature is not high

enough, nitrogen atoms remain strongly bound at the surface and inhibit the catalyst

from performing a new catalytic cycle. However, because in the reaction in

Eq. (7.1) 2 mol of reactants produces 1 mol of products, the forward reaction is

facilitated by low temperatures and high pressures. Since the reaction temperature

cannot be set low (because of catalyst poisoning), the operating pressure must be

extremely high. Typically, the operating temperature and pressure are 600�C and

100 to 250 bar, respectively, for 25% to 35% conversion (see Appl 1999).

A commonly used conversion loop is shown in Fig. 7.1 and operates as follows.

Make-up gas consisting of hydrogen and nitrogen is provided as input and com-

pressed up to an intermediate pressure. The make-up gas is combined with

unreacted gases returned from the loop and compressed further up to the conversion

pressure. The feed is directed toward the catalytic converter, which contains mainly

iron-based catalysts. The resultant gases containing converted ammonia product

enter the ammonia separator that operates at the intermediate pressure. There,

ammonia is separated by condensation and collected as liquid from the bottom of

the separator. A refrigeration plant based on ammonia is used to cool, condensate,

and separate the product. The remaining gases, containing mainly unreacted nitro-

gen and hydrogen, are partly recycled (recompressed together with the make-up

gas) and partly used in a combustor to produce process heat. Additional fuel may

also be fed into the combustor. The flue gases and the heat of the exothermic

ammonia reaction are used to generate steam in a Rankine cycle that drives a

turbine.

For better efficiency, the pump and the compressors are mounted on the same

shaft with the turbine. Pressure is the parameter that controls the ammonia conver-

sion. For a typical case at 200 bar, ammonia conversion is ~15% and increases up to

25% at 400 bar. Two types of catalytic ammonia converters are commonly used.

The first is cooled internally with a coil running through the catalyst bed, and the
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second divides the chemical reactor into modules, and after each module the

products are cooled in separate heat exchangers.

Due to important heat generated during ammonia synthesis (i.e., 2.7 GJ/ton of

ammonia), great emphasis is put on heat recovery. High-pressure steam further

expanded in turbines (as explained above) has been found to be the most beneficial

solution for heat recovery. In principle, high pressure steam at ~125 bar can be

generated. According to Appl (1999), an advanced ammonia plant produces

~1.5 ton of high pressure steam per ton of ammonia, representing 90% recovery

of ammonia formation enthalpy. Other gas-handling operations (e.g., hydrogen

separation from returning stream, purge gas management, nitrogen separation,

and hydrogen production) consume some amount of primary energy and degrade

the synthesis loop efficiency. According to Rafiqul et al. (2005), ammonia produc-

tion efficiency from a primary thermal energy source, through the Haber–Bosch

process, varies between 37% and 65%. If hydrogen is derived from a sustainable

Fig. 7.1 Possible configuration of a Haber–Bosch ammonia plant with energy recovery [modified

from Zamfirescu and Dincer (2009b)]

7.2 Ammonia Synthesis 205



source (meaning that no CO2 emission could be associated with the hydrogen

production), then the greenhouse gases (GHGs) equivalent to the energy needed

to run the plants are of the order of 0.4 tCO2/tNH3, see Rafiqul et al. (2005). Typical

CO2 emissions are 2.2 tCO2/tNH3 if hydrogen is produced from natural gas, and

16.2 tCO2/tNH3 if coal is the primary source; the minimum possible value for GHG

emission with today’s technology is 1.6 tCO2/tNH3. In recent years, ammonia

prices fluctuated between $150/t and $700/t.

In biological systems, nitrogenase enzyme is used to break the nitrogen molecule

and to bond nitrogen to protons to form ammonia. Nitrogenase, which is one of the

most complex enzymes, performs ammonia synthesis in a very “intelligent” way,

by not breaking dinitrogen directly, but rather bond by bond. Nitrogenase consists

of two protein clusters: (1) one that has an electron-acceptor active site based on

iron (Fe) and molybdenum (Mo) having the stoichiometry MoFe7S9N (in some

alternative versions of nitrogenase, the active center is based on Fe and V), and (2)

one that has an iron-sulfur center that hydrolyzes adenosine triphosphate (ATP) to

obtain energy and provide electrons to the active site of the first cluster. During the

ATP hydrolysis (ATP ! ADP + Pi), adenosine diphosphate (ADP) and inorganic

phosphate (Pi, standing for HPO4
2�) are produced. The ATP comes from glucose

oxidation and is the basic compound that biological systems use to store and release

chemical energy. Nitrogenase uses gaseous nitrogen (N2) directly, which is “cap-

tured” from the atmosphere by organisms by specific respiration mechanisms.

Hydrogen is not used by nitrogenase in a molecular form; rather it is used in the

form of protons produced by H2 ionization at the electron-acceptor active site, and

electrons provided by the electron-donor active site. Intensive efforts were dedi-

cated in recent years to clarifying the ammonia production cycle by nitrogenase.

The main findings are summarized in papers by Hinnemann and Nørskov (2006)

and K€astner and Bl€ochl (2007). The synthesis process at the active site is presented
in Fig. 7.2. Ammonia synthesis consists of 14 steps in which various intermediate
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compounds are formed at the active site. All intermediates are recycled, and

globally, from one nitrogen molecule and six hydrogen molecules, two NH3

molecules are produced per cycle. Figure 7.2 presents the reactions at the active

site as derived from the work by K€astner and Bl€ochl (2007).
The required energy for producing 1 mol of ammonia is 395 kJ, and the higher

heating value (HHV) of NH3 is 382 kJ/mol; therefore, the efficiency of the reaction

itself appears to be ~96%. There are, however, possible variations in the reaction

steps and in their number as the nitrogenase adapts to the substrate (i.e., the organic

matter encountered for processing). Therefore, the energy per production cycle may

vary. One source of irreversibilities at ammonia synthesis by nitrogenase (see

Fig. 7.2) is due to the competition of ammonia formation and hydrogen formation.

In this process, some protons and electrons can be lost. In any situation, nitrogenase

synthesizes small quantities of hydrogen during the ammonia production. Hydro-

gen is mainly used for energy recovery through oxidation (see Mousdale 2008).

Nitrogenase is produced by a number of microbes that live in symbiosis with

root nodules of legumes and plants such alfalfa, clover, or peas. There are also free-

living microbes that produce nitrogenase, most of them being anaerobic (e.g.,

clostridium, Klebsiella pneumoniae, Bacillus polymyxa, Bacillus macerans,
Escherichia intermedia, Rhodobacter sphaeroides, Rhodopseudomonas palustris,
Rhodobacter capsulatus) and others being aerobic (e.g., Azotobacter vinelandii,
Anabaena cylindrical, and Nostoc commune).

7.3 Ammonia Storage

Because of the major interest in industrial ammonia as a fertilizer, large-capacity

seasonal storage tanks were developed. Ammonia demand peaks during the sum-

mer when it must be spread on agricultural fields. Ammonia is produced throughout

the year, and the winter’s production is stored for the summer season. Tanks with a

capacity of 15,000 to 60,000 m3 were constructed before the 1970s (Walter and

Lesicki 1998). Ammonia is stored in the refrigerated state at ambient pressure and

at its normal boiling point, which is �33�C. The tanks are cylindrical with a 38- to

52-m inner diameter and 18 to 32 m of useful height. In order to compensate for the

heat penetrations, the whole construction is well insulated (a double-wall technol-

ogy is used) and compressors are employed to remove the heat by simulating a

refrigeration plant for which the tank plays the role of an evaporator. Basically,

ammonia vapors existent above the liquid are aspired by the compressors and

delivered at high pressure where the vapors are condensed and the liquid is returned

back to the tank. In this way, the temperature and the pressure in the tank are kept

constant.

Figure 7.3 presents a typical seasonal ammonia storage system. Cold vapors in

state 1 are aspired and compressed with a two-stage compression station up to state

2 that corresponds to a condensation temperature for winter season. The liquid

condensate at ambient temperature in state 3 is throttled and returned as a cold
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two-phase vapor–liquid mixture into the tank. The circulated ammonia flow rate

must be such that it compensates for the effect of heat penetration from outside and

the associated ammonia evaporation. In practice, according to Bartles (2008), 0.1%

of ammonia from stored liquid evaporates per day. The latent heat of ammonia at 1

bar is 1370 kJ/kg; thus about 1.4 kJ of cooling must be provided per kg of liquid

ammonia, each day. In the wintertime, ammonia refrigeration plants operating at

�33�C evaporation and +15�C condensation temperature can achieve COP ¼ 2.5;

therefore, the corresponding compressor shaft energy is 0.6 kJ/kg every day, or

110 kJ/kg per 6 months of storage. The total energy required for running a 60-kt

tank is, therefore, 6.6 GJ per storage season (the season is the 6-month winter-to-

summer storage period).

Charging of ammonia into a tank is normally done by using liquid at high

pressure, that is, at the condenser level. During charging, the liquid is expanded

to 1 bar and, therefore, the cooling demand compensates only for the fraction of

generated vapors that must be condensed. Vapor fraction in winter conditions

during ammonia filling is ~15%; therefore, about 9 kt of vapors must be condensed

for the 60-kt tank, or 4.9 GJ shaft energy must be provided for complete filling. In

total, the shaft energy needed to drive refrigeration is ~11.5 GJ per season.

Note that cold-stored ammonia has a high exergy content, which, in principle,

can be converted back into power. The specific exergy of refrigerated ammonia

with reference to summer ambient temperature (e.g., 25�C) is given by

ex ¼ ðh� h0Þ � T0ðs� s0Þ; (7.2)

where h and s are specific enthalpy and entropy of liquid in the tank, respectively,

and h0 and s0 represent the enthalpy of saturated liquid at ambient temperature.
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liquid NH3 @-33�C, 1atm
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30 m height
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compressor/

turbine

Desuperheater

Condenser/
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Ammonia pump
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34

5

Liquid
ammonia
charging/
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Fig. 7.3 Seasonal ammonia storage system [modified from Zamfirescu and Dincer (2009b)]
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The liquid in the tank is subcooled because it is subjected to a hydrostatic

overpressure DP ¼ rgDz, where Dz is the mean height of the liquid. The overpres-

sure is estimated in these conditions to be about 1 bar, and the estimated specific

exergy is 19 kJ/kg or 1.1 GJ/60 kt. In principle, 50% of this exergy can be recovered

through a heat engine operating between the ambient and the low temperature of the

cold storage; the recovered exergy represents ~5% of the energy spent to fill the

tank and keep it refrigerated for the whole season.

Tank emptying with work recovery can be imagined as follows (see the diagram

in Fig. 7.3): cold liquid is extracted at point 5 from the tank bottom, and pumped to

high pressure at point 3; a part of the liquid is extracted from the tank at the

discharge port from the bottom of the condenser/boiler heat exchanger; the other

part of the subcooled liquid is heated, boiled, and superheated up to state 2. The

superheated vapors are expanded over a turbine and expanded back into the tank.

The process is repeated until all liquid is eliminated.

Ammonia is stored in smaller quantities in tanks made from regular carbon steel,

designed for ~20 bar operating pressure where ammonia is kept in a liquid state at

ambient temperature. A rule of thumb according to Appl (1999) is that at least

3 tons of ammonia can be stored per ton of steel. Therefore, the tank weight is about

one fourth of the ammonia mass. Various sizes of cylinders are available in the

industry. The size of ammonia pressurized tanks is limited for practical reasons to

about 300 tons.

There is considerable experience with ammonia distribution using trucks,

barges, ships, and rail. In road transport, the typical cisterns have 45-kl capacity,

while rail cars have ~130-kl capacity. Ocean ships transport ammonia in low-

temperature storage tanks of up to 50-kton capacity. Regarding pipeline transporta-

tion, following Bartles (2008), the distribution energy efficiency is 93% with

respect to HHV at an energy density of 14 GJ/m3.

Ammonia can be stored onboard a vehicle in pressurized cylinders in an anhy-

drous form or in some chemical form such as metal amines or ammonia boranes,

which are produced using recently developed physical–chemical reversible meth-

ods; see Heldebrant et al. (2008) and Christensen et al. (2005). In this technology,

ammonia is adsorbed on a porous metal–amine complex, for example, hexaamine-

magnesium chloride, Mg(NH3)6Cl2; to do this, NH3 is passed over an anhydrous

magnesium chloride (MgCl2) powder at room temperature. The absorption

and desorption of ammonia in and from MgCl2 are completely reversible.

The metal amine can be shaped in the desired form and can store 0.09 kgH2/kg

and 100 kgH2/m
3.

7.4 Ammonia Use in Power Generation Systems

The use of ammonia in power generation and energy conversion applications

presents unique opportunities. Ammonia can play multiple roles simultaneously:

it can be used as a fuel, a hydrogen source, a working fluid, a refrigerant, and an
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NOx-reducing agent. In this and the next sections, we analyze all these roles and the

relevant ammonia system for power generation and energy conversion based on the

work of Zamfirescu and Dincer (2008a, b, c, 2009a, b).

Regarding the role of ammonia as an NOx-reducing agent, the reaction of NOx

with ammonia over catalysts produces only steam and nitrogen. An average car

needs only ~30 ml of NH3 per 100 km to neutralize any NOx emissions. Reduction

of the NOx formed during fuel combustion in many kinds of engines and furnaces

is done according to the following reactions, conducted catalytically over

zeolites:

4 NOþ 4NH3 þ O2 ! 4N2 þ 6H2O

6NO2 þ 8NH3 ! 7N2 þ 12H2O:

(
(7.3)

When ammonia is used as a fuel in any combustion system or a fuel cell, the

desired chemical reaction is the complete oxidation that produces only steam and

nitrogen and some considerable amount of heat, according to the equation given

below:

2NH3ðgÞ þ 1:5O2ðgÞ ! N2ðgÞ þ 3H2OðgÞ � 634 kJ: (7.4)

However, in most of the practical situations, the reaction kinetics is favorable to

nitric oxide formation. Thus, the partial oxidation of ammonia occurs normally as

2NH3 þ 2:5O2 ! 2NOþ 3H2O� 454 kJ: (7.5)

The reaction heats in Eqs. (7.4) and (7.5) are indicated only for order of

magnitude estimation in standard conditions (25�C, 1 atm). Considering the

operating temperature range of high-temperature fuel cells and of internal combus-

tion engines (ICEs), that is, 500�C to 1,000�C, the reaction heat for partial and

complete oxidation cases is calculated using the equations, correlations, and data

given in NIST (2010). The results obtained in terms of reaction heat versus process

temperature are shown in Fig. 7.4. From Fig. 7.4, it can be inferred that the partial

oxidation of ammonia reduces the useful reaction heat by 33%, and moreover, the

reaction heat dependence on temperature is more profound than that in the case of

complete oxidation. Therefore, it potentially causes problems with process control.

One way to minimize partial ammonia oxidation is to crack (decompose) ammonia

first, according to the endothermic reaction 2NH3 ! N2 + 3H2 + 94 kJ, thus

producing hydrogen, which is used further as a fuel.

Solid oxide fuel cell (SOFC) or intermediate temperature fuel cells and ICEs

present an advantage in this respect due to their high operating temperatures at

which ammonia can be decomposed thermally over catalysts. Keeping this aspect in

mind, let us consider some possible power systems with NH3. As shown in Fig. 7.5,

two main approaches are applicable to ammonia-fueled power generation in trans-

portation vehicles: ICEs and fuel cell systems.
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7.5 Hydrogen from Ammonia Route

The common approach to hydrogen economy is illustrated in Fig. 7.6 and consists

of the following steps: production of hydrogen from primary energy sources at

some locations, hydrogen distribution (infrastructure not yet developed), and

hydrogen delivery on vehicles to plants where it is used for power generation/

propulsion. Our aim here is to assess the total cost of hydrogen per unit mass at the

utilization point (i.e., in the vehicle) for two alternative layouts of the hydrogen

transportation economy. The first layout was introduced above and is illustrated in

Fig. 7.6. The second layout refers to the production of hydrogen from ammonia and

will be described later. For a preliminary analysis, let us assume that hydrogen is

produced from liquid water, either by electrolysis or by thermo-chemical splitting.

The corresponding chemical reaction is given below with the heat generated:

H2O(lÞ ! H2 þ 1

2
O2 þ 286MJ: (7.6)
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Here, in the ideal situation, for every kmol of hydrogen produced, one needs

DHH2O ¼ 286MJ/kmol � H2 of energy to split the water molecule. Obviously, the

practical energy needed to drive this process is larger than the theoretical one due to

the imperfections. The produced hydrogen has to be stored in buffers at the produc-

tion place, and then charged on vehicles specialized for pressurized or cryogenic

hydrogen transport. It is then distributed to fueling stations and finally delivered to the

consumers’ vehicles. Along this complex chain, the cost of hydrogen will increase by

amounts proportional to the energy utilization specific to each phase. We will later

study the distribution costs and discuss the total cost of hydrogen delivery.

We will now study the second alternative where, instead of hydrogen, ammonia is

produced at a synthesis plant, buffered locally, distributed to fueling stations, and

then charged on vehicles where it is reformed to hydrogen by thermal cracking of

the ammonia molecule. This scenario is illustrated in Fig. 7.7. Only ~12% from

ammonia’s HHV is needed for reforming. There is enough heat onboard a vehicle;

the most advanced H2ICEs have an efficiency of 50% to 60% and that of the most

advanced fuel cell systems is 60% to 70%; the rest of the hydrogen energy is

dissipated as heat. Thus, the onboard reforming process is “for free.” An exception

is the proton exchange membrane (PEM) fuel cell system in which heat is rejected

at a low temperature, making it unsuitable for ammonia cracking. In this case,
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which is not analyzed in this chapter, a small part of the produced hydrogen can be

combusted for generating the reformation heat.

Ammonia is industrially produced from hydrogen and nitrogen via the well-

established Haber–Bosch process. Hydrogen can be obtained from water (by

thermochemical water splitting or electrolysis) according to the reaction in

Eq. (7.6), while the nitrogen comes from atmospheric air. In order to obtain an

ammonia quantity corresponding to 1 mol of hydrogen, the following reactions

have to be considered (ideal case):

H2O ! H2 þ 1

2
O2 þ 286MJ

H2 þ 1

3
N2 ! 2

3
NH3 � 30:7MJ:

8><
>: (7.7)

Thus the energy needed to produce 1 mol of hydrogen embedded in ammonia is

286 � 30.7 MJ, which is DHNH3
¼ 255:3MJ/kmol � H2. Therefore, on a mass

basis, the cost of NH3 over the cost of H2 can be estimated to be proportional to

the energy required for their synthesis as

cNH3

cH2

¼ 3

mNH3

DHNH3

DHH2O

¼ 0:157: (7.8)

According to Eq. (7.8), the ideal cost of ammonia is less than 16% the cost of

hydrogen per unit mass. From the stoichiometry, it can be determined that 1 kg of

ammonia contains 3/17 ¼ 0.176 kg of hydrogen. As mentioned above, this quantity

of hydrogen can be released by NH3 cracking at no cost onboard vehicles, using the

heat generated locally. Therefore, producing hydrogen from ammonia becomes

attractive if

cNH3

cH2

<0:176: (7.9)

Note that from Eqs. (7.8) and (7.9), it appears that, on an ideal basis, producing

hydrogen locally from ammonia is more efficient than producing pure hydrogen

and then using it onboard vehicles. Up to this moment, the irreversibilities of the

chemical reactions and the fuel production and distribution costs were not consid-

ered in the analysis. For a detailed analysis, the price of hydrogen, and ammonia

production and distribution, respectively, must be accounted for.

Hydrogen, as stated above, is the most difficult to store in a compact form.

Therefore, the distribution- and storage-related costs will impact mostly on the total

costs. Depending on the production method, hydrogen cost varies from ~$1/kg at

coal gasification to ~$9.50/kg using solar energy for electricity generation, which in

turn is used for water electrolysis. After production, hydrogen is stored at the

manufacturer’s location for a certain period prior to delivery. Hydrogen storage is

costly, because the hydrogen molecule is small and leakage cannot be avoided.
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The best option to store hydrogen at the production facility location (and at the

distribution pump) is in metal hydrides. Metal hydride tanks may operate at pressures

of 15 to 20 bar and store up to 25 to 30 kg H2/m
3. In order to release hydrogen from

the tank completely, some amount of heat is needed. It must be noted that metal

hydrides do not appear as a feasible solution for transportation of hydrogen. For 1 kg

of hydrogen, a metal hydride tank weighing about 160 kg is required.

For transportation, hydrogen must be either compressed to extremely high

pressures (~300–800 bar) or cooled for liquefaction at cryogenic temperatures.

Liquefaction adds at least 30% to the hydrogen price per kilogram, and in addition

to this, one must add the cost of the energy consumed to keep the storage tank at

cryogenic temperatures during the storage time. If the transportation takes 1 to 3

days, the minimum cost penalty for hydrogen storage on a transport vehicle is

CN $0.3/kg for compressed H2 and CN $0.7/kg for liquefied H2.

If one assumes, for example, that the hydrogen transport is made in pressurized

containers at 345 bar, the transported energy content is 8 GJ/m3, that is, four times

smaller than that for the transport of gasoline (32 GJ/m3). If a pipeline is to be

developed to distribute hydrogen at such high pressure, the tube’s thickness must be

more than 50% thicker than that of natural gas pipes.

At distribution points (fuel stations), hydrogen may be stored in metal hydrides

also. Additional costs are associated with leakages during hydrogen delivery to

consumers. The high explosion risk of hydrogen will raise the price even more

because of the safety measures employed. Due to these factors, the estimated

minimum cost of hydrogen distribution is more than $1/kg H2. Furthermore, one

must realize that storage of hydrogen on vehicles (either as compressed gas or as

cryogenic liquid) implies additional costs due to leakages, or continuous running of

the cryogenic plant to maintain the hydrogen in liquid phase.

Thus, if one considers the production, storage, and distribution costs, the mini-

mum expected hydrogen price at delivery point should be more than CN $2.5/kg if

produced from coal, and, respectively, ~CN $11/kg if produced from electrolysis

driven by solar energy. The U.S. Department of Energy goal for 2015 is to achieve

the delivery for $2 to $3/kg H2, untaxed and regardless of the production method.

As a matter of fact, the North American selling price of hydrogen in 2002 varied

from $7.4 to $11.3/kg.

Ammonia is easy to store and has a distribution network on roads, rail, ships, and
pipeline already in place. The production of ammonia from fossil fuels has a

common route with hydrogen production, because it involves gasification to pro-

duce syngas, gas cleaning, and CO2 removal. In addition, the following steps are

necessary for ammonia synthesis: compression of the reactants, catalytic conver-

sion, and ammonia separation through condensation.

A highly energy-consuming component of the ammonia production process is

represented by the make-up gas compression that is needed to facilitate the synthe-

sis. This apparent drawback is compensated by a very efficient synthesis process

that is possible at high pressure. Moreover, ammonia synthesis is an exothermic

process, and modern technologies use work and heat recovery to reduce the

production costs.
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The minimum cost for ammonia production per unit of energy is obtained with

natural gas as the feedstock; the technical limit is 28 GJ natural gas for the

production of 22.5 GJ of ammonia. The maximum energy cost is obtained with

coal as the feedstock: ~65 GJ coal per 22.5 GJ of ammonia product. For other

methods of production except those using solar energy, the cost falls in between the

two extremes. The actual cost of North American coal is on average ~CN $1.5/GJ

and that of natural gas is ~CN $10/GJ. These figures give an estimate of the

ammonia price range at the production place, which is CN $5.25 to $20.0/GJ, or

about CN $0.10 to $0.38/NH3 kg.

The North African price is currently the lowest at $0.15/kg; other costs are $0.2/

kg in Trinidad Tobago (based on $9/GJ natural gas feedstock), $0.25/kg in the

Ukraine, and $0.3/kg in the United States. The cost of ammonia at Terra Industries

in 2007 was $0.35/kg. The ammonia price in the U.S. in 2007 varied between $0.2

and $0.4/kg.

A correlation of the ammonia production price with the feedstock price in $/GJ

from Zamfirescu and Dincer (2008b) is reproduced in Fig. 7.8. The cost of ammonia

has been upgraded with the transportation costs. Since infrastructure development

is not needed for ammonia distribution (e.g., a large pipeline network exists in the

U.S. to transport ammonia at a cost of $0.1 hydrogen equivalent per 1,000 km),

the ammonia transportation costs were combined with the costs of gasoline. Finally,

the cost of ammonia, including that for transportation, has been multiplied by

17/3 ¼ 5.67 to obtain the cost per kilogram of hydrogen stored in ammonia, as

shown in Fig. 7.8. Figure 7.8 shows that if ammonia is produced from coal

(currently at about ~$1/GJ), hydrogen from ammonia is cost competitive with

hydrogen transported in the pure state. Furthermore, if ammonia is produced from
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natural gas, the hydrogen obtained from ammonia remains economically viable up

to natural gas prices of $8/GJ. It should be kept in mind that as the feedstock cost

increases, the hydrogen production costs also increase.

Since ammonia is produced from hydrogen, it is interesting to estimate and

compare the amount of CO2 emission at NH3 and H2 production, respectively. We

assume natural gas as the feedstock here. Modern ammonia synthesis systems that

use extensive heat recovery need ~30 GJ equivalent natural gas to produce 1 ton of

NH3. Through stoichiometry, one may deduce that ~1.32 kg of CO2 is generated in

order to produce 1 kg of NH3; this is equivalent to ~8 kg of CO2 generated for 1 kg

of H2 in the form of NH3, which is similar to the amount of CO2 released during H2

production from natural gas. This figure demonstrates the technical, economical,

and ecological value of NH3 as a hydrogen source.

Moreover, ammonia can be synthesized at any location of the oil or natural gas

extraction wells, and the resulting CO2 re-injected back into the ground for seques-

tration. Ammonia can then be easily transported via pipelines, auto-cisterns, rail-

way cars, and ships, and delivered to consumption points where it can be used as a

hydrogen source, chemical, fertilizer, refrigerant, and so on.

7.6 Thermo-Catalytic NH3 Decomposition and Hydrogen

Separation

Ammonia can be cracked thermo-catalytically to obtain hydrogen according to the

following endothermic reaction:

2

3
NH3 þ 30:1 kJ=mol � H2 ! H2 þ 1

3
N2: (7.10)

Here, the required enthalpy represents 10.6% of HHV or 12.5% of the lower

heating value (LHV) of the produced hydrogen. The ammonia cracking reaction

does not need catalysis to be performed at high temperatures (e.g., over 1,000 K);

however, at lower temperatures, the reaction rate is too low for practical applica-

tions such as hydrogen generation for energy conversion. Nevertheless, at 400�C,
the equilibrium conversion of NH3 is very high at 99.1% (Yin et al. 2004) and at

about 430�C, almost all ammonia is converted to hydrogen at equilibrium, under

atmospheric pressure conditions (Hacker and Kordesch 2003).

There is a large panoply of catalysts applicable to ammonia decomposition (e.g.,

Fe, Ni, Pt, Ir, Pd, and Rh), but ruthenium (Ru) appears to be the best one when

supported on carbon nanotubes, generating hydrogen at more than 60 kW equiva-

lent power per kilogram of catalyst (Yin et al. 2004). Over ruthenium catalysts, at

temperatures lower than ~300�C, recombination of nitrogen atoms is rate limiting,

while at temperatures higher than 550�C, the cleavage of ammonia’s N–H bond is

rate limiting. However, the activation energy is higher at lower temperatures

(180 kJ/mol) and lower at higher temperatures (21 kJ/mol). The best temperature

216 7 Ammonia as a Potential Substance



range for ammonia decomposition over ruthenium catalysts may be 350�C to 525�C,
which suggests that flue gases from hydrogen ICEs, other hot exhausts from com-

bustion processes, or electrochemical power conversion in high-temperature fuel

cells can be used to drive ammonia decomposition.

Figure 7.9 presents three possible reactor configurations for ammonia decompo-

sition. The direct products of decomposition consist of hydrogen and nitrogen and

traces of unreacted ammonia. For pure hydrogen generation, membrane technology

can be applied either in the same reactor or separately. The reactor shown in

Fig. 7.9a is the simplest one and does not separate the products in the output stream.

It consists of a simple tube (which can be coiled) filled with the catalytic bed and

heated from the outside with flue gases. The reaction occurs at the surface and

cannot go beyond the chemical equilibrium conversion at the temperature of

operation. Some old trials reported by Grimes (1966) to produce this kind of reactor

were based on iron catalysis and achieved, for operation at 900�C, a production of

1.3 kW power equivalent of hydrogen (with respect to HHV) for 1 l of reactor plus

auxiliary heat exchangers. More recent work by Hacker and Kordesch (2003)

describes a tubular reactor based on a Ni–Ru catalyst, which produced a hydrogen

equivalent (HHV) with 60 kW at 600�C and 240 kW at 800�C/l of reactor.
Figure 7.9b represents the construction of a plate-type catalytic reactor with

integrated hydrogen-selective membrane. The reactor is heated with flue gases

circulated in cross-flow with the reactants–products streams. Ammonia is fed at

the bottom and passes over the catalytic bed where the disassociation reaction

occurs. The catalytic bed is surrounded by a hydrogen-selective membrane that

allows only pure hydrogen to pass through. Palladium-based membranes are the

most efficient known for hydrogen separation. The reactor produces a pure stream
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of hydrogen and a stream of residuals, containing mainly nitrogen and traces of

hydrogen and ammonia. Reactors of this kind were described by several researchers

and tested with the present data in the laboratory. Garcia-Garcia et al. (2008) used

Ru-based catalysis and a Pd membrane, and obtained ~20% conversion enhance-

ment with respect to conventional (tubular) catalytic reactor; the conversion

obtained at 350�C was 95%. Ganley et al. (2004) showed that hydrogen production

up to 170 kW H2 HHV equivalent is possible with 1 l of reactor.

The third decomposition reactor, shown in Fig. 7.9c, comprises a catalytic mem-

brane and has been proposed by Skodras et al. (2006). The catalysts used were based

on Ni on an alumina support. In this approach, the hydrogen-selective membrane is

doped with ammonia cracking catalysts to form a catalytic membrane. The testing

conditions were 500�C to 800�C, 2 to 10 bar, and 0.5 to 1 second of residence time,

which are consistent with the situations specific to vehicle propulsion. At 550�C, the
conversion was 85% at 2 bar pressure and 30% at 10 bar. In Fig. 7.9c, it is suggested

that better product separation could be achieved if a nitrogen-selective membrane is

placed at the outlet port of unreacted gases. Separating the nitrogen and hydrogen

products simultaneously represents a way to shift the reaction equilibrium toward the

right. By extracting nitrogen from the reactor, the recombinative nitrogen effect can

be avoided and higher reaction rates could be achieved.

7.7 Simultaneous Ammonia Use as Fuel and Working Fluid

Once ammonia is decomposed (partially or totally) to produce hydrogen, the resulting

gas—either pure hydrogen or a mixture of ammonia, nitrogen, and hydrogen—is

used for power generation in fuel cells or ICEs. Alkaline fuel cells are tolerable to

ammonia (Hacker and Kordesch 2003); therefore, there is no need to produce pure

hydrogen from ammonia. A plug-flow catalytic bed reactor similar to alkaline fuel

cells illustrated in Fig. 7.9a can be used. PEM fuel cells do not tolerate ammonia; in

this case, membrane separation reactors such as those shown in Fig. 7.9b,c can be

used. In addition, because the temperature in PEM fuel cell systems is not sufficient,

some of the produced ammonia and the uncombusted fuel are burned to provide the

necessary heat for ammonia decomposition. One such system is proposed by Sør-

ensen et al. (2005) and comprises an ammonia fuel tank, a PEM fuel cell, an ammonia

decomposition unit heated by a catalytic burner, and an ammonia absorber.

A possible power generation technique is presented in Fig. 7.10. The ammonia

tank is thermally insulated in order to recover the cooling effect that manifests when

liquid is drawn out, together with its associated enthalpy. This cooling may be used

by the system (e.g., to cool gaseous streams prior to compression) or may serve some

specific need (e.g., air cooling). Ammonia drawn out of the tank is pumped at high

pressure and then expanded in two stages with intermediate reheating. The heat of

exhaust gases is recovered by this method; if this is not possible (e.g., as in the case

of a PEM fuel cell system that operates at low temperature), then a small part of the

generated hydrogen must be combusted to deliver the heat necessary for ammonia
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decomposition. After heating to elevated temperatures, ammonia is decomposed in

the decomposition and separation unit (DSU) shown on the figure. Pure hydrogen is

generated and compressed using the work recovered from the turbines. Prior to

compression, the hydrogen stream is cooled with heat recovery. The resultant

nitrogen stream is cooled with heat recovery and exhausted into the atmosphere.

Regarding power generation with ammonia as the hydrogen source, we are

interested here in determining a practical upper bound for it. In order to do this,

consider the energy conversion model introduced above in association with

Fig. 7.10. We assume that the engine is either an ICE or a fuel cell operating at

intermediate temperature such that the necessary quantity of thermal energy and the

temperature level are satisfactory for at least 99% ammonia decomposition and

generation of pure hydrogen. The aim is to maximize the power generation effi-

ciency by generating some additional power from ammonia used as a working fluid

prior to its decomposition.

The temperature per second (T-s) diagram of ammonia representing the heating

process prior to decomposition is presented in Fig. 7.11. Heating of the ammonia

fuel is done in three steps with two interlaced expansion processes, namely, 3–4 and

5–6. The work generated by these expansions is sufficient to drive the pump and the

compressor for hydrogen. A simple calculation has been performed for the process

1–2–3–4–5–6–7 using the FluidProp software developed by Colonna and Van der

Stelt (2004).

In this process, state 6 in a vacuum at 0.5 bar is chosen in order to facilitate the

decomposition and separation process. Pure hydrogen produced by the DSU

(Fig. 7.10) is then compressed up to 8 bar, a pressure sufficient for direct injection

into the engine cylinder (if the engine is a fuel cell, the hydrogen pressure may be set

at 2–3 bar). Prior to compression, the hydrogen stream is cooled with heat recovery

down to 25�C for reducing the compression work. Nitrogen and the remaining

unreacted gases are compressed separately after cooling with heat recovery down

to 25�C; the chosen compression pressure is 1.2 bar, which is sufficient for expelling
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the gas stream into the atmosphere after a second cooling to 25�C. Exhaust gas heat
drives the process including ammonia heating and provides thermal energy for

decomposition. We assumed that the decomposition unit efficiency is 80%, defined

in terms of ideal decomposition heat over the actual one.

The cooling effect obtained from the ammonia tank represents, with the assump-

tions made, 6% from ammonia’s HHV or 1% from that of hydrogen. The shaft work

produced by the expander, which upgrades the engine power, was found to be 2%

from the hydrogen’s HHV, while the heat recovered from the exhaust gases was also

2% from the HHV. Note that this heat is mainly used for decomposition; for heating

the ammonia stream prior to decomposition, most of the heat is retrieved from

cooling the produced hydrogen and nitrogen streams prior to and after compression.

Figure 7.12 compares the energy balance of a hydrogen-fueled engine with

that of the same engine modified according to the diagram in Fig. 7.10 and that

is to be fueled with hydrogen generated by ammonia decomposition and separation.

Because of internal heat recovery and heat-to-work conversion, the “hydrogen-

from-ammonia” engine is 2% more efficient. This fact is felt to be of great

importance in the fuel economy and greenhouse gases (GHG) mitigation.

7.8 Simultaneous Use of Ammonia as Fuel and Refrigerant

The cooling effect of ammonia is equivalent to the heat needed to raise its

temperature and, if it applies, the heat needed to decompose it (partially or totally)

prior to using it as fuel. Expressed in terms of enthalpy, this heat is

Dhc;NH3
ðTÞ ¼ hðTÞ � h0ðT0Þ þ xd�dDhdðTÞ; (7.11)
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where T represents the temperature at which NH3 is used as fuel (either in an ICE or

a fuel cell); xd represents the fraction in which the ammonia stream is dissociated

into H2 and N2 (if this applies); �d is the efficiency of the decomposition unit, which

is assumed here to be 0.9; and Dhd represents the dissociation heat at T. In order to

quantify the cooling effect of ammonia in relative terms, we use cooling effective-

ness, defined through the dissociation heat given by Eq. (7.11) and the LHV of

ammonia as

ec;NH3
ðTÞ ¼ Dhc;NH3

ðTÞ/LHV: (7.12)

The results of applying Eq. (7.12) for a range of ammonia reforming tempera-

tures and various decomposition fractions are presented in Fig. 7.13. The thermo-

dynamic data for plotting Fig. 7.13 are calculated using the FluidProp software

developed by Colonna and Van der Stelt (2004). The case xd ¼ 0% represents the

hypothetical situation when ammonia is only preheated prior to oxidation, and one

assumes that no decomposition occurs. This case is illustrated for reference,

because in reality, at temperatures over 300�C, some ammonia decomposes spon-

taneously, even without the presence of catalysts. The case for which xd ¼ 5% is

applicable in ICEs, where, as discussed above, a small fraction of ammonia is

usually decomposed to produce hydrogen that boosts the combustion process. The

extreme situation when xd ¼ 100% is applicable to some fuel cell systems that are

supplied with hydrogen produced from ammonia.

The results show that the maximum achievable engine cooling with ammonia

represents slightly over 20% from the LHV. Thus, in ammonia-fueled ICEs, the

usual water cooling system may be downsized by up to 20%. Optionally, a part of

this cooling may satisfy some air-conditioning needs of the vehicle. A second

observation is that the er profile for complete decomposition is flat (i.e., it is not

influenced by the temperature). If the decomposition is incomplete, the temperature
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profile is linear with a positive slope. This fact is explained by variations in the

decomposition heat, which decreases with the decrease in temperature.

Two complementary arrangements to exploit the refrigeration effect of ammonia

while it is supplied as fuel to the power plant are suggested in Fig. 7.14. With

reference to Fig. 7.14a, one assumes that the saturated liquid is extracted from the

thermally insulated fuel tank. The liquid stream can be throttled such that the fuel

evaporation is conducted at the desired temperature (e.g., 5–10�C will suffice either

for engine cooling or for obtaining some air-conditioning). After throttling, the fluid
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passes through a heat-recovery heat exchanger (HR-hx) where the engine coolant is

cooled with ammonia. If air-conditioning is desired, the heat recovery will have two

steps: first the air and subsequently the engine’s coolant are cooled with ammonia.

To give an example, let us assume that the temperature in the fuel tank is 25�C,
the evaporation temperature is 5�C, and the ammonia temperature at the evaporator

is 15�C (superheated vapor). With these figures, the cooling effect is quantified as

6.3% from the LHV of ammonia. This means that for a medium-sized car equipped

with a 70-kW engine, while the engine runs on ammonia fuel at full load, the

obtained refrigeration effect to be used in the form of air-conditioning amounts to

~4.4 kW. In addition, up to 15% of LHV, meaning 10.3 kW, is available for the

purpose of engine cooling. Alternatively, ~15 kW can be made available for engine

cooling only.

Note that the engine effectiveness can be further improved if the refrigeration

effect of ammonia is used while it is consumed as fuel. The improvement can be

quantified based on the typical coefficient of performance (COP) of the vehicular

cooling systems. The gain in work at the engine shaft due to the available cooling

from ammonia (i.e., which comes from fan, pump, and compressor power savings) is

wNH3
¼ Dhc;NH3

COP
; (7.13)

and induces an engine performance improvement that can be quantified by the

effectiveness:

er;NH3
¼ wNH3

LHV
¼ ec;NH3

COP
: (7.14)

For an assumed (typical) COP of 2 (COP of the engine cooling system and the

air-conditioning system at the average), the maximum gain in efficiency is about

10%.

Some additional work and cooling can be recovered if ammonia is fully decom-

posed according to the arrangement illustrated in Fig. 7.14b. Preheated ammonia

fuel is directed toward the DSU that produces the hydrogen and nitrogen as two

separate streams. While the hydrogen is directed toward the consumption point

(ICE or fuel cell), the hot stream of nitrogen is cooled in the HR-hx at a temperature

close to ambient, say 50�C, and it can in principle be buffered at high pressure in a

small tank (B). When needed, the nitrogen is expanded in a turbine for work

recovery. The resultant cold stream of nitrogen can be used for some low-tempera-

ture cooling needs before being exhausted to the atmosphere.

Calculation of the additional cooling and the corresponding work recovery can

be made by assuming an isentropic efficiency of the turbine, �S, and computing the

actual expansion enthalpy, ha;N2
, as a function of the N2 inlet enthalpy, hi:

ha;N2
¼ hs;N2

þ �s hs;N2
� hi

� �
; (7.15)
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where hi is evaluated at the decomposition temperature and pressure (upstream

turbine), and the isentropic discharge temperature, hs;N2
, is calculated with the

upstream entropy and discharge pressure.

It is useful to report the recovered work in terms of energy per kilogram of

consumed ammonia fuel as follows (this can be done by taking into account that the

number l ¼ 0:5 kmolN2
/kmolNH3

resulting from the NH3 decomposition equation

NH3 ! 1:5H2 þ lN2):

Dhw;N2
¼ l

mN2

mNH3

ha;N2
� hi

� �
: (7.16)

The additional low-temperature cooling effect of N2 can be quantified by

considering reheating of the nitrogen stream from its low temperature Ta;N2
to a

temperature close to ambient, T0, featuring the flow enthalpy h0;N2
:

Dhc;N2
¼ l

mN2

mNH3

h0;N2
� ha;N2

� �
: (7.17)

Apart from ec;NH3
, one may define two additional kinds of system effectiveness,

that is, one with respect to recovered work from nitrogen expansion as

ew;N2
¼ Dhw;N2

LHV
; (7.18)

and one accounting for the low-temperature cooling effect of nitrogen:

ec;N2
¼ Dhc;N2

LHV
: (7.19)

Therefore, the engine performance improvement due to nitrogen expansion can

be quantified by

er;N2
¼ ew;N2

þ ec;N2

COP
: (7.20)

For example, for the arrangement illustrated in Fig. 7.14b, if one assumes a

turbine efficiency of 80%, er;N2
¼ 1:1% or a total of 11.1% recovered power is

obtained due to combined ammonia and nitrogen expansion. For a 70-kW engine,

this is equivalent to 7.8 kW of saved power.

It is to be noted that the simplicity of this cooling system (which consists only of

one or two heat exchangers and one throttling valve) lowers both the initial

operation and maintenance costs by eliminating or downsizing the conventional

mechanical cooling system (which comprises a compressor, condenser, water

pump, fan, and radiator).
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7.9 Performance Analysis of Ammonia-Fueled Systems

Let us investigate the impact of using ammonia as a fuel on the performance of a

vehicle. Recall that, according to what has been mentioned above, there are two

main approaches for using ammonia as a fuel: ICEs and fuel cells.

In an adopted power system (either an ICE or a fuel cell), for the estimation of

engine performance, the cooling effect should be taken into account. In order to

derive a system effectiveness that includes the cooling effect, let us consider � as

the system efficiency. The system effectiveness including refrigeration and work

recovery effects is

er ¼ � þ er;NH3
þ er;N2

: (7.21)

It is obvious that the power system efficiency depends on the system, but a range

of � can be estimated based on the common literature. For hydrogen fuel cells, the

typical efficiency is 40% to 65%; for hydrogen ICE, efficiency of 40% to 55% was

obtained; for direct ammonia fuel cell systems, the typical efficiency ranges from

30% to 45%; and for ICEs, efficiencies range from 25% to 55%. The overall range

for � is from 30% to 65% (maximum values correspond to hydrogen systems, where

hydrogen is supplied by onboard decomposition of ammonia). Thus, the expected

range for ammonia vehicle effectiveness er is 0.35 to 0.75.

It is interesting to investigate the driving range as a function of system effective-

ness. In this respect, we assume a system effectiveness and a performance indicator

of the power train given in terms of shaft torque energy for each kilometer of

driving range. We consider here a reasonable range for this indicator from 0.5 to

1.5 MJ/km and take three illustrative values for er. The results shown in Fig. 7.15
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indicate, for instance, that with 1.0 MJ/km, the driving range may reach 7 km/l, that

is, over 500 km with a 75-l NH3 fuel tank.

Figure 7.16 compares some performance indicators for ammonia, hydrogen,

and more conventional vehicles. To calculate the data shown in Fig. 7.16, it is

assumed that gasoline, compressed natural gas (CNG), and liquefied petroleum gas

(LPG) vehicles run with 28% efficiency. For methanol, we assumed a fuel cell

system with 40% efficiency. For hydrogen, a PEM fuel cell system with hydrogen

stored in metal hydride tanks has been considered, with an efficiency of 50%.

For an ammonia vehicle, a liquid storage tank is assumed and the power system is

not specified; thus we only considered two efficiencies (35% and 45%) that are

specific for both ammonia fuel cell systems and ICEs. All efficiencies considered

herein are within the current technological capabilities. Also, the parameter t is

assumed to be 1 MJ/km. The fuel costs are as listed in Table 7.1.

The results show that the driving range of gasoline vehicles is the longest, but the

associated cost is the highest among all options considered here. Therefore, the

gasoline tank is the most compact. The hydrogen tank is the least compact;

however, the driving cost of a hydrogen vehicle is half of that of all common

fuels. Regarding ammonia, the fuel tank is reasonably compact (about two times

larger than the gasoline tank), and the specific driving cost is the lowest. If the

considered specific cost of ammonia is 25% higher, that is, CN $0.4/kg, still the

driving cost of an ammonia vehicle at 35% is lower than that of a hydrogen vehicle

at 50%.

Several automakers have developed the prototypes of hydrogen-fueled vehicles

in recent years. Here, for analysis purposes, we select a Ford Focus H2ICE proto-

type. In Table 7.2, we list the performance parameters of the actual prototype and

some calculation results for the same prototype converted to use NH3 fuel. For

the calculation, it has been assumed that the cost of ammonia is $0.30/kg.

The efficiency of the ammonia engine is assumed to be the same as that of the
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Fig. 7.16 Comparative performance analysis of several power systems for vehicles [modified

from Zamfirescu and Dincer (2009a)]
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hydrogen engine. In fact, ammonia can be decomposed onboard at no additional

cost (using only the heat rejected by the ICE) and the engine fueled with pure

hydrogen. As can be observed, the driving range of the NH3 vehicle is much longer

and hence more economical with a driving cost of $3.2/100 km compared to $8.4/

100 km for the H2ICE. Moreover, the tank compactness of the ammonia car is about

four times better.

It is of interest to know the energy at the shaft with respect to the energy stored in

the fuel tank. This is presented in Fig. 7.17, which shows the energy at the shaft per

unit of fuel volume and fuel mass stored in the fuel tank. Note that because of the

assumed higher efficiency at power conversion when hydrogen is generated from

ammonia, the energy at the shaft per volume is the highest.

In Fig. 7.17, the situation when ammonia is used directly as a fuel (possibly with

partial (3% per volume) decomposition) is also included. Fueling an ICE is a proved

Table 7.1 Comparison of ammonia with other fuels including hydrogen

Fuel/storage P
[bar]

r, Density
[kg/m3]

HHV

[MJ/kg]

HHV000

[GJ/m3]

e000 [GJ/
m3]

c [CN
$/kg]

C000 [CN
$/m3]

c/HHV
[CN $/GJ]

Gasoline, C8H18/

liquid

1 736 46.7 34.4 34.4 1.36 1,000 29.1

CNG, CH4/

integrated

storage

250 188 42.5 10.4 7.8 1.20 226 28.2

LPG, C3H8/

pressurized

tank

14 388 48.9 19.0 11.7 1.41 548 28.8

Methanol,

CH3OH/

liquid

1 786 14.3 11.2 9.6 0.54 421 37.5

Hydrogen, H2/

metal

hydrides

14 25 142 3.6 3.0 4.00 100 28.2

Ammonia, NH3/

pressurized

tank

10 603 22.5 13.6 11.9 0.30 181 13.3

Ammonia, NH3/

metal amines

1 610 17.1 10.4 8.5 0.30 183 17.5

Data from Zamfirescu and Dincer (2009a)

Table 7.2 Conversion of a Ford Focus H2ICE to NH3 fuel

Parameter Unit H2 NH3

Storage tank volume Liter 217 76

Storage pressure Bar 345 10

Energy onboard MJ 710 1,025

Cost of full tank CN $ 25 14

Driving range Km 298 430

Driving cost CN$/100 km 8.4 3.2

Tank compactness Liter/100 km 73 18

Data from Zamfirescu and Dincer (2009a)
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practice because an ammonia–hydrogen mixture has comparable combustion char-

acteristics with gasoline (see Zamfirescu and Dincer 2008a,b,c). The energy devel-

oped at the shaft per unit of fuel volume is about the same for ammonia and gasoline

engines, while the shaft energy developed per unit of fuel mass is in favor of

ammonia. If hydrogen is produced from ammonia and work recovery is applied

for improving the efficiency (as discussed above), high power conversion is

achieved and this provides very promising values: ~8 MJ/l and ~14 MJ/kg shaft

power.

Results regarding the life-cycle efficiency of vehicles driven with various fuels

and with ammonia, and the corresponding CO2 mitigation and cost are summarized

in Fig. 7.18, which is taken from the study by Zamfirescu and Dincer (2009b). Six

cases are compared in the figure:

l Reference vehicle fueled with gasoline
l Vehicle driven with hydrogen produced through sustainable methods
l Hydrogen derived from fossil fuels
l Ammonia produced by artificial biological methods (using enzymes)
l Ammonia produced from sustainable energy sources
l Ammonia produced from fossil fuels

The life-cycle efficiency includes all phases starting with primary materials and

energy sources, including ammonia synthesis, storage, distribution, and power

generation at remote (stationary or mobile) locations. For the reference gasoline

case, the mitigation of GHG is negative, meaning that there is no mitigation in this

case. When ammonia is derived from biological synthesis, the GHG mitigation is

the maximum. Regarding the economics, the cheapest cost per unit of energy

derived at the shaft corresponds to ammonia derived from fossil fuels.

0

1

2

3

4

5

6

7

8

9

151050

S
ha

ft 
w

or
k 

M
J/

L

Shaft work MJ/kg

B
at

te
rie

s

C
om

pr
es

se
d 

H
2

C
he

m
ic

al
 h

yd
rid

es

Li
qu

ef
ie

d 
H

2

P
ro

po
se

d 
D

ep
ar

tm
en

t o
f E

ne
rg

y 
 

go
al

 2
01

5

M
et

ha
no

l

M
et

al
 a

m
in

es A
m

m
on

ia

H2 from
ammonia

G
as

ol
in

e

LP
G

C
N

G

Energy at shaft =
Energy in tank × Engine efficiency

Fig. 7.17 Energy at the shaft with respect to the energy stored in the fuel tank [modified from

Zamfirescu and Dincer (2009b)]

228 7 Ammonia as a Potential Substance



7.10 Concluding Remarks

In this chapter, it was shown that ammonia is a potential substance for sustainable

energy systems because it uniquely offers the opportunity to store hydrogen at high

density; it produces power when used as fuel, hydrogen source, and working fluid,

and is simultaneously used as a refrigerant and an NOx-reducing agent. Some

specific conclusions from this chapter are as follows:

l Thermo-catalytic membrane reactors are the most promising devices for H2

generation from NH3.
l If ammonia is used simultaneously as a working fluid and a fuel, the efficiency

increases by >2%.
l NH3 can be stored seasonally as opposed to H2, which must be consumed within

a few days after production.
l Ammonia delivered and converted into shaft energy is cheaper than hydrogen,

although in the production phase ammonia could be up to ~25% more expensive

than hydrogen from which it is synthesized.
l The energy generated at the shaft is 25% higher in hydrogen-from-ammonia

cases; with respect to gasoline, per unit of fuel volume, and per unit of mass, it is

30% higher.
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l Some additional advantages of ammonia are commercial availability and viabil-

ity, global distribution network, and easy handling experience, while its toxicity

may be seen as a challenge. This can easily be overcome with the current control

and storage technologies.

Nomenclature

c Specific cost, currency per mass

ex Specific exergy, kJ/kg

g Gravitational acceleration, m/s2

h Specific enthalpy, kJ/kg

H Formation enthalpy, J/mol

LHV Lower heating value, MJ/kg

P Pressure, Pa

s Specific entropy, KJ/kg K

T Temperature, K

w Mass specific work, J/kg

xd Dissociation fraction

z Elevation, m

Greek Letters

e Effectiveness

� Efficiency

m Molar mass, kg/kmol

r Density, kg/m3

Subscripts

0 Reference state

c Cooling effect

d Dissociation

i Inlet

r Refrigeration

S Isentropic

w Expansion
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Superscript

ð Þ000 Per unit of volume

References

Appl M. 1999. Ammonia — principles and industrial practice. Wiley-VCH, New York.

Bartles J.R. 2008. A feasibility study of implementing an ammonia economy. MSc Thesis, Iowa

State University, Ames, Iowa.

Christensen C.H., Sørensen R.Z., Johannessen T., Quaade U.J., Honkala K., Elmøe T.D., Køhlera

R., Nørskov J.K. 2005. Metal ammine complexes for hydrogen storage. Journal of Materials
Chemistry 15:4106–4108.

Colonna P., Van der Stelt T.P. 2004. FluidProp: A Program for the Estimation of Thermophysical

Properties of Fluids. EnergyTechnology Section, Delft University of Technology, TheNetherlands.

Ganley J.C., Seebauer E.G., Masel R.I. 2004. Development of a microreactor for production of

hydrogen from ammonia. Journal of Power Sources 137:53–61.
Garcia-Garcia F.R., Ma Y.H., Rodrigues-Ramos I., Guerrero-Ruiz A. 2008. High purity hydrogen

production by low temperature catalytic ammonia decomposition in a multifunctional mem-

brane reactor. Catalysis Communications 9:482–486.
Grimes P.G. 1966. Energy deport fuel and utilization. Transaction of the Society of Automotive

Engineers, paper #650051.
Hacker V., Kordesch K. 2003. Ammonia crackers. In: Handbook of Fuel Cells—Fundamentals,

Technology and Applications. John Wiley and Sons, Chichester, England.

Heldebrant D.J., Karkamkar A., Linehan J.C., Autrey T. 2008. Synthesis of ammonia borane for

hydrogen storage applications. Energy and Environmental Science 1:156–160.
Hinnemann B., Nørskov J.K. 2006. Catalysis by enzymes: the biological ammonia synthesis.

Topics in Catalysis 37:55–70.
K€astner J., Bl€ochl P.E. 2007. Ammonia production at the FeMo cofactor of nitrogenise: results

from density functional theory. Journal of the American Chemical Society 129:2998–3006.
Mousdale D.M. 2008. Biofuels—Biotechnology, Chemistry, and Sustainable Development. CRC

Press, Boca Raton, FL.

NIST 2010. NIST Chemistry WebBook. NIST Standard Reference Database Number 69. Linstrom

P.J., Mallard W.G. eds., NIST, Washington, DC.

Rafiqul I., Weber C., Lehmann B., Voss A. 2005. Energy efficiency improvements in ammonia

production perspectives and uncertainties. Energy 30:2487–2504.
Skodras G., Kaldis S., Topis S., Koutsonikolas D., Grammelis P., Sakellaropoulos G. 2006. NH3

decomposition and simultaneous H2 separation with a commercial Pd-Cu-Ag/V membrane.

Proceedings of the Second International Green Energy Conference. June 25–29, Oshawa, ON,

Paper #IGEC2-141.

Sørensen R.Z., Nielsen L.J.E., Jensen S., Hansen O., Johannessen T., Quaade U., Christensen C.H.

2005. Catalytic ammonia decomposition: miniaturized production of COx-free hydrogen for

fuel cells. Catalysis Communications 6:229–232.
Walter M., Lesicki R. 1998. Measures taken to ensure safe operation of an ammonia storage tank.

Process Safety Progress 17:288–296.
Yin S.F., Xu B.Q., ZhouX.P., Au C.T. 2004. Amini-review on ammonia decomposition catalysts for

on-site generation of hydrogen for fuel cell applications. Applied Catalysis: A, General 277:1–9.
Zamfirescu C., Dincer I. 2008a. Using ammonia as a sustainable fuel, Journal of Power Sources

185:459–465.

Zamfirescu C., Dincer I. 2008b. Environmentally-benign hydrogen production from ammonia for

vehicles. Proceedings of Global Conference onGlobalWarming. July 6–10, Istanbul, paper #626.

References 231



Zamfirescu C., Dincer I. 2008c. Ammonia as a green fuel for transportation. Proceedings of

ASME, Energy Sustainability Conference. August 10–14, Jacksonville, FL, paper #54329.

Zamfirescu C., Dincer I. 2009a. Ammonia as a green fuel and hydrogen source for vehicular

applications. Fuel Processing Technology 90:729–737.
Zamfirescu C., Dincer I. 2009b. Environmental impact and cost analyses of ammonia as a

hydrogen source. Proceeding of Global Conference on Global Warming. July 5–9, Istanbul,

paper #535.

Study Questions/Problems

7.1 How much hydrogen is embedded in 1 mol of ammonia, 1 m3 of ammonia,

and 1 kg of ammonia?

7.2 Determine the quantity of hydrogen present in a 1-m3 ammonia tank containing

20% per volume of ammonia vapor, and ammonia liquid. Consider that the tank

is kept at (a) standard temperature, (b) negative 40oC, and (c) positive 45oC.

7.3 Consider the system presented in Fig. 7.1 for ammonia synthesis. Using

energy and mass balance equations and appropriate assumption, determine

the ammonia production efficiency according to the first and second law of

thermodynamics.

7.4 According to Fig. 7.2, determine the amount of energy needed to synthesize

one molecule of ammonia using nitrogenase enzyme.

7.5 Consider the ammonia storage system presented in Fig. 7.3. Make reasonable

assumptions and determine the efficiency and the cost of storage for a period

of 6 months.

7.6 Calculate the reaction heat associated with NOx decomposition on zeolites

using ammonia, according to Eq. (7.3), for two cases: (a) cold start at ambient

temperature, and (b) steady operation at 300�C.
7.7 Demonstrate through calculation of the cost the advantage of the “hydrogen

from ammonia route” compared with the “hydrogen-only route.” Use the

diagram in Fig. 7.8 for the calculations.

7.8 Determine the reaction heat of an ammonia decomposition reaction for a

reasonable range of temperatures and pressures.

7.9 By minimizing Gibbs energy, determine the equilibrium concentration of the

ammonia decomposition reaction for pressures of 0.1 bar, 1 bar, 10 bar, and

100 bar and temperatures in the range of �40�C to 1,000�C.
7.10 Make reasonable assumptions and determine the efficiency of the power-

generation system presented in Fig. 7.10.

7.11 Consider the system in Fig. 7.14a and determine the refrigeration effect

associated with a 100-kW engine.

7.12 Redo through your own calculation the plot in Fig. 7.17.

7.13 Based on a literature study, determine the energy density per mass and volume

of ammonia borane and compare it with that of an ammonia-only system.

7.14 Calculate the life-cycle carbon dioxide emissions when ammonia is produced

from coal and then used as fuel for motor engines.
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Chapter 8

Nuclear Energy

8.1 Introduction

Nuclear energy technology was developed and reached maturity in the second half

of the twentieth century. It was founded on the discoveries and contributions of

many renowned scientists such as Thompson, Roentgen, Becquerel, Curie, Bohr,

Rutherford, Einstein, and others, which led to the formation (over a period of about

75 years, between 1875 and 1950) of new areas of physics such as nuclear physics

and quantum mechanics. On the one hand, nuclear and quantum physics provided a

thorough understanding of the laws of matter, and on the other hand they supported

the development of various engineering applications, among which production of

controlled nuclear heat in nuclear reactors appears to be the most important.

Nowadays, nuclear energy is used to produce heat, which powers electricity

generation plants and generates power for marine vessels propulsion or extraterres-

trial spacecrafts. Nuclear energy, synonymous with atomic energy, is the energy

produced by fission or fusion of atomic nuclei. Among all energy sources, nuclear

energy is the most compact. Figure 8.1 compares in a simple manner the density of

nuclear energy embedded in a uranium fuel pellet with other conventional sources.

In the future, the implementation of nuclear hydrogen generation facilities is

envisaged. Fulfillment of nuclear energy systems implies putting in place a compli-

cated fuel cycle that must be thoroughly and securely monitored from extraction to

nuclear waste deposition.

Nuclear energy is arguably considered a component of sustainable development.

In this chapter, we introduce the physics of nuclear energy and associated heat

generation, analyze the principal types of nuclear reactors, and discuss typical

applications. Examples of systems analysis are illustrated with some case studies.

8.2 Historical Perspective

The eighteenth century was abundant in scientific discoveries in many fields,

among which one of the most important was radioactivity. The term radioactivity
was proposed by Marie Curie, who received two Nobel prizes for her discoveries in

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_8, # Springer Science+Business Media, LLC 2011
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physics and chemistry. The radioactive element polonium that she discovered in

1898 was named for her native country, Poland. By definition, radioactivity is the

phenomenon of spontaneous emission of nuclear radiation (alpha, beta, and

gamma rays, neutron particles, etc.), which is generated either directly by unstable

atomic nuclei or indirectly by a nuclear reaction. Some of these kinds of radiation,

such as beta and gamma rays were known from previous discoveries such as that

of Roentgen, who first generated X-rays. The gamma rays and X-rays have the same

nature, being a form of high-energy electromagnetic radiation. Gamma rays are

produced by radioactive decay of some nuclei (which will be explained in this

chapter), while X-rays are in general produced by special electronic equipment.

Radioactivity can occur spontaneously by disintegration of some radioactive nuclei

existent in nature. Natural radioactivity was discovered by Henri Becquerel in

1986. The process of radioactivity also can be induced, which is called artificial

radioactivity. Generation of artificial radioactivity was first studied by Marie

Curie’s group at the University of Paris in the 1920s with a significant contribution

by the Curie scholar Stefania Maracineanu, who demonstrated the first laboratory

experiment proving the possibility to produce artificial nuclear radiation. In her

Ph.D. thesis, completed in 1924, Maracineanu did experiments with lead and

polonium and showed that lead, being activated with radioactive polonium, starts

emitting radiation. This first laboratory proof was investigated for 10 more years by

Frederic and Irene Joliot-Curie which formulated a theoretical model for artificial

radioactivity in aluminum bombarded with alpha particles. The two savants

received the Nobel Prize for chemistry in 1935 and acknowledged the initial

discovery of Maracineanu in an article published in Neues Wiener Journal (June
5, 1934). Generating nuclear radiation in a controlled manner was of the utmost

1 uranium 
pellet 

(3−5 cm3)

3 barrels of oil 1 ton of coal

2.5 tons of wood

480 cubic m natural gas

Fig. 8.1 Energy equivalents for 1 pellet of uranium fuel
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importance for the progress of nuclear energy engineering. As pointed out by Ernest

Rutherford in 1911, the heat generated by radioactive decay is enormous as

compared to that generated by any chemical reaction. Another major step in

explaining the process of radioactivity is attributed to James Chadwick in 1932,

which was followed by relevant experiments conducted by Enrico Fermi, who

succeeded in producing nuclear reactions induced by neutron radiation. Fermi

demonstrated the first nuclear reactor, in which he conducted the chained fission

reaction of uranium in 1942 in Chicago. Later, a nuclear reactor of 1 MW was built

and tested at Oak Ridge laboratories, and the first full-size nuclear reactor of

200 MW installed capacity, called the B reactor, began to operate near Richland,

Washington.

Intensive research work was pursued in the 1940s in the countries engaged in

World War II—the United States, Germany, the United Kingdom, and the Russia—

to develop nuclear power for both peaceful and military applications. The first

nuclear power plant to produce electricity of 100 kWwas commissioned in Idaho in

1951. In Russia, the first nuclear power plant of 5 MW connected to a grid was

constructed. Atomic Energy Canada Ltd. (AECL) was established in 1944 in Chalk

River, Ontario, with the aim of developing nuclear energy in Canada. In 1945, the

AECL tested the first nuclear reactor and some years later developed the CANDU

(CANadian Deuterium Uranium) nuclear power plant technology.

During the last 40 years, many kinds of nuclear reactors were developed for the

purpose of electric power production and marine and space mission applications

(where nuclear energy can be used for propulsion, power generation, heating,

cooling, and many other needs). In recent years, the idea of hydrogen production

with nuclear energy attracted considerable interest. Other novel applications of

nuclear energy are in desalination, petroleum extraction from oil sands, and gener-

ation of sustainable process heat.

8.3 Basic Elements of Nuclear Power

Nuclear reactions stand at the base of nuclear energy. In current engineering

applications, nuclear energy is produced in a controlled manner in nuclear reactors.

Inside the reactor, the nuclear energy that manifests in the form of radiation is

converted into thermal energy and transferred out with the help of a heat transfer

fluid (reactor coolant). By a rough definition, a nuclear reaction is a process in

which two or several nuclei or nuclear particles interact to produce some other

nuclear particles or nuclei. Nuclear reactions occur at the subatomic level as

opposed to chemical reactions that take place at the atomic or molecular level. In

this section, the basic elements of nuclear power, which include mainly atomic

structure, nuclear reactions (e.g., fission, fusion), nuclear radiation, radiation, and

matter interaction to generate heat, are presented.
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8.3.1 Atomic Structure

It is known from physics that matter is constituted of elements called atoms, and it

is known from chemistry that the number of kinds of atoms—chemical elements—

is relatively small in the universe. The term chemical element refers to a substance

that cannot be decomposed into simpler substances by chemical means. The

periodic table of elements currently contains 118 elements, which through their

possible combination give rise to a very large number of chemical compounds. Any

chemical element can be called an “atom,” because the smallest recognized division

of a quantity of a chemical element is an atom.

The atom has a complicated structure including many kinds of particles in its

nucleus. For the purpose of nuclear energy engineering, the atom can be treated in a

simplified manner, by considering it as consisting of a nucleus and a cloud of

electrons orbiting around the nucleus on orbits approximated to be spherical in their

average radius, as suggested in Fig. 8.2. The radius of an atom is of the order of 1 Å
(where 1Ångstr€om is 10�10 m) while the mass ranges from about 10�27to 10�25 kg.

The nucleus consists in a number of particles called nuclides. The nuclides are of

two kinds: protons (particles having electrical charge) and neutrons (particles that

do not have electrical charge). The common notation regarding the atom compo-

nents is as follows:

l p+¼ symbol for proton (sign “+” indicates a positive electrical charge)
l Z ¼ the number of protons in the nucleus
l n ¼ symbol for neutrons
l N ¼ number of neutrons
l A ¼ Z + N, representing the total number of nuclides known as atomic mass
l e�¼ symbol for electron indicating that it has a negative electrical charge
l e ¼ �1.602176487(40) � 10�19 C is the electrical charge of one electron in

coulombs

Electronic cloud

Nucleus

Atom radius

Fig. 8.2 Structural

representation of an atom
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Basically, the entire mass of an atom is concentrated in its nucleus. Due to the

presence of the protons, the nucleus has a positive electrical charge of + Ze. The
atom is neutral from the electrical point of view. Therefore, the electronic cloud

comprises Z electrons, totaling an electrical charge of –Ze. The mass of the three

elementary nuclear particles as well as their main characteristics are given in

Table 8.1. The mass of particles is shown in kg and in AMU (atomic mass unit).

The AMU is the standard unit for measuring the mass of atomic or subatomic

particles and is defined relative to the mass of carbon 12. An atom of carbon 12

comprises Z ¼ 6 protons and N ¼ 6 neutrons and has a mass of 1.992 � 10�26 kg.

Carbon 12 is the most abundant isotope of carbon in the universe, the abundance

being 98.89%. This means that among all atoms of carbon in the universe, the ones

that have a nuclear structure comprising 6 protons and 6 neutrons can be found with

a probability of 98.99%. According to the definition, the mass of one atom of

carbon 12 has 12 AMU. The mass of 1 AMU can be calculated easily as follows:

1AMU ¼ 1:992� 10�26=12 ¼ 1:660538782� 10�27 kg.

A chemical element is constituted by atoms each having same number of

electrons and protons. However, the number of neutrons in the nucleus can differ,

which means that the atomic mass of a chemical element can vary in a specific

range. Any variation of a chemical element, with a different number of neutrons in

its nucleus, is called an isotope. There are about 116 known chemical elements.

Many of them have several isotopes, but some (e.g., beryllium, fluorine, phospho-

rus) have only one isotope. All atoms having 6 protons are called the chemical

element “carbon,” or all atoms having 92 protons are called the chemical element

“uranium.” Carbon has three isotopes: one with 6, one with 7, and one with

8 neutrons.

The standard notation of a chemical element includes the symbol of the element

(E), the indication of the number of protons Z and the indication of the atomic mass

A; the general form of the notation is A
ZE; for example, the isotopes of carbon

(symbol C) are 12
6 C; 136 C; 146 C, and the isotopes of uranium are six in number, from

which only three occur in nature, namely 234
92 U; 23592 U; 23892 U. A short notation of

chemical elements that indicates only the isotope’s atomic mass and its symbol is

also used and has the form AE. The isotopes of a chemical element are of two types:

stable or radioactive. The isotopes that are stable maintain over time their nuclear

structure. The radioactive isotopes have an unstable nuclear structure. Therefore,

they disintegrate over time by changing their nuclear structure toward more stable

arrangements. It is important to know how fast the radioactive elements disinte-

grate. The rate of radioactive disintegration is measured by the “half-life time,” a

Table 8.1 Main characteristics of the fundamental subatomic particles

Name Neutron Proton Electron

Symbol n p+ e�

Mass (kg) 1.674927212 � 10�27 1.672621638 � 10�27 9.10938215 � 10�31

Mass (AMU) 1.008664916566 1.00727646661 0.0005486

Electric charge None +1e �1e
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parameter that is defined rigorously in the subsequent paragraphs. Basically, at half-

life a quantity of a radioactive element becomes half of the initial quantity. The

half-life time and other important parameters of those chemical elements and their

isotopes that are relevant to nuclear energy technology are summarized in Table 8.2.

8.3.2 Nuclear Reactions: Fission and Fusion

Unstable isotopes disintegrate spontaneously through a process called radioactive

decay. Radioactive decay is explained by the existence of excess energy in the

nucleus. The cause of the excess energy can be an improper balance between

the number of neutrons and electrons, or it can be due to other factors that lead

to the establishment of a metastable state of the nucleus. Radioactive decay can be

described by the following general equation:

R ! Sþ Pþ E; (8.1)

where the symbols represent in order the radioactive isotope (R), the stable isotope
(S), emitted particles (P), and emitted energy (E).

The equation states that when a radioactive isotope decays, it will transform into

a stable isotope (possibly the isotope of a different chemical element than that of R),
and it will emit some nuclear particles and radiation energy. But what is the nature

of the nuclear energy and where does it come from? In order to answer this

Table 8.2 Chemical elements relevant to nuclear energy technology and their main features

Symbol Name Abundance

Atomic mass

(AMU) Half-life time

Binding energy

(MeV)
1
1H Hydrogen >99% 1.00727646661 Stable 0
2
1H Deuterium <1% 2.0141078 Stable 1.808; 1.7079937
3
1H Tritium Traces 3.0160492 12.32 years 8.016;7.9700827
3
2He Helium 3 <0.0002% 3.0160293 Stable 6.695415271
4
2He Helium 4 >99.999% 4.002602 Stable 27.27210578
11
6 C Carbon 11 Traces 11.002035 28.38 min 79.120923541
12
6 C Carbon 98.9% 12.0000 Stable 89.08683
13
6 C Carbon 13 1.1% 13.00335 Stable 94.03713903
14
6 C Carbon 14 Traces 14.003241 5,730 years 102.20916492
234
92 U Uranium

234

0.0054% 234.035265 245,500 years 1,736.67733817

235
92 U Uranium

235

0.7204% 235.0439299 7.038 � 108years 1,736.6773536

238
92 U Uranium

238

99.2742% 238.0507826 4.468 � 109years 1,754.506258689

Data from Haynes (2011), Kruger (2006), and Murray (2009)
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question, one needs to introduce the notion of binding energy. In analogy with

chemistry, where any chemical compound has associated an enthalpy of formation,

in nuclear science one can associate a binding energy with any isotope.

At least two kinds of forces interact to maintain the nuclear structure, namely the

coulomb repulsion forces and the nuclear attraction forces (known as Yukawa

potential forces after the scientist who postulated their existence in 1935). The

Yukawa forces explain the existence of the several protons in the nucleus. Protons

have positive charge. Therefore, as they approach they reject each other. If only

coulomb forces, which are associated with the electric field, would be active, then

the protons can never stay together in the nucleus. The attraction nuclear forces of

the Yukawa kind act at a smaller distance than the coulumb forces, between any

kind of nucleons (protons or neutrons) regardless of the presence or the absence of

electric charges. In other words, two protons attract each other if the distance

between them is sufficiently small. A consequence of the fact that at the nucleus

level two opposite effects manifest, that is, the attraction of nucleons due to nuclear

(Yukawa) forces and the repulsion of protons due to electrostatic (coulomb) forces,

is that the size (radius) of the nucleus establishes itself such that equilibrium exists

between repulsion and attraction actions.

Figure 8.3 shows an approximation of the energy associated with coulomb and

Yukawa forces between two approaching protons. It can be seen that the coulomb

repulsion forces are stronger than the attraction forces for distances larger than ~3.5

fm (femtometer). For more attraction between protons, the nuclear forces overcome

0 0.5 1 1.5 2 2.5 3 3.5 4
−10

0

10

20

30

40

50

60

70

3 3.25 3.5 3.75 4
−0.5

−0.25

0

0.25

0.5

0.75

E
ne

rg
ie

s 
as

so
ci

at
ed

 w
ith

 a
to

m
ic

 fo
rc

es
, M

eV

Distance between protons, fm

Distance between protons, fm

E
ne

rg
ie

s 
as

so
ci

at
ed

 w
ith

 a
to

m
ic

 fo
rc

es
, M

eV

Zooming this area

Zoomed area

Coulomb repulsion energy

Yukawa attraction energy

Equilibrium radius
Resultant attraction energy

Fig. 8.3 Energies associated with coulomb and Yukawa force

8.3 Basic Elements of Nuclear Power 239



repulsion forces; therefore, the protons tend to get closer. It is also known that at

distances smaller than ~0.3 fm strong repulsive atomic forces other than Yukawa

forces occur.

The equilibrium between attractive and repulsive nuclear forces can be stable,

unstable, or metastable depending on the exact situation. If the equilibrium in the

nucleus is stable, then the isotope is stable; if the nuclear equilibrium is unstable or

metastable, then the isotope is radioactive, that is, it will spontaneously disintegrate

to form a system with stable equilibrium. Assume that the number of nucleus

constituents (protons and neutrons) is small. In this case, the element has a small

atomic number (by atomic number one denotes the atomic mass measured in

AMU). Consequently, the radius of the nucleus is relatively small; therefore, the

particles are closer to each other, and the nuclear forces dominate. Because nuclear

forces are high, a tendency of the low atomic mass elements to undergo fusion with

each other exists and to form heavier atoms. In the opposite case, if the nucleus has

a large number of constituents, its radius is large. In this extreme the electrostatic

forces dominate the nuclear ones. Therefore, the tendency of the heavy elements is

to dissociate and form smaller elements.

One can define the density of the atomic nucleus as a mass of matter (A)
expressed in AMU over the volume of the nucleus (VN), assumed spherically,

VN ¼ 4=3pR3
N. The nucleus density of the elements comprised in the periodic

table varies from about 16,350 AMU/cm3 to 17,270 AMU/cm3 with an average

of 16,800 AMU/cm3. The nucleus radius can be approximated by

RN ¼
ffiffiffiffiffiffiffiffiffiffiffi
3A

4prN

3

s
or RN ¼ 0:013A1=3; fmðfemtometerÞ: (8.2)

During any nuclear reaction the nucleus can lose mass or gain mass, or recon-

figure its structure without changing mass. Any mass variation or system reconfig-

uration at the nuclear level occurs together with a radiation emission or absorption.

The general formula relating mass variation with energy exchange has been derived

by Einstein and it is known as E ¼ mc2, which for the case of a nuclear reaction is

better written in the following form:

DEb ¼ �ðDmÞc2; (8.3)

where Dm represents the mass variation during the reaction expressed in kg and c is
the speed of light in vacuum expressed in m/s. The minus sign indicates that if the

mass of the atoms that resulted after the reaction is complete is smaller than the

mass of the atoms entering the reaction, then the system emits energy; if it is larger,

the system absorbs energy, resulting in this equation:

A
ZE ! Zpþ þ A� Zð Þnþ DEb; (8.4)
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which states that the nucleus of element E disintegrates in its constitutive nucleons;

the mass variation can be written as Dm ¼ Z � mpþ þ A� Zð Þmn � m A
ZE
� �

. Equa-

tion (8.3) introduces the binding energy of the nucleus, which becomes

DEb ¼ � Z � mpþ þ A� Zð Þmn � m A
ZE
� �� �

c2: (8.5)

For a mass variation of 1 AMU the corresponding binding energy is

DEb1 ¼ 931:4MeV; therefore, the binding energy equation becomes

DEb ¼ � Dmð ÞEb1; (8.6)

where Dm is expressed in AMU. Table 8.1gives also the binding energy of the listed

elements.

Example: Calculation of the Binding Energy of Tritium

We will calculate first the mass variation associated with binding energy, according

to Eq. (8.5). This is for tritium with A ¼ 3, Z ¼ 1; Dm ¼ mpþ þ 2mn � m 3
1H
� � ¼

0:0085571AMU; the associated binding energy is DEb ¼ �931:4� 0:0085571 ¼
7:9700827MeV.

A factor that quantifies the nuclear stability of an isotope is given by the ratio of

binding energy to the atomic mass, DEb=A. Figure 8.4 shows the variation of the

nuclear stability factor and the variation of the binding energy with the atomic mass

of the element. Only the most abundant isotopes of the elements are considered in

the plot. One can observe that 56Fe has about the maximum binding energy per

nucleon (the peak is very close to 56Fe and corresponds to less abundant isotopes of
62Ni followed by 58Fe). The nucleus of helium 4 is also very stable, showing a peak

with respect to its neighbors (hydrogen and lithium). This high stability is the
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reason why this isotope results from many nuclear reactions including fusion that is

believed to occur in the sun’s core, where hydrogen is converted into 4He or the so-

called alpha decay where a fast moving nucleus of 4He is generated. The nuclei that

have a small atomic mass (smaller than that of magnesium) tend to associate and

form heavier nuclei through nuclear fusion kinds of reactions. Elements with

atomic mass in the range between magnesium (A ¼ 24) and xenon, (A ¼ 131)

are relatively stable since the stability factor is relatively flat. For elements heavier

than xenon, the nucleus size becomes large, a fact that affects the balance of forces:

attractive forces become weaker and the repulsive forces stronger. Therefore, heavy

elements have the tendency to disintegrate into lighter elements through a nuclear

fission reaction.

Commonly, the nucleus of a radioactive isotope is called a radionuclide.

The decay law states that the number of radionuclides at a given time NðtÞ is

given by

NðtÞ ¼ N0

1

2

� � t
th

; (8.7)

where N0 ¼ N t ¼ 0ð Þ represents the number of radionuclides at the initial moment

and th is called the half-time period. The half-time of some common radionuclides

is listed in Table 8.2. Figure 8.5 correlates the decay time with the decay ratio

NðtÞ=N0 ¼ 1=2ð Þt=th for some radionuclides.
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8.3.3 Nuclear Radiations and Decay Reactions

Radioactive decay and other nuclear reactions result in the emission of fast particles

and their associated radiative energy. There are a series of subatomic particles that

are important because they count in the energy balance of many nuclear reactions of

practical importance. All such particles are in general not stable; they either

disintegrate or dissipate in various ways. In addition to particles, nuclear reactions

may emit gamma radiation. Here is some general information about common

particles and radiation that occur during nuclear reactions:

l Gamma ray: This is electromagnetic radiation in the spectrum of pm (pic-

ometers) with associated energies of hundreds or thousands of keW. The com-

mon notation is g.
l Alpha particle: This is a fast-moving particle whose composition is the same as

that of the nucleus of 4He. This particle therefore has an electric charge of +2e.

The common notation is a or 4He2+. The associated maximum energy is 5 MeV.
l Positron particle: This particle is similar in mass to an electron, but it has the

opposite (positive) charge. Often it is called an antielectron. The positron eventu-

ally slows down and collides with an electron, generating thus two photons.
l Beta radiation: This is either a fast-moving electron or a fast-moving positron

emitted by some nuclear reaction. If the electron is emitted, the associated

radiation has an electrical charge of –e; the common symbol is b�. If a positron
is emitted, the symbol for the radiation is bþ.

l Neutron radiation: This radiation consists of beams of free neutrons. This

radiation is therefore nonionized. The neutron radiation can be categorized as

slow (or thermal) or fast. The common notation of this radiation is n.
l Neutrino particle: This particle has zero electric charge and nonzero mass. It is

smaller than the electron and travels with a speed close to that of light. The

symbol is n.
l Antineutrino particle: This is the antimatter correspondent of a neutrino. The

symbol is �n.
l Photon particle: This particle is the quantum of the electromagnetic radiation. It

is a particle with no resting mass. In general, the notation is either hfor hn, where
h represents the Planck’s constant, and f or n is the frequency of the electromag-

netic radiation.

There are three kinds of radioactive decays, namely alpha, beta, and gamma. In

alpha decay a heavy radioactive element (Z > 83) reduces its atomic mass by

releasing two protons and two neutrons; these form immediately a 4He kind of

nucleus, which is the alpha particle. The general alpha decay equation is

A
ZE1 ! A�4

Z�2E2 þ 4He2þ þ Q; (8.8)

where Q represent the generated radiative energy (that eventually transforms into

heat).
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Beta decay represents a means to balance the number of neutrons and protons in

the nucleus such that the element becomes stable. If the number of neutrons is too

high, a neutron can be converted into proton with release of energy. In the opposite

situation, if the number of protons is too high, energy is absorbed to convert a

proton into neutron. The beta decay reaction in the two cases can be written as

n ! pþ þ b� þ �nþ 0:782MeV

pþ þ energy ! nþ bþ þ n:

(
(8.9)

For the two cases expressed by Eq. (8.9) the following beta decay reactions

correspond in order:

A
ZE1 ! A

Zþ1E2 þ b� þ �nþ Q
A
ZE1 ! A

Z�1E2 þ bþ þ nþ Q:

(
(8.10)

In the first case of Eq. (8.10) the element E1transforms into E2, which has one

more protons; the beta electron slows down and becomes an ordinary electron. In

the second case, the produced element will have one less proton and the emitted

radiation is of the positron kind. The positron eventually slows down and annihi-

lates an electron, a process in which two photons of 0.51 MeV each are generated.

Therefore, the released energy by bþdecay is in any case higher than 1.02 MeV.

Gamma decay represents a mechanism of rearrangement of nucleons inside the

nucleus that occurs in order to achieve a stable equilibrium. In this case, the number

of neutrons and protons of the nucleus is well balanced, but their relative position is

energetically in an exited state. The general equation for gamma decay is

Am
Z E ! A

ZEþ g MeVð Þ; (8.11)

where Am indicates the metastable (excited) state of the nucleus. In Table 8.3 some

relevant decay reactions are compiled for better illustration.

8.3.4 Available Energy from Uranium Fuel

Probably the most important nuclear reaction, from the energy generation point of

view is the reaction of fission. In the fission reaction a heavy nucleus is “bom-

barded” with a “slow” neutron. By capturing a neutron, the nucleus enters into a

metastable state. In order to reach equilibrium, the nucleus splits into two parts of

about half the weight and generates neutron radiation and energy. The only known

naturally occurring fissionable isotope is 235
92 U. However, this isotope is the least

abundant with a weight percentage of 0.7%. Only two other fissionable isotopes are

known, both of them being produced artificially: one is the uranium isotope 235
92 U
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and the other is the plutonium isotope 239
94 Pu. Both these isotopes can be produced

starting from more abundant resources through neutron bombardment. Plutonium is

obtained from 238
92 U (~99.3% natural occurrence) through the following overall

reaction 238
92 Uþ n ! 239

94 Puþ 2b�. The artificial fissionable uranium isotope is

produced from thorium-232 (abundance ~100%) through the overall reaction
232
90 Thþ n ! 233

92 Uþ 2b�.
The fission reaction of 23592 U is a chain reaction having the following general form:

235
92 Uþ nth ! 236m

92 U ! A1

Z1
E1 þ 236�k�A1

92�Z1
E2 þ knþ Q; (8.12)

where nth denotes a slow (thermal) neutron, and kn denotes k fast propagating

neutrons.

The first step of the reaction is the bombardment of a nucleus of 235
92 U with one

thermal neutron. As a consequence, the metastable 236m
92 U is formed, which further

splits into two lighter nuclei, namely A1

Z1
E1 and

236�k�A1

92�Z1
E2 and emits kneutrons. The

atomic number A1 of the first element can be found in the range of 75 to 160 with a

higher occurrence between 92 and 144. The resulting elements E1 and E2 can have

metastable nuclei, and therefore they will break apart by emitting gamma rays. The

general energy breakthrough of uranium 235 fission is shown in Fig. 8.6, based on

data from Murray (2009).

8.3.5 Available Energy from Nuclear Fusion

Another important nuclear reaction is the thermonuclear fusion. In this case two

light nuclei are made to collide, aiming to form a heavier nucleus. The basic

Table 8.3 Nuclear decay reactions

Decay type Reaction

Alpha decay 226
88 Ra ! 222

86 Rnþ 4
2He

2þ þ 4:87MeV
214
90 Th ! 210

88 Raþ 4
2He

2þ þ 7:825MeV
235
92 U ! 231

90 Thþ 4
2He

2þ þ 4:6793MeV
238
92 U ! 234

90 Thþ 4
2He

2þ þ 4:04MeV
236
94 Pu ! 232

92 Uþ 4
2He

2þ þ 5:867MeV

Negative beta decay 3
1H ! 3

2Heþ b� þ �nþ 0:01859MeV
14
6 C ! 14

7 Nþ b� þ �nþ 0:15648MeV
131
53 I ! 131

54 Xeþ b� þ �nþ 0:971MeV
234
90 Th ! 234

91 Paþ b� þ �nþ 0:273MeV

Positive beta decay 22
11Na ! 22

10Neþ bþ þ nþ 2:84MeV
37
19K ! 37

18Arþ bþ þ nþ 6:149MeV
137
60 Nd ! 137

59 Prþ bþ þ nþ 3:69MeV

Gamma decay 60m
27 Co ! 60

27Coþ gþ 0:0586MeV
82m
35 Br ! 82

35Brþ gþ 0:046MeV
99m
43 Tc ! 99

43Tcþ gþ 0:14MeV
130m
56 Ba ! 130

56 Baþ gþ 0:08MeV
132m
58 Ce ! 132

58 Ceþ gþ 0:3255MeV
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reaction of this kind is fusion of deuterium, which is believed to occur in the sun and

other stars:

2
1Hþ 2

1H ! 4
2Heþ Q; (8.13)

where Q is the emitted radiation, which is basically of the g kind. The most difficult

problem with this reaction consists of making the two deuterium nuclei (called

deuterons) collide. This can be done in a controlled way, in principle, in a particle

accelerator. In this case, the two deuterons, which are positively charged particles,

can be accelerated to a very high speed in opposite directions to produce the

collision. When the particles approach each other, the coulomb rejection forces

become extremely high. Typically, the energy needed to overcome coulomb forces

is ~20 keV per collision. The energy that is released from the reaction can be

calculated in a similar way as one calculates the binding energy, namely, through

variation of mass. In this case Dm ¼ 0:0377 AMU and the corresponding energy is

c2Dm ¼ 28:3MeV. Therefore, the theoretical gain from the reaction (28.28 MeV)

is very attractive. However, the energy consumed to accelerate the particles in a

particle accelerator is very much higher than 20 keV.

A second way to accelerate deuterons is by raising the temperature to extremely

high values. A fusion reaction that is initiated by raising the temperature of the fuel

is called a thermonuclear reaction. Based on the kinetic theory of ideal gases, the

energy associated with a particle is e ¼ 3=2kT, where k ¼ 1:38� 10�23 J=K is the

Boltzmann constant. For 20 keV, one calculates that the temperature is

144� 106 K, which looks impossible to be achieved on earth.

Another thermonuclear reaction that can be initiated on earth is the one that was

obtained in the hydrogen bomb, namely the fusion of deuteron with triton (triton is

the name for the tritium nucleus, 31H):

2
1Hþ 3

1H ! 4
2Heþ nþ 17:6MeV: (8.14)

Kinetic, 166

Gamma rays, 14

Neutrinos, 10
Neutrons, 5 Beta rays, 5

The values are in MeV

Fig. 8.6 Energy breakthrough of uranium 235 fission [data from Murray (2009)]
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This reaction requires ~10 keV for initiation, and in the nuclear bomb imple-

mentation, the associated temperature of 77� 106 K was obtained by initiating an

explosive fission reaction of uranium 235. The process duration in a thermonuclear

bomb is of about 1ms. There is a considerable research effort throughout the world

to devise a reactor that performs reaction (8.14) in a controlled manner. Possible

options are to use magnetic fields to keep the reaction in a confined space at high

temperature, or to use of inertial confinement through shock waves thermally

induced by heating with laser beams.

Definitions of some key terms introduced in Section 8.3 are listed in Table 8.4.

8.4 Controlled Generation of Nuclear Heat

Production of a fission reaction according to Eq. (8.12) implies the existence of a

thermal neutron that is able to initiate the process. Once it is performed, the reaction

Table 8.4 Key terms definitions

Term Definition

Nuclear

energy

Energy produced by fission or fusion of atomic nuclei.

Atom Smallest recognizable constituent of a chemical element. It is made up of three

main parts: protons, neutrons, and electrons. The protons and neutrons make

up the center of the atom while the electrons orbit around the center.

Chemical

element

A substance that cannot be decomposed into simpler substances by chemical

means.

Atomic

number

The number of protons in an element, which identifies it.

Isotope Occurs when an atom has a different number of neutrons and protons. Isotopes,

measured by their total weight, called “mass number,” are the sum of the

neutrons and protons. Some isotopes are unstable and will decay to reach a

stable state; these elements are considered radioactive.

Binding

energy

The energy required to disassemble a nucleus into the free unbound neutrons and

protons it is composed of, in such a way that the particles are distant enough

from each other so that particles do not interact.

Fission Occurs when an atom’s nucleus splits apart to form two or more different atoms.

The most easily fissionable elements are the isotopes uranium 235 and

plutonium 239. Fissionable elements are flooded with neutrons causing the

elements to split. When these radioactive isotopes split, they form new

radioactive chemicals and release extra neutrons that create a chain reaction if

other fissionable material is present. While uranium, atomic number 92, is the

heaviest naturally occurring element, many other elements can be made by

adding protons and neutrons with particle accelerators or nuclear reactors. In

general, the fission process uses higher numbered elements.

Fusion The combination of one or more atoms, usually isotopes of hydrogen, which are

deuterium and tritium. Atoms naturally repel each other so fusion is easiest

with these lightest atoms. To force the atoms together takes extreme pressure

and temperature, which can be produced by a fission reaction.
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produces k fast neutrons that, in principle, can be slowed down and further used to

initiate new fission reactions. This observation suggests that it is possible to obtain a

self-sustaining nuclear fission reaction (chain reaction).

One can ask the question: What kind of arrangement must be set in order to

obtain a chain reaction? Nuclear reactors were developed starting in 1942 to

produce controlled nuclear heat, which in general has been used either for electric-

ity production or for submarine propulsion. The setting involves placing a certain

amount of uranium fuel in a special vessel that is surrounded by a coolant and a

moderator, which have the role of heat transfer and neutron deceleration, respec-

tively. The relevant parameters for the design of nuclear reactors are the atomic

cross-section and its size, shape, and arrangement. Note that “cross-section” is a

parameter quantifying the probability that radiation interacts with the surrounding

medium. The stable operation of the reactor depends on the balance of neutrons

generated by the reaction versus neutrons absorbed by the surrounding medium.

Let us assume that a quantity m of uranium fuel is bombarded with neutrons.

A number of uranium atoms (not all) will be hit by the neutron and it undergoes

fission, generating many other neutrons. The newly generated neutrons scatter.

Some of them hit other fuel atoms and generate new fission reactions. Most likely

many of them escape out of the reactor because the produced neutrons are fast. One

can define k, the number of neutrons producing a new fission per neutron that

initiates the reaction, as given below:

k

>1; supercritical;

¼ 1; critical;

<1; subcritical;

8><
>: (8.15)

where in the case of k ¼ 1the reaction proceeds at a steady rate; in this situation the

reactor operates at the exact critical parameters. In the case of k>1the reaction rate

amplifies, therefore, the reactor becomes a violent explosive bomb; this operation is

known as supercritical. If k<1, the reactor is subcritical, which means that the

reaction tends to cease.

If the quantity of fuel for which the reactor operates at the critical state, and

therefore the reaction, is steady and self-sustained, it is called critical mass; its

associated volume of fuel is known as critical volume. For uranium 235, the critical

mass is around 50 kg.

The conceptual configuration of a nuclear reactor is shown in Fig. 8.7, which

also illustrates the temperature levels throughout the volume. In the core, uranium

fuel is prepared in the form of a cartridge (in general cylindrical) that can be of a

metallic material (uranium), or as an alloy (e.g., with aluminum), or as uranium

dioxide (UO2) or uranium carbide (UC). The fuel cartridges are placed in tubular

pipes constructed, for example, of zircaloy (an alloy of 2.5% niobium and 97.5%

zirconium, which is highly penetrative by neutrons). The tubes are cooled by

different kinds of fluids, depending on the implementation (light water, carbon

dioxide, helium, liquid sodium). In a typical case, the uranium fuel reaches a
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maximum of 2,200�C in the cartridge’s core. The heat is transferred out through

heat conduction at high heat density, commonly of 500 kW/m2 of fuel rod surface.

Due to intensive cooling, the average temperature of the fuel rod is kept at a

temperature 200�C to 300�C higher than that of the coolant.

The generation efficiency of nuclear heat can be defined in energy or exergy

terms in the following manner:

� ¼ qout
ein

c ¼
qout 1� T0

Tout

� �
ex;in

;

8>>>><
>>>>:

(8.16)

where qout is the useful heat generated by the reactor (delivered at the primary or

secondary loop, depending on the reactor design) per 1 kg of fuel; ein represents the
energy embedded in 1 kg of fuel; ex;in represents the exergy embedded in 1 kg of

fuel; Tout is the maximum temperature at which the heat qout is delivered; and T0 is
the temperature of the environment (or that of the sink).

It is interesting to note that the temperature of the fuel is inherently high.

Therefore, the Carnot factor associated with this high temperature is very close

to 1; consequently, the exergy of nuclear heat is the same as the deployed energy.

The mean energy developed by 1 mol of fissionable nuclear fuel (any of
235
92 U; 23392 U; 23994 Pu) is ein ¼ 200MeV ¼ 19:3� 1012 J; therefore, the specific exergy

of pure fuel can be calculated with ex;in ¼ ein ¼ 19:3� 1012=M, where M is the

molecular mass. With this, one calculates 82.13 TJ/kg of 235
92 U, 82.83 TJ/kg of 233

92 U,

and 80.75 TJ/kg of 23994 Pu. For natural uranium fuel accounting for the occurrence of

0.7%, the associated exergy is of 584 GJ/kg.

Of major importance in fission reactor design is the evaluation of the heat

generation rate per unit of volume, q000. This parameter varies across the reactor

core volume and is influenced primarily by the intensity of the neutron and gamma

radiations produced by the nuclear reaction. In turn, the radiation intensity is

influenced by the following:

l The flux density energy spectrum
l The density of various atomic constituents

UO2 fuel at 22008C

Zircaloy shell at 340�C

Water coolant at 305�C average 

315�C290�C

Fig. 8.7 Typical temperature levels in a water-cooled fission reactor
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l The atomic cross sections
l The kinetic energy of the resulting charged particle emissions

The nuclear reaction can be controlled (and maintained stable) in two ways,

corresponding to two different reactor technologies: (1) by slowing the thermal

neutrons as in “thermal reactor” technology, and (2) by enriching the fissile material

in a proper proportion as in “fast neutron reactor” technology.

The cross-section parameter plays the most important role in design for both

options. Thermal reactors use a so-called neutron moderator that contains a material

that slows down the fast neutrons that result from each individual fission reaction.

The kinetic energy of the slow neutron, which is called the thermal neutron, is of the

order of magnitude of the surrounding medium. Being slow, the thermal neutrons

have a higher cross section than the fast neutrons; in other words, the probability of

colliding with fissionable material is higher.

The fast neutron reactors use nuclear fuel with enriched fissile material. The

enrichment is made such that the probability of fast neutrons to collide with fissile

atoms becomes high enough to maintain the chain reaction. These reactors do not

need any moderator.

In the design process of the reactor the heat conduction equation must be solved

in a region around the fissionable fuel where heat is generated. The medium is

nonhomogeneous; therefore, the general equation reads as follows:

�r � krTð Þ þ rcp@T=@t ¼ _q000; (8.17)

where _q000 ¼ _q000 r; tð Þ is the volumetric heat generation rate, which varies in time and

space. Due to symmetry the problem can be treated as one-dimensional axial-

symmetric. The calculation of the heat generation rate _q000 r; tð Þ is done by consider-
ing the energy transfer at the interaction of the radiation field with the atomic

constituents surrounding the reaction core. The heat generation rate can be deter-

mined with the help of the parameter e defined as the average energy dissipated by a
single interaction. Therefore, one can have

_q000 ¼ energy

time� volume

h i
¼ e

energy

interaction

h i
� interactions

time� volume

	 

; (8.18)

where the number of interactions per time and volume is proportional with the

number of atoms per unit of volume, N; thus,

interactions

time� volume

	 

¼ N

atoms

volume

h i
� interactions

time� atom

	 

: (8.19)

The number of interaction per unit of time and atom can be calculated based on

the atomic cross section s (discussed above and known also as the atomic
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interaction coefficient), which is expressed in area normal to the radiation beam per

number of radiation particles and surroundings atoms. Therefore, one gets

interactions

time� atom

	 

¼ s area� interactions

particle� atom

	 

� f

particles

time� area

	 

: (8.20)

Equation (8.20) introduces also the particle flux of the radiation f expressed in

terms of number of particles per time and cross-sectional area of the radiation beam.

By observing Eqs. (8.18) to (8.20) one can easily obtain the final expression of the

volumetric heat generation rate:

_q000 ¼ sfNe: (8.21)

The calculation of the local heat generation rate using Eq. (8.21) is a complicated

matter because all parameters—the average energy dissipated, the cross section, the

particle flux, and the numbers of atoms per unit of volume—vary spatially and

temporarily. Moreover, the nature of the radiation varies and secondary effects can

occur (e.g., scattering, low-energy X-ray emission, ionization, photon emission,

beta emission, Compton scattering, etc.).

Additional complication occurs at integration of the heat transfer equation (8.17)

because the thermal conductivity of both fuel and the zircaloy shell vary with

temperature. The average thermal conductivity of UO2 is about 6 W/mK. Also it

is possible in certain operating conditions that the fuel melts; the UO2 melting point

is 2,800�C. In an example of reactor core configuration, fuel rods have a diameter of

5 mm and generate a linear heat flux of 15 kW/m at a temperature difference

between the core and the rod surface of about 2,000�C.
Calculation of the generated nuclear heat must consider not only the variation

of temperature in the cross section of rods (maximum in the center/minimum at

rod’s surface), but also it must account for the variation of the heat generation rate

across the reactor section. As will be discussed in more detail in the next

subsection, a nuclear reactor comprises a bundle of fuel assemblies, each of

them being composed of a number of rods, which are in general of cylindrical

shape. The coolant and the applicable moderator interact thermally with the fuel

assemblies. In general, the temperature is highest at the axis of the reactor and

lowest at the exterior. There is also a temperature variation along the rods and

therefore along the reactor height. For preliminary design calculation purpose, it

is customary to assume that the fuel assemblies are cylindrical Rf and the height h;
they are also assumed to be uniformly distributed in the cross section of the

reactor. Then the heat generated by a fuel assembly located at the radius r in the

reactor cross section is given by

_qðrÞ ¼ pR2
f

Z h

0

_q000 r; zð Þdz; (8.22)
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where z indicates the vertical coordinate. Lamarsh and Baratta (2001) give the

following equation to calculate the heat rate generated by a fuel assembly located at

radius r from the center:

_qðrÞ ¼ 2:32
_Qout

n
� eg
ein

� J0 2:405
r

Rr

� �
; (8.23)

where _Qout is the heat rate delivered to the heat transfer fluid (coolant), n is the

number of fuel assemblies, ein ¼ 200MeV is the energy generated per mol of

fissionable material (see above), eg<ein is the average energy actually dissipated

by the rods, Rr is the reactor radius, r is the radial distance from the center of the

reactor to the center of the rod, and J0 is the Bessel function of the first kind and

order zero.

Example

A reactor comprises n ¼ 60,000 cylindrical fuel assembly distributed over a circu-

lar cross section of the reactor with the radius of Rr ¼ 1:85m. The average energy

generated per mol of fissionable material in this configuration is eg ¼ 180MeV.

The generated heat is 2 GW. By applying Eq. (8.23) one obtains

qðrÞ ¼ 2:32�2;000�180
60;000�200

� J0
2:405
1:85 � r

� � ¼ 0:096� J0ð1:3rÞ; the result is in MW. It

can be observed that the maximum heat flux generation occurs in the reactor’s

center where J0ð0Þ ¼ 1 and has the value _qmax ¼ 96 kW.

Equation (8.23) can be rewritten in terms of normalized heat flux value

q̂ ¼ _qðrÞ= _qmax against the normalized radius defined by r̂ ¼ r=Rr. The variation is

the same as that of the Bessel function q̂ ¼ J0ðr̂Þ, where

_qmax ¼ 2:32
_Qout

n
� eg
ein

: (8.24)

The maximum volumetric heat generation that occurs in the reactor axis is given

by the following formula from Lamarsh and Baratta (2001):

_q000max ¼
_qð0Þ
2hR2

f

; (8.25)

where Rf is the radius of the fuel rod.

Example

Assuming that the fuel rod radius in the example above is Rf ¼ 5mm and is clad

with a Zircaloy shell of t ¼ 0.5 mm thickness and the rod height is h ¼ 4m, one can

calculate the heat flux and the temperature of the cladding outer surface provided

that the temperature in the core is given; assume that the core temperature is
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Tc ¼ 2,200�C. First one can calculate the volumetric heat generation in the axis

with Eq. (8.25) and one obtains _q000max ¼ 96

2�4� 5�10�3ð Þ2 ¼ 480MW=m3. The energy

balance over the fuel rod is written as _q ¼ _q000max � pR2
f h ¼ _q00 � 2pðRf þ tÞh, where

the LHS represents the heat generated in the rod and the RHS represents the heat

flux exiting the lateral rod surface; _q00 is the heat flux at the outer cladding and its

value is _q00 ¼ 109W=cm2. The thermal conductivity of the fuel is given as

kf ¼ 2W=mK and that of the cladding kc ¼ 20W=mK. If one denotes Tf;s the

temperature at the fuel rod surface and DTf ¼ Tc � Tf;s the difference of tempera-

ture between the rod core and the rod surface, then, from the equation of heat

transfer by conduction for cylinders, one can easily obtain _q000max � pR2
f h ¼

4phkfDTf , which results in DTf ¼ 1;500�C. On the other hand, the heat transfer

equation through the cladding shell is _q000max � pR2
f h ¼ 2phkcDTc= ln 1þ t=Rfð Þ;

from it one obtains DTc ¼ 300�C. From these results it follows that

Tf;s ¼ 2; 200� 1; 500 ¼ 700�C and the temperature at the cladding surface is

Tc;s ¼ 400�C. Therefore, the temperature at which the heat transfer fluid is deliv-

ered by the nuclear reactor is estimated as Tout ¼ 350�C. Assuming that the reactor

is of the thermal type, 5% to 10% of the nuclear heat is transmitted to the moderator

and is considered to be lost. Therefore, the energy efficiency based on Eq. (8.16)

is � ¼ 90%� 95%. The Carnot factor in this example is calculated as

1� T0=Tout ¼ 1� 300=650 ¼ 0:54. The exergy efficiency of the reactor is, accord-
ing to Eq. (8.16), c ¼ � � 1� T0=Toutð Þ ¼ 0:54� ¼ 49� 51%.

A brief comparison of nuclear heat with other thermal energy sources is pre-

sented in Table 8.5. The nuclear heat generators produce the most thermal power

per unit of hardware volume. Coal and biomass combustion facilities are massive

because they must include fuel handling facilities and large stacks; this decreases

the thermal power generation per unit of hardware volume (or power density). The

Carnot factor, and therefore the exergy associated with thermal sources produced

by combustion and with concentrated solar radiation, are the highest; however,

among them, only solar and biomass combustion are sustainable sources. More-

over, solar radiation is the sole source of thermal energy available at any location of

the terrestrial surface. In contrast, geothermal energy is available at a limited

number of geographic locations.

8.5 Nuclear Power Reactors

A number of nuclear reactors have been developed so far; we analyze here the most

important of them. The CANDU (CANadian Deuterium Uranium) reactor uses

natural uranium (UO2) as the fuel and heavy water as the moderator and coolant,

while the cladding is made of zircaloy. The heavy water absorbs fewer neutrons

than light water, leaving enough of them to initiate novel reactions in the fuel

bundles with natural (un-enriched) uranium. The principle of the CANDU reactor is

presented in Fig. 8.8. The fuel is placed in tubes through which pressurized heavy
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water coolant is flown. The coolant transfers the nuclear heat to a heat exchanger,

which is typically a steam generator; the produced heat comes at about 350�C.
Outside the pressure tubes there is the moderator consisting of a heavy water bath

in which the tubes are submerged. The pressure in the moderator is around 1 bar.

The moderator is continuously cooled and the heat is ejected at about 80�C. The fuel
rods can be replaced or extracted independently at any time through some special

mechanisms. In the moderator bath there are placed a series of graphite rods

(not shown) with the role of attenuating the neutron flux, to control the reaction

rate and criticality.

Table 8.5 Comparison of various thermal energy sources

Thermal source

Temperature

(�C)
Carnot

factor

Heat

transfer

medium

Greenhouse gas

(GHG)

emissions Remarks

Nuclear heat 300–500 0.5–0.6 Liquid Indirect:

associated

with reactor

construction

Including all current

technologies except

gas-cooled reactors.

Temperature is that

of the heat transfer

fluid. 50–60 MW/m3.

700–950 0.7–0.75 Gas Gas cooled reactors

(limited use: Japan

and China). 2–14

MW/m3.

Fossil fuel

combustion

1,000–1,500 0.76–0.83 Flue gas CO2in flue gas;

about

0.5–1 tCO2

emitted per

kWh

thermal

Thermal energy is

recovered from flue

gas to drive process

heating or steam

generation with

possible electric

power production in

setting with or

without

cogeneration. Coal

and biomass

combustion facilities

are the most massive

among all.

Biomass

combustion

500–1,500 0.62–0.83 Flue gas

Waste

incineration

1,000–1,800 0.76–0.86 Flue gas

Solar radiation 80–1,500 0.21–0.83 Fluid GHG amounts

associated

with

hardware

manufacture

Include thermal solar

panels for water

heating and

concentrated solar

collectors.

Geothermal 80–300 0.21–0.5 Brine Available only at some

geographic locations.

Industrial waste

heat

80–400 0.21–0.57 Fluid Many industries reject

heat in the form of

hot fluids or steam

that can be recovered

and utilized.
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The most used in reactor in the United States is the pressurized water reactor

(PWR), which found application to power generation and propulsion of marine

vessels like submarines, aircraft carriers, and ice breakers. A simplified diagram of

the PWR is illustrated in Fig. 8.9 and comprises the fuel bundles, the moderator

vessel, the pressurized vessel, the heat exchanger (steam generator), and the

coolant pump.

The PWR uses slightly enriched uranium in the form of UO2 containing about

3% 235
92 U and placed in tubes of zircaloy and sunk in light water, which plays the role

of moderator. The fuel and the moderator are kept in a pressurized vessel designed

to operate at about 155 bar, the pressure at which water boils at 344�C. However, in
the reactor (pressure) vessel water is heated from 275� to 315�C and always remains

in a liquid state. In fact, in order to enhance the heat transfer between the fuel rods

and the water, the flow is set such that subcooled nucleate boiling occurs at the

surface of the rods; the small vapor bubbles formed are immediately absorbed into

the subcooled liquid water. Overall, the operation is very stable. The light water is

an excellent moderator. In order to control the reaction rate, additional moderators

are used in the form of movable bars made from boron carbide or Ag–In–Cd.

The pressure is maintained through a pressure vessel equipped with submerged

electric heaters meant to maintain a vapor pressure of 155 bar; the vapor is located

at the top of the pressurizer, while its bottom is always full of subcooled liquid.

A heat exchanger is used to deliver the nuclear heat from the primary circuit to a

secondary circuit, which may be a steam generator that runs a turbine that com-

monly turns a generator or propels a marine vehicle. The generated steam has

typically a temperature of 275�C and a pressure of 60 bar.

Moderator (heavy water)

Heat
delivered 
@ 350�C

Heat rejection @ 80�C

Pressure tube

Fuel bundle

Heavy water circulation pump

H
ea

vy
 w

at
er
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oo

la
nt

Fig. 8.8 The principle of operation of the CANDU reactor

8.5 Nuclear Power Reactors 255



Similar to the PWR, the boiling water reactor (BWR) uses water as the modera-

tor and coolant at the same time, with the difference being that the reactor produces

saturated steam. There are no primary and secondary circuits as for the PWR;

simply, subcooled water enters the reactor where it is preheated and boiled to

saturation. Typically, the pressure in the BWR is of 75 bar and the corresponding

temperatures 285�C. The reactor has a special construction that allows for a stable

boiling process. When water enters in the reactor, it is first guided into a downcomer

where it is preheated. It rises thereafter and flows around the vertical fuel rods

though the reactor core region. The resulting two-phase flow, having ~15% vapor

quality, is directed toward a cyclone separator and steam dryer at the top of the

reactor, where the saturated steam is collected. In general layout, the reactor is kept

in a containment structure, while the steam turbine, the condenser, and the pumps

are placed at the exterior.

Figure 8.10 presents the concept of a very high temperature gas-cooled reactor

(VHTR). Running processes at temperatures as high as 1,000�C imposes important

Moderator rods
(B4C or Ag-In-Cd)

Vapour

Liquid
Electric
heater

Heat
delivered
@ 315�C

Coolant pump 
(light water)

Light water
(coolant and moderator)

F
ue

l b
un

dl
es

Pressurizer

Fig. 8.9 Simplified diagram of the pressurized water nuclear reactor
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safety requirements on the materials. A way to reduce mechanical stress on the

construction materials is by limiting the operating pressure. The VHTR operates at

a pressure close to the ambient. The coolant used is helium, which has a very stable

molecule. Moreover, helium does not become radioactive when exposed to neutron

radiation, because the helium nucleus is very stable.

The fuel used by VHTR consists of uranium 235 highly enriched up to ~93% and

is formed as spherical pebbles of either uranium dioxide or uranium carbide. The

moderator is in the form of a graphite block and the control rods are made of boron

carbide (B4C). The reactor vessel is made of prestressed concrete. The nuclear heat

carried by the coolant is made available for use at 1,000�C. High-temperature

reactors were tested and used in limited scale; their concept is presently reconsid-

ered as part of the future generation IV reactors, which include a set of theoretical

designs of reactors currently in the process of research and development. It is

expected that the generation IV reactor will reach the commercialization phase in

2020 to 2030.

Heat
delivered
@1000�C 

Heat 
exchanger

Coolant blower

Prestressed concrete structure

Graphite reflector

Graphite core

Enriched fuel pebbles

Moderator rods

H
e 

co
ol

an
t

He coolant

Fig. 8.10 Very high temperature gas-cooled reactor concept
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Breeder reactors use either thorium 232 or natural uranium as the primary fuel;

as discussed above, these fuels are called “fertile” materials. When bombarded with

neutrons, the fertile materials transform into fissionable fuel through subsequent

beta decay reactions. Uranium 238 can be made fissile in about 2.5 days, while the

thorium can be made fissile after about 3 weeks. The process of transforming fertile

materials into fissile fuels is known as breeding. As mentioned above, it is noted

that natural uranium is suitable for fast breeding; special reactors—called fast

breeding reactors (FBR)—were designed for such a process. In an FBR, about 2.7

neutrons are generated per neutron absorbed in the fuel to produce fission. The

difference, that is, 1.7 neutrons, is used for breeding. On the other extreme, the

thorium breeding is slower; this process is called thermal breeding.

The neutrons must be slowed down for better use for breeding of thorium. In a

thermal breeding reactor, 2.3 neutrons are generated per neutron producing fission;

thus, 1.3 neutrons are meant for breeding. The typical fast breeding reactor design

uses liquid sodium as a coolant and is of two types: pool design or loop design. The

pool design has the primary heat exchanger immersed in the reactor vessel. The fuel

of FBR is a mixture of about 80% natural uranium dioxide and 20% plutonium

dioxide. No moderator is needed in the FBR. The advanced heavy water reactor

(AWHR) is a design of generation IV of the thermal breeding kind of reactor. This

reactor, being thermal, must be moderated; its moderation is made through heavy

water in which vertical pressure tubes are immersed. The coolant is light water

circulated through a thermo-siphon arrangement that includes a large reservoir of

water placed above the reactor. The moderator system includes carbon rods for

reaction control.

8.6 Nuclear Fuels and Reserves

Uranium fuel is extracted from uranium ore—uranite—which may contain up to

0.3% uranium oxide. Most of the resources of uranite are found in Australia, with

23% of global share. The map shown in Fig. 8.11 has been drawn based on the

statistical data published recently by the World Nuclear Association (WNA 2010)

concerning the distribution of the world’s nuclear resources by country. After

Australia, Kazakhstan follows with 15%, Russia with 10%, South Africa and

Canada with 8%, the U.S. with 6%, Brazil, Namibia, and Niger with 5%, Ukraine

with 4%, Jordan and Uzbekistan with 2%, and India with 1%.

Chapter 2 discussed the general outlook of the world’s energy resource, among

which the nuclear resource was included. Apart from uranite, thorium mineral can

be used to produce fissionable uranium, as explained in the Section 8.3.4. Thorium

is more abundant on the earth as uranium. The most thorium resources are in

Australia with 25% of global share followed by India with 24%, Norway with

14%, the U.S. with 13%, Canada with 8%, and other countries with 16%. The

thorium-based fissionable fuel cycle and the associated reactors are technologies

currently in development.
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8.7 Nuclear Fuel Cycle and Enrichment Process

Processing and use of nuclear materials covers a number of steps, usually known as

the fuel cycle. The general layout of the fuel cycle is presented in Fig. 8.12 as

adapted from Bodansky (2004). The first step is mining, which refers to the

extraction of the ore. Practically all primary nuclear material used throughout the

world is uranium, even though some limited applications may use thorium; for

the future, thorium is foreseen as the principal material to be extracted by mining.

We will discuss here the uranium cycle only.

The processing steps of the uranium ore include milling and uranium extraction

by chemical leaching, and results in uranium cake, which is the rough commercia-

lized form of uranium fuel containing triuranium octaoxide (U3O8). The further

production depends on the kind of nuclear reactor to which uranium is addressed. If

enrichment is needed, then the triuranium octaoxide is converted into uranium

hexafluoride, which further can be processed to increase the amount of uranium

235. If enrichment is not needed (e.g., as for CANDU reactors), the triuranium

octaoxide is converted into uranium dioxide (UO2), which can be fed directly to

CANDU reactors. For reactors such as light water reactors the uranium 235 present

in UF6 is enriched up to 3.5% through isotope separation.

In some special cases, more enrichment is necessary. To enrich uranium it must

be in the gas form of UF6. This is called conversion. First, the yellow cake is

converted into uranium dioxide through a heating process. Then, anhydrous hydro-

fluoric acid is used to make UF4. Next, the UF4 is mixed with fluorine gas to make

uranium hexafluoride. This liquid is stored in steel drums and crystallized. These

conversion steps are illustrated graphically in Fig. 8.13.

Further processing includes molding the uranium fuel into pellet form. After the

fuel is used, it is discharged from the reactor and stored in interim locations.

Further, the used uranium is transported to disposal places for permanent storage,

or reused, depending on the case. For breeding reactors, the uranium fuel is always

recycled. In such cases, the fuel is reprocessed to extract the fertile and the

fissionable isotopes, which then are transported to production places to obtain

new fuel pellets. The materials remaining after reprocessing can be processed

even more by recovering valuable isotopes for other uses.

8.8 Nuclear Safety and Waste Disposal

So far there have been no observed human health hazards caused by nuclear wastes,

but the potential for radioactive contamination does exist. In nuclear waste, there

are many radioactive isotopes and transuranic elements that have an extremely long

half-time. Some of these elements are neptunium, plutonium, tectenium, and

iodine. Keeping such elements for a long time implies vitrification or calcination,
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which embeds them in an amorphous matter with which they do not react for a long

period of time. After packing well, the waste is deposited in long-term geological

storage locations excavated in the form of tunnels in pits at more than 1,000 m

below the earth’s surface. Nuclear wastes can be categorized into three classes:

l Low-level waste comprises the residual radioactive material from medical and

industrial facilities that use radionuclides for various processes involving, for

example, gamma or X-ray generation. Some of the radioactive material disposed

by other nuclear facilities is also a low-level waste.
l High-level waste is generated during the nuclear fuel cycle and consists of solid

and liquid material that is highly radioactive.
l Transuranic waste comprises radioactive materials with decay times longer than

20 years that emit alpha particles with low intensity.

For all three categories, the safe disposal of high-level waste is the most important.

These wastes are stored in underground repositories build in several places through-

out the world, one of them being in Yucca Mountain, Colorado, which is planned to

accommodate 70 kt of nuclear waste. The countries that have national plans for

nuclear waste repositories are the following:

l United States—planned to be completed in 2010, storing the waste in tuff host

rock in Yucca Mountain
l Finland—to be completed in 2020, storing the waste in granite host rock at

Olkiluoto
l Germany—to be completed in 2020, with storage in salt, at Gorleben
l France—to be completed by 2020, with storage in clay and granite
l Canada—to be competed in 2025, with storage in granite
l Japan—to be competed by 2030, with storage in sedimentary rock and granite
l Switzerland—with a opening target of 2050, with storage in granite and clay
l Sweden—with a target of 2020, with storage in granite host rock

An interesting aspect is that the radiation emitted by nuclear waste generates heat.

For example, the spent fuel from PWR reactors generates about 1.5 kW per ton of

uranium in 10 years. This heat, in principle, can be used either to generate power

with low-temperature differential heat engines or for heating applications.

REDUCTION HYDRO-
FLUORINATON

FLUORINATON DISTILLATION
Input: U3O8

Output: 3UO2

Reaction: 
U3O8+2H2
3UO2+2H2O

Reaction: 
UO2+4HF
UF4+2H2O

Input: UO2

Output: UF4

Reaction: 
UF4+F2 UF6

Input: UF4

Output: UF6
UF6

Crystallises in 
steel cylinders 

Fig. 8.13 The process of “conversion” to produce enriched uranium fuel
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However, there is a lack of confidence regarding the safety of using waste cooling

systems as heat sources, and such a solution has not been implemented.

There are various safety measures that must be taken to avoid direct exposure of

humans and the environment to radiation emitted by nuclear waste. Shielding is

applied wherever possible. Also, the spent fuel assemblies are placed in cooling

pools and transferred into shielded protective canisters. The hazard that possibly

can be created by the nuclear waste is the dose that can be received through

inhalation of escaped radionuclides. The maximum dose rate that a person can

take is 20 to 50 millisieverts (mSv) per annum, which is the equivalent dose to

tissue calculated based on the absorbed radiation dose and factors dependent on the

radiation type and other relevant parameters, such that the quantity represents a

quantitative measure of radiation effects; note that 1 Sv ¼ 1 m2s�2.

Safety issues associated with nuclear activity were treated with major impor-

tance since the early years when proper techniques for manipulating radioactive

materials in laboratories were developed. Many minor laboratory and a few major

nuclear reactor accidents (viz. Chernobyl) helped in gaining experience with

nuclear safety. Several safety standards are currently in practice.

The hazards from a reactor accident are of two kinds, namely core damage and

large radiation release. The former can be caused by core melting and the latter by

the failure of the radiation shields that are normally placed around the reactor’s

pressure vessel. Note that the potential reactor accidents fall also in two categories,

namely criticality accidents (when the chain reaction builds up in an uncontrolled

manner and can lead to explosions), and loss-of-coolant accidents (when the chain

reaction is stopped but there is heat generated by the reactivity in the reactor core,

which, if coolant is not circulated, leads to a temperature increase and fuel melting

followed by structural damages and the possible escape of radioactive materials).

With appropriate design these two kinds of accidents can be avoided.

There are many technical mechanisms designed to avoid criticality and loss-of-

coolant accidents, including the so-called fuel temperature feedback through Dopp-

ler effect radiation broadening, in which the thermal neutron production rate is

diminished, controlling the void fraction in boiling water reactors, using emergency

core cooling systems, advanced containment structures for impeding the radionu-

clide escaping, and using pools of water or spraying systems to condense radio-

nuclides in air. Reactor safety also includes sophisticated probability analysis

methods for fault detection and risk assessment based on fault and event-tree

methodologies. Various risks are considered in the analyses including seismic

risk, core damage risk, and early containment failure risk.

8.9 Radiation Issues

Radiation exposure of human and biological species can produce serious damage

that on the one hand can be lethal and on the other hand can produce very long-term

effects, including genetic mutations and severe diseases. Radioactivity is a natural
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phenomenon and all species are adapted to it. When the radiation dose absorbed by

living systems overtakes a certain threshold, various negative effects occur. As

briefly introduced in the above section, the radiation harm produced on a living

tissue that absorbs radiation is measured in sieverts. The radiation quality factor

used to calculate the equivalent dose in sieverts is 1 for X-rays and b-rays, 5 to 20

for neutron radiation, and 20 for alpha particle radiation. These figures indicate that

neutron and alpha particle radiations are much more damaging than electromag-

netic radiation associated with X-rays and b-rays. The most active radionuclide

with respect to health issues is 239Pu and the least 40K. However, plutonium is

practically nonexistent in the environment as compared with potassium 40, which

appears to be the most abundant one.

The world average exposures to radionuclides expressed in dose equivalents in

mSv per annum are as follows: 2.4 from natural sources, 0.43 from medical

diagnostics, and 0.008 from all other sources including nuclear power reactors

and nuclear weapons. Potassium 40 makes the largest contribution to the radiation

dose in the human body. As can be deduced from these facts, the average contribu-

tion of radiation from nuclear power facilities is negligible to the general public

compared with that originating from natural sources. However, in cases of nuclear

accidents, the local radiation dose can be very high; nevertheless, from the recorded

cases such contribution is not significant globally. For example, the Chernobyl

accident translated to a global radiation increase of 0.002 mSv per annum. The

situation is different in the case of some occupational exposures to radiation. In

some activities, intensive exposure to radiation can occur regularly or incidentally.

People who work in medical facilities, research laboratories, some industries,

uranium mining, and fuel processing or at nuclear reactors are much more exposed

than the general public. The typical exposure for these workers is, for example,

about 6 mSv at nuclear power plants, 1.7 for airplane flight crews, and 1.9 for

medical personal.

8.10 Applications of Nuclear Energy

There are mainly three applications of nuclear energy, namely electricity genera-

tion, marine vessel propulsion, and process heat generation. Electricity generation

is the most representative application of nuclear energy. Using nuclear energy for

process heat generation is presently a technology in the phase of research and

development. In general, nuclear-generated heat can be used for hydrogen produc-

tion or desalination, and many other uses are possible (e.g., petroleum extraction

from oil sands).

Regarding electricity and hydrogen production, currently the generation VI

nuclear reactors are in development that will be characterized by better fuel

economy, better safety, and higher efficiency. In this generation of reactors, six

models (three thermal and three fast reactors) are being promoted:
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l Fast breeding reactors

– Gas-cooled reactor, operating with helium as the coolant and thorium as the

primary fuel, with a temperature of the delivered heat of over 850�C
– Sodium-cooled reactor, operating at 550�C
– Lead-cooled reactor, operating at temperatures up to 800�C

l Thermal reactors

– Very high temperature reactor that uses helium as the coolant and can reach a

temperature of 1,000�C
– Supercritical water-cooled reactor, operating at about 600�C
– Molten salt reactor that uses fluorine-based salts as the coolant and operates

at 700� to 800�C

Many kinds of nuclear reactors are used for vehicle propulsion. In this case, the

nuclear heat is converted into work with the help of a turbine that propels the

vehicle. Using nuclear engines on submarines has essential advantages: the propul-

sion system does not require oxygen, but rather can be produced through sea water

desalination and electrolysis; therefore, the crews reserves of oxygen and water are

assured for the long term; moreover, the submarine can run at high speed for a long

time without the need for refueling. Another application of nuclear propulsion is for

an extraterrestrial spaceship. Several space missions used nuclear power to generate

on-board electricity and help propulsion at the same time. One example is Pioneer

10, which was launched in 1972 to explore the planet Jupiter and that has operated

since then.

8.10.1 Nuclear Power Production

Electric power generation with nuclear reactor is explained with the help of

Fig. 8.14, which presents a simplified layout of a CANDU nuclear power plant. It

consists of a nuclear reactor that generates heat that is used for steam generation in a

Rankine power plant. In an actual implementation, the steam power plant is of the

multistage kind, having several stages of expansion, multiple pumps, and heat

exchangers. The high transfer fluid delivers heat at 300� to 330�C and is circulated

at a high flow rate, typically about 11 t/s; on the other hand, steam is produced at a

rate of 1 t/s. The cooling water that normally sources from a lake is circulated at

30 t/s.

The breakthrough of nuclear energy and exergy utilization—for a typical case in

the CANDU nuclear power plants—is presented in Fig. 8.15. From the energy

diagram Fig. 8.15a, it can be seen that from 100% energy input only 31% is

converted into useful power. Regarding the exergy analysis, one can see from

Fig. 8.15b that exergy efficiency is 61% and the most exergy losses occur in the

turbine (15%) and steam generator (11%). Other exergy losses are 8% in feed water

heaters, 3% in cooling water, and 2% in the condenser.
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8.10.2 Nuclear Hydrogen Production

Converting nuclear energy to hydrogen fuel and oxygen by thermochemical water

splitting is a promising sustainable alternative for the near future. In this respect,

thermochemical cycles can be used. In these cycles, some chemical reactions and

intermediate chemical compounds are manipulated to decompose the water mole-

cule. As highlighted in some recent work—Zamfirescu et al. (2009a), Naterer et al.

(2009), Orhan et al. (2010)—the Sandia National Laboratory and Japan Atomic

Energy Agency have focused on the development of the sulfur–iodine water
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splitting cycle, which requires about 900�C temperature heat input. Such a high

temperature provokes some concerns about the safety of nuclear reactors.

Some novel inorganic separation membranes can be used to lower the tempera-

ture to 700�C and make the cycle more adaptable to various types of nuclear

reactors. These include conventional light water reactors, high-temperature gas-

cooled reactors, liquid metal–cooled fast reactors, the very high temperature reactor

(VHTR), and the generation IV reactor design of Atomic Energy of Canada Ltd.

(Torgerson et al. 2006), as well as the advanced high-temperature reactor (AHTR).

Another design option for generation of high-temperature heat is to couple

nuclear reactors of the current generation with specially designed heat pumps that

upgrade the source temperature. Solutions are discussed in a number of recent

papers: Marmier and F€uterer (2008), Zamfirescu et al. (2009a, b, 2010), and

Granowskii et al. (2008). In principle, two kinds of heat pumps can be applied:

thermomechanical and chemical. In thermomechanical heat pumps the temperature

is raised by compression. After delivering the useful high-temperature heat, the

pressurized working fluid of the heat pump can be expanded in a turbine that

recovers a part of the work consumed for the compressor. The nuclear heat is

used as a source for the heat pump. In the case of chemical heat pumps, a reversible

chemical reaction is conducted. The direction of the reaction is changed by using

the pressure swing. When the reaction is endothermic, it captures heat from the

nuclear reactor. By reversing the reaction it becomes exothermic and is made to

deliver heat at a higher temperature. An example of a chemical heat pump driven by

nuclear reactors is that proposed by Granowskii et al. (2008) and is based by the

reversible steam-methane reaction. The system is designed for the future generation

of reactors such as the SCW-CANDU (supercritical water CANDU), which delivers

steam at 600�C. Production of hydrogen by using nuclear energy is discussed in

detail in Chapter 13.

8.11 Case Studies

8.11.1 Upgrading Nuclear Heat from Current Reactors
to Generate Hydrogen

This case study analyzes the hydrogen/oxygen production efficiency and associated

reduction of CO2 emissions by coupling of current nuclear reactors with a copper–

chlorine (Cu–Cl) thermochemical water splitting cycle. The study is based on

thermodynamic analysis and considers that the water splitting plant is coupled

with the nuclear reactor by using a heat pump. The type of the heat pump is not

specified. Also, two possibilities of thermal coupling of the reactor and heat pump

are studied: (1) the heat rejected at the moderator is recovered and used as the heat

source for the heat pump, and (2) the reactor coolant delivers the heat to the heat

pump. The Cu–Cl cycle has been selected here because the level of temperature it
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requires is acceptably low with respect to other thermochemical water splitting

cycles (~550�C).
A thermodynamic model for coupling the Cu–Cl cycle to a sustainable heat

source is proposed in Fig. 8.16. This model comprises four components, namely the

Cu–Cl plant, a heat pump COP (coefficient of performance), and two heat engines

�HE and �HR. Also, the model assumes four temperature reservoirs as follows:

l Ambient temperature reservoir at T0
l Sustainable heat source reservoir at Tm > T0
l High-temperature reservoir that delivers useful heat to the Cu–Cl cycle at

TH > Tm
l Cooler temperature reservoir at which the Cu–Cl cycle ejects heat at TC, with

TH > TC > T0

In a real setting, the temperatures TH and TC are not constant. However, to find

the temperature for this analysis, which aims at determining the thermodynamic

limits of the system, we introduce, as in Zamfirescu et al. (2009b) on which this case

study is based, constant equivalent temperatures as TH ¼ 430�C (source) and

TH

Tm

COP

Qtot

WHR

WHE

hHE

hHR

Cu-Cl
plant

WHP

WH2

TC

WEL

T0

Fig. 8.16 Thermodynamic

layout for hydrogen

production with the Cu–Cl

cycle coupled to a sustainable

heat source (modified from

Zamfirescu et al. 2009b)
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TC ¼ 320�C (sink). If Tm and T0 are specified, one can calculate the COP and

efficiency of the system components as follows:

COP ¼ 1þ ’
Tm

TH � Tm
�HE ¼ ’ 1� T0=Tmð Þ
�HR ¼ ’ 1� T0=TCð Þ

9>>>=
>>>;
; (8.26)

where temperatures are in Kelvin units and ’ is a parameter ranging from 0 to 1 that

expresses the abatement of the COP/efficiency from the Carnot value. For ’ ¼ 0,

the COP takes its minimal value of 1, for ’ ¼ 1 the COP and the efficiency are

maximum and equal to the Carnot limit.

Figure 8.16 shows the work requirements and the work produced by the various

components of the system. The notation WHE stands for the work produced by the

heat engine that operates between the heat source and the environment, while the

notationWHR refers to the work obtained by conversion of the heat recovered from

the Cu–Cl cycle. The work inputs are the heat pump WHP and the electrical power

WEL. Among the work inputs and outputs indicated in the model from Fig. 8.11,

the following relationship exists:

WHE þWHR ¼ WHP þWEL: (8.27)

The useful product of the system is found (in energy terms) in the form of the

higher heating value of H2, which is denoted in Fig. 8.11 withWH2,WH2 ¼ HHVH2.

Moreover, the output of the system can be expressed as follows:

Eout ¼ EH2 þ 0:5EO2; (8.28)

where the exergy Eout is given in kJ/mol H2. The exergy of the products, in a molar

ratio 1:2 (1 mol of hydrogen and a half mol of oxygen) are 236.12 kJ/mol H2 and

3.92 kJ/mol O2, yielding Eout ¼ 239 kJ/mol H2 (see Zamfirescu et al. 2009b for

details).

The total heat required by the Cu–Cl cycle is as follows: QH ¼ 458 kJ=mol H2,

while the heat output isQC ¼ 294 kJ=mol H2. The energy balance at the level of the

sustainable heat reservoir is

Qtot ¼ WHE

�HE
þ QH �WHP: (8.29)

One also notes that the heat pump and heat-recovery heat engine work are given by

WHP ¼ QH=COP

WHR ¼ QC�HR
: (8.30)
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Equations (8.26) to (8.30) form a closed system that allows for the determination

of Qtot for a given set of parameters including T0, Tm, and ’. Also note that ’ may

have different values for the two heat engines and the heat pump. However, in the

present analysis, we assume an average value for ’, and the same for the heat

engines and heat pump. The determination of Qtot makes possible the calculation of

the energy �ð Þ and exergy cð Þ efficiencies of the water-splitting process shown in

Fig. 8.16, and it is defined as follows:

� ¼ WH2=Qtot

c ¼ Eout=½Qtotð1� T0=TmÞ�

)
: (8.31)

The last aspect of the analysis regards the determination of greenhouse gas

mitigation by hydrogen and oxygen production fromwater, using sustainable thermal

energy as input. The energy efficiency given by Eq. (8.31) is useful in this regard

because it indicates the amount of thermal energy input to split 1 mol of water.

Assume that for the production of 1 kg of hydrogen in industry, 10 kg of CO2 are

emitted into the atmosphere (this figure is the case for natural gas reforming, which is

the lowest among all emissions). For producing 1 kg of oxygen, 86 g of CO2 are

emitted into the atmosphere. Using these figures, at least z ¼ 70:7 kgCO2 are

released by industry into the atmosphere to produce hydrogen and oxygen equivalent

to 1 GJ of energy content. The z is given in kgCO2=GJH2 in the following equation:

MCO2 ¼ z�; kgCO2=GJ
sustainable
thermal

� �
(8.32)

which can be derived for CO2 mitigation, obtained if conventional industrial

processes to produce hydrogen, and oxygen is replaced by systems such as that

proposed in Fig. 8.16.

Consider now the ideal case of ’ ¼ 1, which is the same as considering that all

machines involved in the water splitting system (the heat pump, and heat engines

HE and HR) have maximum (Carnot) COP and efficiency, respectively. The heat

sink temperature has been assumed as 20�C, which corresponds approximately to

the average annual temperature of a lake. The temperature of the sustainable

thermal energy source Tm has been varied between two limits, namely 40� and

350�C. The minimum value corresponds to the coupling of the Cu–Cl plant to the

moderator temperature of a CANDU power plant. The upper bound corresponds to

the case when a high-temperature source is the steam generated by an actual

CANDU reactor.

These results are presented in Fig. 8.17 and show that the upper bound of energy

efficiency of the overall process is over 60%, provided that the hot source temperature

is at its highest value. For a fair evaluation of the Cu–Cl water splitting technology, its

efficiency is compared on the same figure to that of water splitting through electroly-

sis. In this respect, one assumes the same heat reservoir at a temperature Tm and the

same efficiency of the heat engine �HE as that of a Cu–Cl system. In this case, the heat

engine is used to produce electricity needed to drive the electrolysis process only.
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From the heat engine efficiency, and assuming an electrolyzer efficiency of 50%, one

obtains Fig. 8.17. This reveals that the efficiency of the Cu–Cl-based water splitting

system is ideally 2 to 2.5 times higher than that of the electrolyzer driven by the same

source of sustainable thermal energy.

If the parameter f introduced in Eq. (8.26) is now included in the analysis, one

obtains the plot presented in Fig. 8.18. This plot shows the variation of hydrogen

production efficiency of the Cu–Cl cycle, with idealized constant temperature heat

reservoirs, as a function of the abatement of heat engines/pump from the Carnot

efficiency. For all cases, the efficiency of the system based on water electrolysis is
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η

Tm,�C

Electrolysis

Cu-Cl cycle

40 90 140 190 240 290 340

Fig. 8.17 Ideal hydrogen production efficiency from a sustainable thermal energy source with

temperature Tm [modified from Zamfirescu et al. (2009b)]
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Fig. 8.18 Efficiency of the water splitting system in Fig. 8.16 with the abatement f from the

Carnot efficiency [modified from Zamfirescu et al. (2009b)]
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2 to 2.5 times lower. For 50% abatement, one can expect a hydrogen production

efficiency range from 4% to 39% if the temperature of the sustainable energy source

varies from 60� to 350�C.
Next, by applying Eq. (8.32), one transposes the results from Fig. 8.17 in terms

of CO2 mitigation by the Cu–Cl and electrolyzer technologies, respectively. The

profiles in Fig. 8.19 illustrate this result. The CO2 mitigation potential ranges

between 8 and ~45 kg CO2 per GJ of sustainable thermal energy used in the process.

This figure is 2.5 to 3 times higher than that obtained if electrolysis is applied. If a

nuclear sustainable source is used to produce electricity at highest efficiency and

electrolyze the water, the whole input energy-to-hydrogen efficiency is ~15%, and

hence the CO2 mitigation is ~11 kg CO2/GJ. The same value is obtained by the

Cu–Cl–based system if the thermal energy source is available at 70�C, which
corresponds to coupling the cycle to the moderator of CANDU power plants.

Regarding the electrolysis approach, the heat source must be available to at least

150�C in order to obtain the same mitigation. Assuming the abatement ’ ¼ 50%,

the corresponding CO2 mitigation by the Cu–Cl–based system lies in the range of

3 to 27 kgCO2=GJ
sustainable
thermal .

8.11.2 Nuclear Heat for Desalination and Water Splitting

In this study, which is based on the work by Orhan et al. (2010), we analyze a

coupling of the Cu–Cl cycle with a desalination plant for hydrogen production from

nuclear energy and seawater. The supply of fresh water and energy carriers such as

hydrogen raise societal concerns. To produce hydrogen by splitting the water

molecule, one needs to supply fresh water to the hydrogen production facility.
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Fig. 8.19 Ideal maximum CO2 mitigation of hydrogen and oxygen production by two benign

technologies [modified from Zamfirescu et al. 2009b)]
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Thus, to avoid causing one problem while solving another problem, hydrogen could

be produced from seawater rather than limited fresh water sources. Nuclear energy

is used to drive the process. Here we consider five configurations, in hopes of

determining or helping to determine an optimum option to couple the Cu–Cl cycle

with a desalination plant.

Configuration 1: This configuration couples the Cu–Cl cycle and a desalination

plant using nuclear energy, as shown in Fig. 8.20. Salty water is input to the

desalination plant, and salt is removed from the water using waste energy from

the nuclear reactor moderator at 70� to 80�C. Fresh water supplied by the desalina-

tion plant is decomposed into hydrogen and oxygen by the Cu–Cl cycle driven by

nuclear energy. Humidification–dehumidification (HD) technology is used for

desalination.

Configuration 2: The thermal energy recovered from the Cu–Cl cycle is transferred

to the desalination plant to remove salt from fresh water. As illustrated in Fig. 8.21,

the desalination plant operates as a subsystem of the Cu–Cl cycle. Considering the

overall system, only process/waste energy from the nuclear reactor and salty water

enter the system. Hydrogen is produced, and oxygen and salt are by-products.

A drawback to this configuration is the efficiency decrease (~3–5%) incurred by

the Cu–Cl cycle since the recovered energy is used for the desalination process

rather than within the cycle itself. But the Cu–Cu cycle is a subsection of the plant

and, when the desalination plant and the Cu–Cl cycle are considered as a combined

system, the efficiency is not affected significantly since the recovered energy is
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Fig. 8.20 Using waste energy from a nuclear reactor for the desalination process [modified from

Orhan et al. (2010)]
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used within the overall system. The efficiency of the combined system (desalination

plant and copper chlorine cycle) is about 0.4. Multiple effect desalination (MED)

technology is used.

Configuration 3: The nuclear thermal energy is used directly in the desalination

plant and to drive the hydrogen plant as indicated in Fig. 8.22. The thermal energy

recovered in the Cu–Cl cycle is used within that cycle. A desalination method with

high capacity and low production cost is used since high-grade energy is available.

The multistage flash (MSF) desalination method is used.

Configuration 4: In addition to nuclear thermal energy, solar energy is used to

complete the energy requirement for the process. The solar energy drives directly

and completely the desalination plant, which supplies the hydrogen production

plant with fresh water. Process and waste energy from a nuclear plant is used in

the Cu–Cl cycle as indicated in Fig. 8.23. Vapor compression (VC) desalination

technology is applied.

A drawback of this configuration is its dependence on the availability of solar

energy, which is intermittent. Since the capacity of the desalination plant and

hence the Cu–Cl cycle determines the required capacity of the solar collectors, the

site for the Cu–Cl cycle and desalination plant are chosen carefully. However,

since constraints likely exist regarding the setting of the nuclear reactor, this

configuration is likely advantageous if the nuclear reactor is located in an area

with high solar insolation. Otherwise, a desalination process with low-capacity

and low inlet energy requirements is used. Reverse osmosis (RO) technology is

applied.
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Fig. 8.21 Using recovered energy from the Cu–Cl plant [modified from Orhan et al. (2010)]
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Configuration 5: Off-peak electricity from a nuclear reactor is used to operate

the desalination plant. When off-peak electricity is available, it is usually less

expensive than peak electricity and thus is used by many industrial processes.

Off-peak electricity can also be used to desalinate seawater and to produce hydro-

gen, and could be beneficial for the same reason. This configuration includes a

Cu–Cl cycle coupled with a desalination plant driven by off-electricity (as in

Fig. 8.24). In this case, efficient membrane processes are used since electrical

energy is supplied.

The overall energy efficiency of the coupled system, �overall, represents the

fraction of energy supplied to produce hydrogen from salted water that is recovered

in the energy content of H2based on its lower heating value. The total energy

required to produce hydrogen from salty water can be written as

Qin;total ¼ Qin;Cu�Cl þ Qin;Desalination (8.33)

and the overall efficiency is

�overall ¼ LHV=Qin;total; (8.34)

where LHVis the lower heating value of hydrogen.
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Fig. 8.24 Using off-peak electricity for the desalination process [modified from Orhan et al.
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The variation of costs with hydrogen production capacity of a Cu–Cl thermo-

chemical plant is shown in Fig. 8.25. These costs are based on producing hydrogen

from fresh water and do not include costs associated with desalination. As can be

observed, the capital cost of the Cu–Cl cycle varies from $0.3 to $1.8/kg H2 based

on the capacity of the cycle. The capital cost of the cycle per unit hydrogen output is

less for a larger capacity plant while the production cost (energy cost) remains

constant at around 0.9 $/kg H2, mainly because the reaction energy (per unit

hydrogen produced) of any chemical or physical reaction occurring in the Cu–Cl

cycle does not change based on plant capacity. The total cost of hydrogen produc-

tion is the sum of the capital cost, energy cost, and also some additional costs such

as operating, storage, and distributions costs. In Fig. 8.25, two main cost items

(capital and energy costs) are given along with the total cost to build a pilot plant of

the Cu–Cl cycle, presumably at the commercialization stage of the cycle. The total

cost varies from $2 to $3.5/kg H2 in an inversely proportional relationship with

plant capacity.

The total cost of the desalination plant is shown in Fig. 8.26. The least expensive

desalination method is humidification–dehumidification (HD) at $7.5/(kg H2/day),

which is considered in configuration 1, and the technology with the highest initial

cost ($11.9/(kg H2/day)) is multistage flash desalination, which is used in configu-

ration 3. The total costs of vapor compression (VC) and reverse osmosis (RO)

appear to be the same at $9.62/(kg H2/day), while the capital cost of multiple effect

desalination is $11.7/(kg H2/day).

The energy efficiencies of the Cu–Cl cycle, the desalination plant, and the overall

system, including the Cu–Cl cycle and the desalination plant, are shown in Fig. 8.27.
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Fig. 8.25 Variation of costs with hydrogen production capacity of a Cu–Cl thermochemical water

decomposition plant using fresh water [data from Orhan et al. (2010)]
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The effect of the Cu–Cl cycle on the overall system is dominant, as the desalination

plant uses much less energy than the Cu–Cl cycle. Thus, the efficiency of the Cu–Cl

cycle and the overall system are very similar for each case. Configuration 1 exhibits

a higher efficiency, since waste heat from the nuclear reactor (which is assumed to be

“free”) is utilized in this option. In configuration 2, recovered heat from the Cu–Cl

cycle is used for desalination instead of internally, within the cycle. Thus, the Cu–Cl

cycle and the overall system operate at lower efficiencies, since the effect of the

cycle is very important on the overall system.

0

2

4

6

8

10

12

14

1 2 3 4 5

T
ot

al
 c

os
t, 

ce
nt

/k
gH

2

Configuration

Fig. 8.26 Total cost of desalination [data from Orhan et al. (2010)]

0%

20%

40%

60%

80%

100%

1 2 3 4 5

h,
 %

Configuration

Cu-Cl

Desalination

Overall

Fig. 8.27 Efficiency of nuclear driven hydrogen production and water desalination [data from
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8.12 Concluding Remarks

In this chapter, we discussed nuclear-based power and hydrogen generation

options. The way of producing nuclear heat was explained in detail and as well

as the possibility of quantifying the efficiency of nuclear heat generation on

energy and on an exergy basis. Several technical aspects of nuclear reactors and

their various applications were also discussed. Some examples demonstrated

briefly the calculation of nuclear reactor heat generation and their efficiency in

terms of useful heat delivered over the primary nuclear energy used. Both energy

and exergy efficiency were introduced. Apart from the most common use of

nuclear energy—for electric power production—there is major interest in nuclear

energy as a source of process heat. The nuclear process heat can be used for

hydrogen production, desalination, or other processes. It is also attractive to

upgrade the temperature level of nuclear heat by using heat pumps. For safety

reasons, the level of temperatures in the nuclear reactors are limited by material

constraints. In order to generate a high-temperature process heat, it is reasonable

to upgrade the temperature level of nuclear heat by using heat pumps. Two

illustrative examples were also presented.

Nomenclature

A Atomic mass (AMU)

c Speed of light (m/s)

COP Coefficient of performance

e Specific energy (J/kg)

ex Specific energy (J/kg)

E Energy (J)

DEb Binding energy (MeV)

h Height (m)

HHV Higher heating value (kJ/mol)

k Thermal conductivity (W/mK)

LHV Lower heating value (kJ/mol)

m Mass (kg)

n Number of elements

N Number of atoms or particle density

q Heat amount per unit of mass (J/kg)

r Radial coordinate (m)

R Radius (m)

t Time (s)

T Temperature (K)
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Greek Letters

� Energy efficiency

e Dissipation parameter

c Exergy efficiency

s Cross section (cm2)

f Radiation particle flux

’ Carnot abatement

Subscripts

0 Initial or environment

c Cladding

EL Electric

f Fuel

H High

HE Heat engine

HP Heat pump

HR Heat recovery

in Input

L Low

m Medium

out Output

Superscripts

ð Þ
:

Per unit of time (rate)

ð Þ00 Per unit of surface

ð Þ000 Per unit of volume

ð Þ
^

Dimensionless value
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Study Questions/Problems

8.1 Compare nuclear energy with other sources in terms of energy stored per unit

of volume and per unit of mass.

8.2 Explain the magnitude of the nucleus radius from the perspective of coulomb

and Yukawa forces.

8.3 An element has the atomic mass of 50 AMU. Determine the nucleus radius.

8.4 Define and explain binding energy.

8.5 Calculate the binding energy of uranium isotopes.

8.6 Determine the decay time of carbon 14 if N/N0 ¼ 0.1.

8.7 Explain the main types of decay reactions.

8.8 How is the available energy from uranium fuel determined?

8.9 How can one estimate the available energy from nuclear fusion?

8.10 Explain how a nuclear reaction can be controlled.

8.11 Define the energy and exergy efficiency of nuclear thermal energy generation.

8.12 Define the term cross section.
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8.13 A reactor comprises n ¼ 45,000 cylindrical fuel assemblies distributed over a

circular cross section of the reactor with the radius of Rr ¼ 2m. The average

energy generated per mol of fissionable material in this configuration is

eg ¼ 200MeV. The generated heat is 3 GW. Calculate the heat generation

at a distance r from the fuel rod axis and the maximum heat flux.

8.14 The fuel rod radius in the example above is Rf ¼ 7mmand is clad with a

zircaloy shell of t ¼ 0.7 mm thickness and the rod height is h ¼ 4:7m.

Assume the core temperature is Tc ¼ 2,500�C. Calculate the heat flux and

the temperature of the cladding outer surface.

8.15 Describe the principle of pressurized water reactor and that of boiling water

reactor and state the differences between them.

8.16 Describe the CANDU reactor and explain the role of heavy water.

8.17 List the three top countries having uranium fuel reserves.

8.18 What do you understand about the process of conversion?

8.19 Comment on nuclear safety and waste disposal.

8.20 Define the unit of measure “sievert.”

8.21 Consider the simplified diagram of a CANDU power reactor as in Fig. 8.14.

Make reasonable assumptions and calculate the power cycle and determine

the energy and exergy efficiency of nuclear power production.

8.22 What is the advantage of nuclear hydrogen production?

8.23 Consider the diagram from Fig. 8.16. Calculate the energy and exergy effi-

ciency of hydrogen production if the Carnot abatement of the heat engines is

50% and that of the heat pump is 25%. Follow the reasoning from case study

8.11.1.

8.24 Take one of the configurations considered in case study 8.11.2 and make your

own calculations to determine the system efficiency.
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Chapter 9

Renewable Energies

9.1 Introduction

As mentioned in Chapter 2, there are a number of fundamental sources of energy on

earth, such as solar radiation, geothermal heat, and earth spinning combined with

gravitational forces of the moon–Earth–sun planetary system. These kinds of

energy sources are said to be renewable in the sense that they are never depleted.

In contrast, other energy resources, such as fossil fuels (coal, natural gas, petro-

leum) and nuclear fuels (uranium, thorium), are nonrenewable and thus limited.

Among the fundamental energy sources, solar energy is the only one that manifests in

a multitude of direct and indirect forms on earth. The indirect forms of solar energy

also have the attribute of being renewable; they are wind, waves, hydro energy, ocean

thermal energy, and biomass energy. Figure 9.1 classifies the renewable energies.

Common to all renewable energies are these features: they are intermittent,

fluctuant in intensity, and regionally or globally available. For example, solar energy

is globally available (at every point of the earth’s surface), but intermittent—

it manifests during daytime between sunrise and sunset; geothermal energy is

available locally, that is only in some regions of the earth, such as close to a volcano

or to places with more intensive tectonic activity. Wind energy is mostly available

over plains or open waters such as large lakes and ocean shores; this energy occurs

intermittently, being strong in some seasons or not manifesting at all for some period

of times. Tides occur along some ocean shores and are intermittent in nature.

Due to these intermittent-fluctuating and local features, special engineered

systems must be devised to harvest and convert the renewable energies into more

useful forms. Moreover, energy storage systems are applied to smooth the fluctuation

in the primary source and to make the energy available, when possible, at all times.

Recall that in Chapter 2 the outlook for primary energy source availability on

earth was analyzed, among which renewables are a part. In this chapter, the

renewable energy features are analyzed in more detail, and the systems used to

harvest and convert these energies are presented. In general, the aim of renewable

energy systems is ultimately to convert these energies into commodities such as

electric energy, thermal energy, chemical energy (stored in the form of fuels),

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_9, # Springer Science+Business Media, LLC 2011
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potential energy (e.g., hydro energy), mechanical energy (e.g., compressed air

energy), or biochemical energy (e.g., foods). Each kind of energy is discussed in

detail in this chapter, together with the associated systems to convert, store, and use it.

9.2 Solar Energy

Figure 2.3 in Chapter 2 shows that from the total energy of the extraterrestrial solar

radiation incident on earth’s troposphere, 43% is direct beam radiation, 22% is

hydro energy, 0.21% is wind energy, 0.02% is consumed by photosynthesis, and

some minute percent is consumed by wave energy; the rest is dissipated into the

atmosphere in other ways or reflected back in the extraterrestrial space. Therefore,

the largest percent of solar radiation available for conversion on earth is direct beam

radiation. This section analyzes especially direct beam radiation and its conversion

into electricity and heat. However, some issues regarding diffuse radiation are also

considered as they are important in solar energy conversion in many instances.

The basic conversion paths for converting direct solar radiation into other useful

forms through engineered systems and devices are illustrated in Fig. 9.2. In

principle, direct solar radiation can be converted using special “engineered” devices

directly into electrical energy, thermal energy, chemical energy, biochemical

energy, or it can be used “unconverted” as photonic energy. In the last form,

solar energy is used as light—as the visible spectrum of solar radiation illuminates

the earth’s surface during the day.

When converted directly to electrical energy (e.g., through photovoltaic panels

or other devices) solar energy can be transmitted to the electric grid, can be directly

consumed, or can be stored (either as electric charge or by other mean of storing

electric energy in other forms, viz. electric batteries, etc., see Chapter 11), or it can

EXTRA-
TERRESTRIAL

TERRESTRIAL

SOLAR RADIATION

SUN-MOON-EARTH
GRAVITATION

GEOTHERMAL

DIRECT

INDIRECT

TIDES

WIND

WAVES

HYDRO

OCEAN
THERMAL

BIOMASS

RENEWABLE 
ENERGIES

FUNDAMENTAL
ENERGY
SOURCES

Fig. 9.1 Classification of renewable energies
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be converted into hydrogen through water electrolysis (see Chapter 13). When

converted into thermal energy, low-, intermediate-, high-, or very high-temperature

heat can be obtained (starting from the ambient temperature up to around 1,800�C).
The low-temperature heat then can be used for water and space heating, for

cooking, steam generation, process drying (like food drying, crop drying, paper

pulp drying, etc.). Very high-temperature heat—obtained from concentrated solar

radiation—can be used for process heating (including processes like thermally

driven refrigeration, industrial processes, chemical processes, high-temperature

materials drying, etc.). Also, the high-temperature heat can be converted into

mechanical energy through solar-driven heat engines. This mechanical energy

(as in the form of shaft turning) can be used for water pumping or direct driving

of processes. Also, the mechanical energy can be converted into electrical energy

through appropriate DC or AC electric generators.

Another path is to convert the high-temperature heat from concentrated solar

radiation to chemical energy. This is a convenient form to store the solar energy.

In this approach, chemical fuels are synthesized. Envisaged fuels are hydrogen

(discussed in detail in Chapter 13), various Fischer–Tropsch fuels (formed from

carbon dioxide/monoxide and hydrogen), alcohols, and ammonia. The primary

materials for manufacturing synthetic fuels are taken from water (hydrogen), air

(nitrogen), fossil fuels (carbon, hydrogen), and biomass (carbon, hydrogen).

The direct radiation can be used for driving photo-biochemical processes

through special engineered devices and systems that mimic photosynthesis

(so-called artificial photosynthesis, see Chapter 13) or other processes involving

micro-organisms stimulated by light. Such processes lead to production of hydrogen,

methane, some sugars, and alcohols, which can be further used as fuels. Of course,

biochemical conversion of solar radiation also occurs naturally in living systems like

green plants, or indirectly in animals that consume plants but use solar radiation

for heating.

9.2.1 Thermodynamic Limits of Solar Energy Conversion

On average, the direct solar radiation illuminating the earth’s surface, which

consists of a flux of photons covering a spectrum of energies from infrared to

ultraviolet, delivers 1.6 to 2.8 MWh annually for each square meter of the earth’s

surface. At the outer shell of the terrestrial atmosphere, the intensity of solar radiation,

called the solar constant (see also Chapter 2), is taken on average as ISC ¼ 1,353

to 1,367 W/m2, with a fluctuation of about 7% annually. Through photothermal solar

radiation conversion, there is a process of conversion of solar radiation (which carries

photonic energy) into high-temperature heat followed by conversion of the heat into

mechanical energy (or shaft work). Because the mechanical energy may be converted

into electrical energy, photothermal solar radiation conversion can be viewed as a

means to generate either mechanical or electrical power. Photovoltaic solar radiation

conversion results in the direct production of electric energy from solar energy
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using the photoelectric effect. It is important to have a theoretical model for converting

solar radiation into work (electricity) and for determining the efficiency of

this process.

9.2.1.1 Efficiency of Photothermal Solar Radiation Conversion into Work

A theoretical model for photothermal solar energy conversion can include a solar

concentrator that generates heat from concentrated solar radiation and drives a

Carnot heat engine operating between a high-temperature reservoir and the ambient

temperature T0. One can also consider in the model the existence of a temperature

difference at the sink and the source owing to heat transfer. Thermodynamic

modeling of the photothermal solar energy conversion is demonstrated in Fig. 9.3.

The model represented in Fig. 9.3a demonstrates the process of solar radiation

conversion into work, which is affected by three factors: the sun, the terrestrial

atmosphere, and the environment that exists at the terrestrial surface where the heat

engine is located. The engineered system that generates work is simply made from a

solar collector coupled to a heat engine directly. We assume first that there is no

thermal resistance at the sink and source of the heat engine; this assumption will be

relaxed thereafter. Between the sun and the collector is the terrestrial atmosphere.

The atmosphere is responsible for ad hoc dissipation of the incident photonic

radiation work and heat through various mechanisms such as scattering, absorption,
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Fig. 9.3 Thermodynamic models for photothermal solar radiation conversion into work. (a)

Model for exergy of insolation; (b) model accounting for solar concentration and heat transfer
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heating, evaporation, moving of air masses, and so on. The atmospheric dissipation

can be modeled like a heat engine working between the outer shell of the atmo-

sphere and the collector surface and operating as a “brake” with efficiency �diss. The
working fluid of such a heat engine is the so-called photonic gas, which is a

representation of the photonic radiation. It is shown by many researchers, for

example Bejan (2006), that such “equivalent” heat engine modeling makes sense

thermodynamically, since photonic radiation can be viewed as thermal radiation,

with both having the same electromagnetic nature and wave/particle behavior. If

one denotes TS as the temperature of the sun and Tr as the temperature of the solar

receiver (see Fig. 9.3), then the efficiency of the “atmospheric brake” is

�diss ¼
_W00

diss

ISC
¼ ISC � IT0

ISC
¼ ’ 1� Tr

TS

� �
; ’ � 1: (9.1)

In the above equation, the parameter ’ � 1 accounts for the Carnot abatement of

the dissipater (its efficiency must be smaller or at most equal to that of a Carnot heat

engine operating between the same temperatures). ISC denotes the solar constant,

which is the intensity of solar radiation on W/m2 of terrestrial surface; IT0 � ISC
represents the intensity of solar radiation incident on the solar collector; _W00

diss is

the atmospheric dissipation rate per unit of terrestrial surface. The solar collector

has two components: a solar concentrator that reduces the area of the hot spot (using

lenses or mirrors) from a large aperture area Aa to a small receiver area Ar. The

receiver is, due to heating, at a higher temperature than that of ambient (Tr > T0)
and thus it loses heat through radiation accounting for (see the figure)

IR ¼ es T4
r � T4

0

� �
Ar=Aa. The heat losses can be minimized by making Aa � Ar

and e ! 0, where e represents the emissivity factor of the solar receiver and

s ¼ 5:67� 10�8 W/m2 K4 is the Stefan–Boltzmann constant. Ideally, heat losses

through radiation could be reduced to zero (even though this is not physically

achievable in practice); in this case, the energy balance on the receiver reads
_Q00
H ¼ IT0, which means that all the concentrated solar radiation that falls on the

receiver is transformed into heat and delivered to the heat engine at the temperature

Tr. The generated work by the reversible heat engine operating between Tr and T0
represents the mechanical energy obtained through photothermal solar radiation

conversion, and it is in these conditions that _W00
rev ¼ IT0ð1� T0=TrÞ. The receiver

temperature can be obtained by solving Eq. (9.1) for Tr, and one obtains

_W00
rev ¼ IT0 1� T0

TS
� ’ISC
IT0 � 1� ’ð ÞISC

� �
: (9.2)

The aim of this theoretical development is to find the maximum work generation

from photothermal solar radiation conversion; therefore, one asks what is the

maximum value of the _W00
rev. The answer can be found by considering what happens

if the atmosphere is completely clear and the dissipation tends to zero. In this case

’ ! 1 and the collector captures an incident radiation of the order of the solar
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constant IT0 ffi ISC. Since in this situation the work generated from solar radiation

reaches the maximum possible (upper bound), Zamfirescu and Dincer (2008a)

proposed the following equation:

_Ex00 ¼ IT0 1� T0
TS

� ISC
IT0

� �
; IT0 ffi ISC (9.3)

to be adopted as the exergy content of the incident solar radiation (insolation). It can

be observed that in the condition where IT0 ¼ ISC, the exergy of solar radiation

becomes

_Ex00 ¼ IT0 1� T0
TS

� �
; (9.4)

which was derived by many authors in various approaches (see Bejan 2006).

One may now find more realistic estimates of the amount of work that can be

generated through photothermal conversion of solar radiation by accounting for

some irreversibilities. After determining this amount of work, one can estimate the

energy and exergy efficiencies of the conversion process. The model presented in

Fig. 9.3b accounts for the optical process of concentration of the incident solar

radiation, for radiation losses and for temperature drops at the source and sink of a

heat engine driven by solar heat at high temperature Tr and connected with the

environment at T0 � Tr. The solar concentrator, which can be a mirror or a system

of lenses, is shown abstractly in the figure as a hemisphere extending over a solid

angle OS<2p above the solar receiver. Recall that according to definition a solid

angle is the ratio between the area of a sphere segment and the square of the radius,

measured in steradians (sr); therefore, the solid angle of a hemisphere is 2p. If the
concentrator is used, the small hot spot of the solar receiver sees the sun on a larger

solid angle OC>OS without the concentrator (denoted in this case with OS).

The ratio between the two solid angles (with and without concentration) defines

the concentration ratio C ¼ OC=OS 	 1. From the geometry shown in Fig. 9.3b, we

can see that OC ¼ p sin2o. If one denotes RS as the radius of the solar disk and R0

as the radius of a sphere centered on the earth and touching the sun, then the solid

angle under which the receivers see the sun without a concentrator becomes

Os ¼ p Rs=R0ð Þ2. Thus the concentration ratio is

C ¼ R0

RS

sino
� �2

: (9.5)

Note that the maximum concentration is obtained when the planar angle o
becomes p=2, that is when the receiver sees the sun under the whole hemisphere.

In this case, the concentration ratio becomes Cmax ¼ R0=RSð Þ2 ffi 46;300; if this
situation occurs, then the solar receiver may be in thermodynamic equilibrium with

the solar disk, that is Tr ¼ TS.
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The radiation impacting the solar concentrator (the direct beam radiation, Idb)
is smaller than the solar constant; thus one can simply write Idb ¼ zISC; z � 1.

This radiation is concentrated, thus

Ir;db ¼ CzISC; (9.6)

where Ir;db ¼ CIdb is the concentrated solar radiation falling on the receiver. The

aperture factor under which the receiver sees the environment that is the rest of the

hemisphere (see Zamfirescu et al. 2009) is 1� sin2o; therefore, the environment at

temperature T0 emits radiation incident on the receiver according to

Ir;0 ¼ 1� sin2o
� �

sT0 ¼ 1� ~C
� �

sT0; (9.7)

where ~C ¼ C=Cmax and one observes from Eq. (9.5) that sin2o ¼ ~C.
The receiver itself should be a gray body with emissivity e that emits radiation

over the whole hemisphere according to

Ir;e ¼ esT4
r : (9.8)

The energy balance on the receiver, accounting for the incoming and outgoing

energy rate, states that a Ir;db þ Ir;0
� � ¼ Ir;e þ Qr, where a is the receiver’s absorp-

tivity (namely what percent of the incoming radiation is absorbed) andQr is the heat

delivered by the receiver to the heat engine (see Fig. 9.3b). Denoting the ratio

w ¼ e=a as the “selective gray body factor,” one obtains, using Eqs. (9.6) to (9.8),

the following expression for the generated heat:

Qr ¼ a zCð ÞISCCmax þ 1� ~C
� �

sT4
0 � s wT4

r

� �� 	
: (9.9)

The heat engine receives the heat flux Qr at a lower temperature TH < Tr
and discharges a heat fluid QL into the ambient air at TL > T0 to generate the

mechanical work W ¼ Qr � QL. Assuming linear heat transfer irreversibilities at

the sink and the source, Qr ¼ UH Tr � THð Þ and QL ¼ UL TL � T0ð Þ, one can obtain

the following expression:

W

z ~C
� �

ISCaCmax

¼ 1þ 1� ~C

z ~C
y40 �

w

z ~C
y4r

� �

1� y0 yr � yU z ~C
� �

a 1þ 1� ~C

z ~C
y40 �

w

z ~C
y4r

� �� ��1
( )

: (9.10)
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From the above expression, the following dimensionless temperatures are used:

y0 ¼ T0
TS

yr ¼ Tr
TS

yU ¼ sT3
S

U
; where U ¼ ðUHULÞ

ðUH þ ULÞ

9>>>>>>>=
>>>>>>>;
: (9.11)

Note that the ratio W/C, which represents the amount of work generated by the

photothermal energy converter per unit of square meter of the earth’s surface

illuminated by the solar radiation, can be maximized, according to Eq. (9.10),

if (1) the maximum concentration is achieved ( ~C ! 1); (2) the emitted radiation

by the receiver is negligible with respect to the absorbed radiation (w ! 0); (3) the

receiver absorbs all radiation (a ! 1); and (4) the receiver is in thermodynamic

equilibrium with the sun (yr ! 1). In these conditions, the work generated per unit of

surface (W/C) according to Eq. (9.10) coincides with that given above in Eq. (9.4).

The energy and exergy efficiencies based on the produced work (W/C) and the

concentrated radiation incident on the receiver CzIsc are defined by

� ¼ W=C

zISC

c ¼ W=C

zISC 1� T0=TSð Þ

9>>=
>>;: (9.12)

Using Eq. (9.10), the energy and exergy efficiencies become

� ¼ a 1þ 1� ~C

z ~C
y40 �

w

z ~C
y4r

� �
1� y0

yr � Qr= UTSð Þ
� �

c ¼ a 1þ 1� ~C

z ~C
y40 �

w

z ~C
y4r

� �
1� y0

yr � Qr= UTSð Þ
� �

= 1� y0ð Þ

9>>>=
>>>;
: (9.13)

Note that these conversion efficiencies are functions of the following parameters:

l Climatologic parameters such as average environment temperature (y0) and

direct beam radiation intensity (z)
l Optical parameters of the solar collector such as concentration ratio (C), hemi-

spherical absorptivity of the solar receiver (a), ratio of hemispherical emissivity,

and absorptivity of solar receiver (w)
l Heat engine parameters such as the geometric mean of heat transfer resistance at

the sink and the source (U)

Some theoretical idealizations can be applied to the efficiency equations (9.13).

For example, one can assume that the receiver is a black body (a ¼ 1; w ¼ 1), the

sky is perfectly clean and does not dissipate solar radiation at all (z ¼ 1), and there
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is no heat transfer resistance at the sink and source of the reversible heat engine

(U ¼ 1). In these conditions, the energy efficiency becomes

� ¼ 1þ 1

~C
� 1

� �
y40 �

1

~C
y4r

� �
1� y0

yr

� �
: (9.14)

If in Eq. (9.14) one assumes maximum concentration of solar radiation ( ~C ¼ 1),

then one can determine at which yr one obtains the maximum efficiency. Assuming

T0 ¼ 288K, that is, y0 ¼ 0:05 one obtains a known result, namely �max ¼ 0:853 for
yr ¼ 0:42 or Tr ¼ 2;443K. This is a known result revised, for example, in Bejan

(2006), and it represents the upper limit of the efficiency of a solar-driven reversible

heat engine operating with maximum concentration under a clear sky, with no heat

losses and no temperature differences due to heat transfer at the sink and the source.

Better efficiency can be obtained if the receiver is more selective (w < 1). The

maximum efficiency in such case can be calculated from Eq. (9.13): �max ¼ 0:91
for w ¼ 0:1 or �max ¼ 0:93 for w ¼ 0:015. More results based on Eq. (9.13) are seen

in Fig. 9.4. It can be observed that the efficiency always has a maximum at a certain

receiver temperature (given dimensionless as yr).
The maximum energy and exergy efficiency (divided by absorptivity of the

receiver a) are indicated in Fig. 9.5 assuming infinite heat transfer conductance at

Fig. 9.4 Photothermal solar energy conversion efficiency for y0 ¼ 0:05 [modified from Zamfir-

escu et al. (2009)]
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the source and sink sides of the reversible heat engine. Figure 9.6 indicates the

influence of heat transfer conductances involved in Eq. (9.13). The heat transfer

conductances are given in the form of yU according to Eq. (9.11).

9.2.1.2 Efficiency of Photoelectric Energy Conversion

of Solar Radiation into Work

Photoelectric energy conversion involves dislocation of electric charges in a substance

caused by the energy of photons. When a photon is absorbed by a semiconductor,

it promotes an electron in a high energy state and thus generates one electron–hole

Fig. 9.5 Maximum energy (a) and exergy (b) efficiency for y0 ¼ 0.05, assuming infinite heat

transfer conductance at the source and the sink [modified from Zamfirescu et al. (2009)]

Fig. 9.6 Maximum energy (a) and exergy (b) efficiency of photothermal solar energy conversion

as a function of ambient temperature, for various heat transfer conductances and concentration

ratios [modified from Zamfirescu et al. (2009)]
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pair that generates a voltage across the semiconductor junction. The same basic

process happens at the molecular level where photons dislocate electrons, which

causes transfer of charge between two molecules (one called the donor and the other

the acceptor). The photoelectric conversion process can be modeled as in Fig. 9.7.

In the above model, there is an engine operating between two thermal reservoirs.

This engine is similar to a heat engine. It operates with solar radiation, which in fact

contains thermal radiation. The engine is in contact with the radiation of the sun at

temperature TS and rejects radiation in the ambient air (sensed in the form of heat)

at temperature T0. The work generated by this engine, assumed reversible, is given

by the Carnot factor 1� T0=TS as a proportion of the energy input; this work is used
to drive an electron pump that takes electrons from a reservoir (hole reservoir)

at low chemical potential and discharges them in a reservoir of high chemical

potential. Other devices (not shown), external to this system, may take electrons

from the high potential reservoir and discharge them at the low potential reservoir.

When the two processes—moving electrons up and down—run at the same rate,

then the overall system operates at steady state.

According to Markvart and Landsberg (2002) the electrochemical potential

difference is given by the following equations:

Dm ¼ eDU; in photovoltaic cells

Dm ¼ kT ln
pq

p0q0

� �
; in photochemical reactions

Dm ¼ eDUþ kBT ln
pq

p0q0

� �
; in photosynthesis

9>>>>>=
>>>>>;
; (9.15)
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Fig. 9.7 Thermodynamic model for photoelectric solar energy conversion
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where e ¼ 1:602� 10�19 C is the elementary electric charge, DU is the light--

induced electrostatic potential difference, p is the probability that an electron

occupies the excited state, q is the probability that a hole occupies the donor state,

and the index 0 indicates the probability of recombination of electrons and holes.

Note that for all three conversion devices considered in Eq. (9.15)—photovoltaic

cells, photochemical reactions, and photosynthesis systems—the processes require

“dislocated” electrons; therefore, all these processes are photo/electric driven and

the model shown in Fig. 9.7 is valid for all. By definition, the electrochemical

potential combines the potential energy stored in chemical form and the electrostatic

field. Thus electrochemical potential is the sum of the chemical and electric poten-

tials, that is, mec ¼ mch þ mel, where mel ¼ nFDV ¼ e nNADVð Þ ¼ eDU, where n
is the number of electron transfer per mol of reaction product, F ¼ eNA is the

constant of Faraday, NA is the Avogadro number, DV is the local electrostatic

potential, and DU is the electrostatic potential associated with 1 mol of reaction

product. Thus in Eq. (9.15) the variation of potential is electrostatic by its nature for

the photovoltaic case, is chemical for the photochemical case, and is electrochemical

for the photosynthesis case. Thus the most general form of potential involved

in photo/electric radiation conversion is “electrochemical potential.”

The energy transmitted to a process in the form of work can be quantified

by Gibbs energy variation, which at an infinitesimal scale is dG ¼P
dðminiÞ � s dT þ v dP, where mi is the chemical potential of specie “i” whose

number of mols is ni. In photonic driven processes (photovoltaic, photochemical,

photosynthesis) the processes evolve at constant pressure and temperature, thus

dG ¼ P
dðminiÞ. If a reaction occurs (stimulated by light), then the Gibbs energy

of the reaction will be DG ¼ P
D minið Þ ¼ Dmel. The Gibbs free energy of the

reaction affects the reaction equilibrium whose equilibrium constant is

Keq ¼ exp �DG=RTð Þ ¼ exp �Dmel=RTð Þ, where R is the universal gas constant

and T is the process temperature. Further, the equilibrium constant is related to the

reaction rate of the forward (kf ) and backward (kb) reactions through the following

equation: kf ¼ kbKeq ¼ kb exp �Dmel=RTð Þ; thus the reaction rate is a function of

electrochemical potential variation (induced by the photonic energy), kf ¼ kf Dmelð Þ.
Moreover, the reaction product generation rate is proportional with the reaction rate

_nprod ¼ const 
 kf , where _nprod is given in mol per second; thus _nprod ¼ _nprod Dmelð Þ.
The energy rate developed/consumed by the reaction is given by _W ¼ _nprod � Dm.

This energy is supplied to the system from the exterior (in our case it originates

from photonic energy). Figure 9.8 illustrates qualitatively the typical dependence

of the reaction rate with electrochemical potential. Note that the variation indicated

in the figure is typical of any electrochemical-driven reaction, regardless of the

driving energy sources from photons or an electric generator or something else.

In essence, this diagram says that if the reaction rate (and implicitly the rate of

production or the current) increases, the electrochemical potential must decrease.

When the electrochemical potential is nil, the rate of reaction is at a maximum, as is

denoted on the figure with kf;sc; the index “f,sc” is borrowed from photovoltaics

where it has the meaning “short circuit” (i.e., the current is at a maximum but the

difference in chemical potential is nil).
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This is a consequence of the limitation of the power supplied to the reaction ( _W
is quasi-constant and bounded). In contrast, if the reaction rate decreases, necessar-

ily the electrochemical potential increases. At the limit, when the reaction rate is nil

(there is no current and no chemical production) the maximum potential is obtained,

as indicated on the figure with Dmoc (the index “oc” is borrowed this time from

“open circuit” used in photovoltaics). Figure 9.8 also shows qualitatively (with

dashed line) the energy rate calculated as the product _W ¼ _nprod � Dm. This curve
has a maximum at Dmm with the _Wmax ¼ Dmm � kf;m � const.

Observe here the analogy between the qualitative results for the photo/electric

solar energy conversion indicated in Fig. 9.8 and the results for photothermal solar

energy conversion shown in Fig. 9.4. Both show a maximum of the developed

work. The analogue variables are the temperature and electrochemical potential on

the abscissa, and the heat flux and the reaction rate (equivalent with molar produc-

tion rate or current) on the ordinate. Quantitative calculation and plots will be

shown later in this section regarding the photovoltaic power conversion. The

analytical treatment is general (that is valid for photovoltaics, photochemical and

photosynthesis) and the aim to determine the maximum efficiency of the process.

In Fig. 9.8, the maximum work generated by the conversion process is given by

the area of the gray rectangle. The area of the dashed rectangle is Dmoc � kf;sc, and it
is similar to an energy rate that never can be developed by the process. It is useful to

define the ratio of the “filling factor” as the ratio of the areas of the gray rectangle

over the dashed rectangle.
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Fig. 9.8 Rate of reaction and reaction energy rate variation of electrochemical potential
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The magnitude of the filling factor is useful in determining the maximum energy

rate generation from the open circuit potential and the short circuit reaction rate,

which are determinable quantities. The maximum energy rate generation becomes

_Wmax ¼ const 
 Dmm � kf;m ¼ const 
 FF� Dmoc � kf;sc: (9.16)

Therefore, the energy and exergy efficiency of photo/electric solar energy

conversion are

� ¼ const 
 FF� Dmoc � kf;sc
ISC � A

c ¼ const 
 FF� Dmoc � kf;sc
ISC 1� T0=TSð Þ � A

9>>>=
>>>;
; (9.17)

where A is the area exposed to solar radiation and ISC 1� T0=TSð Þ represents

the reversible work per unit of area (the exergy) that drives the process according

to the model illustrated in Fig. 9.7. It is instructive to apply the general equation

[Eq. (9.17)] for the case of photovoltaic systems. Their particular form in this

case becomes

� ¼ FF� Voc � Isc
Irated � A

c ¼ FF� Voc � Isc
Irated 1� T0=TSð Þ � A

9>>>=
>>>;
; (9.18)

where Irated represents the solar irradiance under ratio conditions; typically for PV

cells Irated ¼ 1;000W/m2.

Three factors must be determined in order to calculate Eq. (9.18): the filling

factor, the open circuit voltage, and the short circuit current. For this reason, one has

to develop the current–voltage diagram of the PV (photovoltaic cell). The equiva-

lent electric circuit of a PV cell is presented in Fig. 9.9. It consists of a source of

photovoltaic current in parallel with a diode and a shunt resistor (Rsh). In series

with the external load is the internal resistor (Rs). The photovoltaic current IL splits

into three currents such that IL ¼ I þ ID þ Ish.

D
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de

Rsh

Rs

V

ISH

I

Ideal
photovoltaic

generator

IL
ID

+

−

Fig. 9.9 Equivalent electrical circuit of a PV cell
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The Shockley equation gives the current through the diode as a function of the

voltage and the temperature; using the Shockley equation one obtains

I ¼ IL � I0 exp
e V þ IRsð Þ

nkBT

� �
� 1


 �
� V þ IRs

RSH

; (9.19)

where I0 is the reverse saturation current of the diode, e is the elementary electrical

charge, n is the diode ideality factor (unity for the ideal diode), kB is the Boltzmann

constant, and T is the temperature.

When operating in an open circuit, the voltage on the load becomes

V ¼ Voc ¼ I0Rsh, where the residual current depends on the temperature according

to I0 ¼ kBT= eRsð Þ½ �lnðIL=I0 � 1Þ. When it operates in a short circuit, the voltage on

the cell vanishes, thus Isc ffi IL.
Figure 9.10 reports the calculated results for a typical PV cell showing the

current density and the power density in correlation with the cell voltage.

The filling factor is 81%. The cell is rated under a solar irradiance of 1,000 W/m2.

In these conditions, the cell efficiencies are 16.1% (energy based) and 16.9% (exergy

based) for standard temperature. Typical PV cells reach 10% to 15% energy

efficiency; the advanced ones can reach 25% while some recently developed cells

achieve 40%.

9.2.1.3 Solar Exergy Maps

The efficiency of the solar radiation conversion and the power generated per square

meter of collector surface depend on the intensity of the solar radiation and the local

temperature. These parameters vary with geographical location, the time of day,
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and the season. Information about the direct beam radiation and diffuse radiation is

required for many reasons including design of solar collectors, design of buildings,

design of heating, ventilation and air conditioning systems, snow melt calculations

in hilly areas, climate prediction, and so on. Thus, both diffuse and global radiations

are recorded at many meteorological stations and other institutions around the globe

and are centralized in databases. Here through global radiation one notes the sum of

direct beam radiation (coming directly from sun) and diffuse radiation (reflected on

the surface by other bodies, including the clouds). Thus, Ig ¼ Idir þ Idiff , where
indices g, dir, and diff stand for global, direct, and diffuse radiation, all expressed in

watts per square meter of the earth’s surface.

It is important to determine the thermodynamic limits of solar radiation conver-

sion at geographic locations and for each season such that the opportunity of

installing solar power generation capacities can be judged on a rational basis.

Thus exergy of solar radiation can be calculated for each geographic location.

Moreover, it has been observed that the intensity of solar radiation can be correlated

with local temperature variation. For example, Dincer et al. (1996a) show poly-

nomial correlations between local temperature and global and diffuse radiation in

Gebze, Turkey (approx. 40�N, 29�E). Using these correlations, one can predict the

exergy content of solar radiation in Gebze, as shown in Fig. 9.11. For the case

presented, which corresponds to the average values recorded for July 1992, one can

observe that the diffuse radiation was quite high.

The exergy of the solar radiation, meaning the maximum expected work that can

be generated by converting solar energy in July 1992 in Gebze, calculated with

Eq. (9.4), was around 650W/m2. If only direct beam radiation is used for conversion,

then the corresponding exergy is around 300 W/m2 at maximum. If the solar

concentrator would be tracing the sun, assuming a tilt angle of 45�, the maximum

expected exergy becomes
ffiffiffi
2

p � 300 ffi 425W/m2, or around 900 W/m2 is the global

radiation is used in exergy calculation.

Solar exergy maps were developed by Joshi et al. (2009a) including several

geographic locations in the United States and India. The direct beam radiation

intensity on a tilted surface (tracking the sun) was used for calculation of the exergy
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Fig. 9.11 Solar radiation intensity and exergy at Gebze, Turkey, correlated with ambient

temperature [data from Dincer et al. (1996a)]
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according to Eq. (9.4); diffusion radiation was not considered in the development of

the solar exergy maps. Figure 9.12 shows the solar exergy maps for India as

developed by Joshi et al. (2009a).

The solar energy conversion is more complete when cogeneration of electricity

(work) and heat is applied. This can be done with various systems. For example,

if a solar-driven heat engine is used, the heat ejected by the heat engine can be

recovered at a temperature level that makes convenient the use of the associated

thermal energy for some purpose. If a photovoltaic panel is employed to generate

electricity from solar radiation, special arrangements can be designed to recover also

some of the heat that is generated (on the panel surface) by the incident solar radiation.

One can define an exergy efficiency of power and heat cogeneration from solar

radiation. The efficiency must be reported with respect to the exergy of the incident

radiation. The corresponding formula is given as follows:

c ¼
_W þ _Exth

_Ex
; (9.20)
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where _Ex is the exergy of the insolation (incident solar radiation), _W is the

generated power, and _Exth is the exergy associated with the generated thermal

energy. The exergy of the solar radiation can be calculated as indicated by

Eq. (9.4). The generated power depends on the efficiency of the conversion system.

As shown above, the thermodynamic limit of photothermal solar energy conversion

efficiency is ~84% for black body receivers and goes toward 90% for selective

gray body receivers. If photo/electric conversion is applied, then the generated

power depends on the filling factor of the specific process; with photovoltaics
_W ¼ FF� Voc � Isc.
Normally, the expected efficiency of photovoltaics is 10% to 15% as mentioned

above. The exergy of the generated thermal energy also depends on the process. If

one assumes that the solar energy converter heats a heat transfer fluid and increases

its exergy from _Exin at inlet to _Exout at outlet, then the thermal exergy generated by

the system would be _Exth ¼ _Exout � _Exin. In the case that the temperature of the heat

transfer fluid does not change very much during the energy transfer process, then

the thermal exergy can be calculated with _Exth ¼ _Q� 1� T0= �Tthð Þ, where �Tth is the
average temperature at which the generated heat is made available, _Q ¼ _Hout � _Hin

is the generated heat flux, and _H is the enthalpy rate of the heat transfer fluid.

Solar exergy efficiency maps were developed by Joshi et al. (2009a) for India

and the U.S. assuming the typical efficiency of a photovoltaic–thermal system

(to be introduced later) that cogenerates power and heat. These maps are shown

in Fig. 9.13. The heat generated is at a low-temperature level (under 100�C) and the
corresponding exergy efficiencies calculated with Eq. (9.20) are in the range of 20%

to 30%. Maps indicating solar exergy and exergy efficiency of the solar radiation

conversion are useful for installing and designing solar energy systems because

they indicate in a concise way the thermodynamic limits of solar energy conversion
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for each geographic location and season. For example, the maps above show that

Tucson is a better place than Portland for solar energy harvesting since one expects

about 5% more conversion efficiency.

9.2.2 Solar Thermal Energy

As stated above, the thermodynamic limits of solar radiation conversion are impor-

tant and must be known when any solar energy project is started. These limits are

upper bound estimates. When the actual application is determined, various kinds of

irreversibilities can be accounted for in the analysis, and accurate estimation of the

conversion efficiency of each system can be obtained. We will analyze here and in

the subsequent section various types of solar energy conversion systems. First, we

focus in those systems that generate thermal energy from solar radiation; next the

systems that generate electricity will be discussed; other systems (cogeneration,

hydrogen generation) also will be briefly analyzed.

In principle, two kinds of systems exist for conversion of solar radiation into

heat: nonconcentrating and concentrating solar radiation system. The systems that do

not concentrate solar radiation operate at lower temperature (typically below 100�C)
and are used in general for water heating or space heating or drying (see Fig. 9.2).

They are mainly based on solar panel and solar pond designs. The solar concentrator

uses optics (mirrors and lenses) to generate high-temperature heat on small area spots.

9.2.2.1 Passive Solar Heating

Solar passive heating is a technique of using solar thermal energy through designs

that use few or no mechanical systems (i.e., no pumps, or fans, or evacuated tube

collectors, or other advanced technologies). Passive solar energy mainly involves

special arrangements of building facades and windows. Solar passive technology

also may include solar stills (which are simple arrangements that produce water

distillation through the greenhouse effect) or solar ponds, which will be introduced

in the subsequent paragraphs.

Simple arrangements like south-facing widows allow a good transmittance of

photonic energy inside the building; the light is then reflected and partially

absorbed by the walls and eventually it reaches windows from the inside where it

is partially reflected back and partly refracted toward the outside. Thus there is a

positive accumulation of solar energy inside the building, during the daytime. The

construction materials, such as internal walls, the building shell, and so on, store the

thermal energy accumulated during the day and enable a temporal phase shift

between solar radiation availability and heat utilization. The windows’ glassing

shows high transmittance for short waves (2–3 mm) and is relatively opaque to long

infrared waves that are emitted by the building elements; thus, infrared radiation has a

good chance to dissipate inside the building, and this is a form of passive solar heat.
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The energy balance in double windows is suggested schematically in Fig. 9.14(a).

Basically, the incident irradiation I (in W/m2) is reflected by the exterior glassing

outside (rI, where r is the reflectivity), partly absorbed (aI), and partly transmitted

(tI). The transmitted rays fall on the inner glassing where they are again reflected

(raI) toward the outer glassing, partly absorbed in the glassing (atI), and partly

transmitted toward the inside (t2I). The two types of glassing are heated by the

absorbed radiation—the outer glassing with a 1þ rtð ÞI and the inner with atI—
and thus they are at a higher temperature than both the outside air and the inside air.

Therefore, heat transfer occurs between the glassing and the inner and outer spaces.

Assuming an average glassing temperature Tg, then the heat transfer toward the

outside, per unit of glassing area, is q0 ¼ h0 Tg � T0
� �

, and toward the inside is

qi ¼ hi Tg � Ti
� �

. Note that the absorption coefficient in single glassing can be up to

30%, allowing thus for rather high temperatures on their surface. The transmittance

for perpendicular incidence can reach 90% for simple glassing, and 65% to 80% for

two-pane glassing. The energy balance on the double glassing can be solved for the

average temperature of the panes; it is Tg ¼ T0 þ Ti þ 12=�h aI þ artI þ atIð Þ,
where �h is the average heat transfer coefficient �h ¼ 0:5 h0 þ hið Þ.

Figure 9.14b,c suggests some possible passive solar heating arrangements that

use no mechanical means and no solar collectors. The simplest arrangement is that of

a south-facing window. During the daytime, solar rays heat the room and also

the masonry back wall, floor, and ceiling, which accumulate heat during the day.

In the nighttime, the air from the room is heated by the walls, which are at a slightly

higher temperature. Natural heat convection currents are formed in the room during

the night as indicated in the figure. One advanced design is shown in Fig. 9.14c,

which uses a greenhouse and thermal storage. The greenhouse has a southward

glassing with a tilted surface to capture more solar radiation. In between the room

and the greenhouse a thermal storage device in the form of a wall is placed. This can

be a masonry wall, or a water wall (that is, a water reservoir shaped as a wall), or

semitransparent glassing materials with good thermal storage behavior. During the

I

artI
rtI

atI

tI
t2I

Energy balance on windows
G

la
ss

in
g

South

a b c

Thermal storage (water wall,
semitransparent glassing, massonery)

G
re
en

ho
us
e

South

Night time

Day time

Night
time

Day
time

The simplest passive
solar arrangement

Greenhouse kind arrangement
for passive solar heating

Outside Inside

rI aI

Tg

q0= h0(Tg−T0) qi=hi(Tg−Ti)

T0 iT

Fig. 9.14 Solar passive heating arrangements

9.2 Solar Energy 303



daytime, the greenhouse temperature increases and the accumulated heat is stored in

the wall. During the nighttime, the accumulated heat is discharged in both directions,

toward the room and toward the greenhouse, with a preference for the room direction

because of slightly larger temperature gradients.

9.2.2.2 Solar Ponds and Other Solar Thermal Storage Systems

The use of thermal energy storage is essential for solar thermal systems because

in this way one can compensate for the solar energy intermittence and fluctuation

in intensity. Several classes of storage may be required for a single installation

depending on the scale, kind, and application (see Dincer and Dost 1996). For

example, heating and hot water applications can use thermal storage in water itself,

phase change materials, soil, rock, and other solids.

A variety of solids are also used; rock particles of 20 to 50 mm in size are most

prevalent. Well-designed packed rock beds have several desirable characteristics

for energy storage. The heat transfer coefficient between the air and the solid is

high, the cost of the storage material is low, the conductivity of the bed is low when

air flow is not present, and a large heat transfer area can be achieved at low cost by

reducing the size of the particles. Chapter 11 reviews thermal storage system in

detail. The particularity of solar thermal energy consists in its high range of

temperature levels. Thermal storage at very high temperature is required by many

thermal applications including heat-to-power conversion or synthetic fuel production.

Thermal storage in oil–rock systems (in which the energy is stored in a mixture of oil

and rock in a tank) for hot water and heat-recovery applications are examples

of medium-temperature applications, while those in molten nitrate salt systems use

high temperatures.

Solar ponds are passive solar systems that do these two functions in one single

device. The principle of the solar pond is to create, with the help of solar heating, a

salinity concentration gradient in a pool of salt water. Figure 9.15 introduces the

operating principle of the solar pond. Basically, the solar pond is a pool of salt water

placed in a position such that it is well illuminated by the solar radiation. Mostly,

the solar radiation comes from the southerly direction during the day if the device is

located in the Northern Hemisphere (note that the representation in the figure

reflects the situation from the Northern Hemisphere; if placed in the Southern

Hemisphere, the solar rays will come mostly from the north). The solar pond has

three working zones (or layers). At the upper level is placed the convective zone of

thickness X1, as indicated in the figure. It follows the nonconvective zone until the

depth X2, and at the bottom of the pool is the heat storage zone.

Figure 9.15 shows details for each operating layer of the solar pond. The upper

convective zone is fed with fresh water of a density close to the density of fresh

water in the upper part to maintain the cleanliness of the pond and replenish lost

water due to superficial evaporation process. As suggested in the figure, a part of the

solar radiation incident on the surface is lost by reflection, while some other part
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(Qwa) is transmitted to the surrounding air through heat convection and water

evaporation. The remaining, major part of the incident solar radiation is transmitted

to the nonconvective layer.

This nonconvective layer plays the role of thermal insulation. It is composed of

salty water layers whose brine density gradually increases up to about 1,170 kg/m3.

This layer allows an extensive amount of solar radiation to penetrate into the

storage zone while inhibiting the propagation of long-wave solar radiation from

escaping because water is opaque to infrared radiation.

The third layer is the heat storage zone with relatively uniform density, at the

highest value within the pond. A considerable part of the solar energy is absorbed

and stored in this region. This layer has the highest temperature; hence, the strongest

thermal interactions occur between this zone and the adjacent insulated bottom-wall

and insulated side-walls.

The relative thickness of each of the zones of a solar pond is about 7% for the

convective layer, 40% for the insulating layer, and 53% for the heat storage layer.

The heat stored in the lower layer can be recovered by a pumping system that

continuously draws brine at a higher temperature and returns it at a lower temperature.

The average temperature gradient between the upper and lower layers of the pond

varies from about 8� to 10�C in the colder months to 25� to 30�C in the hotter months.

The bottom layer can reach 50� to 80�C during the summer. Figure 9.16 shows the

calculated results for the conversion efficiencies of a typical solar pond and their

variation from the winter to the summer season. Each zone of the pond has an

associated energy efficiency, as indicated in the following Eq. (9.21) by the subscripts

Fig. 9.15 Illustration of the operating principle of a solar pond with details of the three specific

working zones [modified from Karakilcik et al. (2006)]
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UCZ, NCZ, HSZ representing the upper convective zone, the nonconvective zone, and

the heat storage zone, respectively:

�UCZ ¼ QNCZ

Qsolar

�NCZ ¼ QHSZ

QNCZ

�HSZ ¼ Qstored

QHSZ

�pond ¼ �UCZ�NCZ�HSZ ¼ Qstored

Qsolar

9>>>>>>>>>>>=
>>>>>>>>>>>;

; (9.21)

where �pond is the overall energy efficiency of the solar pond.

The energy efficiency of the pond is very low, a fact that makes solar ponds

economically justifiable only when the investment cost is low. Mostly, the efficiency

of the pond is degraded by the losses in the upper convective layer.

9.2.2.3 Solar Thermal Collectors

Here we discuss all types of solar collectors used to convert solar energy into heat

from a low temperature to a very high temperature. The usual thermal collectors

employed for water heating do not concentrate the solar radiation. The types that

concentrate the solar radiation are used mostly for electricity generation through

heat engines. However, recent trends are to use concentrated solar radiation for

process heating. A classification of solar thermal collectors is shown in Fig. 9.17.
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Fig. 9.16 Characteristic conversion efficiencies of a solar pond and its subsystems [data from

Karakilcik et al. (2006)]
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Flat plate collectors are simply made from a number of tubes assembled in a flat

box with glassing and a black back-plate. Water is circulated through the tubes that are

exposed to incident solar radiation as indicated in Fig. 9.18. Flat-type solar collectors

have good efficiency when used for water heating at temperatures higher than the

ambient temperature up to 25�C. If the temperature is higher, the collector efficiency

decreases due to heat losses through heat transfer by convection to the environment.

For higher temperature applications, the use of evacuated tube collectors becomes

more efficient than simple glass collectors. Evacuated tube collectors use vacuum to

reduce heat losses by convection. They consist of a tube-in-tube assembly, where the

outer tube is of transparent glass and is a vacuum. The inner tube is circulated by a heat

transfer fluid or a two-phase working fluid having the role of transmitting the solar

thermal energy. In the two-phase fluid case, the system works like a heat pipe.

Operation at higher temperature necessitates concentration of the solar radiation.

Compound parabolic collectors are so-called nonimaging collectors that are able to

concentrate solar radiation up to 15 times. The term nonimaging refers to the type

of optics; that is, the concentrator does not form an image of the sun on the solar

receiver. The compound parabolic collectors do not necessitate solar tracking,

because their geometry is such that the solar rays are reflected on a hot spot regardless

of the sun’s position. For temperatures higher than about 200�C, the nonimaging

concentrator shows major heat losses, and thus the preferred concentrators are of

the imaging type. The imaging concentrators use optical systems to create an image

of the sun on a small hot spot (the solar receiver). Imaging concentrators can

concentrate the radiation on a line or on a spherical point. The imaging concentrators

must track the sun in order to be able to focus the sun on the receiver. Parabolic

collectors are those that concentrate the solar radiation along a line.

A solar tower consists of a field of mirrors, called heliostats, that track the sun

and concentrate the radiation on a receiver placed on a tower. The receiver normally

is of the line type made on an assembly of tubes. Other geometry variations are

Fig. 9.18 Water heater system with flat plate solar collectors
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possible for the receiver of the solar tower; one can say that the concentration type

in the case of the solar tower is somewhere in between line-type concentration and

point-type concentration. The highest temperatures are obtained with solar dishes

that use paraboloidal mirrors to focus the solar radiation on a point. Actually, the

focal point has an elliptic shape.

The main characteristics and the performance of some parabolic systems cons-

tructed and tested in the 1980s are listed in Table 9.1. Regarding point concentrators,

there have been a number of small-scale designs tried in the last decades, as summar-

ized by Zamfirescu et al. (2008). The Omnium-G concentrator has a 6-m-diameter

paneled dish that provides 7 to 12 kW of thermal power under 1,000 W/m2 insolation.

The “test bed” concentrator had an 11-m paneled dish and provided 76 kW thermal

power. The Lajet concentrator comprises 24 1.5-m-diameter dishes and delivers

33 kW of thermal power. The Advanco concentrator provides 74 kW thermal power

using a 10.6-m-diameter paneled dish. General Electric’s Parabolic Dish Concentrator

1 used a 12-m paneled dish to provide 72.5 kW of heat. Power Kinetics had a 9-m

square-shaped paneled concentrator that delivered 28 kW to a boiler under 0.88 to

0.94 kW/m2 insolation. The Acurex Parabolic Dish Concentrator 2 used an 11-m

paneled dish providing 800 W of concentrated solar heat per square meter of aperture.

Boeing created a solar point concentrator equipped with 0.6 � 0.7 m mirror panels

with an optical efficiency of up to 0.8, which provides a concentration ratio of 3,000.

The ENTCH Fresnel Concentrator Lens used panels of 0.67 � 1.2 m and could only

provide an optical efficiency of 0.68 at a concentration ratio of 1,500. Currently, the

largest single-dish power system is Australia’s Big Dish with an aperture of 20 m,

which produces 200 kW of thermal power feeding a 500�C boiler.

Apart from the dish concentrator (of paraboloidal surface), another established

system for solar thermal power generation is the Fresnel mirror formed from an

assembly of plain or curved surface mirrors suspended from a frame structure.

The individual mirrors point toward a single focal point where the solar receiver is

placed. For tracing the sun, the whole assembly rotates around the azimuth and

zenith angles. A similar option is represented by Fresnel lenses that use the light

refraction phenomenon to focus the incident radiation.

Table 9.1 Characteristics of some solar collectors

Collector

Acurex

3001

M.A.N.

M480

Luz

LS-1

Luz

LS-2

Luz

LS-2

Luz

LS-3

Year 1981 1984 1984 1985 1988 1989

Area (m2) 34 80 128 235 235 545

Aperture (m) 1.8 2.4 2.5 5 5 5.7

Length (m) 20 38 50 48 48 99

Receiver diameter (mm) 51 58 42 7 7 7

Concentration ratio 36:1 41:1 61:1 71:1 71:1 82:1

Optical efficiency 0.77 0.77 0.734 0.737 0.764 0.8

Receiver absorptivity 0.96 0.96 0.94 0.94 0.99 0.96

Mirror reflectivity 0.93 0.93 0.94 0.94 0.94 0.94

Receiver emittance 0.27 0.17 0.3 0.24 0.19 0.19

Operating temperature

(�C)
295 307 307 349 390 390

Data from Zamfirescu et al. (2008)
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Although line and point concentrators have been around, there is a cost and

technological gap that needs to be closed in order to exploit their high efficiencies.

The performance factors of a dish system can be greatly degraded with changes in

geometry, and therefore accuracy and rigidity are important for their design. The

optical efficiency of the solar concentrator, concentration ratio, and the intercept

factor, which will be defined rigorously in the subsequent paragraphs, are important

factors defining the system performance. Some cost estimations were compiled

in Zamfirescu et al. (2008). On average, for an optical efficiency of 0.90 to 0.93,

a concentration ratio of 2,000 to 5,000, an intercept factor of 0.98, and a lifetime of

30 years, a low-cost price estimate is $200 to $350 per m2. Another cost estimate

is based on the Acurex concentrator having an optical efficiency of 0.86 and

a concentration ratio of 1,900 costing $330 per m2 for a production scale of

100,000 units/year.

Back-silvered glass is the standard design for the mirrors having 94% reflectivity.

The reflector can be a single layer, which is more efficient and more expensive,

or it can be broken into components, which is cheaper but less efficient. Another

option is the stretched membrane mirror of which manufacture involves a vacuum

process. Singular element stretched membrane mirrors have demonstrated optical

efficiencies of 0.915, which is lower than that of the best glass-metal mirrors, but at a

lower cost.

Two methods of tracking the sun are used with line and point concentrators. In

the first method, sensors provide optical feedback of the sun’s position to allow for

variable tracking. In the second method, the system is preprogrammed to follow the

sun based on the local longitude, latitude, and time. Line focus concentrators in

general track the sun in one direction, namely along the polar axis. The second axis

alignment is adjusted daily or weekly. The azimuth tacking is applied to point-focus

concentrators because it allows for constant two-axis tacking.

In the design of the concentrating solar collector there is a trade-off between

optics and heat losses. The solar collector efficiency represents the ratio between

the heat absorbed by the solar receiver _Qr and the incident solar radiation IT0,
normal on the collector’s aperture of area Aa. Thus the thermal efficiency of the

solar collector is �coll ¼ _Qr= IT0Aað Þ. The solar collector can be divided into two

subsystems. The first is the optical subsystem, having the role to concentrate the

solar radiation on the small spot receiver. The efficiency of the optical subsystem,

called optical efficiency, can be defined as the intensity of the concentrated light

over the intensity of the incident light. Because of optical losses due to reflectivity,

transmissivity, optical error, and shading, IrAr < IT0Aa; thus the ratio between

the two is the optical efficiency �opt ¼ IrArð Þ= IT0Aað Þ. The second subsystem is

the thermal one, which converts the incident concentrated light radiation into heat.

Several thermal radiation and heat convection losses are characteristic of this

subsystem. The efficiency of this subsystem is known as thermal efficiency. The

receiver’s absorbance, emittance, and heat transfer coefficient by convection affect

mostly the thermal efficiency, which is defined as the ratio of the absorbed heat and

the concentrated solar radiation IrArð Þ, written as �th ¼ _Qr= IrArð Þ. Thus, one can say
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that the solar collector efficiency is given by �coll ¼ �opt � �th. The energy balance

on the solar receiver reads

IrAr ¼ _Qr þ UAr Tr � T0ð Þ; (9.22)

where U is the linearized heat loss coefficient of the receiver, assumed at the

temperature Tr, higher than that of the environment T0. If one divides Eq. (9.22)

with IT0Aað Þ; the collector efficiency is obtained as follows (note that C ¼ Aa=Ar is

the concentration ratio):

�coll ¼ �opt � 1� U Tr � T0ð Þ
CIT0�opt

" #
; (9.23)

which identifies that

�th ¼ 1� U Tr � T0ð Þ
CIT0�opt

: (9.24)

Equations (9.22) to (9.24) are general and apply to all types of solar collectors

classified in Fig. 9.17. We will detail next the optics point concentrator, as it is very

instructive. For a point concentrator, the optical efficiency is large when most of

the concentrated radiation is captured by the solar receiver surface placed in the

vicinity of the focal point, that is, when the hot spot exposed to the radiation has a

large area. However, a large hot spot area means large heat losses through radiation

or possibly through convection.

The optics of a paraboloidal dish solar concentrator including the definition of

the main parameters like the rim angle, aperture, parabola equation, and the focal

distance is described in Fig. 9.19a, which illustrates the profile of a paraboloidal

mirror targeting the sun. The image of the solar disk is incident on every point of

the mirror surface under an angle of about 32 min (~0.54�) and is specularly

reflected toward the focal point under the same angle. In the focal plane, the solar

disk image will be deformed, depending on the location of any particular point on

the mirror. The points from the rim circle produce mostly deformed images;

this maximum deformation is indicated with DFP in the figure. The minimal

deformation corresponds to the central point of the mirror (note that this point

is generally shaded). The mirror’s reflectivity, shading, glazing transmissivity,

absorptivity, and other parameters affect the quality of the optical image formed

in the focal plane. The relevant parameters for optical modeling of the solar dish

are defined in Table 9.2. Based on the definition of the optical efficiency (above)

and the definitions presented in Table 9.2,

�opt ¼ zrgta: (9.25)
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For design calculation, the values of shading, reflectivity, transmissivity, and

absorptivity are assumed to be average values. The statistical dispersion of their

values, however, is taken into account through several kinds of optical errors. Thus,

we will express the optical efficiency by two factors. The first factor is the optical

factor introduced here as follows:

O ¼ zrta: (9.26)

The optical factor is calculated with averaged values for the reflectivity, trans-

missivity, and absorptivity, and it has values in the range of 0.75 to 0.85 depending

tan(f) = 8( f /a)/ [16( f /a)2−1]
f − rim angle;

a − aperture; f − focal distance

x2= 4fy − parabola equation

C− local concentration ratio
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Fig. 9.19 Optical model and efficiency of a point-focus solar collector with a rim angle fr ¼ 45�,
as a function of the concentration ratio and optical errors d [modified from Zamfirescu et al.

(2008)]
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on the quality of the optics. The second factor is the intercept g, which accounts also
for statistical dispersion of the reflectivity and other optical errors (see Table 9.2).

Note that

�opt ¼ Og: (9.27)

Figure 9.19a also presents (qualitatively) the variation of the intercept factor in

the focal plane, in the vicinity of the focal point (see the upper right corner). The

intercept factor is nil in the focal point because no surface area can be associated

with one single point; therefore, no radiation is “intercepted.” The parameter x in

the plot gðxÞ is the radial coordinate originating in the focal point. In measure with

increasing x, the amount of intercepted light increases over a disk centered at the

focal point; thus, the intercept factor increases and eventually reaches the unity

value. The derivative of the gðxÞ represents the local concentration ratio that

obviously has a maximum right at the focal point. The geometric concentration

ratio is related to the optical system geometry, optical errors, and the intercept

factor through the fact that g is a function of Ar.

There are several kinds of optical errors that affect the quality of the solar image

projected on the receiver’s surface. All of the optical errors cited in the following

discussion represent statistical means relative to the entire area of the solar concen-

trator. A first, unavoidable error is caused by the nonuniform angular distribution of

solar radiation beam, dsun. Even though this is a small contribution to the overall

optical error, it cannot be neglected; it has a typical value of one fourth of the solar

angle, namely 2.3 mrad. Other errors are the slope error of the concentrator dslope

Table 9.2 Relevant optical parameters characterizing the optics of a solar dish concentrator

Name Definition Remarks

Shading factor
z ¼ Au

Aa

It represents the ratio between unshaded mirror area and aperture

area.

Reflectivity
r ¼ Ir

IT0

The reflected solar radiation intensity over the incident radiation

intensity. Reflectivity accounts for imperfect specular

reflection.

Intercept

factor g ¼
R Aab

0
I dA

IrAu

Not all concentrated radiation falls on the absorber surface. There

is a practice to reduce the absorber surface in order to

minimize the heat transfer. Thus, one accepts that some

concentrated radiation is lost. The intercept factor represents

the ratio between the radiation power falling on the absorber

and the power associated to the radiation reflected toward the

focal point.

Transmissivity
t ¼ ItAab

gIrAu

In the case when the absorber is covered by glazing (a practice

intended to reduce the heat loss via convection), a part of the

incident (concentrated) radiation is lost due to transmission

through glazing. The transmissivity represents the ratio

between transmitted power through glazing and the radiation

power incident on glazing.

Absorptivity
a ¼ Ic

It

It represents the ratio between the absorbed heat flux and the

power associated with the radiation incident on the absorber.
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(typically 2–3 mrad), the specularity do (typically 0.5–1 mrad), and the pointing

error dp, meaning the receiver is not placed exactly at the focal point. These

individual angular errors produce an overall optical error accounted for by

d2 ¼ d2sun þ d2slope þ d2o þ d2p.
Using the above derivations, it can be shown that the collector efficiency

can be analytically expressed as �collO ¼ g 1� Fcoll=Cgð Þ, where

Fcoll ¼ U Tr � T0ð Þ= IT0zrtað Þ is a collector factor depending on the solar absorber

temperature (assumed at the average), the insolation, and optical properties.

Figure 9.19b illustrates the variation of collector efficiency (expressed as �collO) with
the concentration ratio for several optical errors d. It is clearly observed that the

efficiency increases with the quality of the surface (smaller d), which occurs each

time there is an optimal concentration ratio for which the collector efficiency is

maximum. The existence of this maximum can be explained intuitively:

l If the concentration ratio is too low, then the concentrated radiation is low,

and the heat absorbed by the receiver is low.
l If the concentration ratio is too high, then the receiver temperature and thus the

heat losses to the ambient air are higher; thus, the heat absorbed by the receiver is

also low.

In general, the optical factor is high (0.8–0.95), which indicates that the point-

focus solar concentrators can reach an efficiency over 70%.

9.2.2.4 Solar Thermal Applications

The applications of solar thermal energy are classified in Fig. 9.2 into three

categories, namely, heating, production of mechanical energy, and conversion

to chemical energy. Many processes require heat as input. Some examples are

suggested in Fig. 9.2 (water heating, space heating, cooking, drying, etc.) but the list

is long (e.g., it may include solar refrigeration, various industrial processes, and

many others). An important application is conversion of thermal energy into work

using heat engines. This application is discussed largely in Section 9.2.3.2 regarding

the conversion of solar energy into chemical energy; hydrogen production appears

to be very important for the sustainable development. Various paths to produce

hydrogen from solar thermal energy are analyzed in Chapter 13.

Illustrative Example: Drying Food Products with Solar Thermal Energy

In this example, the efficiency of a solar dryer for food products comprising an air

heater driven by solar energy and a drying chamber is analyzed. The example is

taken from Tiris et al. (1995). Drying is a method of preservation of food products.

The system is presented schematically in Fig. 9.20. The air is taken from outside

and circulated by a blower over a valve and electrical heater, a flowmeter, followed

by a solar air heater and a drying chamber. The flow rate and pressure drop over the

air heater are measured with appropriate instruments. The drying chamber includes

a rack with food products among which warmed air is circulated.
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The air dryer is a parallel-piped–shaped box that includes helical-type aluminum

wires painted in black and functioning as an absorbent surface for solar radiation and

an extended surface to enhance the heat transfer to the air. During the experiments, the

air-solar collector has been tilted at 30� pointing in a southerly direction. The collector
glassing has been made from polyester combined with transparent glass wool, confer-

ring elasticity, durability, acoustic dumping, and high transmittance. The valve in the

diagram has the role of air flow regulation, while the electric resistance was used to

pretest the solar drying process and to preselect the air entrance temperature in the

solar heater. A star-type pyranometer has been used to measure the solar radiation on

the tilt surface. The wind speed and the air humidity were also recorded. Several kinds

of foods were dried in this system in a series of experiments by Tiris et al. (1995).

The moisture contents and weight changes of the test samples were determined based

on measurements.

The efficiency of the solar air heater was calculated with �SAH ¼
_mcp

� �
air

Tout � Tinð Þ=IT0. The process efficiency is based on absolute air humidity

determinations in the drying chamber. Namely, the efficiency of the process is cal-

culated by �dry ¼ xout � xinð Þ= x00 � xinð Þ, where x00 is the saturation humidity of the

air at inlet; note that because the air takes humidity from the products, it is always

the case that xout > xin.
The results indicate that the collector efficiency �SAH was around 40% to 80%

while the drying process efficiency varied in time during the process depending

on the type of food product. Initially, the process efficiency is higher, and while

the process evolves the efficiency diminishes. For a mass velocity of the air of

0.055 kg/m2s, the results were correlated according to Fig. 9.21. The beans show

the best efficiency, which at the beginning of the process is about 90% and

decreases to around 35% after 35 hours of drying. The efficiency varies by process,

starting in the range 20% to 90%, the lowest value being for chili peppers. At the

end of the process, the efficiencies are in the range of 7% to 30%. The average
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Fig. 9.20 Solar food drying system [modified from Tiris et al. (1995)]
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process efficiency is in the range 30% to 80%, and higher air flow rates are

recommended for obtaining higher efficiencies.

Illustrative Example: Solar Refrigeration

In this example, it is shown how absorption refrigeration systems save energy when

driven by solar radiation during the summer. On a summer day there is high solar

radiation, and at the same time there is a peak demand of air conditioning. However,

due to a higher ambient temperature, power generation during the summer is lower.

Thus, an absorption-driven refrigeration system has a better chance to have higher

thermal-to-cooling efficiency than an electrically driven vapor compression system.

A system using an absorption machine operating with a mixture of R22 and

DMETEG (DiMethyl Ether Tetra Ethylene Glycol) is exemplified here based on

the results by Dincer et al. (1996b). The system has been designed to provide

4.65 kW of cooling load at �5�C and operates at a condensation pressure of 16 bar

and an evaporation pressure of 4.8 bar. The solar collector is thermally connected

with the vapor generator of the absorption machine, which operates at 80� to 100�C.
The coefficient of performance (COP) of the system is defined in the usual manner as

COP ¼ _Qe= AcIT0 þ _Wp

� �
;

where _Qe is the evaporator capacity (see Fig. 9.22a), IT0 is the insolation on tilted

surface (in W/m2), Ac is the collector area (in m2); one also has AcIT0 _Qg, where _Qg

is the vapor generator capacity. The results show COP is in the range of 0.3 to 0.6

and correlated with the generator temperature and the temperature difference

between the absorber and the evaporator (Ta � Te) and are presented in Fig. 9.22b.
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Fig. 9.21 Process efficiency of solar dryer for food products [data from Tiris et al. (1995)]
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9.2.3 Solar Electricity

The classification of solar conversion systems from Fig. 9.2 suggests two major

paths to generate electric power from solar energy: photovoltaics (where electricity

is obtained by direct conversion of solar energy) and conversion of solar thermal

(a) The system 
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(b) The COP correlated with system temperatures
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Fig. 9.22 Solar absorption refrigeration system operating with R22-DMETEG [modified from

Dincer et al. (1996b)]
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energy into mechanical energy followed by conversion of mechanical energy into

electrical energy. There also may be some additional ways to generate solar

electricity, namely by producing synthetic fuels with solar thermal energy and

then converting the fuels into electrical energy by combusting them either in

mechanical systems connected with heat engines or in fuel cell systems. However,

one may argue that this path is rather a means of storage of solar energy for longer

durations, because it has the quality to decouple the energy production from energy

demand. We will focus in the next two sections on the photovoltaic system and

solar-driven heat engines dedicated to generating electricity as the sole product.

9.2.3.1 Photovoltaic Systems

Photovoltaic systems comprise a number of elements such as photovoltaic panels, a

tracking system (in some cases), an inverter (grid connection system), and an

electrical storage system (batteries, reversible fuel cells together with hydrogen

storage tank, or fuel cell/water electrolyzer system), such as indicated in a simplified

manner in Fig. 9.23a. The most important component of these is the PV panel.

The elemental component of a PV panel is the PV cell, which is a p–n semiconductor

junction exposed to solar radiation. As already discussed above, the photons incident

on the p–n junction dislocate electric charges in the form of electron–hole pairs. The

many semiconductor junctions (PV cells) that constitute the PV panel are connected

to a busbar system to form a series of parallel networks of sources. On the surface of

the panel there is a “competition” for space occupation between the PC cells and the

busbar system. On the one hand, one needs to install as many PV cells as possible per

square meter of panel to have a higher number of electric generators; on the other

hand, one needs to allocate as much space as possible to the busbar system in order to

reduce the internal resistance of the panel. Thus, the efficiency of the PV panel can be

written as the product of the PV cell efficiency and the efficiency of the busbar.

The efficiency of the PV cell itself (the semiconductor junction) is mostly

affected by the filling factor. The operating temperature also affects the cell

efficiency. Silicon-based and Ga-As-based semiconductors are currently the most

used in PV panels because their price and efficiency are well balanced. Table 9.3

gives the efficiency of some PV cells for air mass zero and the beginning of
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Fig. 9.23 (a) Simplified PV system diagram and (b) a V-trough concentrator
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life conditions at three temperatures: 28�C, 58�C, and 100�C. Note that higher

operation temperatures on PV cells can be due to the solar radiation concentration.

For a concentration ratio of 1.75 the cell temperature becomes about 100�C.
Note that the efficiency of the PV cell decreases with increasing temperature and

increasing light concentration. However, the overall effect of light concentration is

an increased efficiency of the cell, where the efficiency of the panel is given by

�cell;conc ¼ �cell � C; (9.28)

where �cell;conc is the efficiency of the cell subjected to concentrated radiation. In

Table 9.3, both the �cell and �cell;conc for the 100
�C operation temperature case are

indicated. Note that a concentration as small as 1.75 can be easily obtained by

adding side mirrors (known as V-trough concentrators) to the PV panel. The

principle of V-trough concentrators is illustrated in Fig. 9.23b.

For each PV cell type Table 9.3 shows the weight per unit of the panel surface

assembled with the respective cells and the cost per unit of panel weight. Currently,

intensive research efforts are being pursued for development of PV cells with a

quadruple semiconductor junction on a wafer. Table 9.4 lists the efficiencies of the

components involved in a photovoltaic installation. For electricity storage, two cases

can be considered: electricity storage in batteries and in reversible fuel cells. In the

last case the storage medium is hydrogen (and possibly oxygen). The efficiency of

the storage is defined as the energy retrieved per energy stored. In the reversible fuel

cell system the efficiency is about 56% (energy) and 52% (exergy) for hydrogen/

oxygen generation from water electrolysis during the storage phase and about 60%

for the electricity retrieved during fuel cell operation of the storage system. Thus the

storage efficiency is about 25% (energy) and 23% (exergy). If batteries are used for

storage, approximately the same efficiency is expected.

The efficiency of a grid-connected system is represented by the product of the

efficiency of the PV panel, the inverter efficiency, and the efficiency of other system

Table 9.3 Characteristics of the main types of PC cells

Cell type

Mass

(kg/m2) Cost (k$/m2) Cost (k$/kg)

Efficiency (%)

28�C 58�C
�cell at
100�C

�cell;conc
at

100�Ca

Si (200 mm) 0.55 11.0 20 13.5 11.9 9.7 17.0

High � Si (100 mm) 0.28 14.0 50 16.0 14.2 11.6 20.3

Double junction

(100 mm)

0.83 116.2 140 22.0 20.7 18.8 32.9

Triple junction 0.85 127.5 150 25.0 23.3 20.9 36.6

Quadruple

junction

0.86 133.3 155 28.8 26.8 24.1 42.2

� given with respect to 1,350 W/m2 incident normal radiation

Data from Joshi et al. (2009b)
aAt C ¼ 1.75
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components (�other) such as electrical cables and resistors. Note that a grid-connected
system may not require electricity storage systems. Thus, the grid-connected system

without storage has an efficiency of

�PV;GC ¼ �panel � �inverter � �other: (9.29)

The annual average of a typical grid-connected PV system (without storage)

is about 6%, while the inverter’s annual average efficiency is 75%, and that of

PV panel itself about 7% to 8%. If the system comprises electricity storage (the case

in which it is not necessary for the system to be grid connected), the annual

efficiency is about 3%.

Calculation of energy and exergy efficiency of the PV cells is based on

Eq. (9.18); however, when PV cells are used within a PV panel, the arrangement

is such that the cells necessarily heat up while they are exposed to heat transfer

toward a colder environment. Thus the generated exergy by the panel is on one

side electrical ( _Exel ¼ FF� Voc � Isc) and on another side thermal, namely
_Exth ¼ 1� T0=Tcellð Þ � UAð Þcell � Tcell � T0ð Þ; this thermal exergy is lost. Thus

the exergy efficiency of the PV cell is

cPV ¼
_Exel � _Exth

_Exsolar

¼ FF� Voc � Isc þ 1� T0=Tcellð Þ � UAð Þcell � Tcell � T0ð Þ
1� T0=TSð ÞIT0 ; (9.30)

Table 9.4 Average energy and exergy efficiencies of the components of a photovoltaic plant

Component Energy efficiency Exergy efficiency

Photovoltaic panel Monthly power generation as

delivered to the grid per

incident solar radiation per

unit of area

11.2–12.4%

Monthly power generation as

delivered to the grid per

incident solar exergy per unit

of area

9.8–11.5%

Charge regulators D.C. power output over D.C.

power input

85–90%

D.C. power output over D.C.

power input

85–90%

Inverter A.C. power delivered to the grid

per D.C. power input

85–90%

A.C. power delivered to the grid

per D.C. power input

85–90%

Electricity storage

(battery, reversible

fuel cell)

Energy retrieved per energy

stored (Note: in reversible

fuel cells hydrogen is the

storage medium)

Exergy retrieved per exergy

stored

25% 23%

Data from Joshi et al. (2009b)
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where IT0 is the global solar radiation on a tilted surface, while Isc represents

the short circuit current of the PV cell. The quantity UAð Þcell represents the product
of the superficial heat transfer coefficient between the panel and surroundings and

the heat transfer area associated with the panel. Because of the associated heat

losses, the exergy efficiency of the solar panel is lower than the energy efficiency

by about 2%.

9.2.3.2 Solar-Driven Heat Engines for Power Generation

Solar-driven heat engine systems for power generation consist of solar-concentrating

collectors that generate high-temperature heat to drive heat engines (e.g., Rankine or

Brayton cycles). The heat engine produces shaft work that in turn drives an electrical

generator. Such systems can be connected to the grid or they can work independently,

such as the case in which electrical energy storage is applied to compensate for

the intermittence of the solar source. In larger systems, a field of collectors is used

to capture the solar energy, which is transmitted by means of a heat transfer fluid or

a solar-produced synthetic fuel to a centralized power plant. In small-scale systems

every individual unit is equipped with a low-power heat engine, usually placed in the

focal point of a solar concentrator, close to the solar receiver. Small-scale systems are

mainly based on paraboloidal dish solar-concentrating collectors.

In Fig. 9.24, a classification of solar power plant systems that use heat engines

driven by solar thermal energy is suggested. The systems were classified into two

categories: small-scale production capacities (of the order of kW) and large-scale

ones from a few MW to hundreds of MW installed capacity. The type of solar

concentrator and the type of heat engine for each category are indicated.

Low-power generation systems that normally use Rankine power generators

operated with organic fluids (e.g., toluene), known also as organic Rankine cycles

(ORC), are believed to be the most effective. Ammonia–water, ammonia, and other

refrigerants are also working fluids worth considering in Rankine engines of low

capacity that can use low-cost refrigeration compressors of the scroll or screw
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Fig. 9.24 Solar heat engines for power generation [modified from Zamfirescu et al. (2008)]
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type in reverse, namely as expanders. This feature increases the marketability of

independent low-power solar-driven generators.

Other heat engine options are Stirling engines, which operate at very high

pressures, of the order of 200 bar, and temperatures in the range of 700� to 800�C
working with helium or hydrogen. Moreover, hydrogen is highly flammable, which

imposes severe safety issues. A drawback with these systems is that hydrogen and

helium leak easily, which raises maintenance problems. However, Stirling systems

are very compact and reach high engine efficiency, which is around 40%, according

to the review by Zamfirescu et al. (2008), leading to overall electricity production

efficiency of 22% to 23% for 10 h/day operation and installed capacity of 10 to

25 kW. One of the main drawbacks of using Stirling engines in solar applications is

the long warm-up time needed, which is at odds with the reality of solar energy’s

fluctuating nature.

Open-air Brayton cycle engines mounted at the dish focal point were also used in

some applications (see Zamfirescu et al. 2008). They operate efficiently at higher

receiver temperatures than what are usual for Stirling and Rankine cycles, that is,

over 1,000�C where Brayton engines may attain over 26% efficiency. These cycles

operate with air at once passing and they use internal heat recovery through heat

exchanger between the incoming and outgoing flows.

Regarding large-scale solar technology, significant progress has been made with

nine power-generating stations totaling 354 MW power-generating capacity that

were built in California’s Mojave Desert by the 1980s. These systems use parabolic

trough collectors to collect heat and generate steam for a Rankine cycle. On

average, large-scale solar trough steam power plants obtain 120 to 175W of electric

power per square meter of solar collector at a 350�C steam temperature.

Most of the large-scale solar plants are hybridized with natural gas or coal

combustion. Figure 9.25 presents a significant example of a hybridized power

plant. The net capacity of such systems, known as integrated solar combined

cycle systems, is at least 10% for a capital cost of $3–5 million per installed MW.

The second representative large-scale power plant technology is based on solar

tower concentrators. Dish-based systems are more cost competitive than parabolic

troughs, mainly due to their better performance. Table 9.5 presents the main

performance parameters of three kinds of nonhybridized large-scale solar power

generation systems. The levelized electricity cost (see definition below) decreases

with the installed performance.

Solar power plants entail lower maintenance costs than do fossil fuel power

plants. The levelized cost of generated electricity is therefore affected mainly by the

investment cost. According to the definition, the levelized electricity cost (LEC) is

calculated based on the capital cost (CC), the maintenance cost (MC), and the

lifetime (LT) according to the following basic equation:

LEC ¼ CCþMCð Þ= LT� �e � �IT0ð Þ; (9.31)

where �e is the solar to electrical energy conversion efficiency and �IT0 is the global
solar radiation averaged over the lifetime of the system.
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9.2.3.3 Solar Electric Storage

All large-scale systems are equipped with solar energy storage facilities. Solar

power plants use typically high-temperature thermal storage in molten salt.

Solar dish fields with centralized power generation are believed to be the most

viable solution for the future because they provide the highest efficiency among

all other systems. Chemical storage has been also applied in a test, using either

the ammonia decomposition/synthesis loop or the sulfur trioxide 2SO3þ
196:4 kJ/mol $ 2SO2 þ O2, chemical loop for thermochemical storage or the

loop based on ammonium hydrogen sulfate NH4HSO4 þ 132 kJ/mol $
NH3 þ H2SO4. In Chapter 11 we provide more information about thermal energy

systems applicable to solar energy.
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Fig. 9.25 Schematic of a hybrid solar trough power plant [modified from Zamfirescu et al. (2008)]

Table 9.5 Summary of performance of large-scale systems

Technology

Parabolic

trough + oil

Solar tower

system

Solar dish

field

Mean net efficiency 14% 14% 20%

Specific power generation (kW h/m2 year) 308 316.5 340

Levelized capital costs ($/kW he year) 2.39 4.22 2–4

Operation and maintenance (¢/kW h) 4.96 6.05 4–6

Levelized electricity cost (LEC) ($/kW he) 0.248–0.295 0.240–0.310 0.2–0.4

Data from Zamfirescu et al. (2008)
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9.2.3.4 Solar Electric Applications

Obviously, solar electric power generation can be applied to a broad range of

applications. Solar generators can operate either stand-alone or as grid-connected

systems for electricity generation. One remarkable application is to use solar electricity

to drive electrolysers for hydrogen generation. This application is discussed in detail

in Chapter 13.

Water irrigation systems with electricity generated by PV panels to drive pumps

became familiar in recent decades. Other applications of PV electricity are

for highway signaling, remote located traffic indicators, and many other remote

systems or aerospace applications. Thermoelectric concentrated solar generators are

of medium to large scale. Low-scale concentrated power system (CSP) using heat

engines appear to be an emerging technology that is not yet commercially available.

Concentrated solar power generators were also found to be an attractive option for

satellites and space missions, in which they operate outside the terrestrial atmosphere.

Two important advantages of solar electricity are reducing pollution and

mitigating the release of CO2. It is predicted that solar electric systems will

proliferate in future years. The carbon dioxide mitigation can be estimated based

on the installed electric power production capacity that replaces fossil fuel power

plants. Zamfirescu et al. (2008) reported a correlation between the predicted

evolution of investments in solar electric power technology and the carbon dioxide

saved per annum (Fig. 9.26).

9.2.4 Solar to Biochemical Energy Conversion

Another route to solar energy conversion, indicated in the general classification

form in Fig. 9.2, is the solar-biochemical one. In this case, special organisms are

able to conduct light-stimulating enzymatic processes that convert biological matter

from various substrates into biochemical energy present in various organic
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molecules such as glucose, sucrose, carbohydrates, and fibers. Some of the bacteria

generate combustible gases like hydrogen, ammonia, or methane. Green leaf plants

perform the photosynthesis reaction, which mainly leads to fiber formation and the

growth of the plants. Plants themselves are the source of the biomass, which,

as already mentioned, is one of the renewable energy sources on the earth. Conversion

of solar energy through hydrogen via the biological route is explained in detail

in Chapter 13, where some general aspects regarding photo-bio-chemical energy

conversion are also discussed.

9.2.5 Solar Multigeneration Systems

One principal characteristic of solar radiation is that it embeds two kinds of useful

energies in it: light (or photonic radiation) and heat (or thermal radiation. It is

known that the infrared spectrum of the solar radiation is viewed as a form of heat.

When solar radiation is used to generate electricity, a part of the harvested energy is

lost and converted into heat. It makes good sense to generate electricity and heat

from solar radiation. In this way, much better solar energy utilization is achieved

than with systems that generate only electricity or heat.

Moreover, it is possible to generate more products than heat and electricity from

solar radiation with only one system. Electricity, high-temperature heat, low-

temperature heat, refrigeration, hydrogen, oxygen, synthetic fuels, and chemicals

can be generated simultaneously or in various combinations using solar energy.

In Chapter 12 we discuss integrated multigeneration systems, which use various

kinds of primary energy sources including solar. Two kinds of solar multigeneration

systems have received much attention in recent years, namely photovoltaic/thermal

systems and concentrated solar heating and power systems. Both of these are known

as solar cogeneration systems. We discuss in this section only the solar cogeneration

systems and refer the reader to Chapter 12 for some examples of solar multi-

generation systems.

9.2.5.1 Photovoltaic–Thermal Systems

If exposed to a low solar concentration ratio, the temperature of a PV panel

increases, as mentioned above. In this case, the PV cell efficiency decreases, but

the overall panel efficiency increases. There is a limit to the operating temperature

of the PC cells, which, depending on the construction, is in the range of about 60� to
100�C. Lowering the PV panel temperature is a means of increasing the efficiency.

If cooling is applied with the help of a heat transfer fluid to a PV panel, its

temperature can be maintained between 40� and 80�C (depending on the solar

radiation intensity and on whether concentration systems are applied). The heat

recovered from PV panel cooling is thus a good level of temperature to be used in a

multitude of applications. Consequently, PV/T (photovoltaic–thermal) systems
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make sense for both increasing the efficiency of power generation and increasing

the efficiency of solar resource utilization.

Water, glycol–water, and air are typical heat transfer fluids used in PV/T

systems. Hot water can be used for space heating, sanitary water heating, green-

house heating, solar drying, solar stills, and other purposes. A typical PV/T

arrangement that uses air as the heat transfer fluid is illustrated in Fig. 9.27a. The

warmed air produced by such a system is at a sufficient temperature for supplying a

crop drying facility or for heating a living space as in the arrangement suggested in

Fig. 9.27b. When water is used as the cooling medium, arrangements can be made

to combine PV technology with a flat plate solar thermal collector. Thus, water at its

lower temperature can flow underneath a PV panel so that, through heat transfer,

it cools the panel and improves its efficiency. Water is preheated in this way and

then passed through flat plate solar thermal collectors for further heating. The

diagram of a system as such, used for space and water heating in a residence,

is suggested in Fig. 9.28.

Fig. 9.27 Typical arrangement of PV/T systems using air as the heat transfer fluid (a) and their

application in space heating (b) [modified from Joshi et al. (2009b)]

Fig. 9.28 Hot water production with PV/T systems [modified from Joshi et al. (2009b)]
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The energy and exergy efficiency of the cogeneration system are usually defined

as useful electricity and heat generated, expressed in energy or exergy units,

respectively, over the consumed solar resource (again in energy exergy units). Thus

the energy efficiency can be considered the resource utilization efficiency as, accord-

ing to its definition, this efficiency is equivalent to the sum of the electrical

and thermal efficiencies: �cog ¼ �e þ �th. It is also possible to define the energy

efficiency of the cogeneration system considering that the electricity is a more

valuable product than the heat (Joshi et al. 2009b).

Assume that one disposes of some amount of thermal energy. A good power

plant can convert this heat into electricity with �PP ¼ 30–40% energy efficiency.

Thus, in order to generate a quantity of electricityWe, the amount of heat generated

is Qe ¼ We=�PP. In a cogeneration system, the useful output can be expressed as

the sum of the equivalent thermal energy used to generate electricity (Qe) and the

thermal energy that is used as heat (Qth). Thus, the amount of useful heat is

(Qe þ Qth). By dividing this heat by the total solar energy used we obtain

�cog ¼
Qe þ Qth

IT0
¼ We=�PP

IT0
þ Qth

IT0
¼ �e

�PP
þ �th: (9.32)

Note that in the above equation the energy quantities are expressed per unit of

irradiated surface and IT0 is the global solar radiation on the tilted surface. Accord-

ing to general practice (see Joshi et al. 2009b), it is customary to assume the

electricity generation efficiency �PP ¼ 38%. Thus, a typical air-based PV/T system,

which may have a thermal efficiency of 40% and a PV electric efficiency of 8%,

corresponds to a solar energy utilization efficiency of 8% + 40% ¼ 48% if the

electricity and heat production are directly added, or, if Eq. (9.30) is applied,

the cogeneration energy efficiency becomes 8%=0:48þ 40% ¼ 57% which is

more meaningful.

Solar stills use thermal energy from solar radiation to force water evaporation

in a closed environment with the purpose of purifying or distilling brackish water

with high salinity. Solar stills can be in this case coupled with a PV panel in order

to run the necessary pumps within a PV/T kind of arrangement.

The exergy efficiency of the PV/T systems is substantially higher than that of

simple PV systems because of their ability to recover and use the heat generated by

the panel. The exergy efficiency of a PV cell that makes part of a PV/T assembly

can be estimated by

ccog ¼
_Exe þ _Exth
_Exsolar

¼ FF� Voc � Isc þ 1� T0=Tcellð Þ � UAð Þcell � Tcell � T0ð Þ
1� T0=TSð ÞIT0 : (9.33)

9.2 Solar Energy 327



Exergy efficiency of air-cooled PV/T system is about 30% higher than that of

the system wasting the heat generated by the PV panel. Based on the data from

Joshi et al. (2009b), it can be estimated that if water is used as the heat transfer fluid,

then the solar energy utilization efficiency becomes 25% higher than that of

air-cooled PV/T, which means as much as double with respect to PV-only systems.

The efficiency of the PV/T panel can be increased even more if a V-concentrator is

applied, which leads to an increase of PV/TR efficiency of up to 30% with respect

to settings without the concentrator.

Illustrative Example: PV/T System

An experimental PV/T system built and tested at IIT Delhi by Joshi et al. (2009c)

is presented here to demonstrate the performance achievement and the system

parameters. The experimental setting is similar to that described graphically in

Fig. 9.27a; basically, it heats air by flowing it underneath the PV panel, using for

this purpose a fan that consumes the electrical energy generated by the panel itself.

The calculation of the efficiency of the system takes into account that a part of the

generated power is internally consumed.

In Table 9.6, the general constructive parameters of the system are presented. Its

panel is made from modules connected in series. The air channel underneath the

panel is thermally insulated for better transmission of the thermal energy into the

air. The system measures the temperature, air velocity, light intensity, and electric

current/voltage probes every hour. The obtained readings for one typical summer

day are presented in Fig. 9.29. It can be observed that the temperature difference

between the warm PV cell and the exterior temperature is significant, varying from

9�C in the morning to 17�C at noon and to 4�C in the evening. This amount of

temperature difference shows that there is a rather good potential to recover thermal

energy from the air.

The energy and exergy efficiencies obtained with the PV/T system are presented

in Fig. 9.30. For facilitating data interpretation, the variation of the global solar

radiation is superimposed on the same figure. In the morning, when the solar

radiation starts to grow in intensity and the panel surface temperature is reduced,

the electrical efficiency of the system is high (10.5%). At noon, when the solar

Table 9.6 System parameters for the experimental PV/T system

Parameter Value

PV module efficiency 15%

Short circuit current of PV module 4.8 A

Area of the module 139 cm2

Number of modules per panel (series connected) 36

Open circuit voltage of the panel 21.7 V

Heat loss coefficient from glassing 2.8 W/m2 K

Heat loss coefficient from channel bottom 0.62 W/m2 K

Average air velocity in PV/T duct 2 m/s

Tilt angle (New Delhi) 28�

Data from Joshi et al. (2009c)
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radiation reaches its highest value, and so does the panel’s temperature, the

electrical efficiency of the system is the lowest. We can conclude that the degrada-

tion of the electricity output due to the increase in cell temperature is more

important than the increase in power generation due to the higher solar radiation

intensity at noon.
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Fig. 9.29 Recorded experimental data for the PV/T system by Joshi et al. (2009c) for a typical

summer day in New Delhi [data from Joshi et al. (2009c)]
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Fig. 9.30 Experimentally determined efficiencies of the PV/T system by Joshi et al. (2009c) [data

from Joshi et al. (2009c)]
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The beneficial effect of the continuous cooling of the panel with air can be

observed in the early afternoon, when the radiation level is still high but the

temperature of the panel stabilizes and so does the electrical efficiency.

The data from Joshi et al. (2009c) have been used here to calculate the exergy

efficiencies plotted in Fig. 9.30. The exergy efficiency of the system has been

calculated using the energy efficiency data and the Carnot factor associated with

the solar radiation, which is (1� T0=Tsun), where for solar temperature we assumed

here 5,777 K. The overall system efficiency has been calculated from energy

efficiency data for electrical and thermal generation, according to Eq. (9.32). For

calculating the exergy efficiency at heat generation the air output temperature has

been used to determine the associated Carnot factor.

As observed on the figure, the system reached maximum cogeneration energy

efficiency during the evening (75%) and maximum cogeneration exergy efficiency

during the morning (11%). The average thermal efficiency is 44%, and the average

electric energy efficiency is 9.5%.

9.2.5.2 Solar Heat Engines for Cogeneration

Solar energy is an excellent resource to supply high-temperature thermal energy to

heat engine systems for cogeneration of power and heating. Figure 9.31 shows the

schematics of such a system applied for a residence. During the daytime the heat

engine generates power and heat at a higher rate than consumption. The additional

power is either stored in batteries or delivered to the grid. The excess thermal

energy is stored as hot water in an insulated tank. Thus the energy consumption is

levelized such that the needs of heating and power during the night are partly or

totally covered by the storage.

Fig. 9.31 Heat engine system for solar power and heating generation [modified from Zamfirescu

et al. (2009)]
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The heat engine is connected thermally at the low-temperature side with the

water stream (or other heat transfer fluid, e.g., glycol, air, etc.), which recovers

the heat that otherwise would be ejected by the heat engine at the rate _QHR while

generating electric energy at the rate _WE. The solar concentrator continuously

tracks the sun, which irradiates solar energy at the intensity IT0 on the aperture

area Aa. The electric and thermal efficiencies of the system are written as

�th ¼
_QHR

IT0Aa

�e ¼
_WE

IT0Aa

9>>>=
>>>;
; (9.34)

while the cogeneration efficiency can be calculated with Eq. (9.32) and the cogen-

eration exergy efficiency with ccog ¼ _Exe þ _Exth
� �

= _Exsolar.
One relevant advantage of such cogeneration system comes from the opportunity

to recover the rejected heat by the heat engine with minimal losses. The design of

the system offers the possibility of applying good thermal insulation around it.

In fact, the system may have a point or line focus solar concentrator, characterized

by reduced thermal and optical losses (of 5–20% in total). Furthermore, the heat

engine can be enclosed in an insulated box, forcing it to deliver the ejected heat only

to the heat transfer fluid. Thus at the level of the heat engine a very small amount of

heat is lost (it can be lower than 1%). Next, the storage of hot water is made at

a reasonably low temperature (say 30�C to 95�C), a fact that facilitates the appli-

cation of good, inexpensive thermal insulation for reducing the heat leakage (it may

be another 1% to 2% from the solar heat). Thus, the solar energy utilization in such

a system for heat and power cogeneration can be over 80%.

Two implementations are possible for solar-driven cogeneration engine, depend-

ing on the temperature level at which the thermal energy is needed. These two

possibilities are explained schematically in Fig. 9.32. The case (a) is the same as

discussed above, which corresponds with the cogeneration system presented in

Fig. 9.31. This is the case when low-temperature heat is needed (say 80�C to

200�C). In this case, it is advantageous to generate high-temperature concentrated

solar heat and let the heat engine operate between TH and THR < TH.
If the thermal process served by the system requires high temperature, the

system from Fig. 9.32b becomes the logical option. In this case, the concentrated

solar heat is stored at the highest temperature. A part of the generated heat is

delivered to the process, while the other part is supplied to a heat engine that operates

between THR and the ambient temperature T0. This option is particularly useful when
a fuel is synthesized through a thermochemical process (viz., hydrogen). Chapters 12

and 13 discuss in detail the topics of multigeneration and hydrogen.

One important advantage of the solar cogeneration system (in particular those

using heat engines) consists of the possibility of mitigating pollution and carbon

dioxide emissions. The mitigation potential can be quantified if one introduces the

parameter MCO2
—the CO2 mitigation—expressed in kg CO2 mitigated per kWh
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of heat and power cogeneration. One can also denote MW as the CO2 mitigation

due to avoiding electricity generation from fossil fuels (given in kg CO2/kW helectric)

and MQ as the CO2 mitigation due to avoidance of conventional CO2-emitting

heating technologies (e.g., gas/coal combustion, electrical heat pumps). The dimen-

sionless parameter ~M is defined as ~M ¼ MQ=MW. Note that the parameter ~M
can vary from 0.5 if methane combustion is used, to 1 if direct electrical heating is

used. With this notation the carbon dioxide mitigation MCO2
can be calculated as

MCO2
¼ MW

_We þ _Qth
~M

IT0Aa

¼ MW �e þ �th
~M� �

: (9.35)

It is shown in Zamfirescu et al. (2009) that heat engines used for power and

low-temperature heat generation can mitigate at least three times more carbon

dioxide than those without cogeneration. A typical figure for low-capacity solar

cogeneration systems with heat engine is around 0.3 kg CO2 mitigated per kWh of

cogenerated power and heat. Note that some states and Canadian provinces started

to adopt various carbon tax systems. British Columbia has already implemented a

tax of $10 per ton of CO2, expected to rise to $30 by 2012. By assuming a carbon

tax of $30 per ton of emitted CO2 in the atmosphere and a grid sell-back contract

with the electrical utility at $0.80/kWh, Zamfirescu et al. (2009) showed that
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Fig. 9.32 General thermodynamic representation of heat engine systems for solar power and heat
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low-capacity solar heat engines for power and heat cogeneration applied to typical

Ontarian individual residences can have a payback period of 6 to 8 years. They also

determined how much of the cost savings generated by the solar cogeneration

system come from the reduction of electrical consumption, the reduction of natural

gas (that without the system would be used for heating), and the carbon tax. These

findings are summarized in Fig. 9.33, which shows that the largest part of the

savings comes from solar heating.

9.3 Wind Energy

Wind energy is a significant renewable energy resource that has shown rapid

growth in recent years. The cost of wind energy has come down enough that

wind energy farms are now constructed in many locations around the world.

Germany, Denmark, and Spain are three of the leading countries in installing

wind energy capacities. Wind energy can be regarded as a meteorological variable

signifying the energy content of the wind. The parameter that is important

for meteorological modeling of wind is the wind velocity. In meteorology, an

atmospheric boundary is considered for predicting the local or regional winds by

simulation. Other meteorological variables such as temperature, pressure, and

humidity of the atmosphere are also important in the occurrence of wind. Such

information together with measured velocity data are necessary for determining

locations where wind energy farms can be installed and for estimating their

capacity and efficiency.

Wind is in fact a form of mechanical energy. It has to be harvested by appropriate

engineered devices and converted into other useful energies such as electric energy.

The major technical problem with a wind energy conversion system is the fluctuating

34%
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electricity
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Fig. 9.33 Relative portions

of financial savings from solar

plant factors [data from

Zamfirescu et al. (2009)]
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and intermittent nature of wind. The harvesting system (typically a wind turbine)

must react fast to the presence of wind or to a change in its direction and intensity.

It is important to be able to store the mechanical energy harvested fromwing. Several

wind energy storage methods are possible, where the mechanical energy resulting

from wind is stored in various forms: kinetic (flywheels), electrochemical (batteries),

chemical (hydrogen), and thermomechanical (compressed air). Nevertheless,

the most used systems are electrical generators actuated by wind energy and having

local storage capacities in batteries and possibly being equipped with grid-connecting

systems. Wind turbine efficiency reaches about 35% to 50% with the current

technology.

The common conversion paths of wind energy are illustrated in Fig. 9.34. The

harvested wind energy is normally converted in the shaft rotation of the wind turbine.

The mechanical energy can then be used directly. For smooth generation, the

mechanical energy can be stored in devices that are able to retrieve it in mechanical

form, such as flywheels, hydrostorage, or compressed air. A typical direct use of wind

energy is water pumping; others may be grain milling and wood cutting.

The shaft rotating mechanical energy can be converted by appropriate electric

generators into electrical energy. The electrical energy can be stored locally or

transmitted to the grid or further used for hydrogen generation through water
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Fig. 9.34 Conversion paths of wind energy
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photosynthesis. Furthermore, hydrogen can be converted to ammonia through

the well-known Haber–Bosch process; this process requires additional consumption

of electricity.

9.3.1 Thermodynamic Limits of Wind Energy Conversion

As has been discussed, wind energy is an indirect form of solar energy. Therefore,

from the thermodynamic viewpoint one can contemplate wind energy as a heat

engine supplied with high-temperature solar thermal radiation at the source and

ejecting lower-temperature heat in the terrestrial environment while generating the

work necessary to move large masses of air.

9.3.1.1 Maximum Work Generation from Wind Energy

For thermodynamic analysis, a theoretical boundary can be drawn around the

turbine for delimiting a control volume as indicated in Fig. 9.35. Outside this

boundary, there is no significant modification of the velocity of air. In contrast,

inside the control volume the air feels the presence of the turbine; thus, the turbine

accelerates or decelerates according to the laws of energy conservation and

applicable constraints. Basically, the upstream area of the control volume (A1) is

much smaller than the downstream area (A2). Thus the velocity at the upstream (V1)

is much higher than the velocity downstream ðV2).

The geometry of the thermodynamic domain is similar to that of a nozzle that

extracts work W from the wind. The average velocity of the wind is denoted by
�V ¼ V1 þ V2ð Þ=2, and the mass flow rate of air is approximated with _m ¼ rA �V.

V1

V2

Work extraction, W

A1

A2

A

Fig. 9.35 Thermodynamic model for wind energy conversion
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Thus, the rate of variation of wind momentum is _m� V2 � V1ð Þ ¼
rA �V � V2 � V1ð Þ. Therefore, according to the second law of dynamics, the force

exerted on the rotor is F ¼ �rA �V V2 � V1ð Þ. Based on the force and the average

velocity, the work extracted by the rotor isW ¼ rA �V V2 � V1ð Þ � �V. This work also
can be calculated based on the kinetic energy variation of the air that is,

W ¼ 0:5rA �V V2
1 � V2

2

� �
. The equality of the two expressions for W results in �V ¼

V1 þ V2ð Þ=2 which in fact justifies the definition of the average velocity as the

arithmetic mean. Using the notation a ¼ V2=V1, one can obtain the work extraction as

W ¼ r
AV3

1

4
1þ að Þ 1� a2

� �� 	
; (9.36)

where the quantities r, A, and V1 should be assumed constant for the analysis;

thus, for a given wind velocity, outside temperature and pressure (which fix the air

density), and a given wind turbine area, the generated work is a function of

the velocity ratio only, W ¼ WðaÞ. It is simple to show that the maximum work

is obtained at a ¼ 1=3, which corresponds to

Wmax ¼ 8

27
r
AV3

1

4
: (9.37)

9.3.1.2 Energy Efficiency and Wind Energy Maps

The energy efficiency of mechanical work production from wind energy must equal

the useful shaft work generated per wind energy, both given per unit of turbine

surface area. The wind energy is the kinetic energy (0.5). Thus the theoretical

maximum energy efficiency of the wind energy conversion is

�max ¼
ð8=27ÞrðAV3

1=4Þ
ð1=2ÞrAV3

1

¼ 16

27
¼ 59:3%: (9.38)

Looking back to Eq. (9.36), the quantity between the square brackets defines the

so-called power coefficient of the rotor efficiency given by

Cp ¼ 1þ að Þ 1� a2
� �� 	

=2: (9.39)

The turbine efficiency becomes

� ¼ Cp: (9.40)

As shown above, the maximum value of Cp;max is 0.593; however, the efficiency

found in practice is in the range of 35% to 45%. With Eqs. (9.36) and (9.39) the

work extraction reduces to

W ¼ rCp

AV3
1

2
: (9.41)
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Note also that during a period of time (e.g., day, month, season) the wind velocity

(V1) varies. Figures 9.36 and 9.37 exemplify wind velocity variation in Ontario

during a winter month (January) and during a summer month (July), respectively.

The wind speed magnitude indicated in the maps is for a height of 30 m above

ground, which is the average installation height of wind turbine rotors. In January

low speeds are observed in the east and north parts of Ontario. The monthly
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Fig. 9.36 Average wind speed distribution at a 30-m altitude in Ontario during January 3

(longitude, latitude, and amplitude are on the axes) [modified from Sahin et al. (2006)]
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Fig. 9.37 Average wind speed distribution at a 30-m altitude in Ontario during July (longitude,

latitude, and amplitude are on the axes) [modified from Sahin et al. (2006)]
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maximum average wind speed observed in southwestern Ontario is 9 to 10 m/s.

The monthly minimum average value appears to be in Atikokan and it is below the

typical wind turbine “cut-in wind speed,” and as a result there is no electricity

generation. In wind turbine technology, the cut-in wind speed is the minimum wind

speed at which a typical wind turbine generator starts supplying electricity.

Normally, the wind turbine turns the generator at increased speed when the wind

velocity starts to grow. However, the generator does not produce enough voltage to

supply the downstream equipment (inverter, battery, grid) unless the rotation speed

passes a certain threshold.

This threshold is the cut-in speed and has values in a range, depending on the

type of wind turbine and its construction; normally the cut-in wind speed is higher

than 3 to 4 m/s. Wind speeds for July (Fig. 9.37) exhibit different clusters as a result

of high heating during this month, which creates unstable surface conditions. The

highest wind speed for this month is the lowest of the maximum of the other

months. When the wind speed is too high it can damage the wind turbine; thus,

if a certain higher wind limit is passed, the generator is disconnected from the

turbine shaft so that the load is released and the turbine is protected against possible

damage created by too high a stress; in this condition, the turbine does not generate

velocity. Typically, this threshold wind speed, called the cut-off value, is about

20 to 25 m/s.

Another issue in wind energy conversion relates to the variation of the

wind speed at a certain location during a year. The annual probability distribution

of the wind velocity affects the total energy generated at a specific location during a

year. The so-called Weibull probability distribution can be used to model the

occurrence of wind velocity based on two parameters k and c, according

to hðVÞ ¼ k=c V=cð Þk�1
exp � V=cð Þk

h i
; for parameter k ¼ 2, this probability distri-

bution function is the Rayleigh distribution, which becomes

hðVÞ ¼ 2V

c2
exp � V

c

� �2
" #

: (9.42)

The Rayleigh distribution for annual variation of wind velocity is exemplified in

the plot from Fig. 9.38 for the case c ¼ 7m/s; in the plot, the annual probability of

occurrence of wind velocity is correlated with the cube of velocity. Two vertical

lines are shown at a cut-in speed (Vci) assumed to be 3 m/s and a cut-out speed (Vco)

assumed to be 20 m/s. Outside the region delimited by Vci and Vco the wind turbine

does not operate. The hatched area from the plot, which correspond with the wind

turbine operation domain, can be calculated with the integral

Z Vco

Vci

hðVÞdðV3Þ ¼ 100%� V3
RMC; (9.43)

where VRMC denotes the so-called root mean cube wind velocity. Observe that

Eq. (9.43) expresses the equality between the hatched area and the gray area from

Fig. 9.38. The gray area defines the root mean cube wind velocity as an average
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velocity that has 100% occurrence and generates the same amount of wind energy

as the probable velocity profile described by the adopted probability distribution

function. Thus the generated mechanical energy by the turbine operating at a

constant rate throughout the year, can be written as

W ¼ 1

2
rCpAV

3
RMC; (9.44)

where

V3
RMC ¼

Z Vco

Vci

hðVÞ dðV3Þ: (9.45)

When a wind turbine is to be selected for a location, it is important to know what

is the average wind velocity in that location, because the turbine energy efficiency

is specified by the manufacturer at a rated value that corresponds to a rated wind

velocity (Vr). If the wind velocity is different from the turbine rating value, then a

capacity factor can be used (as indicated by the manufacturer) to determine the

generated power in the actual condition. The capacity factor is defined as the

percentage of the nominal power that the wind turbine generates in actual wind

conditions. In this case, the energy efficiency of the wind turbine becomes

�ðVÞ ¼ CfðVÞ; (9.46)
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where CfðVÞ is the capacity factor expressed as a function of the actual wind

velocity. The capacity factor is small at low and high velocities and has typically

a maximum value at the design point.

Figure 9.39 exemplifies a typical variation of the wind capacity factor; on the

same plot is superimposed an assumed annual occurrence of wind speed. It is

possible to calculate the average wind velocity based on velocity occurrence,

where in this case, the average velocity is defined as the velocity that occurs 100%;

in other word the area between hðVÞ � V curve is equal to the gray area shown in

the figure. Therefore,

�V ¼
Z Vco

Vci

hðVÞVdV: (9.47)

For the numerical example shown in the figure, the average wind velocity is
�V ¼ 5:87m/s, which gives an average capacity factor of Cf ¼ 45:7%. In general,

the average turbine efficiency is given by

�� ¼ Cf
�Vð Þ: (9.48)

The average power generation of a wind turbine, placed in a certain location,

becomes

�W ¼ 1

2
rACf

�Vð ÞV3
RMC: (9.49)
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Another effect, the wind chill, can influence some measures, as shown in Sahin

et al. (2006), such as the efficiency of wind turbine generators. Faster cold wind

makes the air feel colder than when wind is not present, because it removes heat

from our bodies faster due to intensified heat transfer by convection. Wind chill

is a measure of this effect and is defined as the hypothetical air temperature in calm

conditions (air speed, V ¼ 0) that would cause the same heat flux from the

skin as occurs for the actual air speed and temperature. Wind chill temperature

(see Sahin et al. 2006) can be estimated as

Twch ¼ 21:68þ 1:12T0 � 38:58V0:16 þ 0:83T0 þ 14:76ð ÞV0:16; (9.50)

where T is temperature in �C, the indices “wch” and “a” denote wind chill and

surrounding air, and V is the wind speed in km/h.

Thus, a rigorous application of Eq. (9.49) implies the estimation of the air

density at the wind chill temperature. The air density depends on the atmospheric

pressure and temperature (a simple calculation of the air density can be based on the

ideal gas law r ¼ rref � Tref=T0 � P0=Pref , where the index 0 represents the actual

environment, ref is the reference environment, T is the temperature in K, and P
is the pressure. Due to expansion, air suffers additional cooling between upstream

(1) and downstream (2) states. Thus the average air density is �r ¼ r1 þ r2ð Þ=2,
where r1;2 are calculated with (T1;2;P1;2) and T1;2 are the wind chill temperature

calculated with Eq. (9.50). Thus, a more accurate energy efficiency expression

accounting for wind chill temperature is

�� ¼ Cf
�Vð Þ�r=r0; (9.51)

where the index 0 indicates the surrounding temperature. Estimations by

Sahin et al. (2006) for wind speeds in Ontario show that the energy conversion of

wind energy can be up to 2% higher than the turbine capacity factor.

Using data representing the geographical and temporal distribution of velocity,

air temperature, air pressure, and air humidity, it is possible to make accurate

estimations of air density, wind chill temperature, average monthly or seasonal

air velocities, and average seasonal root mean cube velocity. With these data,

monthly or seasonal energy efficiency of wind energy conversion can be estimated

at each geographic location. Sahin et al. (2006) provided monthly energy maps for

Ontario. Two samples of these maps are shown in Fig. 9.40.

Since the average wind speed is below the cut-in wind speed in the month of

January in Atikokan, the station energy efficiency is zero. At low wind speeds,

efficiencies are high, but this does not mean that at these values the wind turbine is

more efficient than rated for that wind speed. Rather, it means that the generated

electricity is low and the potential of wind energy is low at these wind speeds.

As a result, the ratio between generated electricity and potential energy is high. In

July, the spatial distributions for energy efficiencies exhibit three clusters, and the

general contour values are 40% to 50%.
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9.3.1.3 Exergy Efficiency and Wind Exergy Maps

Exergy analysis is a useful tool for determining the thermodynamic limits and the

irreversibilities of wind energy conversion. One important parameter affecting

exergy analysis is the temperature of the surroundings. In the case of wind turbine,

the wind chill temperature should be used as a reference state (see Sahin et al. 2006).

Wind energy conversion efficiency 
in Ontario (January) 

Wind energy conversion efficiency 
in Ontario 

(July) 

0.0

0.1

0.3

0.4

0.5

0.2

76
78

80
82

84
86

88
90

92
94

44
46

50
52

48

0.2

0.4

0.0

0.1

0.3

0.4

0.5

0.2

0.2

0.4

44
46

50
52

48

76
78

80
82

84
86

88
90

92
94

Big Trout Lake

Sioux Lookout

Thunder B
ay

Waterloo

Toronto Pearson

KingstonOttawa

Kapuskasing

Moosonsee

Moosonsee

Big Trout Lake

Sioux Lookout

Thunder B
ay

Simcoe

Simcoe
Kapuskasing

Ottawa
Kingston

Toronto PearsonWaterloo

Fig. 9.40 Energy map for Ontario in January (longitude, latitude, and amplitude are on the axes)

[modified from Sahin et al. (2006)]

342 9 Renewable Energies



The exergy efficiency of a wind turbine is defined as the work produced per

exergy associated with the wind. The work generated by the turbine can be

calculated, as discussed above, as W ¼ 0:5Cf
�Vð Þ�rAV3

RMC. The exergy associated

with the wind surrounding the turbine must comprise the kinetic energy of the wind

(which is a form of exergy) and the thermomechanic exergy of the wind.

The thermomechanic exergy of the wind must be calculated with respect to

wind chill temperature, because this is the temperature of the medium in the vicinity

of the turbine. The wind has a higher exergy upstream (Ex1) than downstream (Ex2).

Thus the exergy that enters the system is the difference (Ex ¼ Ex1 � Ex2). Using

appropriate expressions for thermomechanical and kinetic energy results in

Ex ¼ W þ �rA �V

� �Cp T1 � T2ð Þ � T0 �Cp ln
T2
T1

� �
� R ln

P2

P1

� �
� �Cp 1�

�T

T0

� �� �
 �
;

(9.52)

where �rA �V is the mass flow rate of air, T1;2 are the wind chill temperatures upstream

and downstream of the turbine, T0 is the temperature of the surroundings, �T is the

arithmetic mean of temperatures T1;2, the pressures P1;2 are at upstream and

downstream, respectively, �Cp is the specific heat, and R is the universal gas

constant. The first term within the curly brackets represents the enthalpy difference,

the second term is the entropy difference and the irreversibility due to heat transfer

between the stream of air and the surroundings; basically, the expression between

the curly brackets is the specific thermomechanical exergy consumed by the

system. The exergy efficiency becomes

c ¼ W

Ex
: (9.53)

Wind exergy maps were developed for Sahin et al. (2006) that correspond to the

wind energy maps. These maps indicate the exergy efficiency of wind energy

conversion temporally and geographically. The maps for January and July are

reproduced in Fig. 9.41. The contours for exergy efficiency are seen to be lower

than those for energy efficiency for all regions. The average exergy efficiency value is

around 40%. In July, there is an area of high energy efficiency in northwest Ontario,

but exergy analysis evaluates the lowest efficiencies in this area. The dominant

efficiency in July is seen to be ~40%, except for the eastern regions of Ontario.

When comparing the results from Figs. 9.40 (energy efficiency) and 9.41 (exergy

efficiency), large relative differences in energy efficiency values are observed,

especially at low wind speeds. In contrast, the relative differences between energy

and exergy efficiencies at high wind speeds are smaller. But these values are higher

than 10% at all stations. These differences are large and should not be ignored in

energy planning and management. However, for July the relative differences

between the two types of efficiency are relatively low. Exergy efficiencies are

lower than energy efficiencies for each station for every month considered.

Recall that the energy and exergy maps show the maximum conversion efficiency

at specific geographic locations. This information is useful in selecting the wind
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farm sites. However, lower efficiencies are obtained in practice due to additional

losses of the actual systems.

9.3.2 Types of Wind Turbines

Basically there are two categories of wind turbine design: horizontal axis wind

turbines (HAWT) and vertical axis wind turbines (VAWT). The horizontal axis

wind turbines have emerged as the dominant technology. They place the rotor axis
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horizontal and in line with the wind direction. The common designs have

the generator and the blade fixed on a rotating structure at the top of a tower. The

mechanical system also comprises a gear box that multiplies the rotation of

the blades. The HAWT achieves higher efficiency than the VAWT, but the

VAWT operates well in fluctuating wind amplitudes provided that its direction

remains quasi-constant.

One important feature of the VAWT is that it does not need to be pointed in the

direction of the wind. Thus VAWT installation is appropriate where the wind

changes direction very frequently. Another feature of VAWT is that it allows

placing the generator and gear box lower, close to the support system of the turbine.

The HAWT construction can differ in the number of blades (generally two or

three blades are used). The HAWT uses airfoils to generate lift under the wind

action and rotate the propeller. The operation of some VAWT designs is based also

on the aerodynamic lift principle, but there are designs that use form drag and

aerodynamic friction to operate. Drag-type turbines are designed such that the form

drag generates a torque; a typical drag turbine is the Savonius, used mostly in rural

areas. The operating principle of the Savonius wind turbine is illustrated schema-

tically in Fig. 9.42. The generated torque is due to the difference in pressure

between the concave and convex surfaces of the blades and by reaction forces of

the deflected wind coming from behind the convex surface. The efficiency of

Savonius turbine is over 30%.

A more elaborated design of the VAWT, the Zephyr, is presented also in

Fig. 9.42. It is designed to perform well in low wind speeds and high turbulence

conditions. For this reason, several Zephyr wind turbines can be installed close to

each other to form a compact wind farm. The power coefficient of the Zephyr wind

turbine is rather low (0.11), but the turbine has a good utilization factor, a low cut-in

speed, and a high cut-off speed, which make it competitive in urban areas. This kind

of turbine was developed at the University of Ontario Institute of Technology; see

Pope et al. (2010).
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Fig. 9.42 Operating principles of the Savonius and Zephyr wind turbines
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Common models of lifting VAWT turbines are the triangular (delta) Darrieus

turbine, the Giromill turbine, and the Darrieus–Troposkien turbine. The triangular

Darrieus turbine has straight blade geometry. The Giromill turbine is a low-load

system with straight, vertical blades with an adjustable angle of attack to fit the best

working conditions. The Darrieus–Troposkien turbine is the most used turbine for

electric power generation. The blades of this turbine are airfoils assuming a

Troposkien shape (which is a name derived from Greek meaning “the shape of

a spinning rope”). Basically, the airfoil is a flexible blade connected in the vertical

axis at two points (lower and upper) and while rotating approximates by revolution

the shape of an ellipsoid. The blades can be made from light materials such as

aluminum, fiberglass, steel, or wood.

9.3.3 Wind Power Plants

Apart from the wind turbine itself, wind power plants comprise several other

important subsystems such as yaw control, speed multiplier (gear box), voltage-

frequency and rotation controllers, voltage raising and lowering transformers

(having the role of matching the generation, transmission, and distribution voltages

at normal consumption levels), and protection systems for overcurrent, overspeed,

overvoltage, atmospheric outbreaks, and other anomalous forms of operation.

All these subsystems are sustained by a robust mechanical structure.

Figure 9.43 illustrates a simplified electric diagram of a wind power generation

unit, its main components, and their functions. The system is equipped with general

protection circuits, breakers, and overcurrent and reverse current protection. When

a wind power generator is connected to the grid, it is possible that, during a low

wind period, the generated voltage is lower than the grid voltage. If this situation

occurs, the protection systems (see the figure) temporarily disconnect the system

from the grid. Also if there is an overcurrent caused by too large a load, then the
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Fig. 9.43 Simplified electric diagram of a wind power generation unit
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thermal protection will disconnect the generator. The capacitors are used to correct

the power factor of the generator and allow a soft start. The capacitors work

together with a thyristor unit to soften the starting process of the generator. A

small transformer is used to supply the auxiliary equipments. The system has a main

transformer that allows connection of the unit to the grid. Local energy storage can

be applied in batteries case in which the system will include an inverter. Moreover,

it is possible to couple several turbines to the main transformer, when it applies,

rather than equipping each turbine with its own grid connection transformer.

The electrical system and electrical infrastructure of a wind power plan may

account for 13% to 15% of the total installation costs. A breakdown of various costs

for installing a 10-MW wind power unit is shown in Fig. 9.44. The electrical

infrastructure is costly because it involves extensive work for grounding and light-

ning protection. The damage produced by lightning to the wind farms and individual

units is considerable. In Germany, statistics show that lightning produces damage

annually to 8% of the installed wind turbines, while in Sweden this is 6% and

in Denmark 4% (see Burton et al. 2001).

The noise generated by wind power plants is also a major concern. The blades,

the gearbox, the generator, the generator hub, the tower, and the auxiliary system all

generate significant amounts of noise during operation. The noise of a wind power

plant operating 350 m away can be 10% higher than the typical rural night time

background noise.

Considerable efforts were deployed in recent years to develop techniques for

reducing noise from wind turbines by improving their design and installation. With

the current technology, the noise level of the main power plant components ranges

from 40 to 98 dB(A). Nevertheless, protection against noise increases the capital

cost of the power plant. By the year 2004, the investment cost was around 50 cents

per installed watt and 6 cents per generated kWh.
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connection, 6%

Management 
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Fig. 9.44 Breakdown of costs for a typical 10-MW power plant [modified from Burton et al.

(2001)]
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By expanding the wind power generation capacities in recent years, the cost

of installed kW and the cost of generated kWh were reduced significantly.

The investment cost is presently about 30% higher than that of natural gas power

plants, while the generation cost is about 3.5 cents/kWh.

9.3.4 Hydrogen Production from Wind Electricity

Production of hydrogen by water electrolysis driven by wind-generated electricity

is viewed as one promising method for promoting sustainable energy systems.

The technology is mature, though the capital costs need to be reduced. Although

wind energy can be considered a nonpolluting resource (renewable), the quantity

of construction materials consumed per unit of hydrogen produced with wind

electricity can be much higher than that for the more traditional approach of

hydrogen production from natural gas.

Taking into account greenhouse gas (GHG) emissions from the construction

and operation stages of wind-to-hydrogen generation plants, and their lifetimes

and capacities, the indirect GHG emissions per unit of produced energy can

be calculated and compared with figures specific to conventional systems. The

conventional systems are characterized by significant pollution during operation,

while wind-to-hydrogen systems have embedded emissions in the construction

materials. A life cycle study by Granovskii et al. (2006) indicates that hydrogen

obtained from natural gas reforming (including hydrogen compression to 350 bar)

leads to life cycle emissions of 86 g CO2 per MJ of energy with respect to the

produced hydrogen HHV (higher heating value). In the case of using wind power,

the amount of carbon dioxide for whole lifecycle is estimated to be 8 g CO2 per MJ

(including wind-electrically-driven compression of H2 to 350 bar).

Hydrogen production from wind energy is also discussed in Chapter 13.

9.4 Geothermal Energy

Geothermal energy is a form of thermal energy that is available in some regions of

the earth’s surface at temperature levels in the range of about 35� to 500�C, even
though most of the geothermal places provide temperature levels up to 250�C.
Geothermal heat is used either for process heating or is converted into electricity

through appropriate heat engines. A large palette of heat-consuming processes can

be supplied by geothermal energy including space and water-heating applications,

industrial processes, supplying various procedures in agriculture and food industry,

and so on. Figure 9.45 illustrates the global utilization of geothermal heat.

It can be observed from the graph that most of the geothermal applications are

the ground source heat pump systems. In recent years, there has been substantial

development in geothermal energy, in which there is interest in a ground source
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heat pump, hydrogen production from geothermal energy, and installing electrical

plants supplied by geothermal heat. Some historical milestones regarding geother-

mal development in Canada are listed in Table 9.7.

9.4.1 Thermodynamic Limits of Geothermal Energy Conversion

Because it is a source of heat, the limit of geothermal energy conversion is governed

by the Carnot factor. Thus, it is important to assess the range of the Carnot factor for

geothermal reservoirs. Additionally, it is useful to analyze relevant irreversibilities

specific to geothermal energy conversion. Thus, one can obtain a general picture

of the thermodynamic limits of geothermal energy conversion into work.
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Fig. 9.45 Global utilization of geothermal energy for heating applications [data from Lund

(2005)]

Table 9.7 Some historical milestones in geothermal development in Canada

Date Milestone

1886 In Banff, Alberta, hot springs were piped to hotels and spas.

1975 Drilling to assess high-temperature geothermal resources for electricity generation in

British Columbia.

1976–1986 Ten-year federal research program assesses geothermal energy resources,

technologies, and opportunities for Canada.

1990 Hydro Ontario funds a program to install geothermal heat pumps in 6,749 residences.

1990s Government take a greater interest in using renewable energy, including geothermal,

as a way to decrease greenhouse gases and other emissions.

2004 Western GeoPower Corp. applies for government approval to build a $340 million,

100-MW geothermal power plant at Meager Creek, northwest of Whistler, British

Columbia.

Manitoba announces program to provide loans of $15,000 toward installation of

geothermal heat pump systems.
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We will analyze, as a first step, the temperature level of the geothermal sources

and the nature of the geothermal fluid. The average increase in temperature with

depth, called the geothermal gradient, is about 0.03�C/m, that is, 30�C/km for a few

kilometers near the earth’s surface. Values as low as about 10�C/km are found in

the ancient continental crust, and very high values (>100�C/km) are found in areas

of active volcanism. Heat from the earth’s depths is transported to the surface

in three possible ways that characterize the type of geothermal field: hot water,

wet steam, and dry steam. Hot water fields contain reservoirs of water with

temperatures between 60� and 100�C, and are most suitable for space heating and

agricultural applications. For hot water fields to be commercially viable, they must

contain a large amount of water with a temperature of at least 60�C and lie within

2,000 m of the surface. Wet steam fields contain water under pressure and usually

measure 100�C. These are the most common commercially exploitable fields.

When the water is brought to the surface, some of the water flashes into steam,

and the steam can drive turbines that produce electrical power. Dry steam fields are

geologically similar to wet steam fields, except that superheated steam is extracted

from the aquifer. Dry steam fields are relatively uncommon. Because superheated

water explosively transforms into steam when exposed to the atmosphere, it is

much safer and generally more economical to use geothermal energy to generate

electricity, which is much more easily transported. The geothermal reservoirs can

be categorized into three kinds according to the temperature level (Fig. 9.46).

Not only is the temperature level important when estimating the geothermal

energy conversion, but also the pressure of the geothermal fluid. The exergy of

a geothermal fluid (brine, steam, etc.), can be calculated based on specific thermo-

mechanical exergy according to

ex ¼ h T;Pð Þ � h0 � T0 s T;Pð Þ � s0½ �; (9.54)

where T;P represent the temperature and the pressure at which the geothermal

fluid is made available to the energy conversion system (power generator).

The enthalpy part shown in Eq. (9.54) represents the energy content of the stream,

e ¼ h T;Pð Þ � h0. Index 0 denotes the reference state. Thus the energy and exergy

efficiencies of the geothermal generator can be expressed by

� ¼
_W

_m� e

c ¼
_W

_m� ex

9>>=
>>;; (9.55)

where _W represents the generated work rate and _m is the mass flow rate of the

geothermal fluid.

In order to obtain an estimate of the conversion limit, one has to consider an ideal

thermodynamic cycle to which the geothermal energy is transferred to generate

work. Since the geothermal fluid is generally brine, it appears logical to assume that

during the heat transfer process the brine exchanges sensible heat. Thus the

temperature of the brine decreases to T0.
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Figure 9.47 suggests a thermodynamic cycle where the geothermal fluid delivers

sensible heat within a cooling process through which it reaches equilibrium with the

environment at (T0;P0). We assume the process as a straight line Ts in the diagram.

The thermodynamic cycle that generates maximum work is in this case triangle

shaped; the maximum generated work is indicated with the triangular gray area.

The efficiency is � ¼ T � T0ð Þ= T þ T0ð Þ. In Table 9.8, figures for maximum

conversion efficiency from low-, medium-, and high-temperature geothermal sources

when sensible heat is extracted from the geothermal fluid are given. Note that in some

cases the geothermal fluid is steam. One can assume in such cases that steam is

condensed through an isothermal process, after which the entropy reaches s0. This
process is followed by an isentropic expansion to (T0; P0). This is an idealization;

such processes cannot occur in an actual system, but it is informative to know the

conversion efficiency in this case (which is the upper bound). Since this is a Carnot

cycle, the efficiency is � ¼ T � T0ð Þ=T; this efficiency is also reported in the table.

This analysis shows that the efficiency of geothermal energy conversion system

must be much lower than 17% to 44% due to irreversibilities. Note that the energy

efficiency of geothermal steam plants ranges from 10% to 17%. The energy

efficiency of binary cycle plants ranges from 2.8% to 5.5%. These percentages

are lower than in the case of steam power plants because binary plants are typically

used for lower-temperature geothermal resources.
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The quality of a geothermal reservoir can be appreciated in terms of the exergy

content of the brine. In this respect, Lee (2001) introduced the so-called specific

exergy index (SExI):

SExI ¼ hbrine � 273:16sbrine
1;192

; (9.56)

which is a straight line on an h-s plot of the Mollier diagram. Straight lines of

SExI ¼ 0.5 and SExI ¼ 0.05 therefore can be drawn in this diagram and used as a

map for classifying geothermal resources by taking into account the following

criteria:

l SExI < 0.05 for low-quality geothermal resources
l 0.05 � SExI < 0.5 for medium-quality geothermal resources
l SExI 	 0.5 for high-quality geothermal resources

Here, the demarcation limits for these indexes are exergies of saturated water

and dry saturated steam at 1 bar absolute.

9.4.2 Geothermal Power Plants

Many thermodynamic cycles were developed for geothermal power generation.

The selection of the cycle depends on the kind of geothermal fluid, its flow rate,

and the level of temperature. The possible geothermal fluid can be dry steam,

Table 9.8 Thermodynamic limits of geothermal energy conversion

Geothermal source Temperature (�C) Sensible heat exchange (%) Latent heat exchange (%)

Low temperature 150 17 29

Medium temperature 220 24 39

High temperature 500 44 61
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Fig. 9.47 Thermodynamic cycles for maximum work extraction from geothermal energy
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low-pressure brine, or high-pressure brine. The geothermal reservoir may or may

not require reinjection of the fluid after its use in the power plant. The power plant

design must be such that it extracts as much exergy as possible from the geothermal

fluid. Figure 9.48 presents a classification of geothermal power plants.

When geothermal heat is available in the form of dry steam, then it can be

converted into work by steam turbines. There are two methods: steam is created

after expansion and it is condensed and reinjected into the geothermal well, or

steam is simply released into the atmosphere. Figure 9.49 presents power plants

diagrams with dry steam expansion and with or without reinjection.

Some geothermal reservoirs eject steam at high or lower pressure, which can be

expanded in a turbine to generate power. Depending on the type of geothermal well,

reinjection of the geothermal fluid may or may not be needed.

For example, if a geothermal site generates dry steam, a turbine can be used

to generate power as indicated in Fig. 9.49. In the case when the steam pressure

is considered low, or if there is no need to recycle the geothermal fluid, then after

expansion down to atmospheric pressure, the steam can be released to the atmo-

sphere (Fig. 9.49a). However, if the steam pressure and temperature are high

enough, the amount of power generated allows for driving a recirculation pump

and still generating a satisfactory yield by the turbine. In this case (Fig. 4.49b) the

steam can be expanded in a vacuum, condensed, and the produced water pressur-

ized in a pumping station and reinjected. Note that the reinjection pressure must be

very high—a couple hundred bar. The reinjection is needed in many instances to

keep the geothermal resources at steady production. If the geothermal reservoir is a

hot rocky layer, then the water injected through one well is boiled, and it is

extracted as steam through another well.

Geothermal sources generating low-pressure steam that needs to be reinjected

can be coupled to an organic Rankine cycle (ORC) generator as shown in Fig. 9.50.

These cycles are also known as binary cycles because sometimes they operate with

binary mixtures of refrigerants (e.g., ammonia–water). The dry steam extracted

from the geothermal well at point 9 is condensed (9–10) and subcooled (10–11)

before water is reinjected at point 12. The heat released by the geothermal brine is

then transmitted to a working fluid (toluene in the exemplary case). The working

fluid is boiled and expanded as saturated toluene vapors at point 1. After expansion,

internal heat is recovered in the heat exchanger (2–3/5–6), and then condensation

(3–4), pressurization of the saturated liquid (4–5), preheating (5–6 and 6–7),

and boiling (7–1) take place.

The calculation procedure of the cycle is presented in Table 9.9 based on EES

(engineering equation solver) code, which includes all equations (energy and mass

balance) needed to solve the problem and the calculated state parameters in

Table 9.10. The energy and exergy efficiencies are calculated by

� ¼ h1 � h2ð Þ � h5 � h4ð Þ � h12 � h11ð Þ
h1 � h6

c ¼ h1 � h2ð Þ � h5 � h4ð Þ � h12 � h11ð Þ
h9 � h11 � T0 s9 � s11ð Þ

9>>=
>>;: (9.57)
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The energy efficiency of this cycle is 24%, the exergy efficiency is 15%, and the

Carnot efficiency, calculated with the maximum temperature of the geothermal

brine, is 38%.

If the pressure of the geothermal brine is high enough, then steam-flash power

plant cycles can be an effective solution for power generation. Figure 9.51 presents

two types of flash power plants, namely single flash and double flash. In these

systems, the high-pressure geothermal brine is flashed at an intermediate pressure

through an isenthalpic process (1–2). Thus, saturated vapors flash from the liquid

and they are directed toward the turbine. There they are expanded to low pressure

and then condensed using the ambient air as a heat sink. After condensation, the

resulting water is reinjected into the well. Note also that the steam resulting from
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Hot water recovery
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Earth surface
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Fig. 9.49 Dry power plants with direct expansion
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Fig. 9.50 Geothermal binary cycle power plant driven by dry steam

9.4 Geothermal Energy 355



flashing can be used for processes other than power generation. For instance, it can

be used to produce refrigeration using ejectors in a refrigeration cycle. The double-

flash cycle can be applied if the moisture content of the expanded steam is too high;

this is done by expanding in two stages.

Another effective option for geothermal fields that generate high-pressure brine

is the flash-binary power plant. This kind of power plant couples a flash cycle that

operates with the geothermal brine as the working fluid with a bottoming organic

Rankine cycle as illustrated in Fig. 9.52. After the flashing process the steam is

Table 9.9 Energy and mass balance equations for modeling the system from Fig. 9.50

State Equations State Equations

1 T[1] ¼ 200; x[1] ¼ 1

s[1] ¼ s(Toluene, T[1], x[1])
P[1] ¼ P(Toluene, T[1], x[1])
h[1] ¼ h(Toluene, T[1], x[1])

6 h[2] � h[3] ¼ h[6] � h[5]
P[6] ¼ P[1]
T[6] ¼ T(Toluene, P[6], h[6])
s[6] ¼ s(Toluene, P[6], h[6])

2 s2s ¼ s[1]; P[2] ¼ P[3];�T ¼ 0:8
h2s ¼ h(Toluene, P[2], s2s)
�T � ðh[1]� h2sÞ ¼ h[1]� h[2]

T[2] ¼ T(Toluene, P[2], h[2])
s[2] ¼ s(Toluene, P[2], h[2])

7 h[7] ¼ h(Toluene, P[7], x[7])
P[7] ¼ P[1]; x[7] ¼ 0; T[7] ¼ T[1]
s[7] ¼ s(Toluene, T[7], x[7])

3 T[3] ¼ 40; x[3] ¼ 1

P[3] ¼ P(Toluene, T[3], x[3])
h[3] ¼ h(Toluene, T[3], x[3])
s[3] ¼ s(Toluene, T[3], x[3])

9 T[9] ¼ T[1] + 10; x[9] ¼ 1

P[9] ¼ P(Steam, T[9], x[9])
h[9] ¼ h(Steam, T[9], x[9])
s[9] ¼ s(Steam, T[9], x[9])

4 T[4] ¼ T[3]; x[4] ¼ 0; P[4] ¼ P[3]
h[4] ¼ h(Toluene, T[4], x[4])
s[4] ¼ s(Toluene, T[4],x[4])

10 T[10] ¼ T[9]; x[10] ¼ 0

P[10] ¼ P(Steam, T[10], x[10])
h[10] ¼ h(Steam, T[10], x[10])
s[10] ¼ s(Steam, T[10], x[10])

5 P[5] ¼ P[1]; s5s ¼ s[4]; �P ¼ 0.9

h5s ¼ enthalpy (Toluene, P ¼ P[5], s ¼ s5s)
�P � ðh[5]� h[4]Þ ¼ h5s � h½4�
T[5] ¼ T(Toluene, P[5], h[5])
s[5] ¼ s(Toluene, P[5], h[5])

11 T[11] ¼ T[6] + 10; P[11] ¼ P[10]
h[11] ¼ h(Steam, T[11], P[11])
s[11] ¼ s(Steam, T[11], P[11])
_mw � ðh½9� � h½11�Þ ¼ h½1� � h½6�

h enthalpy; P pressure; s entropy; T temperature; x quality
�T;P ¼ efficiency (turbine, pump); _mw ¼ water mass flow rate

Table 9.10 Calculated results for the system from Fig. 9.50

State s (kJ/kg K) T (�C) P (bar) h (kJ/kg)

1 1.068 200 7.475 485.7

2 1.156 104.6 0.07907 356.7

3 0.9104 40 0.07907 271.8

4 �0.3799 40 0.07907 �132.3

5 �0.3796 40.23 7.475 �131.4

6 �0.1271 86.65 7.475 �46.42

7 0.4545 200 7.475 195.5

9 6.357 210 19.06 2,798

10 2.425 210 19.06 897.7

11 1.267 96.65 19.06 406.3
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expanded in a turbine, while the resulted liquid is passed through a heat exchanger

that preheats and boils the working fluid of the bottoming cycle. The system will

have two independent condensers. It is important to match the temperature profiles

in the heat exchanger so that the available exergy could be exploited to a maximum

for the benefit of an improved system performance.

Let us compare the temperature profiles in the boiler of a steam power plant with

those of a binary plant operating with ammonia–water. The geothermal brine comes

at the same temperature and flow rate in both cases. As observed in Fig. 9.53a, due

to the necessity of having a pinch point at A, much of the flue gas exergy is wasted

since it is exhausted at a rather high temperature.

(b) Double flash power plant(a) Single flash power plant
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Fig. 9.51 Types of steam-flash power plants: (a) single flash and (b) double flash
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If we consider the heat recovery from the same source but this time using an

ammonia–water mixture with 70% ammonia concentration instead of water, the

calculated temperature profiles look like the ones presented in Fig. 9.53b. The same

pinch point temperature of 25�C has been considered in the two cases. The pinch

point is denoted “B” in the second case.

As it can be seen from the comparative analysis of Fig. 9.53a,b, more of the brine

exergy is used in the second case because the brine leaves the heat exchanger at a

lower temperature. Therefore, the produced vapors in the second case have much

higher enthalpy to be converted into work for power generation purposes.

Figure 9.54 illustrates another cycle that is shown to be effective for geothermal

power generation when the geothermal well produces hot brine (indicated on the

figure with “so”, source). The cycle operates with ammonia water and comprises four

elements corresponding to four processes, namely a pump, two heat exchangers

(resorber and liquid heater), and an expander. In the state denoted with #1, there is

a saturated ammonia water solution in liquid phase. This solution is pumped at high

pressure, and it results in a subcooled liquid at #2. The liquid is then heated using

the heat source stream up to the moment when it reaches the saturation in state #3.
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The saturated liquid is flashed (expanded) in the volumetric expander that produces

work at its shaft and a liquid–vapor mixture at its outlet, in state #4. In the resorber,

cooling is applied to the two-phase mixture using the heat sink stream (indicated on

the figure with “si”, sink). As a consequence, a combined process of condensation

and absorption occurs that eventually results in releasing a saturated liquid in state

#1. Another implementation of the ammonia–water Rankine cycle is the Kalina

cycle, where the ammonia–water mixture is heated in three phases: initially the

subcooled liquid is preheated up to the pinch point where it becomes saturated, the

fluid is then boiled and its temperature further increases, and in the last phase the

vapors are superheated. The superheated vapors are expanded in a turbine and then

condensed in a so-called distillation and condensation subsystem. This subsystem

includes an absorber, a vapor–liquid separator, and a condenser.

Several thermodynamic cycles are compared in Table 9.11 in terms of energy

and exergy efficiency assuming that the brine inlet temperature is 150�C. It can be

noted that the trilateral flash Rankine cycle shows the best exergy efficiency, which

is about two times higher than that of other options, which means that this cycle

better recovers the exergy of the geothermal brine.

9.4.3 Thermal Applications

Geothermal energy is commonly used for a number of thermal applications such as

ground source heat pumps and process heating. The domestic hot water requirement is

one important parameter for the summer season. It increases on hot days when the

demand for air conditioning is also high. Because of the increase in the domestic hot

water requirement, pump energy consumption in total energy input increases. During

the winter there is a need for space heating. Thus, a ground source heat pump can use

the earth as either the source or the sink to operate both during winter and summer and

to produce, as a function of the process, air conditioning, hot water, and space heating.

Basically, during the summer a ground–air heat exchanger can be used to

generate air conditioning. In this case, a heat transfer fluid (water) is circulated

through tubes embedded in the earth and water is cooled to a temperature of 4� to
10�C. Cold water is passed through a heat exchanger to cool the air and generate an
air conditioning effect. Ground tube heat exchangers can be used for various

process cooling applications. An example is cooling of electronics in shelters as

studied in Vargas et al. (2005) where air is circulated directly through tubes buried

in the ground that operate as a heat sink exchanger.

Table 9.11 Performance comparison of geothermal power plants for 150�C brine temperature

Parameter

ORC cycles NH3–H2O cycles

R141b R123 R245ca R21 Kalina TFC

� (%) 10 9 9 9 3 8

c (%) 13 16 16 13 13 30

Data from Zamfirescu and Dincer (2008b)
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The ground can play the role of heat source for a heat pump that is used either for

hot water or for space heating or process heating. In this case, the evaporation of the

working fluid occurs at the temperature of the earth at the level of the buried heat

exchanger. The thermodynamic cycle can be the typical vapor compression one.

The condenser of the heat pump ejects useful heat at a temperature level convenient

for space or water heating. Some other processes such as drying also can be driven

with geothermal heat pumps.

9.4.4 Geothermal-Based Hydrogen Production

Geothermal energy appears to be an attractive renewable energy option for the

production of hydrogen. In countries with abundant geothermal sources, certainly

geothermal-based hydrogen production may become a major potential. It is the

natural heat of the earth that is present in the earth’s core, mantle, and crust. Also,

an environmentally advantageous energy source that produces far less air pollution

than fossil-fuel sources and the life of a geothermal resource may be prolonged by

reinjecting the waste fluid, which is the most common method of disposal.

Although only approximately 200� to 250�C of thermal input in the hydrogen

production process coupled with a geothermal source is possible today, this may

change within the next decades. One should note that the technologies of hydrogen

production and utilization can easily be integrated with geothermal sources and

stand-alone energy systems. Using geothermal resources to produce the hydrogen

would reduce the costs even further.

Geothermal-based hydrogen production offers potential advantages over other

sources for a growing hydrogen economy. These advantages do not ensure that

geothermal-based hydrogen will be the only option, but it will compete with other

hydrogen production options. In some countries, geothermal energy is considered a

primary energy source of producing hydrogen since it provides reliable energy

supply in an environmentally benign manner.

Remarkable research efforts are being deployed to develop hydrogen production

methods from geothermal energy. In Chapter 13, the most relevant of these are

analyzed in detail.

9.4.5 District Energy

District heating and electricity can be supplied from geothermal energy. It makes

sense to generate electricity from geothermal heat, using heat engines, and the heat

ejected by the heat engine is further used for space heating or producing hot water,

though most of the district applications using geothermal energy are for heating.

Here we present a case study analysis of the Salihli Geothermal District Heating

System (SGDHS), which has a maximal yield of 87 L/s at an average reservoir
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temperature of 95�C, with a minimal capacity of 838 MW (Özgener et al. 2005).

The SGDHS was originally designed for about 20,000 residences. Of these, 2,400

residences are heated by geothermal energy as of February 2004. The outdoor and

indoor design temperatures for the system are 4�C and 22�C, respectively.
Figure 9.55 illustrates a schematic of the SGDHS where two hospitals and office

buildings heated by geothermal energy were also included. The SGDHS consists

mainly of three cycles: (a) energy production cycle (geothermal well loop

and geothermal heating center loop), (b) energy distribution cycle (district heating

distribution network), and (c) energy consumption cycle (building substations). At

the beginning of 2004, there were seven wells ranging in depth from 70 to 262 m in

the SGDHS. Of these, five wells were in operation at the date studied and two wells

(K5 and K6) were out of operation. Four wells (designated as K2, K3, K4, and K7)

and one well (K1) are production and balneology wells, respectively.

The well head temperatures of the production wells vary from 56� to 115�C,
while the volumetric flow rates of the wells range from 2 to 20 L/s. The geothermal

fluid is basically sent to two primary plate–type heat exchangers and is cooled to

about 45�C, as its heat is transferred to secondary fluid. The geothermal fluid (point

7) is discharged via natural direct discharge, with no recharge to Salihli geothermal

field production, but reinjection studies are expected to be completed in the near

future. The temperatures obtained during the operation of the SGDHS are, on

average, 98�C/45�C for the district heating distribution network and 62�C/42�C
for the building circuit.

By using the control valves for flow rate and temperature at the building’s main

station, the needed amount of water is sent to each housing unit and the heat balance

of the system is achieved. Geothermal fluid, collected from the four production

wells at an average well heat temperature of 95.5�C, is pumped to the inlet of the

heat exchanger mixing tank and later to a main collector (from four production

wells) with a total mass flow rate of about 47.62 kg/s. Geothermal fluid of inter-

mingling molecules of different species through molecular diffusion was neglected

in this study. As a result, not only irreversibility of the mixing tank was assumed to

be equal to zero, but also heat losses from the tank and main collector pipe line

(5–6) through the mixing process were ignored.
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Taking into account the four productive wells when this study was conducted

and using Eq. (9.56), the specific exergy index (SExI) is found to be 0.049, which is

very close to the limit of the medium-quality geothermal resources. The energy

and exergy efficiencies of the SGDHS are determined to be 55.5% and 59.4%,

respectively. Here, the exergy efficiency is higher due to the recirculation and heat-

recovery processes. The main parameters of this district heating system are listed in

Table 9.12.

The highest exergy loss of 20.44% occurs from the natural direct discharge in

this study. The second largest exergy destruction occurs from the heat exchanger

with 17.90% (about 459 kW) of the total exergy input. This is followed by the total

exergy destruction associated with the pumps, amounting to some 57 kW, which

accounts for 2.22% of the exergy input to the system.

9.5 Hydro Energy

Hydro energy is derived from solar energy. The difference in elevation of the water

level—upstream and downstream of a dam—represents an accumulation of potential

energy that eventually can be transformed into mechanical work and thus into

electricity. There are a number of water turbines and waterwheels that can generate

rotation work when exposed to water flow. It is a worldwide potential method for

electric power production and it has gained significance since many rural properties

are near rivers with water streams and small water heads that can be used as the

primary energy.

Energy is commonly used for stationary machine drivers, generation of electricity,

and water storage in elevated reservoirs. Small electric power plants can still be used

with waterwheels or, depending on the flow or the available head, with turbines.

One important characteristic of a hydropower plant is the head, which represents

the difference in elevation of the water level. Based on this, the hydro-energy plants

are classified into two categories:

l Low-head power plants: head ¼ 5–20 m
l High-head power plants: head ¼ 20–1,000 m

As a function of the heat and the volumetric flow rate of water, specific turbines

or water wheels can be selected. The known hydro-turbines are Pelton, Francis,

Michel-Banki, Kaplan, Deriaz (where these are the name of their inventors); also

some water pumps can work efficiently in reverse, as turbines.

The conversion of hydro energy into work is governed by the Bernoulli equation,

which is a particular form of energy conservation equation. Accordingly, the

thermodynamic limit of hydro-energy conversion into work is given by

W ¼ _V 0:5rv2 þ rgDzþ P
� �

; (9.58)

where _V is the volumetric water flow rate, r the water density, v the water velocity,
Dz the elevation difference, and P the water pressure.
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The thermodynamic limit given by Eq. (9.58) is never reached in practice due to

friction in ducts and irreversibilities in the turbine. Thus the efficiency of hydro-

energy conversion is commonly 80% with respect to water head rgDz. The water

wheels are the least efficient devices to convert water energy due to losses because

of friction, turbidity, and incomplete filling of the buckets. The water pushes the

shovels tangentially around the wheel. The water does not exert thrust action or

shock on the shovels as is the case with turbines. The advantage of water wheels is

that they can operate in dirty water or water with suspension of solids.

The Pelton machine is a turbine of free flow (action). The potential energy of the

water becomes kinetic energy through injectors and control of the needles that

direct and adjust the water jet on the shovels of the motive wheel. They work under

approximate atmospheric pressure with a typical head in the range of 400 to 2,000 m.

Compared with the Francis turbine, the Pelton head has a better efficiency curve.

The Francis turbine is used in small hydroelectric power plants with a head

in the range of 3 to 600 m while the flow rate of water is in the range of hundreds

of dm3/s. This turbine is very sensitive to cavitation and works well only close to

the design point. Its operation becomes unstable at generated power lower than

nominal with more than 40%.

The Michel–Banki turbine works with radial thrust. The range of power goes

up to 800 kW per unit and the flow rate varies from 25 to 700 dm3/s with the head in

the range of 1 to 200 m. The number of slats installed around the rotor varies from

26 to 30, according to the wheel circumference, whose diameter is 200 to 600 mm.

This multicell turbine can be operated at one or two thirds of its capacity (in the

presence of low or average flows) or at full capacity (in the presence of design flows).

The turbine can be operated even at 20% of its full power.

The Kaplan turbine is a hydraulic propeller turbine adapted to low heads from

0.8 to ~5 m. In addition, this turbine has the advantage of maintaining its electro-

mechanical parts out of the water. This feature facilitates routine inspection and

maintenance and adds safety in case of floods.

The Deriaz turbine was developed in the 1960s and can reach a capacity of up to

200 MWwith flow rates in a broad range (from 1.5 to 250 m3/s) and with heads of 5

to 1,000 m. The runner diameter may be up to 7,000 mm with six to eight runner

blades. Diagonal turbines operate very economically as either turbines or pumps.

The thrusting water follows an approximately conic surface around the runner.

The use of water pumps in reverse, as turbines, for small hydroelectric power

plants has become quite popular because of the appreciable reduction in facility

costs. These pumps, usually of small capacity, have been used for many years in

industrial applications to recover energy that would otherwise be lost. They present

the following advantages:

l They cost less because they are mass produced for other purposes (such as water

pumps for buildings and residences).
l Their acquisition time is minimal because they have a wide variety of com-

mercial standards and are available in hardware stores and similar shops.
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However, there are a few disadvantages: slightly reduced efficiency compared

with the same head height used for water pumping, and, sensitiveness to the

cavitation and operating range.

Example

A typical hydropower setting is illustrated in Fig. 9.56 and has Dz ¼ 100m level

difference between the lake’s surface and downstream waters. On the water stream

with a volume flow of _V ¼ 6;000 dm3/s a turbine coupled to an electric generator

that produces _W ¼ 4:5 MW power is installed with �g ¼ 95% efficiency. We want

to calculate the efficiency of the water turbine itself, the overall efficiency, and the

power generated by the turbine.

The energy rate supplied to the turbine-generator system is _E ¼ r _V � g� Dz;
assuming density of water of 1 kg/dm3, the energy rate is _E ¼ 5:886 MW. Thus, the

overall conversion efficiency is � ¼ _W= _E ¼ 4:5=5:886 ¼ 76%. One can assume

that the overall conversion efficiency is the product between the turbine and

the generator efficiencies � ¼ �t � �g; thus, the turbine efficiency is �t ¼ �=�g ¼
0:76=0:95 ¼ 80%. Thus the mechanical power generated by the shaft rotation of the

turbine is _Wshaft ¼ �t � _E ¼ 0:8� 5:886 ¼ 4:71 MW.

9.6 Biomass Energy

Biomass was discussed as a renewable resource in Chapter 2. Basically, any kind of

fossilized living species is a form of biomass. It is one of the oldest energy sources

on earth and may become one of the most significant large-scale energy sources in

the future. Biomass originates from the photosynthesis portion of the solar energy

distribution and includes all plant life (terrestrial and marine), all subsequent

species in the food chain, and eventually all organic waste. Biomass resources

come in a large variety of wood forms, crop forms, and waste forms. The basic

characteristic of biomass is its chemical composition in such forms as sugar, starch,

cellulose, hemicellulose, lignin, resins, and tannins.

Bioenergy (or biomass energy) can be defined as the energy extracted from

biomass for conversion into a useful form for commercial heat, electricity, and

transportation fuel applications. The simplest route to biomass energy conversion is

LAKE

WATER TURBINE

DOWNSTREAM
WATERS6000 dm3/s

DAM

100 m

Fig. 9.56 Hydropower setting for the example in the text
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by combustion to generate heat. The high-temperature heat can be further converted

into work through heat engines. Other biomass conversion routes are illustrated

in Fig. 9.57. Combustion is a thermochemical process, as is the gasification.

Gasification converts the biomass into a gaseous fuel. Liquefaction produces a

liquid fuel. Another route of biomass energy conversion is biochemical. In this

case, the fermentation process (anaerobic or aerobic digestion) can lead to biogas,

alcohol, and hydrogen generation. Also, the photosynthesis process conducted by

some phototrophic organisms can eventually produce hydrogen.

Because energy crop fuel contains almost no sulfur and has significantly less

nitrogen than fossil fuels [reductions in pollutants causing acid rain (SO2) and smog

(NOx)], its use will improve the air quality. An additional environmental benefit is

in water quality, as energy crop fuel contains less mercury than coal or even none.

Also, energy crop farms using environmentally proactive designs will create water

quality filtration zones, uptaking and sequestering pollutants, such as phosphorus

from soils that leach into water bodies.

Biomass generates about the same amount of CO2 as do fossil fuels (when

burned), but from a chemical balance point of view, every time a new plant

grows, CO2 is actually removed from the atmosphere. The net emission of CO2

will be zero as long as plants continue to be replenished for biomass energy

purposes. If the biomass is converted through gasification or pyrolysis, the net

balance can even result in removal of CO2. Energy crops such as fast-growing trees

and grasses are called biomass feedstocks. The use of biomass feedstocks can help

increase profits for the agricultural industry.

9.6.1 Thermodynamic Limits of Biomass Energy Conversion

The general model of biomass energy conversion into work can consist of an

adiabatic combustor and a reversible heat engine. Figure 9.58 illustrates the bio-

mass energy conversion system for maximum work generation. The biomass

BIOMASS 
CONVERSION

THERMO-
CHEMICAL 

ROUTE

BIOCHEMICAL 
ROUTE

COMBUSTION
GASIFICATION,
LIQUEFACTION

FERMENTATION
PHOTO-

SYNTHESIS

THERMAL
ENERGY

SYNGAS, LIQUID
FUELS

BIOGAS,
ALCOHOLS,
HYDROGEN

HYDROGEN

Fig. 9.57 Routes to biomass energy conversion
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combusts in an adiabatic combustor that operates at the highest possible tempera-

ture (adiabatic flame temperature, Tad). The heat generated in this process is the net
calorific value of the biomass (NCV). This heat is further used to drive a reversible

heat engine that generates useful work while it is in contact with the environment at

the low-temperature side.

The work generated by this system is thus _W ¼ NCV� ð1� T0=TadÞ, and thus

the efficiency of the biomass conversion process is given by the adiabatic flame

temperature only � ¼ 1� T0=Tad. Therefore, determining the thermodynamic limit

of biomass energy conversion is equivalent to determining the adiabatic flame

temperature for the biomass. Thus, we will analyze the biomass composition and

the way in which this affects the net calorific value of biomass and the

corresponding adiabatic flame temperature.

The biomass contains various biochemicals (amino acids, fiber, cellulose,

sugars, glucose, and many other). Some living micro-organisms and enzymes

may be found in biomass. The most abundant chemical elements in biomass are

carbon, hydrogen, oxygen, nitrogen, and sulfur. Other elements are also present,

including metal atoms. When biomass is combusted, the metal atoms and other

elements form ash.

Some biomass modeling equations were presented in Chapter 6. We repeat them

here and we expand the theory. The general chemical model of biomass is written

as CXC
HXH

OXO
NXN

SXS
ashXash

H2Oð ÞXw
, where Xi is the number of constituents of

species “i.” If the moisture (water) is eliminated by some drying process, then the

chemical representation of the dry biomass becomes CXC
HXH

OXO
NXN

SXS
ashXash

.

The molecular mass of dry biomass can be calculated with

M ¼ 12� XC þ XH þ 16� XO þ 14� XN þ 32� XS þMashXash: (9.59)

ADIABATIC
COMBUSTOR

REVER-
SIBLE
H.E.

NCV

WORK

BIOMASS
FEED

OXIDANT
HEAT
REJECTION

HEAT
INPUT

Tad

T0

Fig. 9.58 Thermodynamic model for biomass energy conversion into work. H.E. heat engine
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On a dry basis, the mass concentration of each major chemical element constituent

is wC ¼ 12 � XC

M ;wH ¼ XH

M ;wO ¼ 16 � XO

M ;wN ¼ 14 � XN

M ;wS ¼ 32 � XS

M ;wash ¼
Mash � Xash

M , where wash ¼ 0.5–12% dry basis. The moisture content of biomass

typically has a moisture concentration in the range of ww ¼ 0–50% that can be

expressed on a wet basis as

Mwet ¼ M þ Xw � 18: (9.60)

Thus,

ww ¼ 18Xw

M þ Xw � 18
: (9.61)

If the mass concentration of the moisture is known, then the molar concentration

can be determined by

Xw ¼ wwM

18 1� wwð Þ : (9.62)

Equations (9.61) and (9.62) are useful for biomass combustion calculations and

for determining its calorific and exergetic content. Thus, the gross calorific value of

biomass can be calculated with

GCV ¼ 34:91wC þ 117:83wH þ 10:05wS � 1:51wN � 1:034wO

� 2:11wash (9.63)

(see Van Loo and Koopejan 2008). The net calorific value is calculated under the

constraint that water in the exhaust gases is in the vapor phase and all exhaust gases

are at the same temperature as the biomass at the feed (standard temperature).

The net calorific value can be calculated with

NCV ¼ GCV 1� wwð Þ � 2:444ww � 2:444wH � 8:936ð1� wwÞ: (9.64)

Szargut (2005) gives an equation for the chemical exergy of biomass (where the

contribution of the sulfur to the combustion process is ignored):

echx;Bmass ¼ NCV � 1:0347þ 0:014
XH

XC

þ 0:0968
XO

XC

þ 0:0493
XN

XC

� �
: (9.65)

The stoichiometric equation for complete biomass combustion with pure oxygen

is as follows:

CXC
HXH

OXO
NXN

SXS
ashXash

H2Oð ÞXw
þ XO2

O2

! XCCO2 þ XH2OH2Oþ XN=2N2 þ XSSO2 þ Xashash, (9.66)
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where XO2
¼ 2XC þ XH=2þ 2XS � XO; XH2O ¼ XH=2þ Xw. The corresponding

energy balance is written as

hBMAF ¼ hBM � Xashhash ¼ XChCO2
þ XH2OhH2O þ XShSO2

þ NCV, (9.67)

where hBM is the formation enthalpy of biomass with respect to chemical elements

and hBMAF is the same for the ash-free biomass.

The general chemical equation of biomass combustion with enriched oxygen

and flue gas recirculation is CXC
HXH

OXO
NXN

SXS
ashXash

H2Oð ÞXw
þ lXO2

½z O2 þ 3:76N2ð Þ þ z� 1ð ÞO2� ! Prodþ Xash ash, where l 	 1 is the excess

oxygen; 3.76 is the concentration of nitrogen in fresh air, z ¼ 0� 1 is the fraction

of fresh air, and “Prod” are the reaction products in the form of flue gas. Assuming

complete combustion, then Prod ¼ XCCO2 þ XH2OH2Oþ XSSO2 þ XN2
N2

þ l� 1ð ÞXO2
O2, where the stochiometric coefficients for nitrogen is

XN2
¼ XN=2þ 3:76lzXO2

.

Using Eqs. (9.59) to (9.67), it is easy to obtain the plot on Fig. 9.59 illustrating

the variation of adiabatic flame temperature and conversion efficiency of a typical

biomass with the moisture content. The energy and exergy efficiencies are calculated

based on the useful work generated and the energy/exergy input (see Fig. 9.58) as

� ¼ 1� T0
Tad

c ¼ NCV

exch
� 1� T0

Tad

� �
9>>=
>>;: (9.68)
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Fig. 9.59 Variation of adiabatic flame temperature, energy and exergy efficiency of biomass

conversion with the moisture content
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The maximum conversion efficiencies are obtained with dry biomass (moisture

content 0%) and excess oxidant (air) as low as the stoichiometric one (l ¼ 1). In these

conditions, the adiabatic flame temperature as well as the maximum biomass energy

conversion efficiencies reach values around Tad ¼ 1;280� 1;300�C, � ffi 80%,

and c ffi 72%. Table 9.13 lists the characteristics of some biomass resources.

9.6.2 Conversion of Biomass in Biofuels

Biomass can be converted to a gaseous fuel by the two routes that were suggested in

Fig. 9.57, namely the thermochemical and biochemical conversion routes. Through

the thermochemical conversion route biosyngas is obtained, while by biochemical

conversion one can generate either biogas or hydrogen.

The first step in thermochemical conversion of biomass is pyrolysis. Biomass

pyrolysis refers to a process in which biomass is exposed to high temperatures in the

absence of air, causing the biomass to decompose. The end product of pyrolysis is a

mixture of solids (char), liquids (oxygenated oils), and gases (CH4, CO, and CO2).

Flash pyrolysis gives high oil yields, but because of the technical effort needed to

process pyrolytic oils, this energy-generating system does not seem very promising

at the present stage of development. However, pyrolysis as a first stage in a two-

stage gasification plant for straw and other agricultural feedstocks that pose techni-

cal difficulties in gasification does deserve consideration.

There are several widely used process designs for biomass gasification:

(1) staged reformation with a fluidized-bed gasifier, (2) staged reformation with a

screw auger gasifier, (3) entrained flow reformation, and (4) partial oxidation. In

staged steam reformation with a fluidized-bed reactor, the biomass is first pyrolyzed

in the absence of O2. Then the pyrolysis vapors are reformed to synthesis gas with

steam, providing added H2 as well as the proper amount of O2 and process heat that

comes from burning the char. With a screw auger reactor, moisture (and O2) is

introduced at the pyrolysis stage, and process heat comes from burning some of the

gas produced in the latter. In entrained flow reformation, external steam and air are

introduced in a single-stage gasification reactor. Partial oxidation gasification uses

Table 9.13 Characteristics of some biomass resources

Biomass type

Moisture

content (% wb)

Bulk density

(kg wb/m3) Tad (
�C)

GCV (MJ/

kg db)

NCV (MJ/

kg wb)

exch (MJ/

kg wb)

Wood pellets 10 600 1,140 19.8 16.4 18.3

Woodchips 30–50 250–450 530–840 19.8 8–12.2 8.9–13.6

Sawdust 50 240 530 19.8 8 8.9

Bark 50 320 540 20.2 8.2 9.2

Grass 18 200 1,020 18.4 13.7 15.3

Cereals 15 175 1,065 18.7 14.5 16.2

Straw 15 120 1,065 18.7 14.5 16.2

Olive kernels 53–63 650–1,130 370–530 21–23 6.5–8.5 7.1–9.0

db dry basis; wb wet basis in percent by weight
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pure O2 with no steam, to provide the proper amount of O2. Using air instead of O2,

as in small modular uses, yields produced gas (including NO) rather than synthesis

gas. A workable gasification process requires development of some technology,

such as feed processing and handling, gasification performance improvement,

syngas cleanup and conditioning, development of sensors, instruments and controls,

process integration, and materials used for the systems.

The typical biochemical route to biomass gasification leads to biogas generation.

Biogas, also termed methane or gobar gas, comprises a mixture of gases. It is a fuel

of high caloric value resulting from anaerobic fermentation of organic matter called

biomass. Composition of this gas varies with the type of organic material used.

The caloric power of biogas depends on the amount of methane in its composition,

which could reach 20 to 25 MJ/m3. Biogas can be used for stove heating, water

heaters, flowtorches, motors, and other equipment. Biogas contains typically

60% to 70% methane and 30% to 40% carbon dioxide with traces of nitrogen,

ammonia, hydrogen, and hydrogen sulfide.

Several biodigester models are available. In a basic one, the digester is a

reservoir built of bricks or concrete below ground level. A wall divides the

biodigester into two semicylindrical parts for the purpose of retaining and providing

circulation for the biomass loaded in a biofertilization process. The biodigester is

loaded through the charge box, serving as a pre-fermenter. The load is typically a

slurry containing biomass mixed with water. The charge box communicates with

the digester through a pipe going down to the bottom. The output of the biofertilizer

is through another pipe at a level that ensures that the amount of biomass entering

the biodigester is the same as that leaving it in biofertilizer form. It should also have

a discharge box, tank, or dam to pump and/or deliver the biofertilizer directly to the

consumer. For a production capacity of 5 to 6 m3 biogas per day, the biodigester

has 3-m diameter and 3-m height, consumes 250 L of biomass per day, and has

a retention time of about 50 days. The biodigester is usually buried because

underground temperatures are higher and more constant. The process is affected

by the material temperature (commonly 30–35�C), biodigestion acidity (i.e., pH:

preferably 6–8), nutrients (e.g., N2) and their concentration, and the concentration

of solids (commonly 7–9%).

The type of biomass used in the biodigester can be diverse, including residues

from industrialization of fruits, meats, cereals, and alcohol. Urban garbage can also

be used as feedstock for biodigesters and transformed thus into sources of energy.

The specific production of biogas is presented in Table 9.14 for various kinds

of feedstock.

Similar to the case of biomass conversion into gas, its conversion into liquid

fuels can be done through thermochemical or biochemical routes. Through lique-

faction one obtains fuel oil. Liquefaction can be done by exposing a mixture of

liquid water and solid biomass to high pressures and high temperature. The pressure

is commonly of the order of 200 bar (that is close to the critical pressure of water).

The biochemical route occurs through fermentation and leads to production of

alcohols. In general, through biofuels, liquid fuels are obtained from biomass

(biodiesel, bioethanol, biomethanol, biogasoline, etc.). However, the term biofuel
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is general, referring to any kind of fuel derived from biomass, be it gas (biogas,

hydrogen, carbon monoxide), liquid, or solid (the biomass itself is a solid fuel).

Thus, in general, biofuels include wood, wood waste, wood liquors, peat, railroad

ties, wood sludge, spent sulfite liquors, agricultural waste, straw, tires, fish oils, tall

oil, sludge waste, waste alcohol, municipal solid waste, landfill gases, other waste,

and ethanol blended into motor gasoline.

Hydrogen can be also generated from biomass through several methods. These

are discussed in detail in Chapter 13.

9.6.3 Electricity Generation

Several alternatives are available for generation of electric power from biomass.

The simplest possibility to do this is by direct combustion of biomass to fire a steam

generator that drives a turbine. Biomass combustion facilities also can be coupled

with organic Rankine cycles, which are characterized by good turbine efficiency at

low installed capacities. A basic biomass combustion facility coupled with a steam

power plant is shown in Fig. 9.60.

In this system, biomass is first dried using the flue gas heat generated by the

combustion process itself. Next, the dried biomass is combusted and the hot flue gas

used to generate steam for a steam Rankine cycle power generator. Figure 9.61

shows an improved power generation system that generates electricity and steam

from biomass energy. This system uses biomass gasification to generate clean

synthesis gas that is fed into a solid oxide fuel cell (SOFC) system. The reaction

products generated by SOFC are further combusted and the combustion heat used

for air preheating and steam generation. Steam is partly used by the gasification

process, and partly is supplied to users as a form of cogenerated heat. The remaining

heat of the flue gases is used to dry the biomass prior to gasification.

Colpan et al. (2010a) analyzed and compared the efficiency and environmental

impact of the power generation systems shown in Fig. 9.60 (conventional system)

and Fig. 9.61 (advanced system with biomass gasification). Note that HRSG in the

Table 9.14 Specific biogas production for several kinds of vegetable and manure

feedstock

Feedstock

Production (m3 gas

per ton of

feedstock) Feedstock

Production (m3 gas

per ton of

feedstock)

Bean straws 380 Rice straws 300

Sunflower leaves 300 Wheat straws 300

Soy straws 300 Linen stem 360

Potato leaves 270 Dry tree leaves 250

Grapevine leaves 270 Birds 55

Bovines 40 Equines 48

Suidae 64 Oviparous 70
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figure means heat recovery steam generator. The environmental impact of these

systems can be assessed by calculating the specific greenhouse gas emissions,

which are defined as the ratio of the GHG emissions from the system to the net

power output of the system. From the viewpoint of energy and environment, the

lower the ratio, the more environmentally friendly the system; the ratio is given as

_mGHG= _Wnet. Assuming the case study data summarized in Table 9.15, the results

BIOMASS 
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BIOMAS
DRYER

STEAM
TURBINE

CONDENSER

HEAT
RECOVERY
STEAM
GENERATION

PUMP

EXHAUST

COMBUSTOR
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Fig. 9.60 Conventional biomass-fueled power generation system
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Water
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Fig. 9.61 Advanced power generation system with biomass gasifier and SOFC [modified from

Colpan et al. (2010a)]
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presented in Fig. 9.62 are obtained. For the advanced system, the syngas composi-

tion is first calculated as 2.08% CH4, 42.75% H2, 25.80% CO, 9.44% CO2, and

19.93% H2O. The average current density of the cell is 0.253 A/cm2 for the cell

operating voltage of 0.7 V. It is found that the fuel utilization of the SOFC is 82%.

As shown in Fig. 9.62, the electrical and exergetic efficiencies of the conven-

tional system are 8.3% and 7.2%, respectively, whereas the electrical and exergetic

efficiencies of the advanced system are 44.9% and 41.1%, respectively. The

environmental impact of the systems studied is compared calculating the specific

GHG emissions from these systems. It is found that the conventional system has

higher GHG emissions compared to the advanced system. As shown in Fig. 9.62,

Table 9.15 Case study parameters for conventional and advanced biomass

power generation

Environmental temperature 25�C
Type of biomass Wood

Ultimate analysis of biomass (%wt dry basis) 50% C, 6% H, 44% O

Moisture content in biomass (%wt) 30%

Exhaust gas temperature 127�C
Conventional system (Fig. 9.60)

Conditions of the steam entering the steam turbine 20 bar (saturated)

Pressure of the condenser 1 bar

Isentropic efficiency of the steam turbine 80%

Isentropic efficiency of the pump 80%

Electricity generator efficiency 98%

Advanced system (Fig. 9.61)

Moisture content in biomass entering the gasifier (%wt) 20%

Temperature of syngas exiting the gasifier 900�C
Temperature of steam entering the gasifier 300�C
Molar ratio of steam to dry biomass 0.5

Number of cells per SOFC stack 50

Temperature of syngas entering the SOFC 850�C
Temperature of air entering the SOFC 850�C
Pressure of the SOFC 1 atm

Cell voltage 0.7 V

Reynolds number at the fuel channel inlet 1.2

Excess air coefficient 7

Active cell area 10 � 10 cm2

Number of repeat elements per single cell 18

Flow configuration Co-flow

Manufacturing type Electrolyte supported

Thickness of the air channel 0.1 cm

Thickness of the fuel channel 0.1 cm

Thickness of the interconnect 0.3 cm

Thickness of the anode 0.005 cm

Thickness of the electrolyte 0.015 cm

Thickness of the cathode 0.005 cm

Pressure ratio of the blowers 1.18

Isentropic efficiency of the blowers 0.53

Pressure ratio of the pump 1.2

Isentropic efficiency of the pump 0.8

Inverter efficiency 0.95

Data from Colpan et al. (2010a)
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the specific GHG emissions are 4.564 g CO2 eq/Wh and 0.847 g CO2 eq/Wh for the

conventional and the advanced system, respectively.

Figure 9.63 suggests an improved system that uses several thermodynamic

cycles to generate power and heat through biomass gasification. The gasifier

module converts biomass to a clean gas for power and steam generation with a

combined system including a Brayton cycle, a steam expansion turbine, and a solid

oxide fuel cell. In this system, biomass is gasified first and used in a gas turbine and

a fuel cell system that operate in parallel. The uncombusted gases are directed

toward a low-pressure combustor where additional combustion is applied at low

pressure. The flue gases are used to generate high-pressure superheated steam that

is expanded in a steam turbine. The resulting low pressure steam can be used for

some heating applications. Another part of the high pressure steam is used for the

gasification process.

The combined heat and power generation (via biomass gasification techniques

connected to gas-fired engines or gas turbines) can achieve significantly higher

electrical efficiencies, between 22% and 37%, than those of biomass combustion

technologies with steam generation and steam turbine, 15% to 18%. If the gas

produced is used in fuel cells for power generation, an even higher overall electrical

efficiency can be attained, in the range of 25% to 50%, even in small-scale biomass

gasification plants and under partial-load operation.

Due to the improved electrical efficiency of the energy conversion via gasifica-

tion, the potential reduction in CO2 is greater than with combustion. The formation

of NOx compounds can also be largely prevented, and the removal of pollutants is

easier for various substances. The NOx advantage, however, may be partly lost if

the gas is subsequently used in gas-fired engines or gas turbines. Significantly,

lower emissions of NOx, CO, and hydrocarbons can be expected when the gas

produced is used in fuel cells rather than in gas-fired engines or gas turbines.
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Fig. 9.62 Efficiency and GHG emission for conventional and advanced biomass power genera-

tion systems analyzed above [data from Colpan et al. (2010a)]
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When biomass is converted to biogas, then electric power generators based on

internal combustion engines can be used for power production. It is also possible to

couple biogas production facilities with micropower plants comprising gas turbines

cascaded with reciprocating internal combustion engine. For micropower plants,

alcohol and gasoline motors can be made to operate with methane without affecting

their operational integrity. This adaptation is made by installing a cylinder of biogas

in place of using conventional fuel. For gas flow regulation, a reducer is placed

close to the motor.

It is interesting to introduce here the concept of biorefinery, which is an

integrated hybrid system with multigeneration. The two technological platforms

for biomass conversion, the biochemical and thermochemical ones, can be com-

bined into the general concept of biorefinery. This is a facility that processes

biomass to generate multiple products such as biodiesel, bioethanol, other liquid

fuels, electric power, heat, hydrogen, and valuable bioproducts or biochemicals.

The concept of biorefinery is illustrated schematically in Fig. 9.64.

The upper branch comprises thermochemical processes (see the figure), includ-

ing gasification, gas separation, hydrogen production, Fischer–Tropsch synthesis to

produce biodiesel, and heat recovery to produce steam, process heat and electricity.

The lower branch comprises mostly biochemical processes including lignin separation

from biomass. Lignin is a valuable commercial product that can be used in many

chemical processes such as water formulation of dyes, production of humic acid and

vanillin, an agent for leather tanning, and polyurethane foam.
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Through further enzymatic hydrolysis of cellulose one can produce a large

variety of sugar intermediates. Further fermentative processes lead to production

of ethanol and other biochemical by-products.

9.7 Ocean Thermal Energy

The temperature gradient of the ocean’s depth results in a temperature difference

just large enough over reasonable depths to extract thermal energy at low efficiency.

This is called ocean thermal energy conversion (OTEC). Ammonia–water Rankine

and Kalina cycles were proposed for OTEC. In arctic regions the difference in

the temperature between water and cold atmospheric air can reach 40�C; in such

locations there is potential for OTEC that operates between the surface water

(heat source) and the atmospheric air (heat sink).

An OTEC system configuration is illustrated in Fig. 9.65. The system is basically

a Rankine cycle operating with ammonia as the working fluid. The system can be

installed on a floating platform or on a ship. It uses the surface water as the source.

Normally, the water at the ocean surface is at a higher temperature than the water at

the ocean’s depths. The surface water is circulated with pumps through a heat

exchanger that acts as a boiler for ammonia. Water from the deep ocean at 4�C
is pumped to the surface, and used as the heat sink in an ammonia condenser.

Basically, the ocean surface in tropical oceans is warmed by the solar radiation

to a depth of about 50 m. At depths of 1,000 m or more, the temperature is quasi-

constant at 4�C. Therefore, all year round in tropical oceans there is a quasi-constant
temperature difference between the surface and the deep water of 20� to 25�C. The
thermodynamic limit for OTEC as expressed by the Carnot factor is 6% to 10%.
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Experimental tests and calculations show that at least 3% to 5% conversion is

achievable (see comments in Zamfirescu and Dincer 2008b and Avery et al. 1985).

Ammonia Rankine or Kalina cycles are the preferred solution for OTEC because the

turbine shaft of the Rankine or Kalina power plant is connected with an electric

generator to generate electricity. In general, it is difficult to transport the electricity

generated by an OTEC plant ship since it is supposed to operate far from the shores.

Thus, transporting the energy in chemicals is a better option. One cited option is to

produce hydrogen from OTEC. This can be done through ocean water electrolysis.

According to past studies [e.g., Avery et al. (1985)] building OTEC plant ships that

generate hydrogen, transporting it to shore, and converting it into electricity are

economically feasible in units of 150 to 400 MW electrical energy each.

It is suggested that hydrogen can be transported to shore either in the compressed

phase, as cryogenic liquid, or by incorporating it into ammonia or methanol, which

are substances relatively easy to manufacture onboard the plant ship. Calculations

by Avery et al. (1985) show that when energy is transported in the form of ammonia

or methanol, the overall electricity cost ends up to be about the same; however, the

end-user cost is about four times higher if energy is transported in the form of

liquefied hydrogen.

If the energy generated by OTEC is transported to shores in the form of ammonia

or methanol and thereafter converted back to electricity, then the overall power

production efficiency is about the same for both cases. However, if the OTEC

energy is transported in the form of liquefied hydrogen, then the overall cost of

electricity is estimated to be four times higher.
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Figure 9.66 compares the energy breakthroughs at OTEC using cryogenic

hydrogen or ammonia. The efficiency of OTEC electricity generation onboard the

ship is assumed conservatively at 3%. The fuel conversion efficiency is defined as

the energy in produced fuel with respect to HHV divided by the electrical energy

input consumed by the fuel-generating plant. This efficiency is denoted by �FP.
In the case of a cryogenic hydrogen carrier, from the total of 100% electrical power

input, the hydrogen production and transport facility loses (see Figure 9.66) 7.1%

for water desalination, 63.4% for water electrolysis, 19.2% for hydrogen lique-

faction, 6.3% for oxygen liquefaction (whereas the oxygen is to be used on the

shore to produce electricity in fuel cells with improved efficiency), and 4% for

hydrogen leaks during transport. At electricity production on the shore, hydrogen

and oxygen are recombined in fuel cell systems cascaded with gas turbines and the

Rankine cycle, operating at an assumed efficiency of 70%. Thus the hydrogen

production efficiency (including the transport) is evaluated at 53%, while the overall

OTEC electric power production on the shore is generated with the estimated

efficiency of 1.1%.

In the case of ammonia as the carrier, the Haber–Bosch process is used for

synthesis onboard. The electrolysis of water consumes 76% of the OTEC electricity

generated onboard, air separation (needed to produce nitrogen) consumes 9% of the

OTEC electricity, and water desalination consumes 9%. The ammonia synthesis

reaction is exothermic; thus, it allows for the opportunity of heat recovery within

the process. The ammonia production and transport efficiency is 80% and

the overall electricity generation efficiency on the shore is 1.4%. For electricity

generation, ammonia used in fuel cells is assumed to be 60% efficient.

9.8 Tidal and Wave Energy

Apart from being an immensely large thermal energy storage system (which is an

indirect form of solar energy storage), oceans are at the same time huge reservoirs

of mechanical energy. This mechanical energy manifests in the form of tides, ocean
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Fig. 9.66 Energy breakthroughs at OTEC using cryogenic hydrogen (a) or ammonia (b) as energy

carriers [data from Avery et al. (1985)]
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currents, and ocean waves. The kinetic energy resulting from the moon’s (in

addition to the sun’s smaller) gravitational pull on the oceans under the earth’s

rotation produces a diurnal tidal effect. The formation of tides is explained in

Fig. 9.67. Basically two bulges of water are formed at the equatorial belt due to

the combined action of gravitational and centrifugal forces. Tidal energy shows

good potential for electric energy generation. Their associated energy can be

converted into electricity by two methods:

l Generation of a difference in water level through impoundment. When tides

come into the shore, they can be trapped in reservoirs behind the dams. Then

when the tide drops, the water behind the dam can be let out just like in a regular

hydroelectric power plant. Since the tidal water level difference is rather small,

Kaplan turbines are mostly used to generate power.
l Momentum transfer between the currents generated by tides and a conversion

device such as water turbine. Ocean current-harvesting systems are used to

rotate propellers that are coupled to electric generators.

Tidal impoundment (barrage) system can have three methods of operation

depending on the phase when the tide generates power: ebb generation, flood

generation, and two-way generation. When ebb generation is applied, the basin is

filled during the flood tide. During the night additional water can be pumped into

the basin as a means of energy storage during the off-peak hours. When the tide

ebbs low enough, water is discharged over turbine systems that generate power. In

flood generation, the dam gates are closed such that the water level increases on the

ocean side until it reaches the maximum. Then water is allowed to flow through the

turbine systems and to charge the basin while generating power. In two-way

generation, electricity is generated both in the flood and the ebb phases of the

tide. In Table 9.16 are listed some of the main tidal power generation systems and

their principal characteristics. The world’s largest tidal power generation site is in

France at La Rance, with an installed capacity of 240 MW that operates with

24 reversible turbines and a hydrostatic head of 5 m.

Ocean water currents are generated by the action of tides, the earth’s spinning,

the heat cycle of tropical solar energy, and superficial winds. The water current’s

energy can be extracted through current turbines submerged in water. Basically,

water current turbines are similar to wind turbines, with the difference that the
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Fig. 9.67 Explaining the formation of tides
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density and the viscosity of water are 100 and 1,000 times higher, respectively, than

that of air. Therefore, there are some differences in operating conditions of water

current turbines versus wind turbines. Similarly as for wind turbines, water current

turbines are made in horizontal axis or vertical axis construction. The thrust

generated by water current turbines is much higher than that specific to wind

turbines; therefore, their construction material must be more massive and resistant.

Surface winds, tides, and ocean currents contribute to the formation of ocean

waves. The energy of waves can be collected with floating bodies that execute

elliptic movement under the action of gravity and wave motion. The wave energy

can be measured in terms of wave power per meter of wave front. The highest wave

power on the globe appears to be in southern Argentine across the Strait of

Magellan where wave power density can reach 97 kW/m. Also along the south-

western coast of South America, the wave power density is over 50 kW/m and often

over 70 kW/m. In southwestern Australian coasts the wave power reaches 78 kW/m.

In the Northern Hemisphere, the highest wave intensity is found along the coast of

western Ireland and the UK with magnitudes around 70 kW/m. The southern coast of

Alaska records wave power density of up to 65 to 67 kW/m. The wave power density

on other coastal regions varies from about 10 kW/m to 50 kW/m. This impressive

amount of energy can be converted into electricity with relatively simple mechanical

systems that can be classified into two kinds: buoy and turbine type.

The principle of operation schematic of a buoy-type wave energy converter is

shown in Fig. 9.68 and operates based on hydraulic-pneumatic systems. The buoy

oscillates according to the wave movement at the ocean’s surface. It transmits the

reciprocating movement to a double effect hydraulic pump that is anchored rigidly

on the ocean bottom. The pump generates a pressure difference between two

pneumatic-hydraulic cylinders. A hydraulic motor generates shaft work by dischar-

ging the high-pressure liquid into a low-pressure reservoir. The shaft work turns an

electric generator that produces electricity.

The energy of waves is correlated with the energy of surface winds. Two issues

are important in determining the interrelation between the wave height and the wind

characteristics, namely the wind–water fetch (i.e., the length over which the

superficial wind contacts the water) and the duration of the wind. For example, if

the wind blows constantly for 30 hours at 30 km/h and contacts the water over a

length of 1,200 km, the wave height can reach 20 m (see Da Rosa 2009). The power

density of the wave in deep ocean water can be approximated with

_W ¼ 0:5vrgh2; (9.69)

Table 9.16 Some of the major tidal impoundment sites

Location Head (m) Mean power (MW) Production (GW h/year)

Minas–Cobequid, North America 10.7 19,900 175,000

White Sea, Russia 5.65 14,400 126,000

Mount Saint Michel, France 8.4 9,700 85,100

San Jose, Argentina 5.9 5,970 51,500

Shepody, North America 9.8 520 22,100

Severn, UK 9.8 1,680 15,000

Data from O’Rourke et al. (2010)
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while in shallow waters it is about half of this; in Eq. (9.69) v is the eave speed,

r is the water density, g ¼ 9:81m/s2 is the gravity acceleration, and h is the height

of the wave. Thus, a 10-m wave propagating with 1 m/s carries a power density

of 49 kW/m.

If the waves are high, arrangements can be made in such a way that a difference of

level can be created constantly through impoundment. Thus, the top of the wave

carries waters over the impoundment constantly filling a small basin at a higher water

level. The water-level difference is turned into shaft work by a Kaplan turbine system.

9.9 Concluding Remarks

In this chapter, renewable energy sources and the related energy conversion tech-

nologies were introduced for specific sources and applications. The renewable

energy sources were classified into fundamental sources and energies derived

from solar radiation (wind, waves, hydro, ocean thermal, and biomass energy).

Solar energy, wind, geothermal, hydropower, biomass energy, and ocean energy

were analyzed. The thermodynamic limits of renewable energy conversion into

work were derived. Determining the energy and exergy efficiency of the processes

was emphasized. The available technologies for converting renewable energies into

work, heat, synthetic fuels, and hydrogen were analyzed. It appears that integrated

hybrid systems show the potential for better renewable resource utilization and

generating multiproducts.
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Nomenclature

C Concentration ratio

COP Coefficient of performance

Cp Power coefficient (�), specific heat (J/kg K)

e Elementary electric charge (C)
_Ex Exergy rate (W)

FF Filling factor

GCV Gross calorific value (MJ/kg)

h Specific enthalpy (J/kg) or (J/mol)

I Irradiation (W/m2), current intensity (A)

kB Boltzmann constant

LEC Levelized electricity cost

M Molecular mass (kg/kmol)

NCV Net calorific value (MJ/kg)

Q Heat (J)

R Radius (m), resistance (O)
T Temperature (K)

U Heat transfer coefficient (W/m2 K)

V Voltage (V), velocity (m/s)

W Work (J)

w Moisture content

Greek Letters

a Absorptivity

g Intercept factor

e Emissivity

� Energy efficiency

m Chemical potential

f Subunitary factor

w Factor

c Exergy efficiency

r Reflectivity (�); density (kg/m3)

z Shading factor

s Stefan–Boltzmann constant (W/m2 K4)

t Transmissivity

y Dimensionless temperature

O Solid angle

’ Angle
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Subscripts

0 Reference state

cog Cogeneration

coll Collector

db Direct beam

e Emitted or electric

diss Dissipation

max Maximum

oc Open circuit

opt Optical

PV Photovoltaic

r Receiver

rev Reversible

S Sun

SC Solar constant

sc Short circuit

T0 Tilted surface

th Thermal

Superscripts

ð 
 Þ Rate (per unit of time)

ð Þ00 Per unit of surface

ð�Þ Dimensionless
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Study Questions/Problems

9.1 Explain and classify the renewable energies.

9.2 Describe the conversion paths of solar energy.

9.3 What is the thermodynamic limit of solar energy conversion with a blackbody

receiver?

9.4 Define the exergy of solar radiation.

9.5 Define the concentration ratio.

9.6 Explain the existence of an optimum receiver temperature.

9.7 Calculate the optimum receiver temperature using Eq. (9.10) under reason-

able assumptions.

9.8 Explain the concept of electric potential, chemical potential, and electrochem-

ical potential and the differences among them.

9.9 Define the filling factor.

9.10 Comment on the utility of solar energy maps with respect to solar energy

maps.

9.11 Describe the principle of operation of solar ponds.

9.12 Elaborate a calculation procedure of a flat plate solar collector for determining

its efficiency.

9.13 Explain thermal and optical efficiency of solar concentrators and the differ-

ence between them.

9.14 Consider the system from Fig. 9.22a. Make reasonable assumption and

calculate the cycle and its efficiency according to the first and second law of

thermodynamics.

9.15 Explain the routes for solar-biochemical conversion.

9.16 Define the cogeneration efficiency of PV/T systems.

9.17 Consider the system described in Table 9.6. Make reasonable assumptions

and calculate its efficiency under maximum solar radiation intensity.

9.18 Explain the wind-chill effect on the energy and exergy efficiency of wind

turbines.

9.19 Comment on the role of wind exergy maps.

9.20 Describe the global utilization of geothermal energy.

9.21 Explain the thermodynamic limits of geothermal energy conversion.

9.22 Consider the system from Fig. 9.50. Make reasonable assumptions and calcu-

late the cycle and determine its efficiency.

9.23 Consider the system from Fig. 9.52. Make reasonable assumptions and calcu-

late the cycle and determine its efficiency.

9.24 Explain the advantage of ammonia–water in geothermal systems.

9.25 Using the ammonia–water diagram from Appendix B (Diagram B.5, p. 799),

try to calculate the heat transfer process illustrated graphically in Fig. 9.53b.

9.26 Calculate the trilateral flash Rankine cycle with ammonia–water in EES or

using the ammonia enthalpy diagrams.

9.27 A typical hydropower setting has aDz ¼ 250m level difference between the

lake’s surface and downstream waters. On the water stream with a volume
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flow of _V ¼ 10;000 dm3/s a turbine coupled to an electric generator is

installed that produces _W ¼ 9MW power with �g ¼ 99% efficiency. Calcu-

late the efficiency of the water turbine itself, the overall efficiency, and the

power generated by the turbine.

9.28 Calculate the adiabatic flame temperature for a biomass having XC ¼ 2,

hydrogen per carbon of 2, oxygen per carbon of 0.1, nitrogen per carbon of

0.4, sulfur per carbon of 0.1, and 20% moisture by weight.

9.29 For the above case, determine the maximum energy and exergy efficiency of

combustion.

9.30 Consider the system from Fig. 9.63. Under reasonable assumptions calculate

the cycle and determine its efficiency.

Study Questions/Problems 387



Chapter 10

District Energy Systems

10.1 Introduction

During the past decade, increasing local and global problems regarding energy,

the environment, and the economy have created one of the biggest challenges for

human beings to combat through sustainable solutions. District energy systems

(DESs) for distributed heating and/or cooling, known also as district heating and

cooling (DHC) systems, appear to be part of the solutions. In some situations, for

example in the case of a major power plant, it may appear economically attractive

to build a pipe network that distributes the ejected heat among a number of

residential/commercial/industrial users covering a territory around the central

power plant. Cogeneration, geothermal, or solar energy systems are the most

suitable for being coupled to DHC. Steam, hot or cold water, or ice slurry can

be used as heat-conveying fluids. The opportunity of using a DES must be judged

first on an economic basis by comparison of the life-cycle cost (LCC) with the

cost of other competing systems, such as electrically driven heat pumps at the

user’s location. There also are some ecological benefits because CO2 or other

emissions can be reduced and controlled better from a central plant rather than

from distributed locations. In general, one recognizes that district heating (DH)

as well as district cooling (DC) may be advantageous whenever a central source

can be made available to distribute heat and/or cold to residential, commercial,

or industrial consumers.

Most of the Rankine cycle–based power plants in operation nowadays eject an

enormous amount of condensation heat into a cooling tower or a lake, even though

it is obvious that by using the ejected heat to some purpose the overall efficiency is

greatly augmented. If instead of ejecting it, the heat is distributed to a number

of users over a territory around the power plant, one has a district heating system.

Up to the present, this philosophy of design has been applied in a limited fashion in

many European and North American countries, where the planned economy and

political will allowed for large capital investments in network infrastructure.

Basically, DESs convert the primary energy in a commodity (heating and/or

cooling) that can be bought or sold. The energy distributed by a DES can provide

space heating, air conditioning, refrigeration, domestic hot water, and industrial

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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process heating and cooling, and often cogenerates electricity locally. Even more

recently, there has been an attempt to look at the hydrogen production options in a

combined or integrated form.

There can be a large number of central sources suitable for DHC: fossil fuels

(coal, natural gas, oil, or other petroleum products) and nuclear-based power plants

with cogeneration of electric power and heat, geothermal energy exploitation

facilities, solar collector fields, city waste incinerators, and any combination of

these. Typically, the carrier fluids are steam or hot or cold water and the more

recently developed ice slurry, which is a mixture of water, ice particles, and

antifreeze. The chilled water or the ice slurry can be produced by heat-driven

absorption chillers (e.g., lithium bromide or ammonia–water), steam turbo-chillers,

or steam ejectors, or mechanically driven vapor compression chillers.

The overall layout of a DES consisting of a central heat/cold production,

a distribution network, and user equipment at consumers’ locations is illustrated

in Fig. 10.1a. The fluid carrying the thermal energy can be completely recirculated

in a closed loop, or partially or totally drained (e.g., in the case of steam) at the

users’ locations. Figure 10.1b illustrates a district heating system layout. In this

case, at the heat production site, there can be a combined heat and power (CHP)

plant, a fuel boiler, a thermal storage system, or a combination of these. The

primary source can be fossil fuel or biomass, nuclear, geothermal, or solar energy.

Through the heat transmission network, hot water or steam may circulate, depend-

ing on the design option. At the user’s site, various heat exchangers can be used to

1) Heat Production Facilities
- Combined heat and power plant
- Heat exchangers
- Boilers
- Heat accumulator

2) Heat Transmission Facilities
- Distribution network

3) Heat Consumer Facilities
- Public and private buildings
- Commercial and public institutions
- etc.

1) Heat Supply & Cooling 
Production Facilities
- Integrated heat supply plant
- Cooling system
- Cold thermal energy storage

2) Cold Transmission Facilities
- Distribution network

3) Cold Consumer Facilities
- Public and private buildings
- Commercial and public institutions
- etc.

Energy Source
(Central Site)

a

b

c

Distributed Users

Distribution
Network

User Equipment

Drain

Fig. 10.1 (a) A general layout of a district energy system and basic flowcharts for (b) district

heating and (c) district cooling applications
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serve for space heating, water heating, or industrial process heating. Figure 10.1c

presents the general district cooling system layout. In this case, at the central site, a

primary thermal energy (in general, in the form of a hot source) is converted into

cold thermal energy. This can be done through an absorption chiller. An alternative

is to use an electrically driven chiller. The central production site can also be

equipped with a cold thermal energy storage system that has the advantage of

allowing for cooling load levelizing (this is a better match for cold production and

demand) during the day, week, or season.

In general, the most expensive component of a DES is the piping network made

from a combination of field-insulated and preinsulated pipes either embedded in a

concrete tunnel or buried in the ground, or a combination of the two. Its capital cost

may range between 50% and 75% of the total. The user’s equipment is assumed

to be the least expensive, and can be formed from simple heat exchangers and

distribution/regulating valves.

The fact that the distribution network is relatively expensive makes DHC

systems most attractive in major cities, high-density building clusters, tall buildings

with high thermal (heat or cold) load, and industrial parks. In Table 10.1, we

quantify the desirability of a DES as a function of the land use and the specific

thermal load. When cooling and heating is required simultaneously (e.g., in the case

of industrial processes or if a refrigerated storage facility that requires cooling is in

the vicinity of building settings that require heating), this can be economically

advantageous because a central large capacity heat pump can generate both cooling

and heating at a lower cost than individual on-site units.

The DHC systems are expected to provide other environmental and economic

benefits:

l Reduced local/regional air pollution
l Increased opportunities to use ozone-friendly cooling and heating technologies
l Infrastructure upgrades and development that provide new jobs
l Enhanced opportunities for electric peak reduction through chilled water or ice

storage
l Increased feasibility of thermal energy storage at the central location for better

energy management
l Better part-load capability and efficiency (multiple units can be used to adjust to

variable demand)
l Increased fuel flexibility

Table 10.1 Some technical aspects of DES

Land use Specific thermal load (MW/ha) DES desirability

Downtown, skyscrapers >0.70 Very favorable

Downtown, multistoried buildings 0.51–0.70 Favorable

City center; multifamily apartments,

commercial building settings

0.20–0.50 Possible

Two-family residential building 0.12–0.20 Questionable

Single-family residence <0.12 Unfeasible

Data from (Karlsson 1982)
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l Better energy security
l Better energy efficiency, lower operating and maintenance costs, specifically in

large facilities
l Concentration of specialized personnel at the central plant location for better

economics
l Better building economics by not needing on-site personnel for boiler or chiller

surveillance
l Possibility of expansion to accommodate future growth (of network and central

plant)
l Reducing the costs related to metering of the distributed energy
l Better noise and environment pollution control; CO2 sequestration facilitated at

the central location

The DHC’s potential can be realized through policies and measures to increase

awareness and knowledge of these systems; recognize the environmental benefits of

district energy in air quality regulation; encourage investment; and facilitate the

increased use of district energy in government, public, commercial, industrial, and

residential buildings.

During the past few decades, there have been various key initiatives taken by

major energy organizations (e.g., the International Energy Agency [IEA], the U.S.

Department of Energy, Natural Resources Canada, etc.) on the implementation of

DHC systems all over the world as one of the most significant ways to (1) maximize

the efficiency of the electricity generation process by providing a means to use the

waste heat, saving energy while also displacing the need for further heat-generating

plants; (2) share heat loads, thereby using plants more effectively and efficiently;

(3) achieve fuel flexibility and provide opportunities for the introduction of renew-

able sources of energy as well as cogeneration and industrial waste heat.

Furthermore, the IEA has developed a strategic document (IEA 2004) as an

implementing agreement on DHC, including the integration of CHP, focusing on

the following:

l Integration of energy-efficient and renewable energy systems for limited

emissions of greenhouse gases
l Community system integration and optimization, use of waste thermal energy,

renewable energy and CHP, for a better environment and sustainability
l Reliability, robustness, and energy security for effective maintenance and

management of buildings
l Advanced technologies for an improved system integration, including infor-

mation systems and controls
l Dissemination and deployment for rapid changes to foster energy efficiency and

sustainability

Here, we present the historical development of DES, and we discuss some

technical, economical, environmental, and sustainability aspects of these systems,

their performance evaluation tools in terms of energy and exergy efficiencies, and

LCC and life-cycle savings. The use of LCC or life-cycle savings criteria for
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evaluating the feasibility of DHC versus other competing systems is discussed.

Several design aspects of the DHC system are introduced. Some case studies and

several numerical examples are also presented to highlight the importance of

exergy use as a potential tool for system analysis, design, and improvement.

10.2 Distributed Energy Systems Description

The central energy source and the distribution network are two capital intensive

components of the DES. It is important to understand the role and structure of these

two subsystems, their development, the status of the present technology, and their

future role as related to environment and sustainability. First, we briefly follow the

historical dissemination and evolution of DES in the world; thereafter, we comment

on the importance of cogeneration as central source for distributed energy systems.

In this section, flow diagrams of DHC networks, piping layouts, and other techno-

logical and design issues are discussed.

10.2.1 Historical Development and Perspectives
of District Energy Systems

The development of district heating systems traces back to antiquity when the

Roman Empire developed thermaes (public baths) supplied by centrally heated

water. Probably, the oldest DH system that is in operation today is the one created in

the early fourteenth century in Chaudes-Aigues Cantal, a village in France. This

system distributed warm water through wooden pipes and is still in use today. The

first commercial DH system was created by Birdsill Holly in Lockport, New York,

in 1877 (Dincer and Hepbasli 2010). In this system, the boiler is used as the central

heat source and the system supplies a loop consisting of steam pipes, radiators,

and even condensate return lines. At first, the system attracted a dozen customers.

Only 3 years later, it served several factories as well as residential customers and

had extended to a �5-km loop.

The largest commercial district heating system in the United States that has

operated continuously since 1882 is installed in New York (ConEd 2008).

In addition to providing space and water heating, steam from the system is used

in restaurants for food preparation, as process heat in laundries and dry cleaners, as

well as in power absorption chillers for air conditioning.

The city of Paris operates a geothermal district heating system that delivers hot

water at �65�C, while the city of Vienna has a district heating system totaling a

capacity of over 5 GWh/year. In Germany the district heating system has a market

share of about 14%; the former Soviet Union, during the Communist era, developed

most of its coal power plants as cogeneration units to supply heating to neighboring

buildings (Skagestad and Mildenstein 2002).
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The roots of district cooling (DC) systems go back to the nineteenth century.

A DC system was initially introduced as a scheme to distribute clean, cool air to

houses through underground pipes. Probably the first known DC system began

operations at Denver’s Colorado Automatic Refrigerator Company in late 1889.

In the 1930s, large DC systems were created for Rockefeller Center in NewYork City

and for theU.S. Capitol buildings inWashington, DC. So far fewEuropean cities have

adopted DC systems for applications (National Academy of Sciences 1985).

It is believed that district energy in Canada began in London, Ontario, in 1880.

The London systemwas built in the form of a group of systems serving the university,

hospital, and government complexes. The University of Toronto is known to have

developed a DH system in 1911 that served the needs of the university. The first

commercial DH system in Canada was established in 1924 in the city of Winnipeg’s

commercial core. Canada boasts the site of one of the northernmost DESs in North

America: Fort McPherson, located in the North West Territories. The Canadian

District Energy Association (CDEA) was created in 1993 in recognition of the fact

that the emerging Canadian district energy industry needed to create a common voice

to promote DHC applications. It aims to exchange and share information and

experience with its stakeholders. It has also been instrumental in helping to provide

a forum for the exchange of ideas and information, and in identifying and addressing

key technical and policy issues to advance the use of district energy in Canada. As a

recent application of a district energy system, the city of Toronto has been using cold

deep water from the Lake Ontario and heating from fuel-based cogeneration plants;

for further information, see Enwave (2005).

10.2.2 Cogeneration as a Key Part of District Energy Systems

Cogeneration, also referred to as CHP, is the simultaneous sequential production of

electrical and thermal energy from a single fuel. During the past couple of decades,

cogeneration has become an attractive and practical proposition for a wide range of

thermal applications, including DHC. Some examples are the process industries

(pharmaceuticals, paper and board, cement, food, textile, etc.); commercial, gov-

ernment, and public sector buildings (hotels, hospitals, swimming pools, universi-

ties, airports, offices, etc.); and DHC schemes. Figure 10.2 shows a comparison of

both conventional power systems and cogeneration systems. The main drawback in

the conventional system is the amount of intensive heat losses, resulting in some

drastic drops in efficiency.

The key question is how to overcome this and make the system more efficient.

The answer is clear: by cogeneration. In this regard, we minimize the heat losses,

increase the efficiency, and provide the opportunity to supply heat to various

applications and facilities. The overall thermal efficiency of the system is the

percent of the fuel converted to electricity plus the percent of fuel converted to

useful thermal energy. Typically, cogeneration systems have overall efficiencies

ranging from 65% to 90%.
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The key point here is that the heat ejected from one process is used for another

process, which makes the system more efficient, compared to the independent

production of both electricity and thermal energy. Here, the thermal energy can

be used in DH and/or DC applications. Heating applications basically include

generation of steam or hot water. Cooling applications basically require the use

of absorption chillers that convert heat to cooling. Numerous advanced techno-

logies are available to achieve cogeneration, but the system requires an electricity

generator and a heat recovery system for full functioning.

As mentioned above, cogeneration has been widely adopted in many European

countries for use in industrial, commercial/institutional, and residential applica-

tions. It currently represents 10% of all European electricity production and over

30% of electricity production in Finland, Denmark, and the Netherlands. In Canada,

however, cogeneration represents just over 6% of national electricity production

(Strickland and Nyboer 2002). This relatively lower penetration is attributed

to Canada’s historically low energy prices and to electric utility policies for the

provision of back-up power and the sale of surplus electricity. Despite these

conditions, cogeneration has been adopted in some industrial applications, notably

the pulp and paper and chemical products sectors, where a large demand for both

heat and electricity exists. There are several classic technologies currently available

for cogeneration, such as steam turbines, gas turbines, combined cycles (both steam

and gas turbines, and reciprocating engines (gas and diesel). In addition, there has

been increasing interest in using new technologies, namely, fuel cells, micro-

turbines, and Stirling engines. Note that heat output from the system varies greatly

depending on the system type. The output can range from high-pressure, high-

temperature (e.g., 500–600�C) steam to hot water (e.g., 90�C). High-pressure,
high-temperature steam is considered high-quality thermal output because it can

meet most industrial process needs. Hot water is considered as low-quality thermal

output because it can be used only for a limited number of DHC applications.

Cogeneration can be based on a wide variety of fuels, and individual installations

may be designed to accept more than one fuel. While solid, liquid, or gaseous fossil

Fuel Input
(100%)

a

b

Conventional 
Power
System

Electricity 
(35% or more)

Heat Losses
(up to 65%)

Fuel Input
(100%)

Cogeneration
System

Electricity and 
Heat

Heat Losses
(~10%) 

DHC, and Industrial,
Commercial, 
Residential
Applications

Fig. 10.2 Illustration of (a) a conventional power system and (b) a cogeneration system
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fuels dominate currently, cogeneration from biomass fuels is becoming increasingly

important. Sometimes fuels are used that otherwise would constitute waste, such as

refinery gases, landfill gas, agricultural waste, or forest residues. These substances

increase the cost-efficiency of cogeneration (UNEP 2005). Table 10.2 lists cogenera-

tion technologies and their fuel type, capacity, efficiency, average capital cost, and

maintenance cost.

10.2.3 Technological Aspects

Many DHC systems do not include both DH and DC. For example, in Europe,

where moderate summer temperatures prevail, most DESs provide heating capabil-

ity only. DC has only recently become more widespread, with the most prevalent

application being in North America, where summer temperatures can, over

extended periods, reach extremes of 30� to 40�C.
In order to implement a DH, DC, or DHC system in a community, there are

several factors that must be weighed in a feasibility study for determining whether

or not a DH, DC, or DHC system is suitable. Some essential factors include energy,

exergey, the environment, economics, social criteria, operating conditions, fuel

availability, efficiency considerations, local benefits, viability of competing systems,

local climatic conditions, users’ characteristics, load density, total load requirements,

characteristics of heating and cooling systems currently in place, the developer’s

perspectives, and local utility considerations.

Note that a DH or DC system differs fundamentally from a conventional system

because, in the case of the latter, thermal energy is produced and distributed at the

location of use. Examples of conventional systems include residential heating and

Table 10.2 Main characteristics and technical aspects of cogeneration systems

Technology Fuel type

Capacity

(MWe)

Electrical

efficiency

(%)

Overall

efficiency

(%)

Average

capital cost

(US$/kWe)

Average

maintenance

cost (US$/

kWh)

Steam turbine Any 0.5–500 7–20 60–80 900–1,800 0.0027

Gas turbine Gaseous and

liquid fuels

0.25–50 or

more

25–42 65–87 400–850 0.004–0.009

Combined

cycle

Gaseous and

liquid fuels

3–300 or

more

35–55 73–90 400–850 0.004–0.009

Reciprocating

engines

Gaseous and

liquid fuels

0.003–20 25–45 65–92 300–1,450 0.007–0.014

Microturbines Gaseous and

liquid fuels

– 15–30 60–85 600–850 <0.006–0.01

Fuel cells Gaseous and

liquid fuels

0.003–3 or

more

35–50 80–90 – –

Stirling

engines

Gaseous and

liquid fuels

0.003–1.5 �40 65–85 – –

Data from UNEP (2005)
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cooling with, respectively, furnaces and air conditioners; electric heating of offices;

package boilers/chillers providing heating/cooling of apartment complexes; and a

dedicated boiler plant providing heat to an industrial facility. The feasibility of a

DHC system therefore must be compared to that of a convectional system.

A possible layout of a CHP central plant is shown in Fig. 10.3. In this example,

the CHP unit is fueled with oil or natural gas and consists of a gas turbine engine

cascaded with the steam boiler of a Rankine cycle. After being used to heat

the steam cycle, the flue gas still possesses energy, which is directed toward the

generator of an absorption chiller and then released into the atmosphere with

possible prior filtering and CO2 separation and sequestration. The refrigeration

effect produced by the absorption chiller is carried by a selected heat transfer

fluid (cold water or ice slurry) that supplies the cold distribution line. On this

line, a cold storage facility can also be mounted, as illustrated in the figure.

The pumping station and thermal expansion tanks equip also the central plant.

The facility can be designed so that the heat ejected by the Rankine cycle could

be upgraded with the heat ejected by the condenser of the absorption chiller and

delivered to the heat distribution line. The heat distribution line itself can be

equipped with a thermal storage tank based either on sensible heat storage (hot

water) or on latent heat storage (in phase change materials). Both the gas turbine

and steam turbine turn an electrical generator at their shaft, and the CHP site is

equipped with all the needed electrical equipment to deliver power to the grid.

A number of issues must be addressed when designing a CHP plant that serves a

DES. A decision must be made regarding the thermal carrier. Knowing the type of

thermal energy carrier is compulsory for designing the heat exchangers for heat and

Fuel
storage

Gas
turbine

Absorption
chiller

Cold storage

Thermal storage
Expansion vessel

Pump station

Pump station

Expansion vessel

Generator

Generator

Flue
gas

Heat
recovery

Re-circulated water

Stack

Central power plant

Fig. 10.3 Example of a hybrid gas turbine/steam Rankine cycle CHP facility
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cold recovery. The first thermophysical property that has to be analyzed is the heat

capacity (or latent heat) of the carrier. In the case of heat, one must choose between

steam and hot water. Here, the key question may be at what temperature the

network should operate. There are several temperature thresholds as given below

as a practical guide:

l Above 175�C supply temperature for high-temperature networks
l 120–175�C for average-temperature district heating
l Below 120�C for low-temperature district heating
l 4�C supply temperature for cold water at district cooling
l 0�C or slightly below if ice slurry is used for district cooling

Based on heat capacity (or latent heat) and the specific volume of the thermal

carrier fluid, one can easily derive the specific volumetric enthalpy (measured

in kJ/m3) and compare this parameter to other options. Figure 10.4 shows the

calculated value of specific volumetric enthalpy of high-temperature steam,

water, and ice-slurry. Even though on a mass basis the enthalpy of steam is the

highest, on a volumetric basis the steam enthalpy is the lowest among all options

because of steam’s high-specific volume. As a consequence, steam pipes have a

higher diameter than water pipes and therefore are more costly. However, the

condensate return pipe has a smaller diameter than the hot water return pipe, and

this somehow compensates for the costs. Ice slurry’s, specific volumetric enthalpy

is about double that of chilled water because the latent heat of melting is stored in

ice slurry. The ice-slurry properties can be calculated based on data taken from

Bel et al. (1996).
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Fig. 10.4 Volumetric specific enthalpy variation of steam (at 8 bar from saturated vapor to 80�C
subcooled liquid), hot water (from liquid saturated at 170�C and cooled to 120�C), cold water

(from 4� to 10�C), and ice slurry (water–ethanol at 0�C, from 30% slurry to 0%)
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If cogeneration is not the adopted solution for a central power plant, heat could

be produced using commercially available boilers fueled with coal, oil, or natural

gas. Custom-made solutions can be devised for biomass combustion or city waste

incinerators with heat recovery. Absorption refrigeration is the preferred method to

produce cold water if heat is generated at the central plant. As an alternative,

electrically- or heat engine–driven mechanical chillers can be adopted. In general,

the chilled water is produced at 5�C and it returns at 7�C. The lower value of

produced chilled water is 4�C (due to water density anomaly), and the maximum

return temperature can go up to 10�C. Ice slurry can be generated either in

mechanical ice scrapers or fluidized bed ice scrapers or in water turbo-refrigerators.

Typically, the temperature of the ice slurry is slightly below 0�C.
Thermal and cold storage can be used at a central plant for better efficiency and

adaptation to a variable load. With an appropriate thermal energy storage strategy,

the capacity and the associated investment in heat or cold thermal energy generators

can be reduced.

The layout of the distribution network can consist of a primary circuit that

delivers the thermal carrier to a number of substations working in parallel. Each

substation may include pumps for pressure head rebuilding, and it distributes the

working fluid among a number of users connected in parallel. A typical network

diagram is presented in Fig. 10.5.

Two flow control strategies are possible: (1) constant flow and variable temper-

ature difference, or (2) variable flow and constant temperature difference. In the

first approach, the flow rate is maintained constant and well balanced for all users.

As a consequence of demand variation among users, the return temperature adjusts

so that it meets the load. The variable flow/constant temperature control strategy is

met to enhance the system efficiency by a better use of flow exergy. That is, if one

keeps the temperature level constant, the specific exergy of the circulated streams is

maintained constant, too, and the system efficiency is thus maximized. The flow

rate can be adjusted either by flow-throttling with modulating valves or by using

variable speed pumps.

At the user’s location, it is preferable to design a temperature (or enthalpy) drop

as large as possible so as to minimize the pumping power and reduce the diameter

of distribution pipes (therefore their capital cost). Based on the current practice,

the temperature drop for a district heating system is taken to be 22 K or

Central
plant

User 1 User N

Substation 1

User 1 User N

Substation K

Fig. 10.5 Layout example of a primary and secondary distribution system
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larger (ASHRAE 2008). The users’ equipment (e.g., radiators) can be directly

connected to the network, or indirectly via a heat exchanger. In the indirect

connection, the heat exchanger transfers the heat from the distribution network to

the users’ equipment, creates a pressure separation between the district network and

the building network (for safety reasons, it is preferred that the distribution network

in buildings operates at low pressure), and separates the water quality treatment of

the inner and outer networks.

10.3 Environmental Impact

Problems with energy supply and use are related not only to global warming but

also to such environmental concerns as air pollution, acid precipitation, ozone

depletion, forest destruction, and emission of radioactive substances. These issues

must be taken into consideration simultaneously if humanity is to achieve a bright

energy future with minimal environmental impact. Much evidence exists to suggest

that the future will be negatively impacted if humans keep degrading the environ-

ment. One solution to both energy and environmental problems is to encourage

much more use of DHC applications.

Numerous fuels are used at DHC plants, including various grades of oil and

coal, natural gas, refuse, and other biofuels such as wood chips, peat, and straw. The

combustion of such fuels may produce environmentally hazardous products of

combustion, and thus flue gas cleaning devices and other emission reduction

measures are often incorporated. Some measures are usually required under

increasingly strict legislation, before approval to operate a facility is granted.

Examples of pollution control equipment used at DHC plants include acid gas

scrubbers. These systems typically utilize hydrated lime to react with the moisture,

SO, and other acid gases in the flue gases discharged from the combustion system.

With such systems, the lime–acid and gas–water vapor reaction products are

efficiently collected by electrostatic precipitators as particulate matter. Bag filters

are also utilized in many applications to capture the particulate matter as well as the

acid gas scrubbing reaction products. Conventional oil/gas fired boilers utilizing low

NOx and burners to dramatically reduce NOx emissions are also becoming more

common. Flue gas recirculation to reduce NOx emissions has also been proven to be

effective. Other emission control or reduction techniques can be introduced with

DHC systems, including optimization of combustion efficiency (i.e., reduces CO2,

CO, and hydrocarbon emissions) through the use of modern computerized combus-

tion control systems, and utilization of higher quality and lower emission producing

fuels. By addressing these issues, it is apparent that heating and cooling systems that

minimize the quantity of fuel and electrical power required to meet the users’ needs

result in a reduced impact on the environment.

In addition, DHC systems that comprise several different types of thermal

energy generation plants can optimize plant and system efficiency by utilizing,

whenever possible, the thermal energy sources with the highest energy conversion
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efficiencies for base and other partial load conditions. The sources with the poorer

conversion efficiencies can then be utilized only to meet peak loads. Essentially,

improved efficiency means the use of less fuel for the same amount of energy

produced which in turn results in the conservation of fossil fuels, reduced emissions

of pollutants, improved air quality, and reduced use of chlorofluorocarbon (CFC)

refrigerants, if any, in DC applications.

The DHC systems are well suited to combine with electric power production

facilities as cogeneration plants. The amalgamation of these two energy production/

utilization schemes results in a substantial improvement in overall energy conver-

sion efficiency since DH systems can effectively utilize the otherwise wasted heat

associated with the electric power production process. A district system meeting

much or all of its load requirements with waste heat from power generation

facilities has a positive environmental impact, as fuel consumption within the

community is reduced considerably. Conservation of fossil fuels and a reduction

of combustion-related emissions are resultant direct benefits of such a DHC system.

The centralized nature of DHC energy production plants results in a reduced

number of emission sources in a community. This introduces the potential for

several direct benefits.

The higher operating efficiency afforded by larger, well-maintained facilities

translates directly to reduced fuel consumption, which in turn results in the conser-

vation of fossil fuels and reduced emissions. Higher operating efficiency of the

combustion process (where parameters such as temperature, combustion air and

fuel input levels, residence time, etc., are closely monitored) also impacts emission

production in that the concentration of certain pollutants produced, particularly

CO2 and NOx, is reduced.

Furthermore, measures to increase energy efficiency can reduce environmental

impact by reducing energy losses. From an exergy viewpoint, such activities lead

to increased exergy efficiency and reduced exergy losses (both waste exergy

emissions and internal exergy consumption).

A deeper understanding of the relations between exergy and the environment

may reveal the underlying fundamental patterns and forces affecting changes in the

environment, and help researchers better address environmental damage.

The second law of thermodynamics is instrumental in providing insights

into environmental impact. The most appropriate link between the second law and

environmental impact has been suggested to be exergy, in part because it is a

measure of the departure of the state of a system from that of the environment.

The magnitude of the exergy of a system depends on the states of both the system

and the environment. This departure is zero only when the system is in equilibrium

with its environment.

In order to achieve the energy, economic, and environmental benefits that DHCs

offer, the following integrated set of activities should instituted (Dincer 2000):

l Research and development. Research and development priorities should be set in

close consultation with industry to reflect its needs. Most research is conducted

through cost-shared agreements and falls within the short-to-medium term.
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Partners in these activities should include a variety of stakeholders in the energy

industry, such as private sector firms, utilities across the country, provincial

governments, and other federal departments.
l Technology assessment. Appropriate technical data should be gathered in the lab

and through field trials on factors such as cost benefit, reliability, environmental

impact, safety, and opportunities for improvement. These data should also assist

in the preparation of technology status overviews and strategic plans for further

research and development.
l Standards development. The development of technical and safety standards is

needed to encourage the acceptance of proven technologies in the marketplace.

Standards development should be conducted in cooperation with national and

international standards writing organizations, as well as other national and

provincial regulatory bodies.
l Technology transfer. Research and development results should be disseminated

through the sponsorship of technical workshops, seminars, and conferences,

as well as through the development of training manuals and design tools,

web tools, and the publication of technical reports.

Such activities also encourage potential users to consider the benefits of adopting

DHC applications and using renewable energy resources. In support of developing

near-term markets, a key technology transfer area is the acceleration of the use

of cogeneration and DHC applications, particularly for better efficiency, cost-

effectiveness, and the environment.

10.4 Role in Sustainable Development

Sustainable development requires a sustainable supply of clean and affordable

energy resources that do not have negative societal impacts (Dincer and Rosen

2005). Supplies of such energy resources as fossil fuels and uranium are finite.

Green energy resources, such as solar and wind, are generally considered renewable

and therefore sustainable over the relatively long term.

Sustainability often leads local and national authorities to incorporate environ-

mental considerations into energy planning. The need to satisfy basic human needs

and aspirations, combined with the increasing world population, makes the need for

successful implementation of sustainable development increasingly apparent. Here

are the factors that are essential to achieve sustainable development in a society:

l Information about and public awareness of the benefits of sustainability

investments
l Environmental education and training
l Appropriate energy and exergy strategies
l The availability of renewable energy sources and cleaner technologies
l A reasonable supply of financing
l Monitoring and evaluation tools
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The key point here is to use renewable energy resources in DHC systems.

As known, not all renewable energy resources are inherently clean in that they

cause no burden on the environment in terms of waste emissions, resource extrac-

tion, or other environmental disruptions. Nevertheless, the use of DHC systems

almost certainly can provide cleaner and more sustainable energy than can

increased controls on conventional energy systems.

To seize these opportunities, it is essential to establish a DHC market and

gradually build up the experience with cutting-edge technologies. The barriers

and constraints to the diffusion of DHC use should be removed. The legal, admin-

istrative, and financing infrastructure should be established to facilitate planning

and the application of geothermal energy projects. Government could/should play a

useful role in promoting geothermal energy technologies through funding and

incentives to encourage research and development as well as commercialization

and implementation in both urban and rural areas.

Environmental concerns are significantly linked to sustainable development.

Activities that continually degrade the environment are not sustainable. For exam-

ple, the cumulative impact on the environment of such activities often leads over

time to a variety of health, ecological, and other problems. Clearly, a strong relation

exists between efficiency and environmental impact, since, for the same services

or products, less resource utilization and pollution is normally associated with

increased efficiency (Dincer 2002).

Improved energy efficiency leads to reduced energy losses. Most efficiency

improvements produce direct environmental benefits in two ways. First, operating

energy input requirements are reduced per unit output, and pollutants generated are

correspondingly reduced. Second, consideration of the entire life cycle for energy

resources and technologies suggests that improved efficiency reduces environ-

mental impact during most stages of the life cycle.

In recent years, the increased acknowledgment of humankind’s interdependence

with the environment has been embraced in the concept of sustainable develop-

ment. With energy constituting a basic necessity for maintaining and improving

standards of living throughout the world, the widespread use of fossil fuels may

have impacted the planet in ways far more significant than first thought. In addition

to the manageable impacts of mining and drilling for fossil fuels and discharging

wastes from processing and refining operations, the greenhouse gases created by

burning these fuels are regarded as a major contributor to the global warming threat.

Global warming and large-scale climate change have implications for food chain

disruption, flooding, and severe weather events.

The use of renewable energy sources in DHC systems with cogeneration can

help reduce environmental damage and achieve sustainability.

Sustainable development requires not just that sustainable energy resources be

used, but that the resources be used efficiently. The authors and others feel that

exergy methods can be used to evaluate and improve efficiency, and thus to

improve sustainability. Since energy can never be “lost,” as it is conserved accord-

ing to the first law of thermodynamics, while exergy can be lost due to internal

irreversibilities, this suggests that exergy losses, which represent potential not used,
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particularly from the use of nonrenewable energy forms, should be minimized when

striving for sustainable development. The next section discusses the exergy aspects of

thermal systems and presents an efficiency analysis for performance improvement.

Furthermore, some environmental effects associated with emissions and

resource depletion can be expressed based on physical principles in terms of an

exergy-based indicator. It may be possible to generalize this indicator to cover a

comprehensive range of environmental effects, and research in line with that

objective is ongoing.

Although this book discusses the benefits of using thermodynamic principles,

especially exergy, to assess the sustainability and environmental impact of energy

systems, this area of work is relatively new. Further research is needed to provide a

better understanding of the potential role of exergy in such a comprehensive

perspective. This includes the need for research to (1) better define the role of

exergy in environmental impact and design, (2) identify how exergy can be better

used as an indicator of potential environmental impact, and (3) develop holistic

exergy-based methods that simultaneously account for technical, economic, envi-

ronmental, and other factors.

10.5 Thermodynamic Analysis

The analysis of any thermal system is based on thermodynamics because it allows

for performance quantification, comparison with other systems, and design optimi-

zation. Using the exergy method, through thermodynamic analysis one can identify

where and how a preliminary design can be improved to obtain a better final design.

If an existent system is analyzed, the expected outcome of the exergy method is

represented by the identification and quantification of losses (or irreversibilities).

Measures may often be taken thereafter for improving the system’s performance.

In what follows, the main approaches regarding thermodynamic analysis and design

optimization of DES are presented, and illustrative numerical examples are given.

We now analyze the energy fluxes through the DES component by component.

With the help of Fig. 10.6, the energy fluxes at the central source of a distributed

energy system for cooling, heating, and power (CHP) can be inventoried. The

general “black-box” model of the central CHP plant is represented in Fig. 10.6a.

There, the primary energy flux _Es that enters the “black-box” is indicated. The

primary energy could be the energy carried by a specific fuel (coal, natural gas,

petroleum, biomass) or any other forms of thermal energy (e.g., solar, geothermal,

nuclear) (Fig. 10.6a).

In the figure, the input thermal energy flux is converted into electrical power,

cold, and heat in the CHP plant. Each of these conversions has a certain associated

efficiency. Therefore, one can define the conversion efficiency for electrical power,

heat, and cooling, respectively, as

�e ¼
_W
_Es

; �h ¼
_Qh

_Es

; �c ¼
_Qc

_Es

: (10.1)
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The exergy efficiency counterparts of Eq. (10.1) is written noting the exergy of

the primary energy flux _Es with _Exs, and the temperature levels at which the heat

and the cold are available with Th and Tc, respectively. Thus, one has

ce ¼
_W
_Exs

; ch ¼
_Qh 1� ðT0=ThÞð Þ

_Exs
; cc ¼

_Qc 1� ðT0=TcÞð Þ
_Exs

; (10.2)

where T0 represents the environment temperature.

Figure 10.2b shows the main components of a typical CHP plant regardless of

the primary fuel. The plant consists of two thermodynamic cycles. The first cycle

converts with the efficiency � the primary energy flux _Es into electricity; this

amounts to electrical power �� _Es as it is indicated in the figure. At the same

time, the heat rejected by the cycle is � ð1� �Þ _Es. A part of the produced

electrical energy is used to drive the compressor of a chiller having the role of

producing cold water for the DHC system. One can design the chiller such that it

discharges heat into the ambient air at the same temperature level as the power

plant. Therefore, the heat ejected by the chiller _QcðCOPþ 1Þ/COP upgrades the

heat ejected by the power plant ð1� �Þ _Es. Note that the chiller coefficient of

performance is defined by “cold” delivered over work input COP ¼ _Qc

�
_Wc.

A figure of merit fs that quantifies the energy efficiency of the system can be

introduced as the sum of the efficiencies for cooling, heating, and power generation.

Note that the term fs cannot signify energy efficiency because summation of heat

and work does not have a clear physical sense, and it can have values even over

unity. Similarly, the total exergy efficiency of the CHP system results as a summa-

tion of the particular components. Therefore,

fs ¼ �e þ �h þ �c

cs ¼ ce þ ch þ cc

)
: (10.3)

Qc=hcEs

Qc=hcEs

Qh=hhEs
Qh=hhEs

W =heEs W =heEsEs
η

COP
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.
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Fig. 10.6 Thermodynamic models of a cooling, heating, and power cogeneration system
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The energy balance over the heat distribution network, that is the second

component of the DES, can be derived if one assimilates the network with two

parallel pipes connecting the CHP side with the user’s side, as illustrated in

Fig. 10.7. The energy “introduced” into the distribution network is represented by

the heat energy _Qh and the pumping energy _Wp. Some heat _QL is lost through the

insulation. Analogously, some heat is gained through the insulation of cold distri-

bution networks. On the user’s side, the heat _Qh;u is delivered (this is denoted with
_Qc;u for cooling).

The energy balance for the system shown in Fig. 10.7 is written as

_Qh þ _Wp ¼ _Qh;u þ _QL; (10.4)

where _Qh;u represents the useful heat delivered to the users. The amount of energy

consumed to convey this heat to the user’s site includes the input heat energy at the

central source side _Qh and the pumping energy _Wp. Therefore, the energy efficiency

of the network can be defined by

�L;h ¼
_Qh;u

_Qh þ _Wp

¼
_Qh;u

_Esð�h þ fpÞ
¼ 1

1þ _QL

�
_Qh;u

; (10.5)

where the second part of Eq. (10.5) was obtained by noting fp ¼ _Wp

�
_ES, and the

third part by making use of Eq. (10.4).

For writing the exergy balance, it is useful to assume that the distribution

network operates at an equivalent temperature TL. Following this assumption,

note that in the model represented in Fig. 10.7 the heat flux _Qh ¼ _m ðh1 � h4Þ is
“discharged” into the distribution line at the TL. As a consequence, the

corresponding entropy variation in the fluid stream is D _Sh ¼ _m ðs1 � s4Þ. It there-
fore results that the generated entropy in this process is D _S1�4 ¼ _Qh

�
TL; from this

the last relationship yields the definition of the equivalent line temperature:

TL ¼ h1 � h4
s1 � s4

: (10.6)

We now observe that according to the model proposed in Fig. 10.3, the useful

heat _Qh;u is delivered to be used at the network equivalent temperature TL. There-

fore, the exergy flux at the user’s side is given by _Qh;uð1� ðT0
�
TLÞÞ and then,

accordingly, the network exergy efficiency is

cL;h ¼
_Qh;uð1� T0

�
TLÞ

_Qhð1� T0
�
TLÞ þ _Wp

: (10.7)

In an analogous manner with Eqs. (10.6) and (10.7), it is possible to define

energy �L;c and exergy cL;c efficiency for a cold distribution line.
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The last component of the DES system is the user. At the user’s place, the

delivered heat (or cold) serves some purpose (e.g., heating or cooling a space).

For space heating purposes, it is customary to use radiators (static heating corps),

while for space cooling fan coils are used. In a real situation, a part of the thermal

energy that is delivered to the user’s building is lost (e.g., heat losses through

insulation or through the building envelope). Therefore, one can define energy and

exergy efficiency at the user’s side. In a general case, the heat received by the user

from the distribution line can be used both for space heating and service water

heating. If one denotes T
s

h;u the average temperature at the user’s radiators or fan-

coil units, and with T
w

h;u the temperature at the water heater, then the corresponding

energy and exergy efficiencies are

�h;u ¼
_Qs
h;u þ _Qw

h;u

_Qh;u

and ch;u

¼
_Qs
h;u 1� T0

.
T
s

h;u

� �� �
þ _Qw

h;u 1� T0

.
T
w

h;u

� �� �
_Qh;u 1� T0

�
TL

� �� � ; respectively: (10.8)

In analogy, the energy and exergy efficiencies of the space cooling equipment

are written as

�c;u ¼
_Qs
c;u

_Qc;u

and cc;u ¼
_Qs
c;u 1� T0

.
T
s

c;u

� �� �
_Qc;u 1� T0

�
TL

� �� � ; respectively; (10.9)

where in Eqs. (10.7) to (10.9) the equivalent line temperature refers to either heat or

cold distribution situations.

In general, during the cold season hot water is distributed, while during the hot

season chilled water or ice slurry is distributed. However, a system may be useful

that distributes simultaneously heating and cooling (e.g., for some industrial parks);

in this case, two distribution networks must exist. Therefore, one may define the

figure of merit quantifying the energy efficiency of DES in three forms, namely, for

district heating (index DH), district cooling (index DC), and district heating and

cooling (index DHC), respectively:

fDH ¼ �e þ �h�L;h�h;u

fDC ¼ �e þ �c�L;c�c;u

fDHC ¼ �e þ �h�L;h�h;u þ �c�L;c�c;u

9>=
>;: (10.10)

An analogue set of equations can be written for the exergy efficiency counter-

parts, in which the symbol f is replaced by c. Note that for calculating the electrical
efficiency �e the pumping power _Wp must be extracted from the power generated by

the CHP plant in order to obtain the correct results.
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Example 10.1

A geothermal district heating system (GDHS) is devised to provide heat to a large

university campus. The harvested thermal energy is available at 90�C and at a flow

rate of 120 kg/s. At the central station, a shell and tube heat exchanger that recircu-

lates the water through the geothermal loop is placed while the reinjected water

temperature is 75�C. The power consumption to run the pumps is 75 kW. The heat

exchanger loses 2% of thermal energy through insulation. In the distribution network,

hot water is circulated at a rate of 60 kg/s with the associated electricity consumption

of 25 kW and has the maximum temperature of 85�C. The hot fluid reaches the user’s
location with 70�C temperature and leaves it with 60�C. An amount of 5% from the

delivered heat at the user’s location is lost due to imperfect insulation. Calculate

the energy and exergy efficiency of the system and its components.

Solution. The rate of thermal energy harvested is _Qharv ¼ _mcpDT ¼ 120� 4;
185� 15 ¼ 7:5MW:

The total electrical energy needed to drive the pumps of the system (wells
_Ww plus distribution network _WL) is _W ¼ _Ww þWL ¼ 75þ 25 ¼ 100 kW:
Therefore, the primary energy of the system is the sum _Es ¼ _Qharvþ

_W ¼ 7:6MW:
The heat loss through insulation is 2%� _Qharv ¼ 0:15MW and the thermal

energy delivered to the network is _Qh ¼ ð100� 2Þ%� _Qharv ¼ 7:35MW:
The thermal energy efficiency of the source is therefore

�h ¼
_Qh

_ES

¼ 7:35

7:60
¼ 0:98:

The exergy associated with the harvested heat having the average temperature

Tharv ¼ ð75þ 90Þ=2 ¼ 82:5�C = 355:65K is _Ex ¼ ð1� ðT0
�
TharvÞÞ _Qharv ¼

1� ð300=355:65Þð Þ7:5 ¼ 1:17MW and the exergy of the primary energy flux is
_Exs ¼ _Exþ _W ¼ 1:17þ 0:1 ¼ 1:27MW:
The exergy associated with the heat delivered by the geothermal facility to the

distribution line is

_Exh ¼ 1� T0

Tharv

� �� �
_Qh¼ 1� 300

355:65

� �� �
7:35 ¼ 1:15MW:

The exergy efficiency of the heat generating source of the district geothermal

energy system is therefore ch ¼ _Exh
�
_ExS ¼ 0:98=1:15 ¼ 0:85.

The heat delivered to all users is calculated based on total flow rate, and the

temperature difference at the user’s location _Qh;u ¼ _mcpDT ¼ 60� 4185�
ð70� 60Þ ¼ 2:511MW.

Therefore, the energy efficiency of the distribution network is �L;h ¼ _Qh;u=

ðQh þ _WLÞ ¼ 2:511=ð7:35þ 0:025Þ ¼ 0:34.
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The temperature difference in the secondary circuit of the geothermal heat exchan-

gers is calculated with DTh ¼ _Qh

�ð _mcpÞ ¼ 7:35� 106
�ð60� 4; 185Þ ¼ 29:3�C.

The temperature of water in the return pipes, with reference to Fig. 10.7, is

T4 ¼ T1 � DTh ¼ 85� 29:3 ¼ 55:7�C ¼ 328:85K; therefore the average tempera-

ture is T ¼ ðT1 þ T4Þ=2 ¼ 70:85�C ¼ 344K. One can estimate the density of water

to be r ¼ 1,000 kg/m3 and the enthalpy variation Dh1�4 ¼ h1 � h4 ¼ cpDTh ¼
4; 185� 29:3 ¼ 122:62 kJ/kg. Derived from the first and second law combination,

the entropy variation on the lines is Ds1�4 ¼ s1 � s4 ¼ ðDh1�4 � DP1�4=rÞ
�
T ¼

ð122:62� 3� 105=1; 000=1; 000Þ�344 ¼ 0:357 kJ/kgK.

The equivalent line temperature results in TL ¼ ðh1 � h4Þ=ðs1 � s4Þ ¼ 122:62=
0:357 ¼ 343:47K.

The exergy associatedwith the heat andwork received by the distribution network is
_Exh ¼ ð1� ðT0=TLÞÞ _Qh þ _WL ¼ ð1� ð300=343:47ÞÞ � 7:35þ 0:025 ¼ 0:955MW.

The exergy associated with the heat delivered by the distribution network is
_Exh;u ¼ ð1� ðT0=TLÞÞ _Qh;u ¼ ð1� ð300=343:47ÞÞ � 2:511 ¼ 0:318MW.

The exergy efficiency of the distribution line is therefore cL;h ¼ _Exh;u
�

_Exh ¼ 0:318=0:955 ¼ 0:33.
The heat delivered to the users for space and water heating is

_Qs
h;u þ _Qw

h;u ¼ ð1� 0:05Þ _Qh;u ¼ 0:95� 2:511 ¼ 2:38MW and the efficiency of

the user’s installation is �h;u ¼
_Qs
h;u þ _Qw

h;u

_Qh;u

¼ 2:38

2:511
¼ 0:95. Assuming the average

temperature of water at the user’s location Th;u ¼ ð60þ 70Þ=2 ¼ 65�C ¼ 338:15K
to be the same for both space and water heating, one obtains the exergy efficiency of

the users’ facility:

ch;u ¼
_Qs
h;u þ _Qw

h;u

� �
1� T0

�
Th;u

� �� �
_Exh;u

¼ 2:38� ð1� ð300=338:15ÞÞ
0:318

¼ 0:84:

The results of the system energy and exergy efficiencies are summarized below:

Location � c
Central plant 0.98 0.85

Network 0.34 0.33

User’s site 0.95 0.84

Total 0.32 0.23

Qh

QL

Qh,u

TL

Wp

Distribution network Users
side

CHP
side 4

1 2

3

.

. .

.

Fig. 10.7 Thermodynamic model of the distribution network
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One may observe that most of the losses are network losses; therefore,

to increase the system efficiency one has to provide better insulation of the hot

water distribution lines.

10.6 Economic Analysis

Economic analysis of distributed energy systems is of fundamental importance

because the thermodynamic analysis provides the information needed for the LCC.

The LCC is useful for two reasons: (1) it allows for a feasibility study of the

distributed energy system, by comparing it with other technical alternatives (e.g.,

using electrically driven heat pumps at distributed locations), and (2) it represents

the objective function for optimization of the design (i.e., one has to minimize the

LCC to obtain a better design). The fundamentals of economic analysis of sustain-

able energy systems are discussed in Chapter 18. In this section, the theory is

applied for the particular case of DHC systems for deriving the LCC. The peculiar-

ity of DESs is that they reduce or eliminate the costs associated with installation,

maintenance, administration, repair, and operation of the on-site equipment for

cooling and heating. These factors reflect in the relative weight of the components

of LCC. Moreover, the costs associated with auxiliary equipment for local genera-

tion and the building space occupied by them can reach 20% to 30% of the total

operating costs (ASHRAE 1999).

As a preliminary step for calculating the LCC of any system, the analysis period

must be established. The analysis period is taken to be equal to the life-time of the

system. In some cases, it may be useful to determine the total cost for the period

of the loan that finances the investment. In order to determine the lifetime of a

distributed energy system, the service lifetimes of the main system components

must be estimated. In Table 10.3, typical service lifetimes of important compo-

nents of DES are given. Table 10.4 gives the average costs of electrically driven

residential heat pumps that are normally used in nondistributed energy systems

(for the purpose of comparison with a nondistributed system).

The analysis results tabulated in Tables 10.3 and 10.4 show that most elements

of the DES (e.g., piping/network, hot water or steam radiant heater, base-mounted

pumps, and absorption chillers) have service lifetimes of over 20 years. In contrast,

equipment specific to local heat and cold generation (heat pumps, electric radiant

heaters, gas or electric water heaters) has a service lifetime of 10 to 15 years.

The LCC of the system can be expressed in constant currency, which is the

present worth of money, and includes several components. Chapter 18 discusses the

main parameters of economic analysis that we now apply to the DES case:

(a) Capital cost. The capital cost may be considered the most important compo-

nent of the DES LCC because it is the highest. The capital cost is that part of

the LCC that does not depend on the system outcome and it pays for the
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initial investment. The main component of the capital cost is the infrastructure,

namely, the pipe network and associated work related to installing the

pipelines. Depending on the economic scenario, it is possible to include in

the capital cost of DES the equipment at the users’ locations (e.g., fan coils,

hot water radiant heaters, etc.). In any case, the lifetime cost is reimbursed

by the substantial contribution of the users, who pay for the service. However,

Table 10.4 Specific costs of various components of district energy systems

Category Specific cost Remarks

Cooling plant 425–740, US$/kW Includes building infrastructure, chillers, heat

exchangers, pumping station, piping,

controls

Heating plant 150–230, US$/kW Includes boilers, building infrastructure, stacks,

pumps, piping, controls

Gas turbine power plant 400–600, $/kW Power plant + afferent infrastructure

Coal fires power plant

with scrubber

1,300, $/kW

Hydropower 1,500, $/kW

Geothermal power plant 1,900, $/kW

Solar thermal power plant 3,100, $/kW

Solar photovoltaic 4,800, $/kW

Advanced nuclear power

plant

2,100, $/kW

Fuel cell power plant 4,500, $/kW

Distribution network 1,600–4,100, $/m Direct buried chilled water pipes

2,400–4,900, $/m Direct buried preinsulated heating pipes

1,600–3,200, $/m Inaccessible tunnels

11,500–49,000, $/m Walkable tunnels

Radiators or fan-coil units 50–150, $/kW

Data from ASHRAE (2008) and JcMiras (2008)

Table 10.3 Service life-time

of typical components of DES
Component Lifetime (years)

Air-to-air heat pump (or air conditioner) 15

Water-cooled heat pump 15

Electric radiant heater 10

Hot water or steam radiant heater 25

Fan-coil unit 20

Piping/network 30

Thermal insulation 20

Fired boiler 25

Electric boiler 15

Gas or electric water heater 13

Electrically driven chiller 20

Absorption chiller 23

Pumps (base mounted) 20

Reciprocating engines 20

Steam turbines 30

Data from ASHRAE (1999)
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an initial large investment is needed to install the DES system, and this

investment comes from government subsidies, bonds, endowments, and loans.

Therefore, the capital cost is divided into the down payment and the cost of loan.

The main components of the capital costs are as follows:

l Cost of the pipes
l Cost of the insulation
l Cost of work associated with infrastructure development/installation
l Cost of the pumping station
l Heat exchanger costs (condensers, boilers, etc.)
l Cost of the chiller
l Testing and balancing
l Other costs

If one denotes the capital cost with C, and fLoan is the fraction of the capital cost
that is paid through a loan (fLoan < 1), then the down payment is

CDown ¼ ð1� fLoanÞC: (10.11)

The rest of the capital CLoan comes from the loan with the interest rate

rLoan, while the business represented by DES has to assume an associated

discount rate r. For an accurate analysis, both rates must account for the average

inflation I, that is, they are “converted” in the form of real rates with

rreal ¼ ðrmarket � iÞ=ð1þ iÞ. The cost of the loan at rate rLoan is discounted by

the business rate r; therefore, with the notations for capital recovery factor

introduced in Chapter 18, the cost of the loan is

CLoan ¼ ðA=P; rLoan;NLoanÞ
ðA=P; r;NLoanÞ fLoanC; (10.12)

where NL is the number of years for the loan repayment, which in general

differs from the system’s lifetime N. Now, the principal of the loan repayments

is tax deductible; if one notes t the incremental income tax, then the total

deduction for the loan cost is (according to Chapter 18)

DLoan ¼ t
ðA=P; rLoan;NLoanÞ
ðA=P; r;NLoanÞ � ðA=P; rLoan;NLoanÞ� rLoan

ð1þ rLoanÞðA=P; r0Loan;NLoanÞ
	 


fLoanC; (10.13)

where r0Loan ¼ ðr � rLoanÞ=ð1þ rLoanÞ is the effective loan interest rate.

Therefore, the present worth of the invested capital CP is given by

Eqs. (10.11) to (10.13), namely, the sum of the down payment and the loan

cost from which the tax deduction is extracted:

CP ¼ CDown þ CLoan � DLoan: (10.14)

412 10 District Energy Systems



(b) Depreciation. A DES is always viewed as a large investment of which the value

depreciates over time. The depreciation is proportional with the capital cost and

the incremental income tax. Depending on the law in place, the depreciation

can be assessed based on “straight line” schedule,

DDep ¼ tðP=A; r;NÞC=N; (10.15)

or based on the so-called sum-of-the-yearly-figures schedule

DDep ¼ 2t N � ðP=A; r;NÞ½ �= rNðN þ 1Þ½ �; (10.16)

where one takes the years of depreciation equal to the lifetime of the system.

(c) Tax credit. Distributed energy systems are eligible for receiving tax credits

because by improving efficiency they can contribute to CO2 emission reduc-

tion, promoting clean energy alternatives and achieving a better environment.

If one denotes with tcred the tax credit, then the capital investment is reduced

proportionally with the invested capital, namely,

Dcred ¼ tcredC: (10.17)

(d) Salvage value. At the end of the lifetime, the system has a depreciated value

known in economics as the salvage value. The salvage value for a DES can be

thought of as the sum of worth of all equipment (pump, chillers, heat pumps,

piping, etc.) that can be valorized by the end of the service time (or lifetime) of

the system. The salvage value is proportional to the invested capital and is

given by

Dsalv ¼ fsalvðP=F; r;NÞCð1� tsalvÞ; (10.18)

where r is the real discount rate of the business and tsalv is the tax perceived

by the government when the salvage is valorized; this tax can be different from

the income tax; the factor (1 – tsalv) represents the amount of money that the

business earns after tax, on amount that discounts the capital investment.

(e) Tax on property. At least a part fprop of the invested capital C is present in the

form of property. For example, the business that owns and/or administers the

DES is the proprietary owner of the equipment and the buildings that accom-

modate the business; the distribution lines may be in the property of the district.

In this case, a tax on the property (denoted here with tprop) has to be paid by the
business; this tax is deductible. Therefore, the cost of the property tax is

Cprop ¼ fpropCtpropð1� tÞ: (10.19)

(f) Other periodic and random costs. Among the periodic costs paid during the

lifetime of the DES are the costs related to operation, maintenance, and insurance.
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These costs may be modeled as a fraction of the capital costs of the system, and

are tax deductible:

Comi ¼ fomiCðP=A; r;NÞð1� tÞ: (10.20)

Furthermore, during the lifetime of the system some singular or random

replacement, disposal, or overhauls may occur. Let us assume that fr,kC is a

random cost occurring in the year k. In this condition, the present worth of this

cost, including the tax deduction is

Cr;k ¼ fr;kCðP=F; r; kÞð1� tÞ: (10.21)

(g) Cost of operating energy. The link between economic and thermodynamic

analysis is made through the cost of the operating energy. Assuming the energy

production occurs at a uniform rate, the cost paid on fuel for the first year (or

first analysis period, e.g., the first month) is

Coe;1 ¼ Q1

HHVf�
p1; (10.22)

where Q1 is the amount of heat or cold energy (e.g., in MJ) delivered by the

system in each period, HHVf represents the heating value of the fuel (e.g., in

MJ/kg), � is the energy efficiency, and p1 is the fuel price for the first period per
unit of mass (e.g., in $/kg). An alternative to Eq. (10.22) that is more compre-

hensive is proposed here based on exergy efficiency:

Coe;1 ¼ E1

efc
p1; (10.23)

where E1 is the amount of heat or cold energy (e.g., in MJ) delivered by

the system in each period, ef represents the specific exergy of the fuel (e.g.,

in MJ/kg), and c is the exergy efficiency. The cost introduced by Eq. (10.23)

can be called the cost of operating exergy.
The total cost of the operating energy, or exergy, whichever one adopts for

analysis, is discounted with the fuel effective rate that accounts for the real

discount rate r of the business and the real fuel price escalation rate re; this is
r0e ¼ ðr � reÞ=ð1þ reÞ. Moreover, the cost of fuel is tax deductible, thus

Coe ¼ Coe;1
1� t

A=P; r0e;Nð Þ : (10.24)

Summing up Eqs. (10.14) to (10.21) and (10.24), which includes the adopted

alternative for the cost of the operating energy or exergy, one obtains the LCC as

CLife ¼CPþCpropþComiþ
X

Cr;kþCoe�ðDDepþDcredþDsalvÞ: (10.25)
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Example 10.2

We now estimate the LCC of the DES illustrated in Fig. 10.8 that uses a CHP coal

plant with scrubber and serves a territory of 1 km2, using following input data:

l peak electrical power Pe ¼ 100 MWe

l load factor l ¼ 68%
l efficiency hth ¼ 30% (thermodynamic cycle), hme ¼ 95% (mechanical to

electrical)
l price of coal for the first year ccoal ¼ $2.5/GJ and re ¼ 10% price escalation rate
l heat losses at power plant f ¼ 5%
l absorption chillers’ coefficient of performance (COP) ¼ 0.8
l specific cost of cooling plant cc ¼ $500/kW
l Cost of distribution line cL ¼ $4,000/m
l Length of pipe network L ¼ 5 km
l Fan coil unit cost cfc ¼ $100/kW
l Number of years of service N ¼ 20
l Inflation rate i ¼ 1%, market discount rate rm ¼ 6%, market loan rate rmL ¼ 5%
l Other financial parameters fLoan ¼ 0.8, t ¼ 40%, tcred ¼ 2%, fsalv ¼ 10%, tsalv

¼ 20%, fprop ¼ 50%, tprop ¼ 25%, and fomi ¼ 1%.

Solution

l Annual electrical energy production is Eey ¼ 365 days� 100� 106 MW�
24� 3; 600 ðs/dayÞ � 0:68 ¼ 2:1 PJ:

l The power plant’s coal-to-electrical efficiency is �PP ¼ �th�me ¼ 0:3� 0:95
¼ 0:285:

l Annual consumption of primary energy (coal) is Epy ¼ Eey=�PP ¼ 2:1 PJ/0:285
¼ 7:4 PJ:

l Annual cost of coal fuel cfy ¼ Epy � ccoal ¼ 7:5� 106 GJ� 2:5$/GJ
¼ $18:75million/year:

l Amount of annual rejected heat Q0y ¼ ð1� �PPÞEpy ¼ 5:29 PJ:
l Recovered heat with 5% losses Qhy ¼ ð1� fÞQ0y ¼ 0:95� 5:29 ¼ 5:02 PJ:
l Cold energy production, yearly Qcy ¼ COPQhyð3 summer months=

year’s 12 monthsÞ ¼ 0:975 PJ:

Fuel
HHV

CHP plant
Fossil fuel power plant

Thermal energy storage
Absorption chillers

Main pumping station

Distribution network

Distributed
user

Fan coils

•
•

•
•

W e

.

Qh
.

Qh,u
.

Fig. 10.8 A DES as studied in Example 10.2
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l Needed total chiller capacity _Qc ¼ ðQcy=4 summer monthsÞ � ð1=ð30�
24� 3; 600ÞÞ ¼ 94MW:

l Cost of chillers Cc ¼ $500/kW� 94; 000 kW ¼ $47million:
l Number of fan-coil units at the users’ locations (assumed in average 1 kW/unit)

Qfcy ¼ 1; 000W� ð365� 24� 3; 600Þs ¼ 32GJ;Nfc ¼ Qhy

�
Qfcy ¼ 30; 500 units:

l Cost of the distribution network CL ¼ L� cL ¼ 5; 000� 4; 000 ¼ $20million:
l Cost of the coal fired power plant CP ¼ cP � Pe ¼ $1; 300; 000/MW�

100MW ¼ $130million:
l Total fan coil cost Cfc ¼ cfc � Nfc � _Qfc ¼ $3million:
l Capital cost as follows:

– Central plant Ccp ¼ CP þ Cc ¼ 130þ 47 ¼ $177million:
– Distribution lines CL ¼ $20 million.

– User’s Cfc ¼ $3 million.

– Total CHP cost C ¼ $200 million.
l Down payment CDown ¼ (1 � 0.8) � 200 ¼ $40 million.
l Cost of the loan CLoan ¼ ððA=P; 0:04; 20Þ=ðA=P; 0:05; 20ÞÞ � 0:8� 200 ¼

$ 147million:
l Tax deduction on loan using Eq. (10.13) and r0Loan ¼ ð5� 4Þ=ð1þ 4Þ ¼ 0:2,

therefore DLoan0:4 ð0:0736=0:08Þ � ð0:0736� 0:04Þ=ð1:04� 0:2053Þ½ � � 0:8�
200 ¼ $48:8million:

l Therefore, the total worth of capital is CP ¼ CDownþ
CLoan � DLoan ¼ 40þ 147� 48:8 ¼ $138:2million:

l The depreciation of the capital, assumed linear – Eq. (10.15)

DDep ¼ 0:4� ðP=A; 0:05; 20Þ � 200=20 ¼ $50million:
l Tax credit DCred ¼ tcred � C ¼ 0:02� 200 ¼ $4million:
l Salvage worth Dsalv ¼ 0:1� ðP=F; 0:05; 20Þ � 200� ð1� 0:2Þ ¼ $42:4million:
l Tax paid on property Cprop ¼ 0:5� 200� 0:25� ð1� 0:4Þ ¼ $15million:
l Cost of operation, maintenance, and insurance Comi ¼ 0:01� 200�

ðP=A; 0:05; 20Þð1� 0:4Þ ¼ $5million:
l Total cost of fuel (coal) Coe ¼ $18:75million� ½ð1� 0:4Þ=ðA=P; r0e; 20Þ� ¼

$377:5million; where r0e ¼ ðð5� 10Þ=101Þ ¼ �0:045 is the real discount rate

for coal price.
l The LCC is

CLife ¼ CP þ Cprop þ Comi þ Coe � ðDDep þ Dcred þ DsalvÞ
¼ 138:2þ 15þ 15þ 377:5� ð50þ 4þ 42:4Þ
¼ 168:2þ 377:5� 96:4 ¼ $450million:

10.7 Case Studies

Here we present an efficiency analysis, accounting for both energy and exergy

considerations, for two case studies: (1) a cogeneration-based DES, and (2) a

geothermal district heating system (GDHS).
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10.7.1 Case Study I

The system considered in this case study is a major cogeneration-based DHC

project in downtown Edmonton, Alberta, Canada (Edmonton Power 1991, MacRae

1992), having (1) an initial supply capacity of 230 MW (thermal) for heating

and 100 MW (thermal) for cooling; (2) the capacity to displace about 15 MW of

electrical power used for electric chillers through DC; and (3) the potential

to increase the efficiency of the Rossdale power plant that would cogenerate to

provide the steam for the DHC system from about 30% to 70%. The design includes

the potential to expand the supply capacity for heating to about 400 MW (thermal).

The design incorporated central chillers and a DC network. Screw chillers were to

be used originally and absorption chillers in the future. Central chillers are often

favored because (1) the seasonal efficiency of the chillers can increase due to the

ability to operate at peak efficiency more often in a central large plant, and (2) lower

chiller condenser temperatures (e.g., 20�C) can be used if cooling water from

the environment was available to the central plant, relative to the condenser

temperatures of approximately 35�C needed for air-cooled building chillers.

These two effects can lead to large central chillers having almost double the

efficiencies of distributed small chillers.

There are two main stages in this case study as taken from Rosen et al. (2004,

2005). First, the design for cogeneration-based DHC (Edmonton Power 1991,

MacRae 1992) is evaluated thermodynamically. Then, the design is modified

by replacing the electric centrifugal chillers with heat-driven absorption chillers

(first single- and then double-effect types) and reevaluated.

The cogeneration-based DES considered here (Fig. 10.9) includes a cogenera-

tion plant for heat and electricity, and a central electric chiller that produces a

chilled fluid. Hot water was produced to satisfy all heating requirements of the

users, at a temperature and pressure of 120�C and 2 bar, respectively. The heat was
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II
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r,II
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Fig. 10.9 Simplified diagram of the cogeneration-based DES at Edmonton Power [modified from

Rosen et al. (2004, 2005)]
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distributed to the users via heat exchangers, DH grids, and user’s heat exchanger

substations. A portion of the cogenerated electricity was used to drive a central

centrifugal chiller, and the remaining electricity was used for other purposes (e.g.,

export, driving other electrical devices, etc.). The central chiller produces cold

water at 7�C, which is distributed to users via DC grids. The system, which uses

electric chillers, is divided into six subsections within three categories. On the left

are production processes, including cogeneration of electricity and heat (A) and

chilling (B). In the middle are district-energy transport processes, including DH (C)

and DC (D). On the right are end-user processes, including user heating (E) and

user cooling (F).

For the cogeneration-based DES using absorption chillers, the design was

modified by replacing the electric chiller with single-effect absorption chillers.

Hot water was produced at 120�C and 2 bar to satisfy all heating requirements

of the users and to drive the central absorption chillers. A small portion of the

cogenerated electricity was used to drive the absorption solution and refrigera-

tion pumps, and the remaining electricity was used for purposes other than space

cooling. This cogeneration-based DES was then further modified by replacing

the electric centrifugal chillers with double-effect absorption chillers. The system

was similar to the cogeneration-based DES using single-effect absorption chillers,

except that higher quality heat (170�C and 8 bar) was produced to drive the double-

effect absorption chillers.

For the analysis, the year was divided into two seasonal periods (see Table 10.5).

Period 1 (October to April) has an environmental temperature of 0�C and was

considered to be a winter period with only a heating demand. Period 2 (May to

September) has an environmental temperature of 30�C and was considered to be

a summer period with a cooling demand and a small heating demand for hot

water heating. The small variations in plant efficiency that occur with changes

in environmental temperature are ignored here.

The overall energy efficiency of the proposed cogeneration plant was 85%, the

electrical efficiency (i.e., the efficiency of producing electricity via cogeneration)

was 25%, and the heat production efficiency was 60%. Also, the total heating

requirement of the buildings in the design region was _QH ¼ 1; 040GWh/year for

space and hot water heating, and the cooling requirement was _QC ¼ 202GWh/year

for space cooling. The total fuel energy input rate can be evaluated for the cogene-

ration plant using electric chillers as _Ef ¼ 1;040=0:6 ¼ 1733GWh/year. Since

33 GWh/year of this cooling was provided through free cooling, the cooling

requirement of the chilling plant was 169 GWh/year (Edmonton Power 1991).

Table 10.5 Monthly heating and cooling load breakdown (in %) in the design area of Edmonton,

Alberta

Period 1 (winter) Period 2 (summer)

Oct. Nov. Dec. Jan. Feb. Mar. Apr. Total May June July Aug. Sep. Total

Heating 6.90 12.73 16.83 18.67 14.05 12.95 7.34 89.46 2.39 1.56 1.34 1.92 3.33 10.54

Cooling 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 10.62 22.06 32.00 26.80 8.52 100

Data from Edmonton Power (1991)
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The COP of the single-effect absorption chiller used here was taken to be 0.67, a

typical representative value. Therefore, the annual heat required to drive the single-

effect absorption machine was _Qgen ¼ 169=0:67 ¼ 252GWh/year. The total fuel

energy input rate of the cogeneration plant can thus be evaluated as _Ef ¼
ð1;040þ 252Þ=0:6 ¼ 2; 153GWh/year [for details, see Rosen et al. (2004, 2005)].

As mentioned above, steam was required at higher temperatures and pressures to

drive the double-effect absorption chillers, and more electricity was curtailed as a

higher quality of heat or more heat was produced. The overall energy efficiency of

the proposed cogeneration plant was unchanged (85%) in period 2. Only the

electrical and heat efficiencies are changed due to more heat being produced in

this period, when the absorption chiller was in operation. Thus, the electrical

efficiency (i.e., the efficiency of producing electricity via cogeneration) was 25%

and 21% in periods 1 and 2, respectively, and the heat production efficiency was

60% and 64% in periods 1 and 2, respectively. The COP of the double-effect

absorption chiller used here was taken to be 1.2, a typical representative value.

Therefore, the annual heat required to drive the double-effect absorption machine

was _Qgen ¼ 169=1:2 ¼ 141GWh/year. The total fuel energy input rate to the

cogeneration plant can be evaluated as the sum of the fuel energy input rate to

the plant in two periods. Thus, _Ef ¼ 1; 942GWh/year [for details, see Rosen et al.

(2004, 2005)].

The average supply and return temperatures, respectively, were taken as 80�C
and 60�C for DH, and 7�C and 15�C for DC. The supply and return temperatures,

respectively, were taken as 60�C and 40�C for the user heating substation, and 15�C
and 22�C for the user cooling substation. Furthermore, the users’ room temperature

was considered constant throughout the year at 22�C for DH; the equivalent

temperature was 70�C for the supply system and 50�C for the user substation,

while for DC the equivalent temperature was 11�C for the supply system and 19�C
for the user substation.

Table 10.6 shows that 89.46% and 10.54% of the total annual heat loads occur in

periods 1 and 2, respectively. Since there was assumed to be no space heating demand

in period 2, the 10.54% quantity was taken to be the heat needs for water heating

(which was assumed constant throughout the year). Table 10.6 also presents the space

cooling breakdown in period 2. Annual energy transfer rates for the cogeneration-

based DES are shown in Table 10.7, with details distinguished where appropriate for

the three chiller options considered. The data in Table 10.7 are used to calculate

exergy efficiencies for the systems for each period and for the year.

Edmonton Power had annual free cooling of 33GWh/year; the cooling requirement

of the chilling plant was 169 GWh/year. The COP of the centrifugal chiller in the

design was 4.5. Thus, the annual electricity supply rate to the chiller was _Wch ¼
169=4:5 ¼ 38GWh/year. For the chilling operation, including free cooling and elec-

trical cooling, COP ¼ (169 + 33)/38 ¼ 5.32. The net electricity output ( _Wnet) of

the combined cogeneration/chiller portion of the system was 433 � 38 ¼
395 GWh/year, where the electrical generation rate of the cogeneration plant was

433 GWh/year. Similarly, for the chilling operation, including free cooling and
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single-effect absorption cooling, COP ¼ 202/252 ¼ 0.80, and for double-effect

absorption cooling COP ¼ 202/141 ¼ 1.43. It should be noted that the work required

to drive the solution and refrigeration pumps was very small relative to the heat input

to the absorption chiller (often less than 0.1%); this work was thus ignored here.

Table 10.7 lists the energy and exergy efficiencies evaluated for the indi-

vidual subsystems, several subsystems comprising selected combinations of the

individual subsystems, and the overall system for cogeneration-based DES using

electric chillers, single-effect absorption chillers, and double-effect absorption

chillers. Overall energy efficiencies are seen to vary, for the three system alter-

natives considered, from 83% to 94%, respectively, and exergy efficiencies from

28% to 29%, respectively. Table 10.7 demonstrates that energy efficiencies do not

provide meaningful and comparable results relative to exergy efficiencies when the

energy products are in different forms. For example, the energy efficiency of the

overall process using electric chillers is 94%, which could lead one to believe that

the system is very efficient. The exergy efficiency of the overall process, however,

is 28%, indicating that the process is far from ideal thermodynamically. The exergy

efficiency is much lower than energy efficiency because the heat is being produced

at a temperature (120�C) much higher than the temperatures actually needed (22�C
for space heating and 40�C for hot-water heating). The low-exergy efficiency of the

chillers is largely responsible for the low-exergy efficiency of the overall process.

The exergy-based efficiencies in Table 10.7 are generally lower than the energy-

based ones because the energy efficiencies utilize energy quantities that are in

different forms, while the exergy efficiencies provide more meaningful and useful

results by evaluating the performance and behavior of the systems using electrical

Table 10.6 Annual energy transfer rates (in GWh/year) for the cogeneration-based DHC system

in Edmonton, Alberta

Type of energy Period 1, T0 ¼ 0�C Period 2, T0 ¼ 30�C
District heating, _QH 0.8946 � 1,040 ¼ 930 0.1054 � 1,040 ¼ 110

Water heating, _Qu;w
H (22 GWh/yr/mo.) �

7 mo. ¼ 154

0.1054 � 1,040 ¼ 110 (or

22 GWh/yr/mo.)

Space heating, _Qu;s
H 930 � 154 ¼ 776 0

Space cooling, _QC 0 1.00 � 202 ¼ 202

Electric chiller case
Total electricity, _W 0.8946 � 433 ¼ 388 0.1054 � 433 ¼ 45.6

Input energy, _Ef 0.8946 � 1,733 ¼ 1,551 0.1054 � 1,733 ¼ 183

Single-effect absorption chiller case
Heat to drive absorption chiller, _Qgen 0 1.00 � 252 ¼ 252

Total electricity, _W 0.8946 � 433 ¼ 388 25/60(110 + 252) ¼ 151

Input energy, _Ef 0.8946 � 1,733 ¼ 1,551 (110 + 252)/0.6 ¼ 603

Double-effect absorption chiller case
Heat to drive absorption chiller, _Qgen 0 1.00 � 141 ¼ 141

Total electricity, _W 0.8946 � 433 ¼ 388 (21/64) (110 + 141) ¼ 82

Input energy, _Ef 0.8946 � 1,733 ¼ 1,551 (110 + 141)/0.64 ¼ 391

Data from Rosen et al. (2004, 2005)
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equivalents for all energy forms. The results for cogeneration-based DESs using

absorption chillers (single-effect and double-effect absorption chillers) and electric

chillers are, in general, found to be similar [for details, see Rosen et al. (2004, 2005)].

For cogeneration-based district energy, where electricity, heating, and cooling

are simultaneously produced, exergy analysis provides important insights into

the performance and efficiency for an overall system and its separate components.

This thermodynamic analysis technique provides more meaningful efficiencies

than energy analysis, and pinpoints the locations and causes of inefficiencies

more accurately. The present results indicate that the complex array of energy

forms involved in cogeneration-based DESs make them difficult to assess and

compare thermodynamically without exergy analysis. This difficulty is primarily

attributable to the different nature and quality of the three product energy forms:

electricity, heat, and cool. The results are expected to aid designers of such systems

in development and optimization activities, and in selecting the proper type of

system for different applications and situations.

10.7.2 Case Study II

Geothermal district heating has been given increasing attention in many countries

during the last decade, and many successful geothermal district heating projects

have been reported. In order for district heating to become a serious alternative to

existing or future individual heating and/or cooling systems, it must provide

significant benefits to both the community in which it is operated and the consumers

who purchase energy from the system. Further, it must provide major societal

benefits if federal, state, or local governments are to offer the financial and/or

institutional support that are required for successful development (Bloomquist

and Nimmons 2000).

The case here is the Izmir-Balcova GDHS, which is one example of a high-

temperature district heating application in Turkey. The Balcova region is about

7 km from the center of the Izmir province, located in the western part of Turkey,

and is endowed with considerably rich geothermal resources. The Izmir-Balcova

geothermal field (IBGF) covers a total area of about 3.5 km2 with an average

thickness of the aquifer horizon of 150 m. In the district heating system investigated

here, there are two systems, namely, the Izmir-Balcova GDHS and the Izmir-

Narlidere GDHS. The design heating capacity of the Izmir-Balcova GDHS is

equivalent to 7,500 residences. The Izmir-Narlidere GDHS was designed for

1,500-residence equivalence but has a sufficient infrastructure to allow a capacity

growth to 5,000-residence equivalence. The outdoor and indoor design tempera-

tures for the two systems are 0� and 22�C, respectively. Figure 10.10 is a schematic

of the IBGF, where the Izmir-Balcova GDHS, the Izmir-Narlidere GDHS, and

hotels and official buildings heated by geothermal energy are included. The Izmir-

Balcova GDHS consists mainly of three cycles: (1) energy production cycle

(geothermal well loop and geothermal heating center loop), (2) energy distribution
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cycle (district heating distribution network), and (3) energy consumption cycle

(building substations). As of the end of 2001, there are 14 wells ranging in depth

from 48 to 1,100 m in the IBGF. Of these, seven and six wells are production and

reinjection wells, respectively, while one well is out of operation. The well head

temperatures of the production wells vary from 95� to 140�C, with an average value
of 118�C, while the volumetric flow rates of the wells range from 30 to 150 m3/h.

Geothermal fluid, collected from the seven production wells at an average well head

temperature of 118�C, is pumped to a mixing chamber, where it is mixed with the

reinjection fluid at an average temperature of 60� to 62�C, cooling the mixture

to 98� to 99�C. This geothermal fluid is then sent to two primary plate-type heat
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Fig. 10.10 A schematic of the Izmir-Balcova-Narlidere geothermal district heating system

[modified from Ozgener et al. (2004)]
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exchangers and is cooled to about 60� to 62�C, as its heat is transferred to the

secondary fluid. The geothermal fluid whose heat is taken at the geothermal center

is reinjected into the reinjection wells, while the secondary fluid (clean hot water) is

transferred to the heating circulation water of the building by the heat exchangers of

the substations. The average conversion temperatures obtained during the operation

of the Izmir-Balcova GDHS are, on average, 80�/57�C for the district heating

distribution network and 65�/45�C for the building circuit. By using the control

valves for flow rate and temperature at the building substations, the needed amount

of water is sent to each housing unit and the heat balance of the system is achieved

(Hepbasli and Canakci 2003).

In the following, we give the main relations for mass, energy, and exergy flows

along with the energy and exergy efficiencies for the Izmir-Balcova GDHS [for

further information, see Ozgener et al. (2004)].

The mass balance equation is written as follows:

Xn
i¼1

_mw;tot � _mr � _md ¼ 0; (10.26)

where _mw;tot is the total mass flow rate at the well head, _mr is the flow rate of the

reinjected thermal water, and _md is the mass flow rate of the natural direct

discharge.

We define the energy efficiency as follows:

�system ¼
_Euseful;HE

_Ebrine

: (10.27)

The geothermal brine exergy input from the production field is calculated as

follows:

_Exbrine ¼ _mw ðhbrine � h0Þ � T0ðsbrine � s0Þ½ �: (10.28)

The exergy destructions in the heat exchanger, pump, and the system itself are

calculated using:

_Exdest;HE ¼ Exin � _Exout ¼ _Exdest; (10.29)

_Exdest;pump ¼ _Wpump � ð _Exout � _ExinÞ; and (10.30)

_Exdest;system ¼
X

_Exdest;HE þ
X

_Exdest;pump: (10.31)

Here, we define the exergy efficiency as follows:

csys ¼
xuseful;HE
_Exbrine

¼ 1� xdest;sys þ _Exreinjected þ xnaturally discharged

_Exbrine
: (10.32)
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In this study, the reference environment was taken to be the state of the

environment at which the temperature and the atmospheric pressure are 13.1�C
and 102.325 kPa, respectively, which were the values measured at the time when

the GDHS data were obtained. For analysis purposes, the actual data were taken

from the Balcova GDHS on January 1, 2003, and the respective thermodynamic

properties were obtained based upon these data. It is important to note that the

number of the wells in operation in the IBGF may vary depending on the heating

days and operating strategy.

Using Eq. (10.26), the total geothermal reinjection fluid mass flow rate is

111.02 kg/s at an average temperature of 66.1�C and the production well total

mass flow rate is 148.19 kg/s, and the natural direct discharge of the system is then

calculated to be 37.17 kg/s on January 1, 2003. This clearly indicates that in the

Balcova GDHS, there is a significant amount of hot water lost through leaks in

the hot water distribution network.

The exergy destructions in the system particularly occurs in terms of the exergy

of the fluid lost in the pumps, the heat exchanger losses, the exergy of the thermal

water (geothermal fluid) reinjected, and the natural direct discharge of the system,

accounting for 3.06%, 7.24%, 22.66%, and 24.1%, respectively, of the total exergy

input to the Balcova GDHS. Both energy and exergy efficiencies of the overall

Balcova GDHS are investigated for system performance analysis and improvement

and are determined to be 37.60% and 42.94%, respectively.

In the GDHSs, the temperature difference between the geothermal resource and

the supply temperature of the district heating distribution network plays a key role

in terms of exergy loss. In fact, the district heating supply temperature is determined

after the optimization calculation. In this calculation, it should be taken into account

that increasing the supply temperature results in a reduction of investment costs for

the distribution system and the electrical energy required for pumping stations,

while it causes an increase of heat losses in the distribution network. Unless there is

a specific reason, the district heating supply temperature should be higher in order

to increase the exergy efficiency of the heat exchangers and hence the entire system.

Besides this, in the design and operating condition of the primary heat exchangers, a

temperature approach of about 3�C is desired. On the other hand, dropping the

district heating supply temperature increases the amount of building heating equip-

ment to be oversized. Oversizing does not mean only cost, but also more exergy

production due to unnecessarily inflated pumping, pipe frictions, etc. In this regard,

there is an optimum district flow rate and the minimum possible exergy loss (mainly

due to pumping), of which determination is planned as future work to be conducted.

10.8 Concluding Remarks

This chapter presented some historical background on DESs along with cogenera-

tion and GDHS applications, and discussed some technical, economic (especially

life-cycle costing), environmental, and sustainability issues and performance
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evaluations tools in terms of energy and exergy analyses for such DHC systems.

Case studies have also been presented to highlight the importance of exergy use as a

potential tool for system analysis, design, and improvement. The benefits have been

demonstrated by using the principles of thermodynamics via exergy to evaluate

energy systems and technologies as well as environmental impact. Thus, thermo-

dynamic principles, particularly the concepts encompassing exergy, can be seen to

have a significant role to play in evaluating energy and environmental technologies.

Nomenclature

_Ex Exergy rate, W

f Figure of merit

h Specific enthalpy, kJ/kg

_m Mass flow rate, kg/s
_Q Heat rate, W

s Specific entropy, kJ/kg K

T Temperature, K
_W Work rate, W

Greek Letters

� Energy efficiency

c Exergy efficiency

Subscripts

0 Reference state

c Cooling

c,u Useful cooling

DC District cooling

DH District heating

DHC District heating and cooling

e Electrical

h Heating

h,u Useful heat

L Line

S Source or system
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Superscripts

ðÞ Average value

s Radiators and fan coils

w Water heater
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Study Questions/Problems

10.1 Define district energy systems and explain their benefit.

10.2 List some technical characteristics of district energy systems.

10.3 Explain the benefit of cogeneration with respect to power-only generation.

10.4 Consider the general system from Fig. 10.3. Make reasonable assumptions

regarding the efficiency of each unit and then determine the efficiency of the

overall system.

10.5 Describe how district energy systems benefit the environment.

10.6 Describe the role of district energy systems in sustainable development.

10.7 A GDHS provides heat from the harvested thermal energy that is available at

80�C and a flow rate of 200 kg/s. At the central station, the heat exchanger

that recirculates the water through the geothermal loop is placed while the

reinjected water temperature is 50�C. The power consumption to run the

pumps is 150 kW. The heat exchanger loses 1% of thermal energy through

insulation. In the distribution network, hot water is circulated at a rate of

80 kg/s with the associated electricity consumption of 35 kW and has the

maximum temperature of 70�C. The hot fluid reaches the user’s location

with 65�C temperature and leaves it with 55�C. An amount of 7% of the

delivered heat at the user’s location is lost due to imperfect insulation.

Calculate the energy and exergy efficiency of the system and its components.

10.8 Define the life-cycle cost in the context of distributed energy systems.

10.9 List and explain the main cost components of a distributed energy system.

10.10 What represents the capital cost and how it can be estimated?

10.11 Define “depreciation” and explain its calculation.

10.12 Define the “cost of operating energy” and explain its calculation.

10.13 Estimate the life-cycle cost of the district energy system illustrated in

Fig. 10.8 that used a CHP coal plant with a scrubber and a served a territory

of 2 km2, for the following input data: peak electrical power Pe ¼ 200 MWe;

load factor l ¼ 75%; efficiency 25% (power cycle), 90% (mechanical to

electrical); price of coal for the first year ccoal ¼ $3.0/GJ and re ¼ 10%

price escalation rate; heat losses at power plant f ¼ 5%; absorption chillers’

COP ¼ 0.6; specific cost of cooling plant cc ¼ $600/kW; cost of distribu-

tion line cL ¼ $4,100/m; length of pipe network L ¼ 10 km; fan coil unit

428 10 District Energy Systems

http://www.uneptie.org/energy


cost cfc ¼ $110/kW; number of years of service N ¼ 30; inflation rate

i ¼ 1%, market discount rate rm ¼ 6%, market loan rate rmL ¼ 5%; other

financial parameters fLoan ¼ 0.8, t ¼ 40%, tcred ¼ 2%, fsalv ¼ 10%, tsalv
¼ 20%, fprop ¼ 50%, tprop ¼ 25%, fomi ¼ 1%.

10.14 In order to assess the feasibility of the district energy system presented in

Example 10.2, compare its life-cycle cost to a system that uses local heating

and cooling through vapor compression heat pumps. Each heat pump unit

has the capacity of 1 kW for both the cooling and the heating mode. The cost

of a heat pump/air condition unit is $800/kW. To make the two systems

equivalent, the number of heat pump units is the same as the number of fan

coils, that is 30,500 units. In the local heat pump case, there is no need of a

heat and cold distribution network, therefore the capital investment is lower;

however, the electricity/fuel consumption is larger.

10.15 Using the cost analysis presented in the text, perform a parametric study to

determine the optimum diameter of a pipe if the flow rate and the length are

imposed.

10.16 Conduct a parametric study to determine the optimal thickness of the

insulation of a buried pipe.
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Chapter 11

Energy Storage

11.1 Introduction

Any energy system includes at least two essential entities, namely, energy

generators and energy consumers. Each of these elements has its associated char-

acteristics, and it is not necessary that at all times the energy generated is the same

as the energy consumed. Moreover, it is not necessary that the energy is generated

at the same location where it is consumed. The transmission grid is a medium that

interconnects the energy generators with the energy consumers. The multitude of

generators connected to a transmission grid is called the “energy supply side,”

while the multitude of consumers is called the “energy demand side.” Figure 11.1

shows the general layout of an energy system that apart from the energy supply and

demand sides also includes the distribution grid and the energy storage facilities.

The energy storage fills the temporal gap between energy supply and energy

demand.

One notes the abstract level at which Fig. 11.1 describes the energy system; there

is no reference to the nature of energy that flows through it. Moreover, the energy

that is generated, transmitted, stored, and consumed can be of different forms

because the energy grid can include energy converters that transform one form of

energy into another. Furthermore, the energy at the supply side can occur in a

variety of forms, and the grid can connect to a multitude of generators as well as to a

multitude of consumers and to various kinds of energy storage systems.

Generally speaking, the energy supply cannot be constant because the energy

reserves depend on the season, the time of day, and climacteric conditions. Think of

solar energy: the sun is available only 8 to 10 h/day to produce useful heat,

chemicals, and electricity. The storage of solar energy is critically important for

matching the energy supply and demand profiles. In fact, storage is critically

important for any intermittent source of energy. Figure 11.2 is a conceptual diagram

of solar heating and powering of a house. On the roof, one mounts a thermal solar

panel that heats water. The hot water is stored in a tank and used throughout the

whole day. In parallel with this system, photovoltaic arrays are mounted that

generate electrical energy. The panels are coupled to a local grid system that stores

the electricity in batteries and makes it available to serve the electrical power needs

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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of the house for the whole day. The two systems that work in parallel represent

a particular case of the general concept presented in Fig. 11.1. The generated,

stored, and consumed energy is in the form of heat for one of the systems, and in

the form of electricity for another one. The heat is stored as thermal energy (in hot

water); however, the electricity is stored in the form of electrochemical energy

in the battery. Many energy systems based on the general concept introduced in

Fig. 11.1 can be contemplated, at smaller as well as larger scale.

For smaller scale, one can consider a laptop computer as an example. When an

electrical supply plug is available, the user plugs the laptop in for charging the

battery. At times when no electrical network is available, the computer is powered

by the energy stored in the electrical battery. An example of a larger-scale energy

system is the natural gas distribution system of a region. Such a system is repre-

sented schematically in Fig. 11.3. The natural gas in principle can be produced at a
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constant rate throughout the year, but natural gas consumption is higher in winter.

Therefore, the supply is higher than the demand during the summer and the excess

of supply is accumulated in large (in general underground) storage facilities. This is

an example of seasonal storage. Note that the cost of natural gas is higher in winter

because of the way in which the economy works. One can further observe that the

natural gas network has at least the flow of following three entities: the material

(i.e., the natural gas), the associated energy carried by the natural gas, and the

economic currency associated with the natural gas business. It is therefore sug-

gested that energy storage, in general, is a necessity and ultimately it can be viewed

as a business.

The last example illustrated here represents the layout of a national electricity

grid system. Such a system is shown in Fig. 11.4 and it consists of three major

elements: the supply side, the demand side, and the grid system including energy

transmission and storage facilities. The system is distributed over a territory and

connects all possible sorts of electrical energy generation technologies placed at

multiple locations. The grid receives, stores, and transmits the electrical energy.

As suggested, the storage can be made in a multitude of ways including the seasonal

Gas and oil wells

Gas processing plant

Compression
station

City gate gas 
station

Underground storage

Residential

Commercial
Industrial

Electric power generation

Distribution
system

Fig. 11.3 General layout of a natural gas distribution system
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or shorter time storage of fossil fuels, production of synthetic fuels for storage,

hydrostorage in accumulation lakes, and compressed air storage or electrical

batteries stations; all of these are distributed over the territory. Also the system

interacts with three categories of users at the demand side: residential, commercial,

and industrial.

Thus, the energy storage systems are of major importance, as they play a key role

in matching the energy supply and demand at all spatial scales and time frames

(either for short term, that is, of seconds, or for long term, that is, seasonal). In what

follows, we investigate the general thermodynamics of energy storage systems,

and introduce and analyze the most relevant energy storage methods.

11.2 Energy Demand

Design of an energy storage system starts naturally with the analysis of the energy

demand side (i.e., energy demand characteristics). In this respect, it is important to

determine the variation of energy demand in time. This can be a periodic temporal

profile, characterized by minima and maxima, and the profile can incorporate

periods with no demand.

Depending on the scale of energy system (e.g., local, regional, and national) and

on the peculiarity of the application (e.g., milk factory, building air conditioning,

national electricity grid, etc.), the demand profile and its characteristics are differ-

ent. Figure 11.5 illustrates three examples of daily demand profiles, namely, the
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typical national grid system, electricity demand for a typical commercial building

during a winter day, and the cooling demand of a milk factory for the pasteurization

process; all three profiles are normalized with respect to their maxima. The ratio

between the actual power demand and the maximum power demand is called

demand factor, which according to the definition must be subunitary. The storage

strategy and related devices must be adapted to the associated demand profiles.

In analyzing the demand, statistical and forecast techniques can be applied to

determine the maximum abatement of the demand from the typical situation,

so that precautions can be taken.

Looking at Fig. 11.5, one can observe that the national grid demand has a

demand factor of over 40% at all times (herewith, we denote the demand factor

as the ratio between the actual demand and the maximum demand during the day).

In contrast is the case of the milk factory, where the demand is nil for most of the

day. Cooling is needed as part of the milk pasteurization process, which is

performed immediately after the milk is collected by the milk factory. The proces-

sing occurs in the morning and is of short duration. Therefore, the pasteurization

unit operates for very few hours per day. The third case illustrated in Fig. 11.5 lies

in between the other two cases just discussed. This is the case of a commercial

building that needs a base load of about 10% for its daily operation; however,

there are two energy demand peeks during the day, one at the end of the morning

and the other one in the afternoon.

11.3 Storable Energies

As mentioned in the introduction, the profile of the energy production system does

not generally match the energy demand profile. Because of such a mismatch, energy

storage is required. There are several known methods to store energy, and their

main features are summarized in Table 11.1. Whatever the technology is, ultimately

it has to process an energy form that is storable. The following kinds of energies are

considered storable:

Table 11.1 Summary of energy storage technologies and their main characteristics

Device Stored energy � (%)

Flywheel Kinetic 85–95

Pumped hydro storage Potential 65–85

Compressed air Thermomechanical 70–80

(Ultra/super) capacitors Electrical charge 90–95

Electrical batteries Electrochemical 85–95

Synthetic fuel storage (H2, NH3) Chemical ~25

Biochemical storage Chemical ~1

Thermochemical storage Chemical ~30

Thermal energy storage (hot, cold) Thermal 80–95

Note: � denotes energy efficiency, which is defined as the energy retrieved over energy transmitted

to the storage device

Data from Dincer and Rosen (2002), Granowskii et al. (2008), Peters (2008), and Ter-Gazarian

(1994)
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l Mechanical energy in the forms of:
l Kinetic energy—the energy of a mass that moves (rotates) fast
l Potential energy—energy of a mass that is at high elevation in the gravita-

tional field or is connected to an elastic spring displaced from its equilibrium

position
l Thermomechanical energy—associated with the enthalpy of a gas (or fluid) that

can be compressed (for storage) or expanded (for retrieval)
l Electrical charge energy—in the form of energy associated to the electrical field
l Electrochemical energy—stored in an electrolyte or in a reversible fuel cell (this

is explained in the next section)
l Chemical energy that can be stored as follows:

l By enthalpy of a reversible chemical reaction (thermochemical)
l In a synthetic fuel that can be combusted (e.g., hydrogen)
l In a biochemical “fuel” (e.g., glucose)

l Thermal energy—stored in the form of heat (either cold or hot)

In the next section, we discuss the energy storage technologies.

11.4 Energy Storage Methods

11.4.1 Electrical Charge Storage in Capacitors

Electrical charge can be stored in a device known as a capacitor. The simplest

capacitor consists of two metallic plates between which a dielectric is interposed. A

sketch of a simple capacitor is shown in Fig. 11.6a, while Fig. 11.6b illustrates the

advanced ultracapacitor with high storage density. The electrical capacity of the

plate capacitor can be defined by the following equation:

C ¼ eA
d

¼ q

Vc

; (11.1)

where C is the electric capacity in farads, d is the distance between the parallel plates,
A is the area of the plates, and e is the electric permittivity of the material between the

plates (the electric permittivity is a measure of how a material concentrates the lines

of electric flux). On the right-hand side of the above equation, there is a second

definition of the electrical capacity, which is more general, that is applied regardless

of the geometrical configuration of the capacitor: the capacity is the electrical charge

q (measured in coulombs) over the electrical potential Vc (measured in volts).

A capacitor can be charged or discharged in a electrical circuit that comprises

the source (or the sink) of potential V, a combined electrical resistance R including

the resistance of the transmission lines, the internal capacitor’s resistance, and the

internal source/sink resistance. For such a circuit the Kirchhoff law states

Vc ¼ V � iðtÞR; (11.2)
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where i(t) is the electric current that passes through the circuit at the time t. In the

above expression, the voltage V in the charging and discharging line is constant;

thus, by differentiation with respect to time, Eq. (11.2) becomes

dVc

dt
¼ �R

diðtÞ
dt

; (11.3)

where one uses Eq. (11.1) to express Vc ¼ q/C or dVc/dt ¼ 1=Cðdq/dtÞ; further-
more, one can determine the electric intensity, which is the same as the variation of

electric charge with respect to time, iðtÞ ¼ dq/dt; then Eq. (11.3) becomes

1

C
iðtÞ þ R

diðtÞ
dt

¼ 0; (11.4)

which can be integrated in time with the initial condition iðt ¼ 0Þ ¼ I0 to give

iðtÞ ¼ I0 exp � t

t

� �
; (11.5)

where t ¼ RC is known as the time constant of the circuit.

Note that the initial current I0 is limited by the total resistance R; thus one has

I0 ¼ V/R. Also note that the equation for charging and discharging of a capacitor is
similar, and therefore the time constant at charging is the same as the time constant

at discharging. However, during the charging process, the capacitor draws the

maximum current I0 at the beginning and nil current at the end of the process.

Care must be taken in the design because at the discharging, the current intensity is
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Fig. 11.6 Capacitors for energy storage of electrical charge
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the reverse of that of the charging: that is, at the beginning of the discharging process

the current intensity is nil, and at the end the current reaches its maximum value.

It is simple to show that the amount of energy stored in a condenser is propor-

tional to the square of the voltage and is given by the following equation:

E ¼ CV2
c

2
: (11.6)

The efficiency of the charging process can be calculated by observing that the

energy “injected” into the capacitor is proportional to the total electrical charge and

the source voltage, Es ¼ qVs; therefore, one can derive that

� ¼ E

Es

¼ CV2
c=2

qVs

¼ qVc=2

qVs

¼ 0:5; (11.7)

where one can reduce qVc with qVs because at the end of the charging process

Vc ¼ Vs.

The only way to increase the charging efficiency of the capacitor is by increasing

the source voltage during charging such that the charging current is kept constant.

Table 11.1 shows that capacitors can achieve very high storage efficiency of over

90% if the charging current is properly controlled. Figure 11.6b shows a second

capacitor principle that provides another way of increasing the efficiency and the

volumetric packing of the energy storage unit. Rather than storing the electrical

field energy between the two parallel electrically charged surfaces, one can use a

special porous substrate on each of the plates. The porous matrix that is deposited at

each of the electrodes is very conductive, but the materials are chosen such that the

interface between the two layers (left and right porous matrices in Fig. 11.6b)

blocks very well any electrical current leakage. Therefore, a very strong electrical

field is maintained between the two layers. The advantage of this type of capacitor

comes from the fact that the layers and the electrodes are extremely thin. There is

therefore a great opportunity for packing more storage capacity per unit of volume.

The energy density of ultracapacitors ranges from 0.5 to 30 Wh/kg; at the upper

range the energy storage density of these devices is comparable to that of lead–acid

batteries. The capacitors are the fastest devices for storage and delivery of electrical

energy; they can accumulate and deliver energy at a rate of a thousand times higher

than that of electrical batteries, their specific power density being over 1,000 W/kg.

11.4.2 Electrochemical Energy Storage in Batteries

Storage of energy in electrical batteries is a mature technology that has also

achieved a large diversity of implemented solutions. The storage of electrochemical

energy requires the existence of a cell that comprises an electrolyte and two
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electrodes. In general, the current generated by a single cell is low, and in order to

increase it one has to increase the surface of the electrodes. This is done by

connecting a number of electrodes in parallel. The typical geometric configuration

of a single battery cell is shown in Fig. 11.7. The voltage of the battery can be

increased by connecting multiple cells in series.

Specific electrochemical reactions occur at each electrode of the cell, depending

on the chosen electrolyte and the electrodes. Both electrodes are at a negative

potential with respect to the electrolyte as they inject metal atoms into the electro-

lytic solution where they dissolve. Each atom that leaves the electrode leaves

behind one or more electrons, which polarize the electrode with negative charge

with respect to the electrolyte. A pair of electrodes, both of different metals, is

inserted into the electrolyte. Each electrode is at a different negative potential

(called standard potential) with respect to the electrolyte. The difference between

the standard potential of the two electrodes gives the electromotive force of the

elementary electrolytic cell. In Table 11.2, the standard potentials of various

electrodes are summarized, both for the anode (the negative pole of the battery)

and the cathode (the positive pole of the battery).Using Table 11.2, an example is

given as follows:

l Consider a carbon–zinc battery having one electrode on Zn and the other onMnO2.
l The cathode standard potential of MnO2 is, from Table 11.2, +1.23 V.
l The anode potential for Zn is �0.76 V.
l The difference +1.23 � (�0.76) ¼ 1.99 V represents the cell voltage.

Electrolyte

Positive
electrode

Negative
electrode

Battery cell

Positive
lead

Negative
lead

Fig. 11.7 The configuration of an electrical battery cell

Table 11.2 Electrochemical characteristics of various battery electrodes

Anode

material

Standard

potential (V)

Electrochemical

equivalence (Ah/kg)

Cathode

material

Standard

potential (V)

Electrochemical

equivalence (Ah/kg)

Pb �0.13 0.26 PbO2 1.455 224

Zn �0.76 0.82 MnO2 1.23 308

Cd �0.4 0.48 Cl2 1.36 755

Data from Ter-Gazarian (1994)
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l The electrochemical equivalence for Zn is, from the table, 820 Ah/kg.
l The electrochemical equivalent of MnO2 is 308 Ah/kg.
l Therefore, the specific capacity of the battery is given by the sum

820 + 308 ¼ 1,128 Ah/kg.
l The energy density of the battery can be obtained with the product 1,130 Ah/

kg � 1.99 V, i.e., 2.25 kWh/kg.

Table 11.3 lists the main parameters of three important types of rechargeable

batteries, namely, the voltage, the stored specific energy per mass and per volume

and the specific power, and the operating temperature. Another important para-

meter, which is not included in the table, is represented by the voltage versus

time characteristics. During the operation, the internal resistance of the battery

increases in a manner that the voltage produced by the battery on a load decreases in

time, until it reaches a cut-off value at which the device being powered does not

function well.

11.4.3 Kinetic Energy Storage in Flywheels

The flywheel, a wheel of relatively large mass that stores rotational kinetic energy,

has long been used to smooth out the shaft power output from one- or two-cycle

(stroke) engines and to adjust for uneven loads. A flywheel can be designed to work

both as a motor when driven by electric power and as a generator when driven by

mechanical power. Flywheel systems for electrical energy storage have two pro-

perties in which they differ from the rechargeable batteries: (1) high-power mass

density specified by the maximum charge (discharge) power per system mass, and

(2) high life cycle.

If one denotes I as the moment of inertia of the flywheel, then it is defined by the

following expression I ¼ R R
0
r2dm, where r is the radial coordinate centered in the

rotation center, dm is the infinitesimal mass rotating with the flywheel, and R is the

radius of the flywheel. The kinetic energy stored in the rotating disk of radius R is

E ¼ Io2

2
; (11.8)

where o is the angular velocity.

Table 11.3 Main parameters of three important types of rechargeable batteries

Type Voltage (V)

Specific energy Specific

power (W/kg)

Operating

temperature (�C)Wh/kg Wh/l

Lithium–Ion 2.8 250–600 400–1,100 430 �55 to +85

Nickel–Cadmium 1.2 50 90 120 �20 to +45

Lead–Acid 2 35 85 180 �40 to +60

Data from Ter-Gazarian (1994)
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If one assumes that the flywheel is in the form of a ring, that is, all mass is

concentrated at the rim, then the moment of inertia becomes I ¼ mR2 and the stored

energy is

E ¼ mR2o2

2
: (11.9)

The flywheel can be charged with kinetic energy by increasing its angular

velocity. The increase of angular velocity produces, however, an increase of the

tensile stress in the wheel material. The tensile stress in a rim is ro2R2, where r is

the material density. The tensile stress is limited by the maximum value over which

the failure of material occurs:

smax ¼ ro2R2: (11.10)

Combining Eqs. (11.9) and (11.10), one can get the maximum volumetric energy

density of the rim-kind flywheel:

Ev ¼ E

V
¼ smax

2
; (11.11)

where V is the volume of the flywheel.

The mass specific energy density can be derived from Eq. (11.11) as follows:

Em ¼ E

m
¼ E

rV
¼ Ev

r
¼ smax

2r
: (11.12)

The result from Eq. (11.12) is important; it shows that in order to pack as much

as possible energy per unit of volume, one needs to have a material with low density

(i.e., a light material) and with a high admissible (maximum) tensile stress; a heavy

material will not be suitable, contrary to common intuition. In general, the energy

density of a flywheel of arbitrary profile is given by an equation of the form

Em ¼ Ksmax

r
; (11.13)

where one can note that K ¼ 0.5 for the rim-shaped flywheel. The challenge is to

obtain a good shape characterized by a high shape factor K and a high admissible

tensile stress smax. For a flat disk, the shape factor is K ffi 0:61; a better K is

obtained for a so-called constant stress disk, which has K > 0.93 (Ter-Gazarian

1994). The constant stress disk is made in such a way that the radial and axial stress

components are equal at all points.

During the discharge time, it is not possible to retrieve all the energy of the

flywheel, because the angular speed of the flywheel must be kept to a minimum

value that is of the order of 20% from the maximum angular speed. Moreover, there

11.4 Energy Storage Methods 441



is a friction associated with the rotation of bearings and possible aerodynamic

forces. Friction’s influence can be quantified by a subunitary factor zðtÞ, which
depends on the duration of the storage: if the storage time is high, the factor is low.

The retrieved energy per unit of mass is therefore

Er;m ¼
zðtÞ 1� omin

omax

� �2
 !

Ksmax

r
: (11.14)

Therefore, the expected energy efficiency of the flywheel discharged immedi-

ately is given by

� ¼ Er;m

Em

¼ zðtÞ 1� omin

omax

� �2
 !

ffi 0:98 ð1� 0:22Þ ffi 0:94: (11.15)

Note that because the stored energy is kinetic, the energy and exergy efficiencies

are the same. In general, flywheels are used for short-term energy storage; they are

discharged relatively immediately after charging. If discharging follows after 1 day,

the friction factor drops and the efficiency of the flywheel falls below 50%.

11.4.4 Storing Gravitational Potential Energy
Through Pumped Hydrostorage

Hydrostorage is very simple and is widely used in the power industry to store

off-peak power for peak load periods. This technique utilizes a dam that has a

sufficient hydrostatic head to drive a hydroelectric power plant. Water is pumped

into the reservoir during off-peak periods and drawn out during peak periods. The

basic requirement is a dam with a large quantity of water at its base, or two dams

with a height difference between them. Hydrostorage is relatively efficient. The

energy used to pump water upward is recovered in a storage cycle with about 65%

to 75% efficiency. Hydrostorage is often ideal for solar power storage. The solar

plant produces power at the maximum rate during the day and is on standby during

the night, maintaining only system temperatures so that it is ready to turn out power

the next day as soon as the collector subsystem reaches the operating temperature.

Pumped storage is the only well-established energy storage concept that is available

on a large scale. The concept is simple. Energy is stored during the evening hours

by pumping the water from a lower body of water to an upper reservoir behind a

conventional dam. During peak demand hours, the water flows down from the

upper reservoir through a hydroelectric turbine back into the lower body of water.

Because of the environmental concerns associated with large-scale hydroelectric

facilities, however, it is doubtful that many conventional pumped hydro plants will

be constructed in the future.
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The diagram explaining the principle of pumped hydrostorage is shown in

Fig. 11.8. The efficiency of this storage system, defined as the energy supplied to

the user versus the energy supplied to the storage at charging time, can be derived as

follows:

� ¼ Eretrieved

Esupplied

¼ Eretrieved

Epotential

Epotential

Esupplied

¼ �charging�discharging: (11.16)

In general, the overall efficiency of pumped hydrostorage is of the order of 65%

to 85%.

11.4.5 Thermomechanical Energy Storage in Compressed Air

Compressed air storage is a thermomechanical process in which energy is trans-

mitted and retrieved, respectively, through mechanical work and heat. In a com-

pressed air energy storage system, air is compressed during off-peak hours and

stored in large underground reservoirs, which may be naturally occurring caverns,

salt domes, abandoned mine shafts, depleted gas and oil fields, or man-made

caverns. During peak hours, the air is released to drive a gas turbine generator.

The technique used by such a system to compress air to store energy is relatively

straightforward. In a conventional gas turbine, high-pressure hot gas is supplied,

and about two thirds of the gross power output is used to drive the compressor.

A compressed air system decouples the compressor and the turbine, and operates

the former during off-peak hours to produce compressed air that is stored in natural

caverns, old oil or gas wells, or porous rock formations. Such energy storage is

advantageous when an appreciable part of the power load is carried by nuclear

stations and where suitable spent salt caverns make it easy to build the compressed

gas reservoirs.

Figure 11.9 presents the layout of a compressed air storage facility. Because air

compression and expansion is necessarily accompanied by the release or absorption

Upper dam

Lower dam

Reversible 
pump-turbine

Fig. 11.8 Diagram of the principle of pumped hydrostorage
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of heat, a compressed air storage system can be coupled to the thermal energy

storage (TES). The system shown above operates as follows:

l During charging time, which is preferred in winters when electricity generation

is at higher efficiency and air is easier to be compressed, the motor is coupled

with the compressor through the corresponding clutch.
l Air is compressed with intercoolers and the associated thermal energy is stored

in a TES system, while the compressed air is stored in a large reservoir.
l During energy retrieval, the motor plays the role of electric generator and is

coupled to the turbine.
l The thermal storage delivers heat to preheat the air before combustion.
l Combustion expands the exhaust gases in the turbine, which generates

electricity.

Note that decoupling the turbine from the compressor makes it possible to

deliver three times more work than in a regular Brayton cycle. Also, compression

is facilitated when the ambient air is colder: compression work is 10% to 15% lower

if the suction temperature is �10�C (winter) instead of +30�C (summer). The

attractiveness of the compressed air storage comes from the possibility of storing

the compressed air seasonally.

There is experience accumulated in designing large storage reservoirs in under-

ground salt caverns. Such caverns can be mined by using aqueous solutions that

dissolve salt and generate the desired shape of the reservoir. As a second option,

large quantities of compressed air can be stored in aquifers, above the water level,

if the geomorphological configuration is above the aquifer such that there is hard

rock that impedes air leakages.

Compressor
Motor/generator

Gas turbine

TES

Compressed air storage

Combustion 
chamber

Valves

Clutches

Fig. 11.9 Layout of a compressed air storage facility
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For defining the efficiency of the compressed air–gas turbine storage system,

one has to take into consideration that the energy delivered by the system is in any

situation higher than the energy consumed to compress the air. This approach will

lead to efficiency higher than unity. Therefore, a fair definition of efficiency in the

case of such energy storage systems is to consider the chemical energy stored in

the fuel (either the higher or the lower heating value) as part of the input. Therefore,

the total energy input is the sum of the energy consumed for air compression

plus the fuel energy. The system efficiency becomes

� ¼ Egenerated

Ecompressed air þ LHV � mfuel

: (11.17)

The mass of fuel and the mass of stored air are correlated through the

air–fuel ratio.

11.4.6 Chemical Energy Storage in Synthetic Fuels

There is a large number of technologies for producing synthetic fuels, of which the

most representative is hydrogen fuel. Other materials that can be viewed as

synthetic fuels are ammonia, ethanol, Fischer–Tropsch diesel, syngas, and methane.

During low-demand periods, the primary energy can be used to produce a synthetic

fuel that can be used to release energy during high demand periods. The energy

release can be obtained either by fuel combustion in various internal combustion

engines, or in fuel cells or hybrid energy systems. In an extended approach, liquid

nitrogen can be viewed as a fuel since its energy of thermomechanical nature can be

retrieved at a later time in special pneumatic turbines arrangements.

Production of hydrogen from renewable sources like wind and solar is a current

area of development. Figure 11.10 shows possible paths for hydrogen produc-

tion from primary energy sources including fossil fuels, nuclear, and renewable

energies. Hydrogen is the primary element from which other synthetic fuels or

chemicals can also be produced, but it is difficult to store. Many production and

storage methods of hydrogen are detailed in other parts of this book. In this chapter,

we emphasize only that the storage volumetric density of hydrogen is low with

respect to other systems discussed above, and moreover, the storage duration is the

lowest with respect to other synthetic fuels. The storage of hydrogen seasonally in

large volumes becomes very expensive and is not applicable because of leakages

and high compression costs or high costs associated with hydrogen liquefaction.

These facts limit the volume and duration of storage. In general, it appears eco-

nomical to store hydrogen for days or weeks. Hydrogen can be converted into

ammonia with the expense of some additional energy, which in relative terms is

reasonably low. Ammonia can be stored in bulk quantities seasonally or even

for several years without sensible degradation and an associated cost, which is
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rather cheap. Ammonia can be synthesized from hydrogen and nitrogen in advanced

Haber–Bosch plants that operate intensively with energy recovery. In general, one

can say that storage of energy in synthetic fuels is characterized by the highest energy

per unit of mass and the lowest power extraction per unit of mass because of the high

mass associated with fuel production plus power generation facilities.

11.4.7 Thermochemical Energy Storage with Chemical Heat
Pump Systems

These system are based on a discontinuously working solid-state absorption heat

pump incorporating a storage function, of which the operating principle is as

follows: two chambers are connected to each other. Chamber I is the energy

accumulator containing the vapor absorbing salt (Na2S), and chamber II is the

Fig. 11.10 Production and utilization paths of hydrogen from primary energy sources [modified

from Yilanci et al. (2009)]
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condenser/evaporator containing the working fluid (H2O). The reversible chemical

reaction, in the case of sodium sulfide and water used as a working pair, is given

as follows:

Na2S � nH2Oþ Heat $ Na2Sþ nH2O: (11.18)

Another chemical reaction of interest is

CH4 þ H2Oþ Heat $ COþ 3H2; (11.19)

which during off-peak hours is used to accumulate heat by driving the reaction

toward the left, while during on-peak periods the reaction is driven toward the

right to generate heat. The chemicals from the right-hand side of Eq. (11.19) do not

react at low temperatures; therefore, they can be stored for long periods of time

in ambient conditions. Only if the temperature rises above 850 K do the carbon

monoxide and hydrogen react and dissipate heat. A system that uses the reaction

(11.19) to upgrade the temperature of the CANDU nuclear power reactors has

been proposed by Granowskii et al. (2008) in the context of using the reaction heat

to drive a thermochemical water splitting cycle to produce hydrogen.

11.4.8 Thermal Energy Storage

Thermal energy storage (TES), both in the form of cold and heat storage, has

attracted increasing interest for many applications such as space heating, hot

water, cooling, and air conditioning. Most importantly, TES systems have the

potential of increasing the efficiency of energy systems by shifting the level of

operating temperatures during the cold and warm seasons. The power generation is

more efficient in winter, when the thermal sink reservoir, that is, the environment, is

at a lower temperature; therefore, the heat engine systems operate better. Using a

seasonal TES system facilitates the increase of power generation efficiency.

Shorter-term thermal storage also has positive impact on a large range of energy

consuming or energy production systems. Like any other energy storage systems,

TES is useful for correcting the mismatch between the supply and demand of

energy. Thermal energy and its storage are discussed in detail in Section 11.6.

11.4.9 Comparison of Energy Storage Methods

For any specific application, it is important to decide on a rational basis which

method of energy storage is best suited. As listed in Table 11.4, there are eight main

forms of energy that are storable through various energy conversion and storage

methods. These energies are electric, electrochemical, kinetic, gravitational,
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thermomechanical, chemical, thermochemical, and thermal. One of the points of

comparison among these methods is the term of storage, which can be either long

or short.

The following main characteristics are important when comparing energy

storage systems: the duration (term) of storage, the energy density (stored energy

per unit of volume), the specific energy (defined as stored energy per unit of mass),

and the recommended installed capacity (in units of energy discharge rate, i.e.,

power). One can observe from Table 11.4 that the electric, electrochemical, and

kinetic energy storage have the shortest storage terms and the shortest recom-

mended storage capacity. Therefore, these kinds of storage can be used for “buffer”

applications, when low amounts of energy need to be stored for a short duration and

also retrieved at a fast rate. It can also be observed that as the storage increases, the

recommended installed capacity increases too, while the energy density and spe-

cific energy decrease. For example, hydro/gravitational energy is characterized by

the longest storage term among all but also the lowest storage density and specific

energy. Therefore, hydrostorage is recommended for very high installed capacity.

The figures presented in Table 11.4 are only the orders of magnitude of storage

density and specific energy for each of the systems.

11.5 Methods of Analysis of Energy Storage Systems

This section presents a general thermodynamic treatment of energy storage

regardless of the nature of stored energy. In this respect, exergy is used to describe

the stored energy as well as the associated losses at energy storage plus losses at

energy transfer when charging and discharging the storage. Exergy is a com-

prehensive concept because in its general form it includes a thermomechanical

component as well as other forms of energy such as electric, chemical, magnetic,

kinetic, potential, and so on.

Table 11.4 Comparison of energy storage methods

Stored energy Term

Energy density

(kWh/dm3)

Specific energy

(kWh/kg)

Recommended

capacity

Electric Very short

(seconds)

10�2 10�3 Low (kW)

Electrochemical Long (weeks) 100 10�1 Low (kW)

Kinetic Short (hours) 10�1 10�1 Low (kW)

Gravitational

(hydro)

Very long (years) 10�3 10�3 Very high (GW)

Thermomechanical Long (seasons) 10�3 10�1 High (MW)

Chemical (fuela) Very long (years) 10 10 High (MW)

Thermochemical Long (months) 100 100 High (MW)

Thermal energy Long (seasons) 10�1 10�1 Low/high (kW/MW)

Data from Ter-Gazarian (1994)
aExcept nuclear
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Therefore, in the general treatment presented here, we quantify the flows of

exergy. In the subsequent sections, particular situations when the flow of exergy is

of one form only, say electrochemical (in the case of electrical batteries) or thermal

(in the case of hot or cold thermal storage) or purely kinetic (in the case of

flywheel), are demonstrated. The general description of an energy storage process

is introduced in Fig. 11.11 and operates cyclically in three periods: charging,

storing, and discharging. In the first period of time tc, the storage device is charged
(possibly up to its maximum capacity). During the charging process, a stream of

exergy is “transmitted” toward the storage device. Any exergy transmission implies

the existence of a difference of potential that generates the flow of exergy.

For example, if the storage device is an electrical battery, then the flow of electricity

is at any time higher than the voltage of the battery. Since the electrical current

passes through a medium, one must consider the electrical resistance at charging.

The resistance dissipates heat that is associated with the exergy lost during the

charging process.

A similar example can be given for a thermal storage system, where a tempera-

ture difference must be created between the heat flux that charges the device and the

temperature within the device. The temperature difference is associated necessarily

with thermal resistance and exergy losses during charging.

An ideal storage device is insulated perfectly against any exergy losses that may

occur during the storage time. However, if the storage time is long enough, exergy

leakages out of the storage devices are unavoidable and must be taken into account.

These are the exergy losses during the storage period ts. During the discharging

period td, the stored exergy is transmitted back to the grid or to the point of

consumption. Consequently, there are exergy losses associated with the transmis-

sion process since the potential (electrical charge, voltage, temperature, water level,

rotation speed, etc.) of the storage device always must be higher than that of the

transmission line at discharge.

The process of exergy storage and retrieving is demonstrated in Fig. 11.12,

which shows qualitatively the evolution of the exergy rate in time for all cycles.

Storage
device

Charging 
exergy

Exergy lost
during charging

Storage
device

Exergy lost 
during storage

Storage
device

Retrieved 
exergy

Exergy lost during 
discharging

time
Charging
period, tc 

Storing
period, ts 

Discharging
period, td

Fig. 11.11 General description of an energy storage process
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For the charging period, it is shown that the exergy rate delivered by the charging

medium (or charging line or energy transmission system, whichever is the case) is

always higher than that received by the storage device. The figure emphasizes the

losses of exergy during the charging time, which is represented by the hatched area

between the lines of “transmitted exergy by the charging line” and “exergy charged

into the storage device.” The accumulated exergy in the storage at the end of the

charging time is measured by the area below the _Ex;C line. Note that the lines

represented in the figure represent the exergy rate, while the hatched areas represent

the amounts of destroyed exergy. With reference to the notation shown in Fig. 11.6,

the exergy balance for the process can be written as

Z tc

0

_ExTdt ¼
Z tc

0

_ExCdtþ Exd;C;Z tc

0

_ExCdt ¼
Z ts

tc

_ExSdtþ Exd;S;Z ts

tc

_ExSdt ¼
Z td

ts

_ExLdt;Z td

ts

_ExLdt ¼
Z td

ts

_ExRdtþ Exd;R;

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(11.20)

where Exinp ¼
R tc
0

_ExTdt and Exret ¼
R td
ts

_ExRdt represent the exergy input into the

system and exergy retrieved from the system, respectively. Therefore, one can
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Fig. 11.12 Exergy cycle in a storage device
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define the exergy efficiency of the storage system as the exergy retrieved over the

exergy input, that is:

c ¼ Exret
Exinp

: (11.21)

Based on Eq. (11.20), one can express the retrieved exergy as Exret ¼
Exinp � Exd;tot, where Xd;tot denotes the total exergy destruction, which is given as

follows:

Exd;tot ¼ Exd;C þ Exd;S þ Exd;R: (11.22)

The exergy efficiency of the energy storage system is given by the following

equation:

c ¼ 1� Exd;tot
Exinp

: (11.23)

Regarding the energy efficiency of the system, which is also a parameter of

interest, one can reasonably assume for most systems that during the charging and

discharging time there is no energy loss, but mainly the energy loss occurs during

the storage time (e.g., heat losses through insulation in the case of thermal storage

or electrical charge leakage through internal resistance at electricity storage in

capacitors). In general, one can write the energy efficiency as

� ¼ Eret

Einp

; (11.24)

where Eret is the retrieved energy and Eimp is the input energy.

The energy storage strategy must be designed to correspond to the demand

profile and the load profile of energy generators (supply side profile). For example,

there is no reason to install a cooling capacity for the milk factory that meets the

peak of cooling demand, since the duration of the demand is short. Rather, one can

install a lower capacity that accumulates cold throughout the day and delivers it

when needed. In general, there are three known storage strategies that can be

applied in conjunction with the specific characteristics and profiles of the energy

demand and supply side of the energy system.

If the energy demand profile extends partially over the operation cycle of the

system, such that the energy is needed only for a shorter period of time than the

process cycle, then the load shifting strategy can be applied. This strategy can also

be favored by economic incentives and differentiated on- and off-peak energy

tariffs. Figure 11.13a illustrates the load shifting energy storage strategy. In peak

hours, the cost of energy is high; therefore, it is preferable not to consume it.

At off-peak times, the price of energy is low but there is no demand. In such
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situations, the energy storage system can allow for load shifting between on- and

off-peak hours. Energy is stored continuously during the off-peak hours. The

energy demand, which is coincident with the on-peak period, is obtained by

discharging the storage device rather than from direct generation. Many thermal

storage systems are operated based on this strategy.

In load shifting, the energy generation system can operate discontinuously in an

on–off manner. On the other extreme, there can be a situation where the energy is

generated continuously but at a lower capacity. This can be the case exemplified

above with regard to milk cooling. Whenever a process needs energy for a short

duration with respect to the overall cycle, the load leveling energy storage strategy

can be applied as illustrated in Fig. 11.13b.

In this case, the energy is generated at a lower rate. During the off-demand

periods, the energy supply charges the storage. During the demand time, both the

energy generators and the storage devices are joined to meet the demand. In

between the two “extreme” storage strategies—load shifting and load leveling—

one can have the “mixed” strategy of “partial storage,” as illustrated in Fig. 11.14.

This is a more general case, where the energy demand profile is almost uniform

during a part of the operation cycle, but it has a peak period for another part.

In this case, the energy can be generated at a higher rate during the off-peak

period to meet the demand and to charge the storage. During the peak period, the

energy is generated at a lower rate and the storage device is discharged to compen-

sate for the rest of the need. Regardless of the storage strategy, as a general rule, the

power capacity of the storage must always be greater than the maximum deviation

of the demand above or below the mean.

Subsequently, after determining the appropriate energy storage strategy, one has

to design the storage device. The challenge is to design a storage facility so that the

most energy possible is accumulated per unit of volume, and with minimum

irreversibility at energy transmission in and out of the tank, during the charging

and discharging periods, respectively.
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Furthermore, during the storage time, the device must act as a well-insulated

thermodynamic system with a reduced irreversibility associated with energy leak-

age. The suggested general design concept of the storage device is shown in

Fig. 11.15. The question mark on the figure indicates the geometrical configuration

of the elemental cell, which represents the design’s unknown. The constructal

theory of Bejan (2000) states that any flow system must evolve in time such that

it provides easier access to the currents. That is, regardless of the nature of the
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Fig. 11.14 Partial storage strategy

Fig. 11.15 Constructal configuration of an energy storage device
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energy that flows through our energy storage device, the system has to have a

configuration that facilitates the optimal access to currents. In other words, in order

to achieve a good design, the design must evolve in time from simple to complex

and from smaller scale to larger scales.

Note the similarity between the elemental volume shown in Fig. 11.15 and the

capacitor storage systems shown in Fig. 11.6. One can imagine that, conceptually, a

storage device will link a multitude of simple capacitors in a distribution/collection

network as shown in Fig. 11.15. The electrochemical battery system discussed

above in association with Fig. 11.7 will eventually look similar to the system

described conceptually in Fig. 11.15, where the positive and negative leads in the

network distribute the electrical current during charging and discharging periods of

the elementary electrolytic cells throughout the storage device’s volume.

The role of the energy storage is twofold: (1) to distribute or collect the flow

of energy over the storage volume, and (2) to store the energy in every bit of

volume with reduced losses. Therefore, the storage device comprises two elements:

(1) a distribution/collection network of energy streams spread over the volume, and

(2) a multitude of optimized elemental volumes that store energy. In a subsequent

section, we demonstrate the application of a constructal design concept for a cold

storage tank. The method is general with respect to the nature of the energy flow.

That is, it can be applied for any kind of storage, regardless of whether ice

is accumulating on the tubes of a cold storage tank, or an electrical charge

accumulates on the elemental plates of a capacitor, or a synthetic fuel is produced

in a constructal chemical reactor. If, for example, one stores hydroenergy, the

constructal design method can guide the conceptual design of the dam toward a

shape/configuration that minimizes the material consumption while keeping the

mechanical resistance high enough; note that the dam itself is a flow structure

through which the strain and tension flow.

11.6 Thermal Energy

11.6.1 Thermal Energy Sources

There are mainly two types of TES systems: sensible (e.g., water and rock) and

latent (e.g., water/ice and salt hydrates). The selection of a TES system mainly

depends on the storage period required (e.g., diurnal or seasonal), economic viabil-

ity, and operating conditions. Many research and development activities on energy

have concentrated on efficient energy use and energy conservation, and TES

appears to be one of the more attractive thermal technologies that have been

developed. For example, the solar energy accumulated during the day can be stored

and used for night use, and the ice accumulated during winter can be stored and

used for space air conditioning in summer.
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As thermal storage can use sensible or latent heat to store energy, one can use

two types of balance equation expressing the amount of stored thermal energy:

Q ¼ mcpDT or Q ¼ mDh; (11.25)

where Q is the amount of stored thermal energy, m is the mass of storage material,

cp is the specific heat, DT is the storage temperature variation at the end and

beginning of the storage period, and Dh is the phase change enthalpy of the storage
medium.

A TES system has a wide variety of applications, the majority of which relate to

heating and cooling applications. TES provides a link and buffer between a heat

source and a heat user. A common example of a TES system is the solar hot water

storage system. The energy source is solar radiation and the heat user is the person

demanding hot water. In this situation, storage is required because the energy

supply rate is small compared with the instantaneous demand and because solar

radiation is not always available when hot water is demanded. A thermal energy

system can be used for both cooling and heating applications as we describe in

detail in the subsequent subsections (see Dincer and Rosen 2002).

11.6.2 TES for Cooling and Heating

Summer air conditioning bills have two components: an electric demand charge and

an electric usage charge. The usage and demand charges are often further divided

into on- and off-peak periods. The peak operating period of electric air conditioning

systems normally occurs during the high-cost demand and usage periods (i.e., the

summer afternoon). TES systems are designed to shift the peak operating period of

electric air conditioning systems to the less expensive nighttime periods. Cold TES-

based air conditioning systems remove heat from an intermediate substance when

the building does not need cooling, producing a cool reservoir that is stored until

there is a need for cooling. The intermediate substance is normally water, ice, or

eutectic salt solutions.

The most popular thermal storage medium is ice. The conversion of 1 kg of water

to ice at 0�C requires the removal of 152 kJ of heat. Similarly, adding 152 kJ of heat

to the ice at 0�C causes water to be formed. Ice TES operates in this fashion. At night,

heat is removed from water to produce ice (i.e., charging of the storage occurs).

During the day when the building requires cooling, heat is removed from the building

and added to the ice (i.e., discharge occurs). The melted ice is reused during the next

charging period. The advantage of this cooling scheme is that the main electrically

driven device in cooling systems, namely, the compressor motor, is operated during

low-electrical cost periods. Cooling TES systems are generally advantageous for new

facilities that will have a large daytime cooling load and little or no cooling load at

night. For retrofit situations, cooling TES is usually difficult to justify unless the

cooling system is being replaced because of old age or inadequate capacity.
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Heating TES using electricity entails operating resistance heaters at night when

electricity rates are low, to produce heating capacity for use during the day. Electric

resistance efficiencies (near 100% on an energy basis) combinedwith lower off-peak

electric rates can produce heat at a fraction of the cost of conventional systems. Heat

produced by electrical resistance heaters at night is stored in such storage media as

earth materials or ceramic bricks in insulated containers. The production of heat at

night takes advantage of electric off-peak rates, which are generally 33% to 75% less

expensive than on-peak rates. When heat demand rises (e.g., for space heating), heat

is recovered from the storage unit and transferred into the room.

The use of earth as a TES medium is usually restricted to new construction since

the application requires that electric resistance grids be placed 0.5 to 1 m in the

ground, beneath a structure. The need to place the grids under a building makes

retrofit work extremely difficult for any facility without a basement or crawl space.

For new construction applications, approximately 2 m of earth directly below the

structure is used for the storage of heat produced by the grid. A rigid and waterproof

insulating material is placed vertically around the perimeter of the building and

extends approximately 4 ft below the earth grade level. The insulation ensures that

heat stored in the ground is radiated mainly into the structure and not into the

surrounding earth. The electric resistance grid is placed 0.5 to 1 m below the earth’s

surface and covered with about 2 inches of sand and earth materials.

Ceramic bricks provide an excellent heat storage medium for retrofit as well as

new construction applications due to their modular sizes, ease of installation, and

high heat-retention abilities. These units are normally manufactured in various sizes

and transported to building sites. The construction of this type of TES normally

consists of an insulated box, about the size of a conventional radiant hot water or

steam heating unit, filled with ceramic bricks. The number of bricks in a module

depends on the heat storage requirement. The unit also includes a small fan. The

ceramic bricks contain electric resistance strip heaters in their holes. During

charging, the strip heating units produce heat that is absorbed by the ceramic bricks.

The insulation surrounding the bricks restricts heat losses from them. During the

day, a conventional thermostat is used to control the fractional horsepower fan that

circulates air from the room across the ceramic bricks to recover the stored heat and

transports it into the room.

11.6.3 Benefits of a TES System

A TES system can contribute significantly to meeting society’s needs for more

efficient, environmentally benign energy use in building heating and cooling,

aerospace power, and utility applications. The use of TES systems often results

in some significant benefits:

l Reduced energy costs
l Reduced energy consumption
l Improved indoor air quality
l Increased flexibility of operation

456 11 Energy Storage



l Reduced initial and maintenance costs
l Reduced equipment size
l More efficient and effective utilization of equipment
l Conservation of fossil fuels (by facilitating more efficient energy use and/or

fuel substitution)
l Reduced pollutants and greenhouse gas emissions (e.g., CO2)

Although TES is used in a wide variety of applications, all are designed to operate

on a cyclical basis (usually daily, occasionally seasonally). The systems achieve

benefits by fulfilling one or more of the following purposes:

l Increase generation capacity. Demand for heating, cooling, or power is seldom

constant over time, and the excess generation available during low-demand

periods can be used to charge a TES in order to increase the effective generation

capacity during high-demand periods. This process allows a smaller produc-

tion unit to be installed (or to add capacity without purchasing additional units)

and results in a higher load factor for the units.
l Enable better operation of cogeneration plants. Combined heat and power,

or cogeneration, plants are generally operated to meet the demands of the

connected thermal load, which often results in an excess of electric generation

during periods of low electric use. By incorporating TES, the plant need not

be operated to follow a load. Rather it can be dispatched in more advantageous

ways (within some constraints).
l Shift energy purchases to low-cost periods. This is the demand-side application

of the first purpose listed above and allows energy consumers subject to time-

of-day pricing to shift energy purchases from high- to low-cost periods.
l Increase system reliability. Any form of energy storage, from the uninterruptable

power supply of a small personal computer to a large pumped storage project,

normally increases system reliability.
l Integration with other functions. In applications where on-site water storage is

needed for fire protection, it may be feasible to incorporate thermal storage into a

common storage tank. Likewise, apparatus designed to solve power-quality

problems may be adaptable to energy-storage purposes as well.

The most significant benefit of TES is reducing electric costs by using off-peak

electricity to produce and store energy for daytime cooling. Indeed, TES is suc-

cessfully operating in offices, hospitals, schools, universities, and airports in many

countries, shifting energy consumption from periods of peak electricity rates to

periods of lower rates. That benefit is accompanied by the additional benefit of

lower demand charges.

11.6.4 Methods of Sensible and Latent TES

The media used for sensible or latent thermal storage are classified in Table 11.5. In

Table 11.6, the features of the main thermal storage technologies are summarized.

Thermal storage can be done for short (minutes) or long (seasonal) periods of time.
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The temperature at which the energy is held in part determines the potential

application. Examples of TESs are storage of solar energy for nighttime and

weekend use, of summer heat for winter space heating, and of ice from winter for

space cooling in summer.

In terms of storage media, a wide variety of choices exist depending on the

temperature range and application. For sensible heat storage, water is a common

choice because, among its other positive attributes, it has one of the highest specific

heats of any liquid at ambient temperatures. While the specific heat of water is not

as high as that for many solids, it has the advantage of being a liquid that can easily

be pumped to transport thermal energy. Being a liquid, water also allows good heat

Table 11.5 Storage media for thermal energy

Latent (short term)

Sensible

Seasonal Short term

Aromatics and fatty acids Aquifers Rock beds

Organic chemicals Solar ponds Earth beds

Inorganic materials (e.g., ice, water) Earth beds Water tanks

Table 11.6 Summary of sensible thermal storage technologies

Name of the

technology Description

Thermally stratified

TES tanks

Can be used for cold as well as heat storage in vertical water tanks that

present a at certain height a narrow band of high-temperature

gradient. This region impedes convection between the top and bottom

levels of the tank, separating thus the colder and the hotter ends. The

mixing of hot and cold volumes of water is thus minimal.

Rock and water/rock Rock is an inexpensive TES material from the standpoint of cost, but its

volumetric thermal capacity is much less than that of water. Rock-bed

and water storage types can both be utilized in many ways. For

example, they may be used in conjunction with heat pumps to

improve efficiency of heat recovery, or with more elaborate heat

exchangers, or in conjunction with each other.

Aquifer thermal energy

storage

The material in an aquifer is highly permeable to water, and the boundary

layer consists of more impermeable materials such as clay or rock.

Water from precipitation continuously seeps down to an aquifer and

flows slowly through it until finally reaching a lake or the sea.

Aquifers are often used as fresh water sources. Aquifers often have

large volumes, often exceeding millions of cubic meters, and as they

consist of about 25% of water they have a high-TES capacity. When

heat extraction and charging performances are good, high heating and

cooling powers can be achieved.

Solar ponds A salinity gradient solar pond is an integral collection and storage device

of solar energy. In the solar pond technology, salt is dissolved into the

bottom layer, making it too heavy to rise to the surface, even when

hot. The salt concentration increases with depth, thereby forming a

salinity gradient. The sunlight that reaches the bottom of the pond

remains entrapped there. The useful thermal energy is then

withdrawn from the solar pond as hot brine.
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transfer rates. Solids have the advantage of higher specific heat capacities, which

allow for more compact storage units. For higher temperature applications, such as

for preheating furnace air supplies, solids become the preferred sensible heat store.

Usually, refractory materials are used as the storage material for high temperature.

If the storage medium needs to be pumped, liquid metals are often used.

A TES system using latent heat changes has received a great deal of interest.

The most common example of latent heat storage is the conversion of water into ice.

Cooling systems incorporating ice storage have a distinct size advantage over

equivalent-capacity chilled-water units because of the relatively large amount of

energy that is stored through the phase change. Size is the major advantage of latent

heat thermal storage. For aerospace applications, lithium fluoride salts are used to

store heat in the zero-gravity environment of the space shuttle. Another interesting

development is the use of phase change materials in wall paneling. These panels

incorporate compounds that undergo solid-to-solid structural phase changes. With

the right choice of material, the phase change occurs at ambient temperature.

These materials act as high-density heat sinks/sources that resist changes in ambient

room temperature (Table 11.7).

11.6.4.1 Analysis of TES Systems

The overall energy balance for a thermal energy system can be calculated as energy

input minus energy recovered minus energy loss, which is equal to energy accumu-

lation into the storage device. Using total enthalpies, Ha ¼ mha—the enthalpy of

the heat transfer fluid that charges the storage device—where m is the total mass of

Table 11.7 Summary of latent thermal storage technologies

Name of the

technology Description

Phase change

material

Is applicable for both hot and cold storage and involves the use of a phase

change material that releases heat by solidifying and stores heat by

melting. There are a large number of storage materials for heating

applications (e.g., naphthalene) or cooling (e.g., ice and eutectic salts).

Ice slurry Refers to a mixture of ice crystals and liquid. The liquid in question is usually

an antifreeze solution of water and a freezing point depressant such as

ethylene glycol.

Ice on coil This is an easy-to-operate, yet low-cost system that typically comes in two

types: internal and external melt. Internal melt systems use a subcooled

brine solution, most likely a refrigerant running in a vapor-compression

refrigeration cycle, which runs through coils immersed in a tub of water.

External melt systems employ the same procedure for freezing the water,

but during discharge periods the ice is melted from outside the coils.

Encapsulated ice The water is packed into capsules, which in turn are packed into a storage

tank. A heat transfer fluid can then be run through the storage tank when

heat extraction or input is desired. The simplicity in design in this case

occurs where the capsules are mass-produced and used to fill any sized

storage tank to meet any cooling load requirements.
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heat transfer fluid circulated during the charging time, Hb is the enthalpy of the heat

transfer fluid leaving the storage during charging, Hc and Hd are the enthalpies of

the heat transfer fluid during discharging, and so the energy balance can be

determined as follows:

ðHa � HbÞ � ðHc � HdÞ þ Qloss½ � ¼ DEaccumulated: (11.26)

Similarly, one can write the exergy balance equation as follows (see Dincer and

Rosen 2007):

ðExa � ExbÞ � ðExc � ExdÞ þ Exloss½ � � I ¼ DExaccumulated; (11.27)

where Exloss is exergy loss through thermal insulation, I is the exergy destroyed,

and DExaccumulated is the exergy accumulated by the system.

The energy and exergy efficiencies defined in terms of retrieved output over

the input during the charging period can be expressed as

� ¼ Hc � Hd

Ha � Hb

¼ 1� Qloss

Ha � Hb

(11.28)

and

c ¼ Exc � Exd
Exa � Exb

¼ 1� Exloss þ I

Exa � Exb
: (11.29)

Note that if the TES device is kept adiabatic (Exloss ¼ 0), then the exergy

efficiency becomes

c ¼ 1� I

Exa � Exb
: (11.30)

More detailed exergy analysis can be performed by studying separately the

charging and discharging periods. Examples of detailed exergy analysis of thermal

energy systems can be found in Dincer and Rosen (2002, 2007) and MacPhee and

Dincer (2009). The exergy analysis identifies the methods of, and the amounts for,

system improvements.

11.7 Case Studies: New Energy Storage Systems

and Applications

Here are two case studies regarding the design of energy storage devices. The first

study addresses sensible thermal storage in earth, and the second addresses cold

storage in an advanced tree-shaped ice-on-tube tank. In both cases, we show that

there is an optimal design configuration that satisfies the design requirements.
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11.7.1 Energy and Exergy Efficiencies of a Sensible Heat
Thermal Storage System

1. Consider two sensible TES systems, X and Y, in surrounding environments with

a temperature of 25�C. Each one receives 104,650 kJ of heat from a stream of

500 kg of water, which is cooled from 80� to 30�C. Therefore, the heat input to
the storage during the charging period for each storage unit is

Qi ¼ micpDT ¼ 500� 4:186� ð80� 30Þ ¼ 104; 650 kJ:

For system X:
After 1 day, the heat of 94,185 kJ is recovered during the discharging period

from storage system X by a stream of 4,500 kg of water being heated from 30� to
35�C. That is,
Q0 ¼ m0cpDT ¼ 4; 500� 4:186� ð35� 30Þ ¼ 94; 185 kJ.
Therefore, the energy efficiency for TES system X becomes

�X ¼ Qo=Qi ¼ 94; 185=104; 650 ¼ 0:90:.
The heat ejection to the surroundings during storage is

Qr ¼ Qi � Qo ¼ 104; 650� 94; 185 ¼ 10; 465 kJ.

For system Y:
The heat recovered during discharging, the energy efficiency, and the heat

rejection to the surrounding can be evaluated in a similar way. This system

stores the heat for 90 days, after which an energy quantity of 94,185 kJ is

recovered during the discharging period by heating a stream of 500 kg of

water from 30� to 75�C, with the resulting energy efficiency of the storage

cycle as follows:

Q0 ¼ m0cpDT ¼ 500� 4:186� ð75� 30Þ ¼ 94; 185 kJ.

Thus, the energy efficiency for TES system Y is found to be the same as for

storage X:
�Y ¼ Q0=Qi ¼ 94; 185=104; 650 ¼ 0:90.
The value of heat rejection to the surroundings during storage is

Qr ¼ Qi � Q0 ¼ 104; 650� 94; 185 ¼ 10; 465 kJ.
It is useful to mention that the ability of storing sensible heat in a given tank (or

container) strongly depends at the same time on the value of rcp for the material.

As a result, both storage systems have the same energy efficiency when calcu-

lated by considering the first law of thermodynamics, but storage system Y,
which stores the heat for 90 days rather than 1 day, and which returns the heat

at the much more useful temperature of 75�C rather than 35�C, gives a consid-
erably higher performance. It is clear that a more perceptive measure of com-

parison than that provided by the energy efficiency of the storage cycle is needed

if the true usefulness of a TES is to be assessed and a rational basis for the

optimization of its economic value is to be established. Therefore, it is necessary

to introduce the term exergy efficiency, which is a measure of the effectiveness

of the TES system. Efficiency is simply defined as the percentage of the

total energy stored in a system that can be recovered by ignoring the quality
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(availability) of the recovered energy, and so cannot provide a measure of ideal

performance, as mentioned earlier. It is obvious that the exergy efficiency

definition provides a better measure.

2. Consider the aforementioned example of sensible TES systems X and Y. For the
corresponding cases, an exergy analysis is conducted below. The exergy change

during the charging period can be obtained as

Ai ¼ mjcp ðT1 � T2Þ � T0 lnðT1=T2Þð Þ½ �
¼ 500� 4:186� ð353� 303Þ � 298� ln(353=303Þð Þ½ � ¼ 9; 386 kJ.

For system X:
The exergy change during the discharging period can be calculated as follows:

A0 ¼ m0cp ðT1 � T2Þ � T0 lnðT1=T2Þð Þ½ �
¼ 4; 500� 4:186� ð308� 303Þ � 298� ln(308=303Þð Þ½ � ¼ 2; 310 kJ.
Therefore, the exergy efficiency for storage X becomes

cX ¼ A0=Ai ¼ 2; 310:18=9; 386:88 ¼ 0:25.

For system Y:
As mentioned earlier, heat is recovered from the storage after 90 days by a

stream of 500 kg of water entering at 30�C and leaving at 75�C. The exergy

change and efficiency of storage Y can be obtained as follows:

A0 ¼ m0cp ðT1 � T2Þ � T0 lnðT1=T2Þð Þ½ �
¼ 500� 4:186� ð348� 303Þ � 298� ln(348=303Þð Þ½ � ¼ 7; 819 kJ
cY ¼ A0=Ai ¼ 7; 819:52=9; 386:88 ¼ 0:83.
As a result, it can be seen in the example that for both storage systems, the

energy efficiencies are the same, 90%, despite having two different storage

periods. This means that the first law of thermodynamics is not sufficient to

distinguish these two TES systems running for two different storage periods.

This requirement brings exergy to the forefront as a more capable tool. So, the

distinction can easily be made between the two storage systems (X and Y) by
using exergy analysis, resulting in two different exergy efficiencies: 25% for

system X and 83% for system Y. This is due to the fact that Y has an advantage

over X because of the higher temperature, and therefore greater availability of its

recoverable heat. This example offers some practical illustrations of the abstract

concepts discussed before and highlights the importance of understanding and

considering the exergy, rather than the energy, as the exergy is a more effective

and more efficient tool for the performance analysis of TES systems. Conse-

quently, some intuitive advantages of exergy analysis can be listed as follows:

1. It provides a better accounting of the loss of availability of heat in TES

systems using conservation of mass and energy principles together with the

second law of thermodynamics for the goals of design and analysis.

2. It gives more meaningful and useful information than energy analysis regard-

ing the efficiency, losses, and performance of TES systems.

3. It correctly reflects the thermodynamic and economic values of the operation

of TES systems.

4. It is an efficient technique revealing whether or not and by how much it is

possible to design more efficient TES systems by reducing the inefficiencies

in the existing units.
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11.7.2 Efficiency of a Cold Storage System

In this illustrative example, a TES system for cooling capacity is considered (for

details, see Rosen et al. 2000). The system is designed in such a way that the chiller

operates continuously during the design day and utilizes three operating modes:

l Charging. The charging mode is the normal operating mode during no-load

periods. The chiller cools the antifreeze solution to approximately �4�C. The
antifreeze solution flows through the storage module, causing the liquid water

inside the encapsulated units to freeze. The temperature of the circulating fluid

increases (to a limit of 0�C) and returns to the chiller to be cooled again. During
charging, the building loop is isolated so that full flow is achieved through

the storage module.
l Chilling. The chilling mode is the same as for a nonstorage (conventional)

chiller system. In this mode, the storage module is already completely charged,

and the entire building load is met directly by the chiller. The chiller operates at a

warmer set point than for ice making, which results in an increased capacity and

a higher coefficient of performance (COP). In this mode, there is no flow through

the storage module, and ice is kept in reserve for use later in the day.
l Chilling and discharging. Chilling and discharging is the normal operating mode

during daytime hours. The chiller and storage modules share the cooling load,

normally in a series configuration. When the heat transfer fluid passes through

the chiller last, the storage module precools the building-return fluid before it is

cooled to the design supply temperature by the chiller. Systems are normally

designed with the chiller downstream of the storage. This sequence gives a

higher effective storage capacity since the exit temperature from the storage

can be higher. The ice melting rate is controlled by modulating valves, which

cause some flow to bypass the storage module, usually set so that the blended

fluid temperature downstream of the storage is held constant throughout the

discharge cycle.

The cooling load of a typical office building and data for the case of a full 24-hour

cycle are considered. The TES module has nonadiabatic storage boundaries with a

total thermal resistance of 1.98 m2 K/W. Work interactions and kinetic and poten-

tial energy terms are considered negligibly small. The specific heat of the heat

transfer fluid (a glycol-based antifreeze solution) is 3,224.0 J/kg K at �6.6�C and

3,600.8 J/kg K at 15.5�C, and the specific gravity is 1.13. The storage fluid

(deionized water) has a freezing point of 0�C, a mass of 144,022 kg, and a density

of 1,000 kg/m3. The storage module has a volume of 181.8 m3, with 144.0 m3

occupied by the storage fluid, and a surface area A of 241.6 m2. The reference

environment conditions are 20�C and 1 atm.

The overall energy and exergy efficiencies are 99.5% and 50.9%, respectively.

The hourly exergy efficiencies range from 80% to 94% and average 86% for the

overall charging period, range from 53% to 66% and average 60% for the overall

discharging period, and range from 99% to 100% for the overall storing period.

The hourly energy efficiencies exceed 99% for all periods.
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The energy efficiencies are high since they only account for heat gains from

the environment, which are small. The exergy efficiencies are much lower since

they account for the “usefulness” of the energy, which is related to the inlet and

outlet temperatures and the mass flow rates of heat transfer fluid. In the example,

the charging fluid being at �4�C, a much lower temperature than that of the

environment, is a high-quality cold flow. The cold flow recovered during dischar-

ging, however, is of much lower quality as its temperature is now much closer to

the environment temperature. Thus, the energy efficiencies, for each hour or for

the entire cycle, are misleadingly high as they only account for energy recovery

but neglect entirely the loss of quality of the flows. This quality loss is quantifiable

with exergy analysis.

The energy efficiency for a TES merely represents the ratio of useful energy

output to total energy input. However, the exergy efficiency incorporates the notion

of increasing thermodynamic unavailability, as reflected by increasing entropy, in a

process or subprocess. That is, since the irreversibilities in a TES process destroy

some of the input exergy, TES exergy efficiencies are always lower than the

corresponding energy efficiencies.

Another interesting observation stems from the fact that exergy efficiencies

provide a measure of how nearly a process approaches ideality, while energy

efficiencies do not. The energy efficiencies being over 99% here for the overall

process and all subperiods implies that the TES system is nearly ideal, when this in

fact is not the case. The overall exergy efficiency of approximately 51%, as well as

the subprocess exergy efficiencies, points out that the TES system is far from ideal

and that there exists a significant margin for efficiency improvement. In this

example, the same cooling capacity could be delivered from the TES using about

half of the input exergy if the TES was ideal. Thus, overall electrical use by the

chillers could be greatly reduced while still maintaining the same cooling services.

Such a reduction would reduce the necessary installed cooling power and electrical

costs. There are two further implications of the results:

l The fact that the exergy efficiencies are less than 100% implies that a mismatch

exists between the quality of the thermal energy delivered by the TES (and

required by the cooling load) and the quality of the thermal energy input to

the TES. This mismatch, which is detectable through the temperature of the

thermal energy flows across the TES boundaries, is quantifiable with exergy

analysis as the work potential is lost during the storage process. The exergy loss,

therefore, correlates directly with an additional use of electricity by the chillers

than would occur without the exergy loss. When exergy efficiencies are 100%,

there is no loss in temperature during storage.
l The nonideal exergy efficiencies imply that excessively high-quality thermal

energy is supplied to the TES, higher than is required by the cooling load. Thus,

exergy analysis indicates that lower quality sources of thermal energy could be

used to meet the cooling load. Although economic and other factors must be

taken into account when selecting energy resources, the exergy-based results

presented here can assist in identifying feasible energy sources that have other

desired characteristics (e.g., environmentally benign or abundant).

464 11 Energy Storage



It is clear that a more appropriate measure of comparison than that provided

by the energy efficiency of the storage cycle is needed if the true usefulness of

a TES is to be assessed and a rational basis for the optimization of its economic

value is to be established. The efficiency is simply defined as the percentage of the

total energy stored in a system that can be recovered by ignoring the quality

(exergy) of the recovered energy, and so it cannot provide a measure of ideal

performance. It is necessary to consider exergy efficiencies in order to have more

comprehensive and useful efficiency measures for practical TES systems and to

facilitate more rational comparisons of different systems. The results presented here

suggest that exergy analysis would be useful in comparing different alternative

thermal storage system configurations. In addition, exergy analysis could assist in

the optimization of TES systems when combined with the assessments of other

factors, such as resource-use reductions, decreases in environmental impact and

emissions, and economics.

11.7.3 Fundamental Optimal Configuration for Underground
Thermal Storage

Consider, as shown in Fig. 11.16a, a tube that is surrounded by an “infinite” solid

medium at a constant temperature. The objective of the design is to maximize the

heat transfer rate during charging and discharging periods, thus minimizing the

irreversibility. According to Vargas et al. (2005), the energy balance and heat

transfer equations can be written as follows:

_Q ¼ _mcpT1ðyin � youtÞ;
_Q ¼ UALT1

yin � yout
lnðyin � 1=yout � 1Þ ;

8><
>: (11.31)

where yi ¼ Ti=T1 defines the dimensionless temperature.

The pressure drop across the tube and the associated pumping power are derived

for a steady flow:

DP ¼ 2f
L

D
rV2;

_W ¼ _mDP
r

¼ fixed value,

8>><
>>: (11.32)

where f is the friction factor, and D and L are the pipe diameter and length,

respectively.
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We introduce a reference length Lref and a reference mass flow rate _mref , with the

help of which one can express the pumping power _W derived in Eq. (11.32) in

the following dimensionless form:

~W ¼ c332

p2
f

~L

~D
5
; (11.33)

where ð~L; ~DÞ ¼ ðL;DÞ=Lref and c ¼ _m= _mref .

With the notations N ¼ UL2ref= _mrefcp, B1 ¼ ð32pf= ~D2Þ0:5, B2 ¼ ðp2 ~D5=32f Þ1=3,
and ~Q ¼ _Q=ð _mrefcpT1Þ, the expression that allows for the optimization of the tube

length for obtaining a maximum heat transfer rate is given as follows:

yout ¼ ðyin � 1Þ= exp NB1
~W
�1

3 ~L
4
3

� �
þ 1;

~Q ¼ B2

~W
~L

� �1
3

ðyin � 1Þ 1� exp �NB1
~W
�1

3 ~L
4
3

� �h i
:

8>><
>>: (11.34)

The fact that an optimum tube length does exist is explained as follows:

l If the tube is small, then the heat transfer rate is small because in this case the

heat transfer area tends to zero.
l If the tube is long, then the pressure drop is high; and in order to maintain the

fixed pumping power imposed by Eq. (11.33), the mass flow rate must tend to

zero; thus the heat transfer rate also tends to zero.

_m
•
_

Tin

Tout

T∞

Heat transfer model Maximization of the extracted heat

a b

Fig. 11.16 Optimal design parameters of earth to fluid heat storage devices: (a) heat transfer

model and (b) maximization of the extracted heat [modified from Vargas et al. (2005)]
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In between the two extremes, there is a tube length that maximizes the heat

transfer rate. For fixed operating conditions ð ~W; yinÞ ¼ fixed, one can obtain an

analytical expression for the dimensionless optimal length, namely

~Lopt ¼ 1:89N�ð3=4Þ ~D
2

32pf

 !0:25

~W0:25: (11.35)

The existence of the optimum length can be observed in Fig. 11.16b that shows the

variation of the dimensionless heat transfer rate with the dimensionless tube length

for several fixed pumping powers. This theoretical result is important because it

demonstrates that when designing an energy storage device, the geometrical configu-

ration plays a crucial role in reducing the irreversibilities and the associated charging

and discharging rates. For the case discussed here, it turns out that the thermal storage

device must comprise a bundle of tubes of optimized lengths. Additional optimization

opportunities do exist when designing the distribution network that serves each tube.

The thermal storage device acts as a multiscale heat exchanger tuning the charging

and discharging periods to allow for the fastest and most uniform charging/dischar-

ging process possible. Conceptually, such a multiscale heat exchanger shows a

temperature and pressure variation as indicated in Fig. 11.17.

The configuration of the storage device eventually looks like the tree-shaped

geometry indicated in Fig. 11.15. The distribution lines spread the heat transfer

fluid throughout the volume, to reach each elemental energy storage cell. The

collection lines collect the “used” heat transfer fluid after it does its “job” to charge

each element of storage. The design from the next examples focuses more on

the geometric design including the distribution lines.
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Fig. 11.17 Pressure and temperature distributions at charging of a thermal storage device
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11.7.4 Constructal Tree-Shaped Cold Storage Device

In this example, taken from Zamfirescu and Bejan (2005), we illustrate the

application of the constructal theory to design a cold storage device. In the

beginning, the geometry of the cold storage is not known, but based on previous

results of constructal design one may guess that it looks like a tree-shaped structure

as the one illustrated in Fig. 11.15. We consider here the ice-on-tube storage case

and impose the following constraints on the design:

Vice

Vtank

; to bemaximized,

Material of the tubes is fixed; A ¼ 2p
X

riLið Þ;
Fixed temperature drop; T2 � T1 � DTmax;

Fixed pressure drop; P1 � P2 � DPmax;

Fixed temperature drop between the ice and coolant inlet; T0 � T1 ¼ DT0f ;

8>>>>>>>><
>>>>>>>>:

(11.36)

where 1 and 2 are the indexes of the inlet and outlet port of the cold storage system.

According to constructal design, the process of designing proceeds with optimi-

zation at the smallest design scales and continues with larger and more complex

scales. The simplest elemental volume to imagine is in the form of a plate channel

(the tube has narrow rectangular cross-section) illustrated in Fig. 11.18. The geometry

and the temperature distribution are shown in Fig. 11.18a for the charging phase, and

the configuration during the discharging (melting) phase is presented in Fig. 11.19b.

The design challenge is to find the element shape (L/H) that maximizes the ice

produced per unit volume during a given charging time, tch.
The energy conservation within the ice layer and the fluid requires that

q ¼ �hLS
dmice

dt
¼ �kice

dT

dy

� �
d
LW;

q ¼ 4WHcp;c
2rcHDP

fL

� �0:5

ðTe � TiÞ;

8>>><
>>>:

(11.37)

where hLS is the latent heat of ice, kice is the thermal conductivity of ice,

mice ¼ LWdice is the formed mass of ice, cp,c is the specific heat of coolant, and

the mass flow rate of coolant is expressed as a function of the pressure drop DPwith

the help of the friction factor f, namely

_m ¼ 4WH
2rcHDP

fL

� �0:5

(11.38)
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Fig. 11.18 Ice formation and melting in narrow tubes: (a) model for ice formation, and (b) model

for ice melting [modified from Zamfirescu and Bejan (2005)]

cp,c=3560J/kgK
kc=0.416W/mK

νc=5.872×10−6Ns/m2

ρ=1054kg/m3
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Fig. 11.19 Volumetric specific production of ice on narrow channel [modified from Zamfirescu

and Bejan (2005)]
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The condition at the ice–water interface is expressed in terms of continuity of the

heat flux according to:

dT

dy

� �
d;upper

¼ dT

dy

� �
d;lower

¼ T0 � Tw
d

: (11.39)

The heat transfer on the fluid side can be expressed based on the heat transfer

coefficient h and the logarithmic temperature difference between the wall—

assumed at the uniform temperature Tw—and the fluid with temperature Ti at the
entrance and Te at the exit:

q ¼ 2hLW
Te � Ti

lnððTw � TiÞ=ðTw � TeÞÞ : (11.40)

Equations (11.37) to (11.39) form an algebraic system with an analytical solu-

tion for Te, Tw, q with all other parameters having imposed values. One can study

the influence of the ice layer thickness, because the system of equations has a

solution of the form

qðdÞ ¼ a1
a2 þ a3d

; (11.41)

where ai are the coefficients depending on the thermodynamic properties and

geometrical characteristics, which for brevity are not given here. By inserting the

result from Eq. (11.41) in the interface condition Eq. (11.39), one can obtain the

following first-order differential equation for ice thickness variation in time, dðtÞ:
dd
dt

¼ 1

hLSriceLW
� a1
a2 þ a3d

; (11.42)

which can be integrated with the initial condition dð0Þ ¼ 0 and has the following

solution:

dðtÞ ¼ �Cþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C2 þ 2C2ðT0 � TiÞt

p
;

C ¼ C1
~L
1:5

exp C3
~L
1:5

� �
exp C3

~L
1:5

� �
� 1

;

C1 ¼ kice
2cp;c

ffiffiffiffiffiffiffiffiffiffiffiffiffi
f

2rcDP

s
;

C2 ¼ 2kice
hLSrice

;

C3 ¼ h

2cp;c

ffiffiffiffiffiffiffiffiffiffiffiffiffi
f

2rcDP

s
;

8>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>:

(11.43)

where ~L ¼ L=H is the aspect ratio of the channel.
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The analytical solution expressed by Eq. (11.43) is plotted for proprieties of

ice and coolant (ethylene–glycol–water at 30% concentration and at �20�C) is

assumed to be constant. The volume of the element of storage, shown in

Fig. 11.18a, is also assumed constant: A ¼ LH, fixed. The plot shows the variation
of the ice fraction per unit of volume ~V ¼ Vice=V ¼ d=ðH þ dÞ versus ~L for three

dimensionless charging times, ~tch ¼ tch=tc, where tch is the dimensional charging

time of the storage and tc is the storage cycle period.
If the element tube is long, then because of the constrained volume the height H

must be short; therefore, due to the fixed pressure constraint, the mass flow rate of

coolant is small, and the cooling rate is reduced and so is the ice production ~V. If the
tube is short, the height is large and therefore the pressure drop constraint produces

a large mass flow rate of coolant. Consequently, the temperature drop on the coolant

side is reduced, which means again a reduced cooling rate and ice production.

The conclusion is that there must be an optimal length of channel (or an optimal

aspect ratio) that maximizes the ice production ~V; the existence of this optimum is

demonstrated by the result shown in Fig. 11.19.

During the discharge process, the ice is melted in the vicinity of the channel in

the manner suggested in Fig. 11.18b. The heat flux continuity condition at the

ice–water interface can be written in a more general form than Eq. (11.39), namely

	 kðT0 � TwÞdt ¼ hLSrdðdÞ; (11.44)

where ðd; kÞ denotes either ðdice; kiceÞ from Fig. 11.19a or ðdw; kwÞ from Fig. 11.19b

and the “+” sign refers to the charging while the “�” sign refers to the discharging

periods, respectively. Equation (11.44) can be integrated in the limit of small d
when it is reasonable to assume that Tw remains constant. By integration, one can

obtain the driving temperature differences between charging (index “ch”) and

discharging (index “dsch”) periods as follows:

ðT0 � TwÞch ¼
hLSriced

2
ice

2kicetch
;

ðTw � T0Þdsch ¼
hLSrwd

2
W

2kwtdsch
:

8>>><
>>>:

(11.45)

Equation (11.45) can be divided to obtain the first estimate of the ratio of driving

temperature differences at charging and discharging of storage device, respectively.

It becomes

ðT0 � TwÞch
ðTw � T0Þdsch

¼ kwricetdsch
kicerwtch

: (11.46)

Equation (11.46) suggests the ways of tuning the charging and discharging times

of the storage in accordance with an imposed storage strategy: the tuning can

be done by adjusting the driving temperature differences. For example, if the
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temperature difference ratio between the charging and discharging processes is set

to 0.56, the ratio of discharging and charging time periods becomes 2.

An increase of storage density can be obtained if instead of narrow channels one

uses circular tubes, because circular cross sections transport the maximum amount

of coolant per unit of volume. For the circular tube geometry, depicted in the corner

of Fig. 11.20, the aspect ratio can be defined by ~L ¼ L=r, where r is the tube radius
and L is the tube length. The design constraint is A ¼ 2prL, which fixes both the

amount of tube material and the amount of coolant. The objective of the design is

to maximize the ice production per volume ~V ¼ 1� ðr=RÞ2, where R denotes the

outer radius of the ice shell.

One can also constrain the flow at a given pressure difference, which translates

mathematically into the following equation for the mass flow rate of coolant

_m ¼ 4prcr
3=DPðrc f LÞ0:5. The energy balance can be written in the form equality

of the following heat fluxes: (1) heat delivered by the coolant, (2) heat transferred

by the wall to the coolant by convection, (3) heat transferred through the ice shell

by conduction, and (4) heat flux at the water–ice interface. These fluxes can be

written per unit of tube length q0 as follows:

q0 ¼ pr2cp;c
Lð4rcr=fLÞ0:5ðTe � TiÞ

;

q0 ¼ 2prh ðTe � TiÞ
ln ðTw � TiÞ=ðTw � TeÞ½ � ;

q0 ¼ 2pkiceðT0 � TwÞ
ln ðR=rÞ ;

q0 ¼ 2pRricehLS
dR

dt
:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

(11.47)
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Fig. 11.20 Volumetric specific ice production on a single cylindrical tube [modified from

Zamfirescu and Bejan (2005)]
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For a differential algebraic system, Eq. (11.47) can be integrated by imposing the

following initial condition: at t ¼ 0 there is no ice shell, that is, R ¼ r. Moreover,

the radius of the shell at the end of the storage charging period, t ¼ tch, is simply

denoted as R.
After some mathematical manipulation, the system of four equations (11.47)

reduces to one single algebraic equation that can be solved numerically to deter-

mine the volumetric specific ice fraction when all other parameters are known.

The result is plotted in Fig. 11.20, which shows that there is an optimum aspect

ratio ~L of the tube that maximizes the ice production.

The maximum ice compactness in an ice-on-tube storage tank is obtained when

the water freezes completely. Figure 11.21 shows the geometry of a tube array

when water freezes around the tubes. There is a moment when neighboring ice

shells touch each other, that is, when the ice shell diameter reaches a value equal

to the distance between the tubes in the tube array, that is, 2D. After this moment,

the heat transfer at the ice–water interface starts to be constrained.

It is shown in Fig. 11.21b how the heat transfer area diminishes and adiabatic

surfaces are formed between shells. Thus, the freezing process has two steps:

In the first step, ice grows until the contact time tcnt. In the second step,

t ¼ tcnt � tch, the pocket of water entrapped between the shells freezes. The new

Fig. 11.21 Ice production on an array of cylindrical tubes: (a) ice element formed around a single

tube, (b) detail of ice growing, and (c) tube array geometry [modified from Zamfirescu and Bejan

(2005)]
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design objective is to find the optimal aspect ratio ~L ¼ L=r of the element presented

in Fig. 11.21c under the fixed tube material constraint A ¼ 2pRL. For mathematical

details regarding this design optimization, the reader is referred to the work by

Zamfirescu and Bejan (2005). The result is shown in Fig. 11.22, which demon-

strates that there is an optimal geometrical configuration of the storage device

for any imposed charging time. On the same figure, the optimal aspect ratio for

the ice-on-single-tubes configuration is presented. For the same charging time, the

optimized single tubes are longer than the tube bank. From the figure, it is known

that the compactness of tube array is 15% to 20%, which is higher than that of single

tubes. Moreover, the volumetric ice production ~V of the optimized configuration is

less sensitive to the optimal geometry, which means that the design is robust: it can

perform close to its maximum performance for a range of operating parameters,

namely, ~tch near the “design point.”

11.8 Concluding Remarks

This chapter discussed the main energy storage methods and applications, and

analyzed various issues regarding storage device design and optimization.

We have also discussed the energy storage in various kinds of storable energies:

electric field, electrochemical, thermochemical, chemical, thermal, and mechanical
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Fig. 11.22 Optimal geometrical configuration and the volumetric ice production on single

cylindrical tubes and on cylindrical tube arrays [modified from Zamfirescu and Bejan (2005)]
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(thermomechanical, kinetic, and potential). The specifics of all of them relate to

different issues in physics, but eventually the aim is to pack as much energy as

possible on a given volume and to be able to charge and discharge that volume at

the desired times. In energy storage it is important to overcome the mismatch

between energy supply and energy demand; thus, any energy storage analysis

must start with the study of the supply and demand characteristics and must

determine the proper storage strategy that fits the purpose. Ultimately, a design of

the storage device must be elaborated so that it performs at the maximum efficiency

possible. A constructal design approach can play a crucial role in identifying

important design features and determining the best design and how the design

configuration can be changed for better performance. Exergy analysis is a potential

tool for determining the thermodynamic irreversibilities and identifying where/how

the design of the device can be improved. Regardless of the nature of the stored

energy, the design and analysis problems are similar.

Nomenclature

A Area, m2

C Electric capacity, F

cp Specific heat, J/kg K

d Distance, m

D Diameter, m

E Energy, J

Ex Exergy, J
_Ex Exergy rate, W

d Distance, m

f Friction factor

H Enthalpy, kJ or height, m

h Specific enthalpy, J/kg, or heat transfer coefficient, W/m2K

i Electric current intensity, A

I Maximum current intensity, A or moment of inertia, kg�m2

k Thermal conductivity, W/mK

K Flywheel constant

L Length, m

LHV Lower heating value, MJ/kg

m Mass, kg

_m Mass flow rate, kg/s

N Number of heat transfer units

P Pressure, bar

C Electric capacity, F

q Heat, kJ
_Q Heat rate, W
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R Electric resistance, O
R, r Radius, m

t Time, m

T Temperature, K

V Volume, m3, or velocity m/s or electric potential, V

W Width, m or work, kJ
_W Work rate, W

y Coordinate, m

Greek Letters

d Thickness, m

e Electric permittivity, F/m

x Friction factor

� Energy efficiency

c Exergy efficiency

r Density, kg/m3

s Tensile stress, N/m2

t Time constant, s

y Dimensionless temperature

o Angular velocity, rad/s

Subscripts

1 Surroundings

0 Initial

c Charging or capacitor or coolant

ch Charging

d Destroyed

dsch Discharging

e Exterior

i Interior

ice Ice

in Inner

inp Input

L Lateral

loss Losses

LS Melting

m Per unit of mass

max Maximum

opt Optimal
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out Outer

R Retrieved

ref Reference

ret Retrieved

s System or storage or source

tot Total

T Total

w Wall
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Study Questions/Problems

11.1 Describe the role and the general layout of energy storage systems.

11.2 For an average house (three to four people), calculate the need for electrical

energy storage in batteries if all electricity is supplied by photovoltaic cells.

11.3 Explain the features of energy demand.

11.4 List the main methods for energy storage.
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11.5 Describe the principle of capacitors and the range of storage time in these

devices.

11.6 Describe the principle of the flywheel and its optimal geometry.

11.7 Consider a system for compressed air storage from Fig. 11.9. Make reason-

able assumptions and determine its efficiency.

11.8 Calculate the standard reaction heat for thermochemical energy storage

according to the process described in Eq. (11.19).

11.9 Give a categorization of thermal energy storage systems.

11.10 Redo the analysis from Case Study 11.7.1 for a surrounding temperature of

35�C and cooling of water from 95� to 40�C.
11.11 Repeat the fundamental analysis from Section 11.7.3 and determine the

maximum dimensionless heat transfer for a dimensionless tube length of

100, dimensionless fan power of 300, yin ¼ 1:05, ~D ¼ 0:25, f ¼ 0.02, and

N ¼ 0.01.

11.12 Repeat the fundamental analysis from Section 11.7.4 and determine the

optimum dimensionless length of a charging time of 0.2 (dimensionless).
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Chapter 12

Integrated Multigeneration Energy Systems

12.1 Introduction

Multigeneration, also called polygeneration, refers to energy systems that

produce several useful outputs from one single or several kinds of primary energy

input (viz. fuel). The purpose of multigeneration is to enhance the utilization of

primary resources (fuels) and reduce the wasted energy. This is a method of

improving the efficiency of energy generation processes for better sustainability.

Less fuel is required to produce a given amount of electrical and thermal energy in a

single unit than is needed to generate the same quantities of both types of energy

with separate, conventional technologies (e.g., turbine-generator sets and steam

boilers). Apart from generating “energy products” through a multigeneration

system, one can also fabricate by-products with added value, such as carbon fibers

and various chemicals.

Assume that one possesses a high-temperature thermal energy source (e.g., as

obtained by fuel combustion or concentrated solar radiation). In a typical power

generation application, the high-temperature heat is converted into work with heat

engines. It is known from thermodynamics that only a part (limited by the Carnot

factor) of the source heat can be converted into mechanical work, while the rest is

wasted as low-temperature heat ejected into the environment. Therefore, the use of

a primary energy source for generating one single product—power (or mechanical

work)—is limited in terms of efficiency. The situation changes if the heat ejected by

the heat engine is recovered and used for some purpose (e.g., space heating or water

heating or industrial process heating). In such a case, the system cogenerates power

and heat—two useful outputs from the primary energy (fuel) input. This is the

simplest multigeneration system, known as cogeneration or a combined heat and

power (CHP) system.

There are many possibilities for multigenerating valuable energy products from a

single primary energy sources. Some examples are combined power and cooling; tri-

generation of power cooling and heating; and multigeneration of hydrogen, oxygen,

power, heating, cooling, and desalination. The multigeneration systems integrate

several kinds of devices such as various kinds of heat engines, heat pumps, refriger-

ation units, and hydrogen production units, and desalination units. For example,

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_12, # Springer Science+Business Media, LLC 2011
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gas turbines (GTs) can be integrated with solid oxide fuel cells to generate power

and heating and enhance fuel utilization.

It is important to define the efficiency of multigeneration systems on a rational

basis. But the difficulty comes from the fact that the outputs of the system are of

several kinds. In order to determine the overall system output, it is not logical to

simply add energies of different nature. For example, one cannot add electrical

energy to thermal energy because their values are different: work is more valuable

than heat. If heat and work are to be added, Carnot factors can be used for weighting

the heat fluxes. Without recognizing the differences in these coproducts, as done by

using associated exergy, possible improvements in the efficiency of cogeneration

plants, or in their configuration within larger energy systems, can be missed;

environmental benefits can also be wrongly interpreted. Furthermore, the attribu-

tion of costs and environmental emissions to the products of multigeneration

systems is generally inappropriate when based on energy, as is commonly done,

but it is appropriate, meaningful, and rational when it is based on exergy.

In this chapter, the theory of integrated multigeneration energy systems is

reviewed with an emphasis on formulating the efficiency and the sustainability.

The increase in efficiency and the corresponding decrease in fuel use by a multi-

generation system, compared to other conventional processes for thermal, chemi-

cal, and electrical energy production, normally yield large reductions in greenhouse

gas emissions. These reductions can be as large as 50% in some situations, while the

same thermal and electrical services are provided. Several case studies are included.

12.2 System Integration

System integration in engineering entails combining several modules of subsystems

into a larger system in which the subsystems work together to achieve better

effectiveness or efficiency. There are many examples of system integration in

energy technology:

l Cascading gas turbine cycles with bottoming Rankine cycles for improved

efficiency of power generation
l Integrating a solid oxide fuel cell with gas turbine cycles for better fuel utiliza-

tion and enhanced power production efficiency
l Using coal gasification coupled to gas turbine generators, again for better power

generation efficiency
l Work recovery from the exhaust gas of vehicle engines to drive turbochargers

and enhance the combustion process and fuel utilization for better propulsion

efficiency

To elucidate the concept of integration, we present here a typical case from

sustainable energy engineering, namely, the integration of a gas turbine cycle with

solid oxide fuel cells (SOFCs). This topic has been extensively investigated as a

mean of enhancing the thermodynamic efficiency of power production.
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An interesting characteristic of SOFC is the application of yttrium-stabilized

zirconia anodes that permit conversion on their surface of methane into synthesis

gas (hydrogen and carbon monoxide). The synthesis gas is more efficient than

natural gas (methane) as a fuel in gas turbines, and furthermore cascading SOFC

with gas turbines allows for a very efficient fuel utilization. We present an integra-

tion scheme of gas turbines and SOFC for cogeneration of power and heat. The

treated system is adapted from the one proposed by Granovskii et al. (2007, 2008)

and Dincer et al. (2010) by modifying it to a cogeneration system. As mentioned in

Dincer et al. (2010) SOFC–gas turbine cycles with cogeneration have the potential

of achieving 66% utilization efficiency.

Figure 12.1 introduces the proposed system. As can be seen, the system gen-

erates three outputs: DC electric current by the fuel cell stack (label 1), shaft

rotation power by the gas turbine (label 3), and low-temperature heat—used for

heating purposes—by the steam condenser (label 10). Note that the figure shows the

work inputs (in the compressors) and outputs (from the turbine) with block arrows.

Looking at the integrated system diagram, one can observe that this is a kind of

Brayton cycle, including two compressors (for air and natural gas) and a turbine;

in between is interlaced the SOFC, which plays the role of an “active” preheater that
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1 – SOFC stack
2 – combustion chamber
3 – turbine
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5 – natural gas compressor
6 – air pre-heater
7 – fuel pre-heater
8 – steam super-heater
9 – evaporator
10 – condenser
11 – water pump
12 – liquid separator
13 – mixer
14 – mixer
15 – flow divider valve
16 – flow divider valve
a – anode
b – cathode

Fig. 12.1 Integrated SOFC–gas turbine cogeneration system with methane conversion [modified

from Dincer et al. (2010)]
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generates electricity while consuming some of the energy of the primary fuel and is

followed by a combustor, where the fuel energy is utilized fully. Water is recovered

from exhaust gases by cooling and condensing. Part of the resulting heat is used

internally in the steam evaporator (label 9) and steam super-heater (label 8) while

the condenser rejects the heat in the exterior; this heat is recovered by a stream of

water and represents the cogenerated (useful) heat.

The system can be divided in three operational modules as indicated in Fig. 12.2,

namely: (1) the compression section (bottom); (2) the heat recovery section

(middle); and (3) the power production section (top), which comprises the fuel

cell stack and the gas turbine. Several assumptions for thermodynamic modeling

of the system were considered, such as that the values of pressure and temperature

(T0, P0) of the reference environment are taken as standard, the inlet temperature in

the SOFC is taken as 1,073 K and the outlet as 1,273 K (based on the literature,

these values are advantageous with regard to SOFC efficiency), and the gas turbine

output temperature is taken as 1,123 K to provide at least a 50�C temperature

difference at the heat exchanger inlets.

The isentropic efficiency of the turbine is assumed to be 93% and that of the

compressors 85%, while the air composition is considered to be 21% oxygen and

79% nitrogen. Energy losses due to fluid friction are ignored; the water pump work

is also ignored because it is significantly small with respect to produced power;

the chemical reactions are assumed to be at equilibrium.
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turbine

Heat
exch.
(air)

Heat
exch.
(N.G.)

Heat
exch.
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Conden-
ser
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(air)
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(N.G.)

Pump 
(water)

Evapo-
rator

Work (shaft power)Electricity

Work

Air Natural Gas 
(N.G.)

Circulating
water

Water out

Exhaust
gas

Power
production

Heat
recovery

Compression

Combustion
chamber

Water
Heating

Work

Fig. 12.2 Operational modules of the integrated SOFC–gas turbine system [modified from Dincer

et al. (2010)]
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The modeling starts by analyzing the chemical reactions at the level of SOFC

(which is regarded as a “black box”); these reactions are

CH4 þ 2O2 ! CO2 þ 2H2O gð Þ � 802 kJ/mol

CH4 þ H2O $ COþ 3H2 þ 206 kJ/mol

COþ H2O $ CO2 þ H2 þ 41 kJ/mol

8><
>: : (12.1)

The chemical equilibrium equations for methane reforming at the fuel cell anode

give the equilibrium constants that correspond to the methane steam reaction and

the carbon monoxide steam reaction listed above. According to these chemical

equations, the reaction constants become

KCH4
¼

P3
H2
PCO

h i
PCH4

PH2O½ � ;

KCO ¼ PH2
PCO2

½ �
PCOPH2O½ � ;

8>>>><
>>>>:

(12.2)

where P is the partial pressure of the component.

Mass, molar, energy, entropy, and exergy balances are written for each compo-

nent of the system. The SOFC stack exergy efficiency �s is expressed as a percent-

age of the Gibbs free energy change, We ¼ ��sDG1, where DG1 is the Gibbs free

energy difference between the output and input flows, that is, DG1 ¼ Gout
1 � Gin

1 .

The Gibbs free energy of a component in a gaseous mixture can be written as

Gi ¼ H � TSi and Si ¼ S0i � R ln Pið Þ, where Hi and Si represent the molar enthalpy

and entropy of a component at P0 ¼ 1 atm, and Pi denotes partial pressure, T the

temperature, and R the universal gas constant. The thermal efficiency �s is related
to the open-circuit fuel cell voltage Vs ¼ We=ðnO2

neFÞ, where nO2
is the number of

moles of oxygen that traverse the fuel cell electrolyte, ne is the number of moles of

electrons transmitted to a circuit chain per mole of oxygen, and F is the Faraday

constant.

The output flows of the SOFC stack are the input flows to the combustion

chamber. Anode exhaust and oxygen-depleted air from the SOFC enters the

combustion chamber, and combustion products exit. Sufficient oxygen is provided

for complete combustion of the CH4, H2, and CO from the SOFC stack. The

temperature of the input flows is the same as that of the air and methane exiting

the SOFC stack. An energy balance can be determined for the adiabatic combustion

chamber (DH2 ¼ 0). The exergy destroyed by each component is calculated with

Exd,i ¼ T0DSi, where i is the index of the component as indicated in Fig. 12.1.

By applying the general efficiency equations for utilization efficiency and for

exergy efficiency, the cogeneration efficiencies of the overall system may be

calculated; the particular forms of the efficiency equations are in this case
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� ¼
_WFC þ _WT þ _QC

_mCH4
LHVCH4

;

c ¼
_WFC þ _WT þ _QC 1� T0=TCð Þ

_mCH4
_Ex

ch

CH4

;

8>>>><
>>>>:

(12.3)

where _QC is the heat recovered from the condenser. As mentioned above, the

energy efficiency can be referred to the lower or higher heating value of the fuel

depending on the case. In this analyzed case, the water is expelled out of the system

both in liquid form and as steam; however, the portion that comes from methane–

fuel utilization is expelled as steam; thus, the reference for utilization efficiency is

the lower heating value (LHV) of methane.

For better overall efficiency, it is important to adjust the molar flux of air and fuel

such that the operational-circuit fuel cell voltage is the highest. Figure 12.3 shows

the results regarding the variation of the voltage and the power output of the fuel

cell stack and the net turbine work correlated with the air (oxygen)/fuel ratio. To

avoid carbon deposition on the anode surface, the molar ratio of methane to steam

should exceed 1:2. Values of Vs greater than 0.7 V are therefore unsuitable for the

system considered here.

Note that the maximum efficiency of an SOFC stack does not coincide with the

maximum thermodynamic efficiency. The cost of SOFC stacks is a limiting factor,

and their operation at higher work densities reduces the power generation cost for

the overall system. This observation, along with the fact that the work output from

the methane conversion catalyst is stable when the steam–methane ratio ranges

between 2:1 and 3:1, suggests that the most beneficial SOFC operating conditions

occur for Vs of 0.4 to 0.7 V. Then, the energy efficiency of the overall system is seen

to be 70% to 80%, respectively.

For the numerical example assumed in Dincer et al. (2010), the operational cell

voltage is taken to be 0.61 V and the fuel cell stack energy efficiency is 20%.

In these conditions, the calculated exergy destructions for each component are

depicted in Fig. 12.4. The exergy destruction in the condenser is small because of

the reduced level of temperature (close to T0) and is negligible with respect to that
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Fig. 12.3 The effect of the air/fuel ratio on fuel cell stack efficiency (a), and voltage and power

output (b);We fuel cell power output;Wm net turbine power output, both per mol of fuel [data from

Dincer et al. (2010)]
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of other components. Also, because the pump work is ignored, (as justified above),

the exergy destruction in the pump is nil.

The efficiency of power production only of the integrated system can be esti-

mated from the efficiency of the SOFC itself, which becomes � ¼ 275/802 ¼
34.2% and c ¼ 275/818 ¼ 33.6%.

12.3 Multigeneration

The above example of an integrated SOFC and gas turbine demonstrated that the

power production efficiency increases because of the integration of two tech-

nologies. There we calculated the efficiencies of power production only. However,

as mentioned, the system cogenerates useful heat. The overall efficiency of the

system with cogeneration, calculated according to Eq. (12.3) is � ¼ 720/802 ¼
90% (for fuel utilization) and c ¼ 623/818 ¼ 76% (for exergy conversion). Thus,

the gain in efficiency due to cogeneration is about 56% in fuel utilization terms and

about 43% in terms of exergy. This example demonstrates the important benefit

of multiple energy system integration (viz. fuel cells and gas turbines) and multi-

generation. Multigeneration can potentially generate even better efficiencies

than cogeneration.

Figure 12.5 presents the general layout of an integrated multigeneration system,

which shows that from a primary energy input several useful outputs are obtained.

Basically, these systems could integrate various conversion technologies to produce

commodities from a primary source of a single kind.

According to the definition, the efficiency of a multigeneration system can be

expressed as the ratio of useful output(s) to the consumed primary energy at input.

As mentioned above, the outputs can be of different kinds (electric power, heat,

synthetic fuel, and others). Therefore, the energy outputs must be converted
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first into similar forms of energy (e.g., work, heating value) and then summated.

One can, for example, express the outputs and the inputs in terms of energy content.

Thus, the energy-based efficiency is obtained. A fairer approach is to express each

output and the input in terms of exergy. Adding exergies is more meaningful than

energy contents because one operates with quantities of the same kinds, namely,

mechanical work equivalents. Another possibility of quantifying the performance

of multigeneration systems is to express each stream (outputs, inputs) through

costing equivalents. One obtains thus an economic effectiveness showing the

ratio between the product’s price (output 1 to output n in Fig. 12.5) versus the fuel

consumption cost. Furthermore, the ecological impact of the system can be calcu-

lated by considering the equivalent pollutant emissions (viz. greenhouse gases, etc.)

per unit of primary energy consumption or per unit of total product.

With reference to Fig. 12.5, the typical expression for the system energy

efficiency can be exemplified as follows:

� ¼ W þ QH þ QC þ HHVSF þ Hsalt þ HOP

HHVPF

; (12.4)

where the outputs are expressed in terms of energy, W is the work (or electric

power), QH and QC are the energy in the form of heat used for heating and cooling,

respectively, HHVSF is the caloric energy embedded in the synthetic fuel (based on

its higher heating value), Hsalt is the equivalent energy embedded in the produced

salt, and HOP is the energy in other products; the input is expressed with respect to

the higher heating value of the consumed primary fuel (or primary energy source)

as HHVPF. Observe that the water produced by desalination is not included in

Eq. (12.4) at the numerator; this is due to the fact that the equivalent energy

Multi-
generation

System

Primary
energy input

Output 1: e.g., Electric power

Output 2: e.g, Heat (space, water, process heating)

Output 3: e.g., Cooling (a/c, water, process cooling)

Output 4: e.g., Synthetic fuel (hydrogen, ammonia, etc.)

Output n: e.g., Other products

Output 5: e.g., Desalination (water and salt)

Fig. 12.5 General layout of an integrated multigeneration system
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embedded in water is nil (water can neither be combusted nor reacted with the

standard environment to generate energy).

Efficiency equations similar to Eq. (12.4) can be developed for each particular

case. For example, in the case of cogeneration of electric power and heat, the energy

efficiency expression is

� ¼ W þ QH

½mPFHHVPF� : (12.5)

Note that Kanoglu and Dincer (2009) refer to Eqs. (12.4) and (12.5) as the

“utilization efficiency” to differentiate it from the thermal efficiency, which is

commonly used for a power plant with a single output, power. As also pointed

out above, it is inappropriate to summate commodities that are different [like the

addition of power and heating in Eq. (12.5)], although work and heat both have

units of energy. The exergy efficiency of the general system from Fig. 12.5 is given

according to general exergy analysis methodology (Dincer and Rosen 2007) by

c ¼ W þ ExH þ ExC þ mSFex
ch
SF þ msaltex

ch
salt þ ExOP

mPFexchPF
; (12.6)

where ExH,C are the exergy equivalent of heat and cooling produced (QH,C), mSF

is the quantity of produces synthetic fuel having the exergy exchSF, msaltex
ch
salt is the

exergy content associated with salt resulting from desalination, and ExOP is the

exergy associated with other products; the consumed primary fuel is mPF having

the specific chemical exergy exchPF. The exergy associated with the generated

heating and cooling ExH,C is expressed with the help of Carnot factor; in general,

assuming a variable heat transfer process, this exergy is

ExH;C ¼ R
dQ 1� T0

T

� �
: (12.7)

Here, T is the temperature at which heat is transferred. This relation is of little

practical value unless the functional relationship between the rate of heat transfer

(QH,C), heat flux, and temperature T is known. In many cases, heat is utilized by

transferring it from the working fluid exiting the heat or cooling producing device

(e.g., turbine, internal combustion engine, heat pump, refrigeration evaporator) to a

secondary fluid, in a heat exchanger. Therefore, the exergy rate of heating or

cooling _ExH;C can be expressed as exergy variation in working fluid (or heat transfer

fluid, depending on the case):

_ExH;C ¼ _mWF Dh� T0 Dsð ÞjWF; (12.8)

where index WF stands for “working fluid” and h and s represent the specific

enthalpy and entropy, while _m is the mass flow rate.
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In order to better illustrate the application of Eqs. (12.4) and (12.6) for energy

and exergy efficiency of multigeneration system, we analyze now a number of

relevant examples. We start with the system presented in Fig. 12.6a, which repre-

sents a concentrated solar power system, where concentrated solar radiation is used

to drive a heat engine.

The energy efficiency of system (a) is given by � ¼ W/Isun, where W is the

electric power output and Isun is the total direct bean radiation input. The exergy

associated with IT0
is the exergy of solar radiation and is Isun(1 � T0/Tsun), where

Tsun is the temperature of the solar radiation. Therefore, the exergy efficiency of

system (a) is c ¼ W/[Isun(1 � T0/Tsun)]. The typical values for the practical system
are 20% for � and 21% for c. Now, if the rejected heat by the heat engine

is recovered and used to heat water, as illustrated in Fig. 12.6b, the correspond-

ing energy and exergy efficiency are, respectively, � ¼ (W + QH)/Isun and c ¼
(W + ExH)/[Isun(1 � T0/Tsun)], where ExH can be estimated with Eq. (12.7) or

(12.8); in the case that the temperature variation at the heat engine sink is nil

or negligible, the exergy associated with heat exchange is given by

ExH ¼ QH 1� T0
TH

� �
: (12.9)

Example

In order to illustrate the application of Eq. (12.8), let us consider a particular heat

engine for the cogeneration system illustrated in Fig. 12.6b. A simple cogeneration

heat engine can be a steam power plant with steam extraction. This is presented in

Fig. 12.7; this heat engine can be supplied with “primary fuels” other than solar

radiation (e.g., coal). Therefore, the energy associated with the primary energy

source is either Isun for the solar concentrator system or, more generally, is
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Fig. 12.6 Concentrated solar energy systems: (a) solar power and (b) solar power and hot water
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mPFHHVPF, where mPF is the quantity of fuel consumed per unit of energy output;

this energy and the useful product energies can be expressed also as a rate, for

example, _mPFHHVPF; _ExH. For the numerical example considered here, we assume

that the power plant operates with steam that boils at 300�C and is superheated up to

450�C in a solar collector. The condensation is at 40�C, and the condenser for heat

recovery operates at 80�C.
At states 1 and 3 of the cogeneration heat engine, one assumes saturated liquid.

Moreover, one assumes that 50% of the expanded flow is extracted from the turbine

in state 9 and used for heat cogeneration. Engineering Equation Solver (EES) is

used to estimate the thermodynamic properties of the steam (though simple steam

tables could be used for cycle calculation). The calculation of the thermodynamic

cycle is done with the purpose of determining pressure, temperature, entropy,

enthalpy, and specific exergy, all in state point, and eventually calculating the

overall efficiency. The calculation proceeds by writing energy and mass balance

equations for each component and relevant equations for each state as follows:

l Flow fraction is f ¼ 0.5; the flow division fraction is defined based on mass

balance equations, namely, _m8 ¼ _m9 þ _m10; _m5 ¼ _m4 þ _m2; _m10 ¼ _m1 ¼ _m2;

_m9 ¼ _m3 ¼ _m4. The flow division is defined as f ¼ _m4= _m5 ¼ _m9= _m8.
l State 1: T1 ¼ 40�C, x1 ¼ 0, and f ¼ 0.5, one evaluates the specific enthalpy to

h1 ¼ 167.5 kJ/kg, total flow enthalpy ht1 ¼ 83.75 kJ/kg of stream 5–8, pressure

P1 ¼ 74 mbar, and specific entropy s1 ¼ 572 J/kg K.
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Fig. 12.7 Steam heat engine with cogeneration
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l State 2: Pressure is the same as in state 6 (saturated liquid at 300�C), P2 ¼ P6

¼ 86 bar, isentropic efficiency of the pump is assumed �P1 ¼ 0.8 and defined by

the equation �P1 � (h2s � h1) ¼ h2 � h1, where h2s ¼ h(P2, s1) ¼ 176.1 kJ/kg

is the specific enthalpy for isentropic pressurization; thus, h2 ¼ 174.4 kJ/kg and

s2 ¼ 567 J/kg K.
l State 3: It is assumed that condensation is at 80�C, thus T3 ¼ 80�C and x3 ¼ 0;

the specific enthalpy is h3 ¼ 334.9 kJ/kg and the total enthalpy ht3 ¼ (1 � f)
h3 ¼ 167.5 kJ; the pressure of saturated liquid is P3 ¼ 0.474 bar and specific

entropy s3 ¼ 1,075 J/kg K.
l State 4: This is a pressurized liquid state at P4 ¼ P6 ¼ 86 bar. The pump

efficiency is �P2 ¼ 0.8 and the pump equation is �P2 � (h4s � h3) ¼ h4 � h3,
which is solved for h4 for known isentropic process enthalpy h4s ¼ 343.7 kJ/kg,

thus h4 ¼ 341.9 kJ/kg and ht4 ¼ 171 kJ.
l State 5: We have the energy balance h5 ¼ ht5 ¼ ht4 + ht2 ¼ 258.2 kJ/kg while

P5 ¼ P6, T5 ¼ T(h5, P5) ¼ 60�C, and s5 ¼ 826 J/kg K.
l State 6:We have saturated liquid (x6 ¼ 0) atT6 ¼ 300�Cand h6 ¼ ht6 1,344 kJ/kg.
l State 7: Saturated vapor is at x7 ¼ 1, P7 ¼ P6, h7 ¼ 2,749 kJ/kg, and

s7 ¼ 5,704 J/kg K.
l State 8: Superheated vapor is at P8 ¼ P6, T8 ¼ 450�C, h8 ¼ ht8 ¼ 3,263 kJ/kg,

and specific entropy s8 ¼ 6,513 J/kg K.
l State 9: Expansion to intermediate pressure P9 ¼ P3; turbine’s isentropic

efficiency is assumed �T ¼ 0.8, and turbine equation is �T � (h8 � h9s) ¼
h8 � h9, where h9s ¼ h(P9, s8) ¼ 2,255 kJ/kg and h9 ¼ 2,457 kJ/kg; the total

enthalpy is ht9 ¼ 1,228 kJ; the specific entropy is s9 ¼ 7,084 J/kg K.
l State 10: Expansion at lowest pressure P10 ¼ P1, assuming �T ¼ 0.8 and �T

� (h8 � h10s) ¼ h8 � h10; thus, h10 ¼ 2,275 kJ/kg and ht10 ¼ 1,138 kJ.
l All calculations are done for a main flow rate of 1 kg/s. The electric power

generation efficiency is given by �E ¼ _Wnet= _QPF, where _Wnet ¼
_WT � _WP1 � _WP2.

l Using the total enthalpies, one can determine the work generated and consumed

by the turbine and pumps, respectively, and also the energy consumed by the

primary fuel. One obtains �E ¼ 30%.
l For the system with cogeneration, the fuel utilization efficiency is given by

�cog ¼ _Wnet þ _QH

� �
= _QPF, for which one obtains 65%.

l The exergy efficiency is based on the exergy input in the system, which can be

calculated with _ExPF ¼ h8 � h5 � T0 s8 � s5ð Þ ¼ 1; 310 kJ.
l Thus, the exergy efficiency of electric power generation is

cE ¼ _Wnet= _QPF ¼ 68% ; also, the exergy efficiency of the cogeneration system

is calculated accounting for the cogenerated heat exergy, _ExH ¼ 1� fð Þ
� h9 � h3 � T0 s9 � s3ð Þ½ � ¼ 165:6 kJ. The cogeneration exergy efficiency

becomes ccog ¼ _Wnet þ _ExH
� �

= _ExPF ¼ 80%.

The heat recovered from the heat engine is indicated in the figure with QH and

can be expressed based on the enthalpy of the stream a–b, that is _QH ¼
_mab hb � hað Þ; then, the cogeneration energy efficiency is
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� ¼
_W þ _mab hb � hað Þ� �

_mPFHHVPF

(12.10)

and the exergy efficiency becomes

c ¼
_W þ _mab hb � ha � T0 sb � sað Þ½ �

_mPFExPF
; (12.11)

where the term hb � ha + T0(sb � sa) represents the specific exergy of the heat

transfer fluid, exHT. This term can be rearranged as exHT ¼ (hb � ha){1 � T0/
[(hb � ha)/(sb � sa)]}.

If the temperature at which heat transfer occurs is constant, that is, Ta ¼ Tb ¼
TH, then one can express the entropy variation simply as sb � sa ¼ (hb � ha)/TH.
The case when the heat is transferred to a phase-change material is a good example

of a situation when heat transfer occurs at a constant temperature. In such cases, the

Carnot factor (1 � T0/TH) can be within the expression of exergy efficiency.

Therefore, the exergy efficiency becomes

c ¼
_W þ _mab hb � hað Þ 1� T0=THð Þ

_mPFExPF
: (12.12)

Typically, for the system from Fig. 12.6b, the cogeneration efficiency values are

60% to 80% for energy and about 30% to 35% for exergy. If sources other than solar

radiation are used, the energy-based efficiency (or utilization efficiency) can be

even higher, up to 90% to 98%. The high utilization efficiency is obtained by

insulating the system well, so that all produced thermal energy is recovered and

used. In a solar concentrating system, perfect insulation is not possible, and various

losses such as optical and thermal radiation impede obtaining utilization efficien-

cies higher than about 80% to 85%. For systems using fuel combustion, it is

possible to devise better insulation so that less primary energy is lost. Typical

efficiency figures for various heat engines with cogeneration are shown in

Table 12.1. It is assumed that the cogenerated heat is used for water heating,

where the stream of water at the inlet (state a in Fig. 12.7) is assumed to be 50�C
and at the outlet (state b) 90�C.

Other typical systems for cogeneration of heat and power are suggested

Fig. 12.8. For systems (a) and (b), Eqs. (12.10) and (12.11) can be applied to

determine the utilization and exergy efficiencies, respectively. In the case of a

Table 12.1 Typical efficiencies of various cogeneration systems

Efficiency

Concentrated

solar (%)

Steam

engine (%)

Gas power

plant (%)

Diesel

engine (%)

Geothermal

plant (%)

Utilization 70–80 48 47 78 16

Exergy 30–35 23 23 48 44
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geothermal system, the energy and exergy content of the primary source, which is

geothermal brine, can be calculated by assuming that the brine is cooled down to

the ambient temperature. Denoting (h0, s0) the specific enthalpy and entropy of the

brine at environmental temperature T0, the associated primary energy and exergy

become

_Qgeo ¼ _mgeo hgeo � h0
� �

;

_Exgeo ¼ _mgeo hgeo � h0 � T0 sgeo � s0
� �� �

;

(
(12.13)

where subscript “geo” stands for “geothermal” and hgeo, sgeo are the specific

enthalpy and entropy, respectively, of the hot geothermal brine.

Some multigeneration systems are suggested here by expanding the concen-

trated solar cogeneration plant from Fig. 12.6b. Thus, Fig. 12.9a shows a system

with tri-generation, where the outputs are power, hot water, and space heating.

Heat storage can be applied in order to store solar energy in the form of thermal

energy for overnight heating.

The system from Fig. 12.9b is an extension of the tri-generation system to

multigeneration. In this case, the system produces power heating and cooling,

where cooling is used for air conditioning and other purposes (like food preserva-

tion) and heating is used for space and water. Such a system thus generates five

useful outputs. The exergy efficiency can be written as

c ¼
_W þ _QHW 1� T0= �THWð Þ þ _QSH 1� T0= �TSHð Þ þ _QC 1� T0= �TCð Þ þ _QAC 1� T0= �TACð Þ

Isun 1� T0=Tsunð Þ ;

(12.14)

where indices HW, SH, C, and AC mean hot water, space heating, cooling, and air

conditioning, respectively. The average process temperature �T has been used to

express the Carnot factors used for expressing the exergy of heat fluxes. This

approximation is valid if the temperature does not vary much. With the system in

Fig. 12.9b, one can achieve 35% exergy efficiency while utilization efficiency can
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Fig. 12.8 Some typical cogeneration systems
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reach, in principle, 90%. The system integrates several components such as the heat

engine, heat recovery heat exchangers, thermal storage system, and an absorption

refrigeration system.

The system suggested in Fig. 12.10 integrates a solar-driven heat engine with an

electrolyzer that produces hydrogen and oxygen from water and an absorption

refrigeration system that generates cooling from heat recovery from the heat

engine; in addition, there is a thermal storage system and a heat recovery system

that delivers heating as useful product for heating water and some other needs. The

energy efficiency of the system from Fig. 12.10a is

� ¼
_W þ _mH2

HHVH2
þ _QHW þ _QSH þ _QC þ _QAC

� �
Isun

: (12.15)

In Eq. (12.15), the term _mH2
denotes the production rate of hydrogen. A part of

the produced electricity is used to drive the electrolyzer, which produces hydrogen

and oxygen from water during the day. In the nighttime, the stored hydrogen can

be used in a fuel cell to generate electricity. Thus, one can have a continuous

production of electricity for 24 hours.
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Fig. 12.9 Examples of tri- and multigeneration hybrid concentrated solar power systems
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An alternative to the system from Fig. 12.10a is presented in Fig. 12.10b, where

the electrolyzer is replaced by a thermochemical water splitting plant. The thermo-

chemical water splitting process consumes less primary thermal energy than the

electrolyzer because it does not require any electricity or it requires much less

electricity. Therefore, the generation of electricity to drive the water splitting

process (or at least substantially reduce the required electricity for it) is avoided

with the benefit of improving energy utilization and exergy efficiency. Rough

calculations indicate that the integrated system based on thermochemical water

splitting can be at least 5% more efficient in exergy terms than the one based on the

electrolyzer.

An additional example is illustrated in Fig. 12.11, which shows two integrated

multigeneration systems for power, heating, cooling, and desalination. The pro-

ducts are nine in number: electric power, hydrogen, oxygen, drinking water,

salt, hot water, space heating, process cooling (e.g., food refrigeration), and air

conditioning. The inputs are two: solar energy (which drives the process) and brine.

Two implementations of the system are suggested: (a) using the electrolyzer and

(b) using the thermochemical water splitting process. The multigeneration exergy

efficiency of these systems is given by

c ¼
_W þ _QHW 1� T0= �THWð Þ þ _QSH 1� T0= �TSHð Þ þ _QC 1� T0= �TCð Þþ _QAC 1� T0= �TACð Þ þ _ES

Isun 1� T0=Tsunð Þ ;

(12.16)
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trolysis and (b) by thermochemical water splitting

494 12 Integrated Multigeneration Energy Systems



where the meaning of the indexes are the same as above, and “S” stands for “salt.”

The process (b) uses high-temperature heat to drive water splitting, desalination,

and the heat engine; thus, this system generates less electricity than system (a),

which uses high-temperature heat only for the heat engine and for desalination.

Using Eq. (12.16), the multigeneration exergy efficiency of system (a) is theoreti-

cally estimated to be 45%, while that of system (b) is estimated to be 50%.

12.4 Hybridization

The examples above refer to integrated multigeneration systems that are able to

generate multiple products from a primary energy source of a single kind. There is

also potentially more benefit if the system is engineered to produce outputs from

multiple kind sources. Thus, systems can be devised to generate power from wind

and solar simultaneously, or generate power and heat from geothermal and solar

source, or from biomass combustion and solar source. A typical case entails solar

electric generation systems that integrate concentrated solar collector technology

with advanced Rankine generators and with natural gas steam generators for

backup power. Such systems are called hybrid.

Hybridization of conversion systems involves coupling various technologies

together to extract useful energy system from sources that are fundamentally

different, with the purpose of obtaining better utilization factors and better effec-

tiveness than that of the integrated systems that use one single kind of primary

energy. Obviously, hybrid systems can be devised to generate multiple products.
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using high temperature electrolysis (a) and thermochemical water splitting process (b)
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We demonstrate in this section the benefit of hybridization through an illustrative

example that integrates solar and geothermal energy to generate absorption cooling.

Absorption cooling systems (ACSs) have become suitable for producing an inex-

pensive heat energy source over 65�C. Therefore, geothermal and solar energy have

a wide range of application potentials for cooling. In the example presented here, the

Bigadic geothermal field is selected; this site is located about 38 km south of

Balikesir Province, situated in the western part of Turkey. The well head tempera-

ture is 98�C, and the geothermal fluid temperature, entering the heat exchangers

constructed under each house, changes between 65� and 80�C depending on the

operating condition in the system. The ACS utilizes a solution of lithium bromide

(LiBr) and water under a vacuum as the working fluid. The absorption cycle is

energized by hot water at 85� to 95�C. In the system, the LiBr–water solution

temperature is increased to 85� to 95�C by using solar energy.

The following assumptions are made in energy and exergy analyses for the

LiBr–water refrigerant system:

l Heat and pressure losses in all the heat exchangers and the pipelines are

negligible.
l The reference state temperature and pressure for the system is chosen as 25�C

and 101 kPa.
l The temperature of the solution entering the throttle valve is checked by using

the EES program to avoid crystallization.
l The solution in the generator and the absorber are assumed to be in equilibrium

at their respective temperatures and pressures.
l Water at the condenser and evaporator exit is in a saturated state.
l The strong solution of the refrigerant leaving the absorber and the weak solution

of the refrigerant leaving the generator are saturated.

The energy balances for the condenser, evaporator, absorber, generator, and heat

exchanger are given (per unit of mass basis) in the following equations (Fig. 12.12):

For the condenser,

Qcon ¼ mwaterðh8 � h9Þ ¼ mconðh19 � h18Þ: (12.17)

For the evaporator,

Qev ¼ mwaterðh11 � h10Þ ¼ mevðh16 � h17Þ: (12.18)

For the absorber,

Qabs ¼ mwater � h11 þ mWS � h7 � mSS � h1 ¼ mabsðh15 � h14Þ: (12.19)

For the generator,

Qgen ¼ mWS � h5 þ mwater � h8 � mSS � h4 ¼ mgenðh20 � h21Þ: (12.20)
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For the heat exchanger,

Qgeo ¼ mSSðh4 � h3Þ: (12.21)

Collector efficiency is a major indicator in the conversion process of solar

energy to thermal energy. To find the converted energy in the solar collector,

collector efficiency should be determined for each possible condition. It is known

that many parameters affect the energetic and exergetic efficiencies of thermal

collectors. Some of them can be expressed as the intensity of the solar irradiance,

outdoor temperature, and input–output feed water temperature. The evacuated

vacuum tube type collectors should be utilized effectively to achieve a higher

water temperature. Thermal collector efficiency changes with the intensity of the

solar irradiance (I), outdoor temperature (T0), and input–output feed water temper-

ature (Tin, Tout).The formulation of the energy efficiency characteristic is given in

the following equation:

�coll ¼ 0:83� 2:19� Tin þ Toutð Þ=2� T0
I

: (12.22)

Coskun et al. (2010) introduced the geothermal–solar energy fraction (GSEnF),

a parameter expressed as the fraction of the geothermal energy to solar energy

utilized in the system:

GSEnF ¼ Egeo

Esolar

; (12.23)

where Esolar and Egeo represent the solar and geothermal energy inputs for cooling.

Geothermal energy input throughout the daytime varies between 20% and 8% of

total energy input for 2� to 18�C evaporator temperature variation. The GSEnF

varies between 0.08 and 0.24 for investigated system. It decreases with increasing

evaporator temperature. In addition, GSEnF also decreases with decreasing

absorber temperature. The analysis results show that GSEnF gives the same value

(0.10) for a 14�C evaporator temperature, although the absorber temperature varies.

Another parameter, the geothermal–solar exergy fraction (GSExF), is expressed

as the fraction of the geothermal exergy to solar exergy utilized in the system:

GSExF ¼ Exgeo
Exsolar

; (12.24)

where Exsolar and Exgeo represent the solar and geothermal exergy inputs for cool-

ing. The GSExF is investigated for different working conditions, and the results are

given in Fig. 12.13. Exergy input from geothermal sources is very low level and it

varies between 0.1% and 1% of total exergy input. The percentage solar energy

input rate increases with evaporator temperature. As can be seen in the figure, it

decreases with increasing evaporator temperature.
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12.5 Economic Aspects of Multigeneration Systems

Multigeneration systems can be found in many applications, starting with

residential settings (where they can be used for generation of power, heating, and

cooling, for example) and ending with industrial parks or agricultural farms. Their

successful integration within a larger process requires detailed information regard-

ing the energy consuming technologies to be desired and the availability of primary

energy resources. It is important that all technical information regarding energy

demand be organized in a working model that allows for the effective design of the

multigeneration system. Walker (1984) provided a general method for the analysis

and design of integrated energy systems; the primary application is in agricultural

settings, but the method is more general and can be used to design an integrated

multigeneration energy system for any kind of application.

Design engineers must address logistical, environmental, and economic pro-

blems with regard to the integration of energy systems in agricultural, industrial,

commercial, and residential settings. When analyzing the integration of multi-

generation energy system in a given setting, one first has to study the involved

technological processes, which for an industrial or agricultural setting can be

classified into three categories: material transformation, material transport, and

material storage. Residential and commercial settings are different, even though

their energy needs consist mainly of electric power, space heating, hot water, air

conditioning, and cooling (e.g., for water cooling, ice making, or food

preservation). These needs are present also in industrial and agricultural settings;
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Fig. 12.13 GSExF versus evaporator temperature for different operating conditions [modified
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in the above three category classifications, they can be assimilated to the material

transformation category. With any phase of the process there are associated costs.

Three main categories of costs are identified in Walker (1984): land, labor, physical

energy costs. Depending on the case, there also may be other costs relevant to the

analyses. For multigeneration systems, specific costs eventually can be assigned

for any kind of output. In the cost assignment process, one must account for all

categories of costs involved.

In the multigeneration example suggested in Fig. 12.11, the value of the drinking

water is not accounted for in the utilization and exergy efficiency equations; it

cannot be! This is because water has no energy value. Moreover, for the same

reasons, in the systems that generate hydrogen and oxygen from water, the water

itself cannot be considered in energy/exergy efficiency or as an input. However,

water, even in abundance, is not free. This reasoning leads to the conclusion that

the performance of multigeneration energy systems must be evaluated from the

economic point of view, in addition to the performance defined through thermo-

dynamics. The “economic effectiveness” of an integrated multigeneration system

can be estimated by the following equation:

Ee ¼
P

i Co;i

CPF þ
P

j Cm;j
; (12.25)

where Co,i is the monetary cost of the output i, CPF is the monetary cost of the

primary fuel, and
P

j Cm;j is the total cost of materials input in the process. The cost

of products in the numerator of Eq. (12.25) can include only the benefit part and

exclude the part used for amortization of the investment in the multigeneration

equipment.

For a simple cogeneration system, the economic effectiveness includes the costs

associated with electric and thermal energy and the cost of fuel. If the system is

more complicated, advanced economic calculations must be performed to deter-

mine the economic effectiveness. The problem becomes more complicated if

economic incentives that help financing are available. Cogeneration (CHP) projects

are generally recognized by governments and other financing bodies as drivers

toward better sustainability and a healthier environment; therefore, at present there

is relevant experience in financing those projects.

Through financing, both the capital cost and the price of products (like the kWh

of power or thermal energy) can be made more favorable so that the economic

effectiveness of the cogeneration system is increased. Hamrin (2005) describes the

financing system of cogeneration projects in California. There, the Public Utility

Regulatory Policy Act established in 1978 has been prolific in encouraging cogen-

eration, which increased in the market from virtually nil to a multimillion dollar

business in about 10 years. Several types of financing were used both in the United

States and in the European Community (See Fee 2005):

l Innovative vendor financing such as financial savings guarantees, package

financing, shared savings contracts, and vendor-backed equipment leasing
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l Third-party financing
l Energy project or utility financing

The legal framework regarding the encouragement of cogeneration (CHP) plants

differs from country to country. Some countries allow the installer of the CHP

system to sell back electricity to the grid at a favorable price so that the producer

can make a profit; other countries do not encourage this kind of business. Here are

some financing examples from various countries, as taken from Fee (2005), that

reflect the situation:

l Canada: Only Alberta offers the right to sell back to the grid; Ontario and British
Columbia implemented policies of “encouraging” sales to the grid. The tariffs

for electricity sold to the grid in Alberta are established at the provincial level

only. In Ontario, the power utility can affiliate with local energy producers and

buy the electricity produced by them.
l United States: Energy auto-producers have the right to sell electricity to the grid

at a fixed tariff and the grid has an obligation to buy. The rates are set by the

state’s public utility commission. Some states give local producers the right to

sell electricity to third parties while other states do not.
l Sweden: Energy auto-producers have the right to sell electricity to the grid at a

fixed tariff and the grid has an obligation to buy. The profit is equally shared

between the seller and the buyer.
l Austria: Auto-producers have the right to sell to the grid only where the power

is in surplus to their own use. The tariff is aligned with the State Power Board’s

wholesale tariff in a range of 80% to 100% of the energy charge of the wholesale

tariff.

The usual practice regarding the financing of cogeneration systems is by either

purchasing the equipment or by leasing it for a period of 3 to 7 years (Kolanowski

2008). An important factor in financing multigeneration projects is represented by

the reduction of greenhouse gas emissions that these systems are capable of with

respect to other systems. The expected reduction in CO2 emissions as a result of

using tri-generation and cogeneration plants is 170 Mt/year in 2015, while in 2030

the expected reduction is 950 Mt/year (International Energy Agency 2008).

The cost-effectiveness of any multigeneration system is directly related to the

amount of power it can produce for a given amount of other products such as

process heat and cold. For tri-generation systems, one can define the electrical to

thermal energy ratio (RET) as an important performance assessment parameter.

Illustrative Example: Hybrid Solar–Natural Gas System

Let us consider a hybrid solar–natural gas system that is intented to provide heating

to a residence, such as a house. The residence is connected to the natural gas

network. During the daytime, it uses concentrated solar power to generate steam

and reform methane to hydrogen. Thus, during the day, the supply of heat is

obtained by combusting hydrogen combined with natural gas. The energy harvested

from the sun diminishes the consumption of natural gas. During the nighttime,
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when no hydrogen is generated, the heating is obtained by the combustion of natural

gas only. Natural gas can be converted to hydrogen by adding steam according

to the overall reaction CH4 + 2H2O ! CO2 + 4H2, which needs 48.3 MJ/kmol

of hydrogen.

Assume that the solar collector has a 10 m2 aperture area; if 5 kWh/m2 day is the

the average solar radiation, then the incident radiation is 50 kWh/day. Assuming

10% losses through optics and heat transfer, the amount of harvested heat is

45 kWh/day or 162 MJ. Thus, one can produce 162/48.3 ¼ 3.35 kmol hydrogen

per day, which is 6.7 kg. This hydrogen comes from about 0.7 kmol of natural gas or

the equivalent of 0.5 GJ, which costs about $5. The total thermal effect generated by

combustion of 6.7 kg of hydrogen is about 950 MJ. Thus, the cost of heating

becomes $5/950 MJ ¼ $5.3/GJ. If the same heat is generated by combusting

natural gas only, the cost is the same as that of natural gas, which is taken as

$10/GJ. Therefore, the savings resulting from using the hybridized solar–natural

gas system is 47%.

12.6 Case Studies

12.6.1 Power, Hydrogen, and Oxygen Multigeneration
Using Nuclear Energy

This example, which is based on Zamfirescu et al. (2010), examines the

multigeneration of power, hydrogen, and oxygen as a way of upgrading the exergy

efficiency of nuclear reactors. The tri-generation exergy efficiency can be calcu-

lated in this case with the following equation:

c ¼
_W þ _mH2

exchH2
þ exPH2

� 	
þ _mO2

exchH2
þ exPH2

� 	
_mUexchU

; (12.26)

where superscript ch indicates chemical exergy and exponent P indicates thermo-

mechanical exergy due to pressurizing the product gases for storage.

Consuming the electrical energy produced by the nuclear power plant for water

electrolysis and hydrogen cogeneration would not augment the overall exergy

efficiency; therefore, this is not the appropriate option for multigeneration. In

contrast, recent advances in thermochemical water splitting at intermediate tem-

peratures would enhance the exergy efficiency by recovering heat from a nuclear

plant to drive a Cu–Cl system for water splitting and hydrogen and oxygen

generation (see Naterer 2008 and Naterer et al. 2009; also detailed in other chapters

of this book). Thermochemical water splitting cycles are a promising alternative to

electrolysis because they require little or no electricity. If the electricity generation

efficiency (about 25% for typical power plants, including average grid loses) and
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electrolyzer efficiency (typically about 80% grid-to-hydrogen) are multiplied, the

overall efficiency of electrolysis becomes about 20%.

The system configuration presented here utilizes waste heat from a CANDU

nuclear reactor, at ~80�C from the moderator vessel, to drive various processes in

the Cu–Cl cycle for hydrogen production. Figure 12.14 presents a system that

couples a heat pump, Cu–Cl cycle, and a nuclear power plant with the aim to

enhance the exergy efficiency of the power plant alone, via multigeneration of

hydrogen, oxygen, and power.

The original power plant is a typical nuclear CANDU reactor and represents the

reference case. Mainly, a CANDU power plant comprises the nuclear reactor with

its moderator circuit, which ejects the moderator heat to the environment and,

with the coupled steam generator, produces steam to be expanded in the multi-

pressure Rankine power plant. For safety reasons, CANDU power plants are placed

in the vicinity of large lakes, which can provide a cooling sink for the condenser.

However, the heat from the moderator is at a temperature too high (>60�C) to be

ejected into a lake without affecting the ecosystem. With the technology available

in the past decade, this temperature is not sufficient to justify the conversion of

the moderator heat into work through a heat engine. The practical solution that

ensures also the safety of the reactor is to use cooling towers. The proposed method

for making use of the heat ejected by the moderator is by coupling the CANDU

Fig. 12.14 Nuclear reactor multigeneration system for power, H2 and O2. W work; Q heat.

Indices: M moderator; R Rankine; tot total; Cu–Cl reaction heat [modified from Zamfirescu

et al. (2010)]
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power plant moderator with the water splitting cycle through the system, as shown

here in Fig. 12.14. The three system components are as follows:

1. Rankine cycle (i.e., the power plant that is coupled to the nuclear reactor): low

pressure superheated steam is extracted from the Rankine cycle and expanded to

1 bar pressure in the Cu–Cl plant.

2. Heat pump cycle: upgrades the temperature of waste heat from the moderator

vessel and consumes electricity, indicated by WHP.

3. Cu–Cl cycle: supplied with electricity by the Rankine generator to drive the

electrochemical reaction and compress/store the produced hydrogen and oxy-

gen. The total heat received by the Cu–Cl plant from the heat pump comprises

the heat needed to supply the chemical reactions (indicated by QCu–Cl) and the

heat used for reactant preheating.

The predicted results of this case study and the relevant assumptions and

comments are presented in Table 12.2. The calculations are scaled for 1 kmol of

produced and stored hydrogen. The exergy efficiency of the multigeneration plant

Table 12.2 Case study results for the integrated multigeneration for nuclear power, H2, and O2

Item

Value

(MJ/kmol H2) Remarks

Exergy of produced hydrogen 236 At 70�C and 1 bar, as delivered by Cu–Cl plant

Exergy of stored hydrogen 240 Stored in metal hydrides at 14 bar and 20�C
Compression of H2 7 Electrical power is spent; ideal compression

process

Exergy of produced oxygen 2 At 70�C and 1 bar, as delivered by Cu–Cl plant

Exergy of compressed oxygen 122 Stored in cylinders at 200 bar and 20�C
Compression of O2 107 Electrical power is spent; ideal compression

process

Electricity supplied to Cu–Cl

plant

140 Spent from the power plant electricity

generation

Heat supplied to Cu–Cl plant 179 Comes from the Cu–Cl cycle analysis

Heat extracted from the

moderator

188 Comes from heat pump analysis, where

QM ¼ 105% Qreaction

Generated nuclear heat 3,760 Assumes that all moderator heat is used and this

is 5% from generated nuclear heat

Generated power 1,316 Assumed 35% power plant efficiency

Power consumed by heat pump 35.8 Assumed COP ¼ 5

Total consumed power 290 Compressing gases, running the heat pump and

Cu–Cl plant

Net power generated 1,026 Total generation minus consumption

Total useful exergy 1,388 See Eq. (12.1)

Carnot factor for nuclear

energy

0.52 T0 is assumed as 26�C and the nuclear reaction

temperature TN ¼ 350�C
Consumed exergy 1,950 Based on specific exergy of nuclear fuel

Exergy efficiency with

multigeneration

71% Calculated with Eq. (12.18)

Data from Zamfirescu et al. (2010)

COP coefficient of performance
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(which recovers and uses the moderator’s heat) is improved by 4%, with respect to

exergy efficiency of the original power plant (which rejects the moderator heat

to the environment), that is, 71% vs. 67%.

The assumptions and calculations for the case study represent the approximate

estimates. They represent the first evaluation of the newly proposed multigenera-

tion plant and encourage detailed studies for further confirmation. Based on these

results, more improvement in exergy efficiency can be obtained if additional waste

heat is recovered to generate electricity.

12.6.2 Integration of SOFC and Rankine Cycles
for Tri-Generation

This case study is based on the work of Al-Sulaiman et al. (2010), who proposed

and analyzed an integrated tri-generation system comprising a solid oxide fuel cell

(SOFC) coupled with a Rankine cycle for producing power, heating, and cooling.

The proposed system consists of an SOFC, an organic Rankine cycle (ORC),

a heating process, and a single-effect absorption chiller, as shown in Fig. 12.13.

The waste heat from the SOFC is used to heat the organic fluid in the ORC.

Consecutively, the waste heat from the ORC is used for heating and cooling. The

waste heat from the ORC is used to produce steam in the heating process, using a

heat exchanger, and to produce cooling, using a single-effect absorption chiller.

To have an efficient ORC, the working fluid in the ORC should have a high critical

temperature so that usable waste heat can be gained. One of the typical organic fluid

types used to operate the ORC is n-octane, which has a relatively high critical

temperature, 569 K. Hence, it is selected as the working fuel of the ORC.

The assumptions for steady-state modeling of the cycle include the following:

efficiency of the ORC turbine and pump of 80% (both), effectiveness of the ORC

boiler of 80% and of the solution heat exchanger of the absorption refrigerator of

70%, electric generator efficiency of 95%, dc–ac inverter efficiency of the SOFC of

95%, fuel utilization factor in the SOFC of 85%, and inlet stream temperature of the

SOFC of 1,000 K.

Here, the fuel cell is modeled using steady-state gas concentration, Nernst

voltage, and the loss voltage, which include ohmic, activation, and polarization

losses. Referenced equations are provided in the Al-Sulaiman et al. (2010) study for

all voltage components to eventually determine the cell voltage as the difference

VC ¼ VN � Vloss. It is assumed that the overall chemical reaction in the fuel cell

evolves at equilibrium; based on this assumptions, the molar concentration of the

components of the output streams are calculated.

As can be observed in Fig. 12.15, in addition to natural gas, the tri-generation

system uses wood as the primary fuel. This should not be considered a variation

from the definition of the multigeneration systems that normally use a single kind of

primary fuel. Rather, in this case, wood, being a biomass, has the role of

12.6 Case Studies 505



diminishing the greenhouse gas emissions per unit of useful product. Moreover,

burning wood in an externally fired boiler (states 29–33 in Fig. 12.15) is a cheap and

well-known technology. Therefore, one considers as the total input exergy in the

plant the sum of the exergy consumed from natural gas and from wood:
_ExPF ¼ _mCH4

exchCH4
þ _mwoodex

ch
wood. The tri-generation exergy efficiency becomes

c ¼
_Wnet þ T0=Tev � 1ð Þ _Qev þ 1� T0= �Thp

� �
_ExPF

; (12.27)

where _Wnet ¼ �inv _WSOFCþ�gen _WT�ð _Wblow;1þ _Wblow;2þ _Wpmp;wþ _Wpmp;ORCÞ=�mot,

Tev is the temperature of the cooling at the evaporator level of the refrigerator,

and �Thp is the average temperature for process heating. Here, one assumes

that the plant heats a water stream that enters the heat exchanger at 40�C. The
current density, the inlet flow temperature in the SOFC, the pressure inlet of

the turbine, and the inlet temperature of the ORC pump are important parameters

to be studied.
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Fig. 12.15 Integrated tri-generation system with SOFC, ORC, and absorption chiller [modified

from Al-Sulaiman et al. (2010)]
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The calculated exergy efficiency of the tri-generation system varies between

35% and 45% depending on the fuel cell current density (0.6–0.9 A/cm2) and the

inlet flow temperature in the SOFC (800–1,100 K). For an average current density

of 0.75 A/cm2, the exergy destruction rate in percents of the total are given in

Fig. 12.16.

The parameters that most affect the overall exergy efficiency are the current

density and the fuel cell inlet temperature. The correlation between exergy effi-

ciency and these parameters can be seen from the plot shown in Fig. 12.17.

Air blower, 3%

Air
preheater, 21%

SOFC, 13%

Afterburner, 11%
Boiler, 8%

ORC
evaporator, 30%

Heating
process, 10%

Other
components, 4%

Fig. 12.16 Exergy destruction in percentage for different plant components at 0.75 A/cm2, 16 bar

ORC high pressure, 1,000 K at SOFC inlet, and T1 ¼ 345 K [data from Al-Sulaiman et al. (2010)]
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Fig. 12.17 The effect of fuel cell inlet temperature and current density on the overall tri-

generation exergy efficiency [data from Al-Sulaiman et al. (2010)]
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According to Al-Sulaiman et al. (2010), the gain in the exergy efficiency when

tri-generation is used compared with only a power cycle is from 3% to 25%,

depending on the operating condition.

12.6.3 Tri-Generation System with Combined Brayton
and Absorption Cycles

This case study presents a tri-generation system comprising two Brayton cycles and

an LiBr/H2O absorption refrigeration cycle. One of the Brayton cycles works as a

refrigerator and is applied for compressor inlet air cooling. The second Brayton

cycle is a gas turbine power generator. A heat recovery steam generator (HRSG)

for process heat is used in addition to absorption refrigeration for cold production.

This system is shown in Fig. 12.18.

The power cycle labeled 1–2–3–4 consists of a compressor, a combustion

chamber, and a turbine, and the reverse Brayton refrigeration cycle 1–6–7–8

consists of a cooling coil and an expansion device. A common compressor is

used by both the cycles, where the working fluid is divided between the two cycles.

A portion of the compressed air a _m 1 at pressure P6 is extracted, cooled in a heat

exchanger to T7, and then expanded to the atmospheric pressure at T8. The hot

ambient air at T0 mixes with the cold stream at T8 before entering the compressor.

Owing to the mixing of cold air at T8 with that at T0, the temperature at the

compressor inlet drops. The expanded gas in the turbine at label 4 is utilized in

the HRSG to generate process heat.

The water vapor mixture that enters the evaporator at label 11 is boiled and exits

the evaporator in a saturated state at label 12. The saturated steam at label 12 enters

the absorber, where it mixes with a solution leaving the generator that is weak in

refrigerant and strong in absorbent at label 18, generating heat that has to be

dissipated to increase the efficiency of mixing process.

For thermodynamic modeling, mass, energy, and entropy balances are written

for each component of the system. In the mixing chamber it is assumed that a 2%

pressure drop takes place. The compression process is assumed polytropic. An

equation similar to that in the cases above is applied to calculate the tri-generation

exergy efficiency. Additionally, the fuel utilization efficiency is calculated as:

� ¼
_Wnet þ _Qhp þ _QC

_mPFHHVPF

; (12.28)

where PF stands for primary fuel, in this case natural gas, and hp stands for process

heating. Also the electrical to thermal energy ratio can be calculated as

RET ¼
_Wnet

_Qhp þ _QC

: (12.29)
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For the numerical calculation, the inlet air has been assumed at 310 K with

60% relative humidity, the gas turbine pressure ratio has been taken to be 10

with 1,473 K inlet temperature and a fixed specific heat ratio of the combustion

gases g ¼ 1.33, while for the air compressor process g ¼ 1.4. The temperature

difference in the heat exchanger is assumed to be 5 K and the pinch point 25 K.

With this assumption, the tri-generation efficiency in terms of fuel utilization

and exergy, and RET are reported as a function of the air extraction pressure ratio

in the air compressor (defined as P6/P1). It can be observed in Fig. 12.19 that

the exergy efficiency can reach 50%, while the fuel utilization efficiency

approaches 90%.

The performed thermodynamic analysis demonstrates that the utilization and

exergy efficiencies increase while the electrical to thermal energy ratio decreases

with the extracted mass rate (inlet air cooling). Moreover, the electrical to thermal

energy ratio and exergy efficiency are sensitive to process heat pressure, and the

process heat pressure should be high for better performance based on the first and

second laws of thermodynamics. Regarding the exergy destruction, 21% irreversi-

bility occurs in the combustion chamber, 17% in HRSG, 13.5% in the generator of

the absorption refrigeration system, and 12% in the components.
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Fig. 12.19 Performance of the tri-generation system expressed as efficiency (utilization and

exergy) and electrical-to-thermal ratio as a function of air extraction pressure ratio and a, the air
mass flow extraction rate [modified from Khaliq et al. (2009a)]
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12.6.4 Integrated Rankine and Absorption Cycles for Power
and Refrigeration

This example, based on the work of Khaliq et al. (2009b), is a system for

tri-generation that is driven by industrial waste heat available in the temperature

range 425–525�C. The system is presented in Fig. 12.20. The waste heat is

transferred to the boiler of a steam Rankine cycle, which generates power at its

turbine (ST in Fig. 12.20). Further, the hot stream is sent to the generator of

an absorption refrigeration machine operating with LiBr/H2O; the generator is

driven with 80�C temperature heat. The cooling effect is obtained at the evaporator

of the refrigeration machine.
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Fig. 12.20 Power and cooling system with combined Rankine and absorption cycles [modified

from Khaliq et al. (2009b)]
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The thermodynamic analysis indicates that the exergy efficiency is defined in

this case with c ¼ _Wnet þ _QC T0=TC � 1ð Þ� �
= _EPF, where the exergy rate of the

primary fuel consumption _EPF is calculated as follows:

_EPF ¼ _mPF h T1ð Þ � h T0ð Þ � T0 s T1ð Þ � sðT0Þ½ �f g: (12.30)

The nature of the fluid transferring heat from industry and its associated specific

exergy are important. For the range of temperature considered, this fluid is assumed

to be a gas. Khaliq et al. (2009b) calculated the efficiency of the cogeneration

system for three gases, namely, air, combustion gas with 16.5% oxygen, and

combustion gas with 7.5% oxygen. The power-to-cold ratio, defined similarly to

the electrical-to–thermal energy ratio—Eq. (12.21)—as the ratio between power

output and cooling heat flux output, varies from 2 to 8 for the range of temperature

considered. Here, the effect of the considered hot gas stream is minimal. Its effect is

also reduced (on the order of 2%) on the value of utilization efficiency, but it is

more important on the exergy efficiency, which shows 8% to 10% variation. The

highest exergy efficiency is obtained with air and the lowest with the combustion

gas with 7.5% oxygen. The exergy efficiency ranges between 35% and 52%

depending on the inlet gas temperature. Also the effect of the pinch point in the

HRSG has been studied: it is shown that the exergy efficiency varies from 45% to

52% if the pinch point is reduced from 50� to 10�C.

12.6.5 Tri-Generation with Integrated Absorption Refrigeration
with Ammonia Turbine

In this case study, an innovative system of generation of power, heating, and

cooling that is based on a modified ammonia–water absorption refrigeration cycle

that has an integrated power turbine is presented. The cycle is illustrated in

Fig. 12.21. It is assumed that the heat source is recovered from an industrial process,

and, as in the above example, a combustion gas transfers the heat from the industrial

process to the tri-generation unit.

Thermodynamic modeling at steady state has been applied to quantify the

system performance. The results shown here are based on the work of Khaliq

et al. (2009c). Note that the modified ammonia–water cycle, which incorporates

an ammonia turbine, was first proposed by Hasan et al. (2002). The turbine is

applied after the ammonia rectification, which is usually done in the ammonia–-

water absorption cycle. Here, after the rectifier, the resulting high-purity and high-

pressure ammonia is superheated. Thereafter, ammonia is expanded in a turbine

that operates in two phases. That is, at the turbine outlet one finds an ammonia

liquid–vapor at low temperature.
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The results show the utilization and exergy efficiency plus the electrical-

to–thermal energy ratio as a function of waste heat temperature. The figure ranges

between 80% to 85% and 34% to 42% for exergy and utilization efficiency,

respectively. The electrical to thermal energy ratio varies from 10 to 20. The

considered range of source temperature for the analysis is 375� to 475�C.
The process heat is assumed to be used for steam generation (see Fig. 12.21).

Fig. 12.21 Waste heat recovery driven tri-generation system with ammonia–water [modified

from Khaliq et al. (2009c)]
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The process steam pressure is important because it has an effect on the exergy

efficiency of the system. The higher the pressure, the higher the exergy efficiency

of the system for a given pinch point. For pressure varying from 10 to 20 bar, the

exergy efficiency increases by 10% while the energy efficiency is practically not

affected. For the same range of pressures, the electrical-to–thermal energy ratio

increases from 8% to 18%.

12.7 Concluding Remarks

This chapter introduced the concept of integrated multigeneration energy systems

for practical applications. In a multigeneration energy system, several useful out-

puts are obtained by using the same input. Such systems offer a wide range of

advantages, namely, better efficiency, better cost-effectiveness, better resource use,

better environment, and hence better sustainability. Several case studies were

presented to highlight the importance of hybrid and integrated multigeneration

systems for practical applications.

Nomenclature

C Specific cost, any currency

Ee Economic effectiveness

ex Specific exergy, kJ/kg

Ex Exergy, kJ

G Gibbs free energy, kJ/mol

GSEnF Geothermal-solar energy fraction

h Specific enthalpy, kJ/kg

HHV Higher heating value, MJ/kg

H Enthalpy, kJ

I Solar irradiance, W

K Equilibrium constant, Eq. (12.16)

LHV Lower heating value, MJ/kg

m Mass, kg

_m Mass flow rate, kg/s

P Pressure, bar

Q Heat, kJ

R Universal gas constant, J/kmol.K

RET Thermal energy ratio

s Specific entropy, kJ/kg K

S Entropy, kJ/kgK

T Temperature, K

V Voltage, V

W Work, kJ
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Greek Letters

g Specific heat ratio

D Difference

� Utilization efficiency

c Exergy efficiency

Subscripts

0 Reference state

abs absorber

AC Air conditioning

blow Blower

C Cooling or condenser

con Condenser

d destroyed

e Electric

ev Evaporator

FC Fuel cell

gen Generator

geo Geothermal

H Heating

hp Heating process

HW Hot water

i index

inv Inverter

j Index

m Material

mot Motor

N Nernst

o Output

OP Other product

PF Primary fuel

pmp Pump

S Salt or stack

SF Synthetic fuel

SH Space heating

SS Strong solution

T Turbine

WF Working fluid

WS Weak solution

U Uranium
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Superscripts

ch Chemical

P Thermomechanical

(˙) Rate (per unit of time)

(–) Average value
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Study Questions/Problems

12.1 Define the concept of system integration and its benefits. Give practical

examples.

12.2 Consider the system from Fig. 12.1. With reasonable assumptions similar to

those presented in the chapter, calculate the system efficiency and all state

point parameters.

12.3 Explain the concept of multigeneration and its benefits.

12.4 Calculate the system from Fig. 12.7 if the maximum temperature of the

working fluid is 400�C and the minimum is 20�C.
12.5 Calculate the efficiency of the system from Fig. 12.8a that operates with

biogas. Make reasonable assumptions.

12.6 Explain the concept of hybridization and its benefits.

12.7 Repeat the calculation for the hybrid system from Fig. 12.12 assuming 5%

more solar energy input.

12.8 Devise a hybrid system for biomass and concentrated solar power genera-

tion.

12.9 Consider the system from Fig. 12.14; make reasonable assumptions for the

efficiency of each component and determine the energy and exergy of the

overall system.

12.10 Calculate the cycle from Fig. 12.18 under reasonable assumptions.
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Chapter 13

Hydrogen and Fuel Cell Systems

13.1 Introduction

The hydrogen economy emerged as a potential response to two major problems that

mankind faces today, namely, its dependence on fossil fuels and the high level of

pollution associated with the fossil fuel combustion process. Indeed, the exploitable

and proved fossil fuel reserves are limited. As a consequence of population growth

and industrial development of the Asiatic continent (with countries like China and

India counting over one billion people each), the rate of fossil fuel exploitation

increases constantly together with their costs and the associated pollution levels.

The necessity to shift to an alternative energy–based economy is obvious. Such

an economy is based on renewable energy sources such as solar (which includes

biomass energy), hydro, wind, tides and currents, ocean thermal, and geothermal.

It was mentioned in Chapter 9 that energies are available temporally, incidentally,

or locally. For example, solar energy is available during the day; wind energy is

available with more intensity in some seasons or days and is not present in others;

geothermal energy can be found only in certain locations on the globe. Therefore,

with alternative energies there is, most of the times, a mismatch between avail-

ability and demand. Moreover, these energies are difficult to store and transport.

The idea of a hydrogen economy was introduced at a scientific conference held

in March 1974 in Miami, Florida, titled “The Hydrogen Economy Miami Energy

(THEME) Conference,” at which the International Association for Hydrogen

Energy (IAHE) was established. Today, after 37 years of information dissemina-

tion and advances in hydrogen economy technologies, the world’s most developed

countries (the United States, Japan, and countries in the European Union) and many

other countries invest extensively in shifting toward a hydrogen-based economy.

This chapter discusses hydrogen fuel and fuel cell systems. The issues

regarding production, storage, and distribution of hydrogen are discussed, along

with hydrogen utilization for power generation with fuel cells. The primary focus is

on renewable-based hydrogen production through solar, wind, hydro, geothermal,

biomass, and other options, and the opportunities and challenges are discussed

with several case studies, examples, and applications from various systems.

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_13, # Springer Science+Business Media, LLC 2011
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Hydrogen production methods from fossil fuels are also discussed and compared

with renewable energy-based technologies. Efficiency evaluation, environmental

impact, and sustainability assessment are also discussed.

13.2 Hydrogen

Hydrogen is the simplest chemical element with atomic number Z ¼ 1, and it is

the most abundant chemical element in the universe. As a consequence of its

simplicity, hydrogen can lose valence electrons easily, and therefore it is very

reactive. Thus, hydrogen cannot be found as an individual element on earth, but

rather is embedded in other materials. Water is the most abundant resource of

hydrogen on earth; also, hydrogen is part of most fossil fuels and biomass. In nature,

hydrogen can also be found in the form of hydrogen sulfide (H2S), which is

abundant in some springs, geothermal sites, and the seas. Regarding its properties,

hydrogen has a high caloric value, the lowest molecular weight, the highest thermal

conductivity among all gases, and the lowest viscosity. Table 13.1 summarizes

the main thermophysical properties of hydrogen.

The heating value of hydrogen is much higher than that of conventional fuels

if taken as per unit of weight. However, hydrogen cannot be kept in a condensed

phase with current technology. Mostly, hydrogen is stored in the form of com-

pressed gas or as cryogenic liquid. In any of these storage conditions, the heating

value of hydrogen per unit of volume is the lowest of all the conventional fuels.

Nevertheless, the efficiency of power generation systems fueled with hydrogen is

much higher than that obtained with conventional fuel, and this fact compensates

for the low storage density problem of hydrogen. Furthermore, hydrogen com-

bustion is completely clean, producing only water vapor in the exhaust gas. Heat

recovery can be applied intensively to hydrogen combustion to obtain liquid water,

which can be recycled to produce hydrogen again via various methods for extract-

ing hydrogen from water, including electrolysis and thermochemical splitting.

Therefore, hydrogen can be viewed as an energy storage medium or energy carrier.

The major problem with hydrogen as a fuel is the difficulty of storing it in its pure

form and the enormous costs of a hydrogen infrastructure, which must be put in

place in order to implement a hydrogen energy–based economy. It is arguably

believed that the storage and distribution problem is well balanced by the benefits

brought by the hydrogen economy.

Table 13.1 Thermophysical properties of hydrogen

Property MP BP Tc Pc Flammability IT AFT

Flame

velocity LHV

Value 14.01 K 20.3 K 32.97 12.9 bar 4.1–75% 850 K 2,400 K 2.75 m/s 120 MJ/kg

MP melting point; BP normal boiling point; IT ignition temperature; AFT adiabatic flame

temperature
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13.3 Hydrogen Economy

Utilization of any kind of energy resources leads unavoidably to some environmental

impact. Increasing the efficiency throughout the whole chain from energy supply to

end use is a way to alleviate concerns regarding emissions and their negative

environmental impact. Higher efficiency means less resource utilization and

associated pollution.

Using hydrogen as an energy carrier can help in reducing environmental damage

and in achieving sustainability. If hydrogen is produced from clean and renewable

energy sources, the environmental impact is reduced because fossil fuel resources

are not consumed and hydrogen combustion emissions do not contribute to global

warming or generate substantial waste. At the hydrogen utilization phase, the

associated processes (e.g., combustion) are more efficient than with traditional

fuels. For example, fuel cell technologies can provide more efficient, effective,

and environmentally benign and sustainable alternatives to conventional energy

technologies, particularly fossil fuel–driven ones. Hydrogen energy systems are a

key component of sustainable development for four main reasons:

l They are compatible with renewable energy sources and carriers for future

energy security, economic growth, and sustainable development.
l The variety of hydrogen and fuel cell technologies provide a flexible array of

options for their use in various applications with reduced environmental impact

and increased efficiency.
l Hydrogen cannot be depleted since the basic source is water. In contrast, fossil

fuel and uranium resources are diminished by extraction and consumption.
l These technologies favor system decentralization and local and individual solu-

tions that are somewhat independent of the national network, thus enhancing the

flexibility of the system and providing economic and environmental benefits to

small isolated populations.

Even if hydrogen is produced from fossil fuel sources, which normally cause a

burden on the environment, it is almost certain that hydrogen technologies can

provide a cleaner and more sustainable energy system than increased controls on

conventional energy systems because hydrogen

l can be extracted from widely available materials such as water, natural gas

(NG), petroleum, coal, and biomass; in addition, if sustainable energy sources

are used for its production (e.g., renewable energy, nuclear energy, energy

recovered from waste heat) its fabrication process becomes low-polluting;
l can be used in stationary and mobile applications without damaging emissions,

especially by using fuel cells;
l can be made available everywhere, can substitute for oil and gas, and can be

burned without changing the climate.

Hydrogen is only a secondary energy source (a “storage carrier”) and must

be produced from a primary energy source. For physical reasons, there will
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always be losses from these conversion processes, and therefore in any case the

costs of hydrogen must be higher than the costs of the energy used to produce

hydrogen. This simple physical reason complicates the decision about priorities and

time scales for the introduction of hydrogen. It is the same simple methodology

leading to a higher CO2-mitigation effect while using the input energy carrier for

the production of hydrogen directly.

The scientific and technical challenges for a hydrogen economy are as follows:

l Reduction of the cost of hydrogen production to a level comparable to the energy

cost of petroleum
l Development of a CO2-free route for the mass production of sustainable hydro-

gen at a competitive cost
l Development of a safe and efficient national infrastructure for hydrogen delivery

and distribution
l Development of viable hydrogen storage systems for both vehicular and station-

ary applications
l Dramatic reduction in costs and significant improvement in the durability of fuel

cell systems

The advantages of hydrogen versus fossil fuels are as follows:

l Liquid hydrogen is the best transportation fuel when compared to liquid fuels,

such as gasoline, jet fuel, and alcohols, and gaseous hydrogen is the best gaseous

transportation fuel.
l While hydrogen can be converted to useful energy forms (thermal, mechanical,

and electrical) at the user end generally through five different processes, fossil

fuels can be converted generally only through one process: flame combustion.

Thus, hydrogen is the most versatile fuel.
l Hydrogen has the highest utilization efficiency when it comes to conversion to

useful energy forms (thermal, mechanical, and electrical) at the user end.

Roughly, hydrogen is 30% to 40% more efficient than fossil fuels. Thus,

hydrogen saves primary energy resources. It could also be termed as the most

energy conserving fuel.
l When fire hazards and toxicity are taken into account, hydrogen is the safest

fuel.

13.4 Hydrogen Production Methods

Hydrogen can be extracted from a large variety of material resources such as water,

fossil hydrocarbons, biomass, hydrogen sulfide, boron hydrides, and others. In order

to extract and separate hydrogen from such material resources, one needs energy.
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The forms of energy that can drive a hydrogen production process can be classified

into four categories: thermal, electrical, photonic, and biochemical. These kinds of

energy can be obtained from primary energy (fossil, nuclear, and renewable) or

from recovered energy through various paths, as suggested in Fig. 13.1. Electrical

and thermal energy can be derived from fossil fuels, renewable energies (like solar,

wind, geothermal, tidal, wave, ocean thermal, hydro, and biomass), nuclear energy,

or recovered energy like industrial waste heat, municipal waste incineration,

landfill gas, and others. Photonic energy comprises solar radiation only and it is,

therefore, renewable. Biochemical energy is that stored in organic matter (in the

form of carbohydrates, glucose, and sugars), and it can be manipulated by certain

microorganisms that can extract hydrogen from various substrates. In Table 13.2,

the main hydrogen production methods are described and the material and energy

resources specific to each are listed.

Currently, 18% of hydrogen production globally sources from coal, 30%

from petroleum, 40% from natural gas, and 12% from other sources of which an

important share is represented by water electrolysis (Das and Veziroglu 2008).

The sales have increased by 5% to 6% per annum in recent years, with the most H2

use in the fertilizer industry (50%) and the petroleum industry (37%).
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Table 13.2 General hydrogen production methods

Method Description

Material

resources Energy supply

Water electrolysis Water decomposition into

oxygen and hydrogen by

passing a direct current

that drives electrochemical

reactions

Water Electrical

High-temperature

steam electrolysis

Steam decomposition by using

direct current assisted by

thermal energy to drive

electrochemical reactions

to split water molecule

Steam Electrical + thermal

Photoelectrochemical

water splitting

Uses electric and photonic

energy to electrolyze water

and generate H2 and O2

Water Photonic + electric

Photocatalysis Uses photonic energy and

catalysts to decompose

water molecule

Water Photonic

Biophotolysis Uses a reversible reducible

cofactor and

photometabolically active

microbes to generate

hydrogen from water; viz.

photosynthesis

Water Photonic + biochemical

Anaerobic digestion

(anaerobic

fermentation)

Uses biological energy

manipulated by microbes

to extract hydrogen from

biodegradable materials in

the absence of oxygen

Biomass Biochemical

Thermolysis Uses thermal energy to

decompose water

molecule at very high

temperature (~2,500�C)

Water Thermal

Thermochemical

water splitting

Thermally driven chemical

reactions performed in a

loop with the overall result

of water splitting

Water Thermal

Thermocatalytic

cracking

Uses thermal energy to break

the carbon– hydrogen

bonds of hydrocarbons and

eventually generate

hydrogen

Fossil fuels Thermal

Gasification Converts solid carbonaceous

materials (fossil or

biofuels, wastes, etc.) into

carbon monoxide and

hydrogen by reacting them

with O2 and/or steam

Water + fossil

fuels +

biomass

Thermal

Reforming Reacts carbon-based liquid or

gaseous fuels with steam at

high temperature to

produce carbon dioxide

and hydrogen

Water + fossil

or biofuels

Thermal
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13.4.1 Electricity-Driven Hydrogen Production Methods

13.4.1.1 Water Electrolysis

Electrolysis of water is a basic method to produce hydrogen through redox reactions

in water by using a direct current. The overall reaction is water decomposition:

H2O ! H2 þ 0:5O2. Therefore, water electrolysis is an electrically driven method

to generate hydrogen, even though electrolysis can be assisted by some additional

thermal energy, as is discussed in this section. The typical process involves a liquid

electrolyte, such as an aqueous solution containing sulfate anions SO4
2�; also, there

are available solid polymer electrolytes in the form of proton conducting mem-

branes, such as NAFION (a brand name of Du Pont de Nemours) or other kinds, or

oxygen ions conduction membranes. The electrical circuit is closed by external

conductors that are connected to the direct current electricity source. The contact

between the external conductors and the electrolyte is made through electrodes that

normally are plated with precious metals, such as platinum, that have the role of

accelerating the electrochemical reactions.

The electrode connected to the negative polarity of the direct current source

is called the “anode,” which is where the water oxidation reaction takes place,

releasing oxygen as follows:

2H2O(l) ! O2ðgÞ þ 4HþðaqÞ þ 4e� atE0
ox ¼ �1:23V: (13.1)

The electrode connected to the positive polarity of the source is called the

“cathode,” which is where the proton reduction reaction occurs, releasing hydrogen

as follows:

4HþðaqÞ þ 4e� ! 2H2ðgÞ at E 0
red ¼ 0:0V: (13.2)

The potentials E 0
ox and E 0

red are called standard potentials because they corre-

spond to operation at 25�C and standard pressure in pure water. Figure 13.2 presents

the conceptual design of an electrolytic cell for water electrolysis. In the electrolytic

bath, an ionic medium is maintained by adding some salts or other chemicals that

maintain an appropriate pH that helps the transport of ions through it. Within the

electrolyte some combination of hydroxyl and protons may occur, and the reverse,

water ionization forming hydroxyl and protons according to H2O ! Hþ þ OH�

without affecting the overall water splitting reaction.

The Gibbs free energy of the water decomposition equation can be calculated

with DG ¼ DH � TDS, where DH ¼ Hprod � Hreact is the total molar enthalpy

difference between products and reactants, thus DH ¼ hH2
þ 0:5hO2

� hH2O,

where h is the specific molar enthalpy of chemicals and includes the formation

enthalpy and the thermomechanical enthalpy; one can assume ideal gas behavior of

hydrogen and oxygen and thus their enthalpy as a function of temperature only;

moreover, the enthalpy of liquids (like water liquid) is practically independent
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of pressure; if water is present in the form of steam, then again, the ideal gas law

applies. The reaction’s entropy is calculated similarly, with the only difference

being that the entropy is a function of both temperature and pressure:

sðT;PÞ ¼ s0ðTÞ � R lnðP=P0Þ, where R is the universal gas constant and s0ðTÞ is
the entropy at standard pressure P0.

The Faraday constant relates the Gibbs energy of the reaction with the (ideal/

minimum) electric potential that must be applied to the electrodes in order to

dissociate the water molecule. The Faraday constant is defined by

F ¼ eNA ¼ � DG
nDEEL

¼ 96485:3C/mol, (13.3)

where e ¼ 1:602� 10�19 C is the electron’s charge, NA ¼ 6:022� 1023 mol�1

is the Avogadro number, n is the number of moles of electrons per mol of decom-

posed water, and DEEL ¼ Ered � Eox is the difference of potential between the

electrodes. The above equation can be solved for DEEL:

DEEL ¼ �DGðT;PÞ
nF

¼ �DHðTÞ
nF

� �
� �T

DSðT;PÞ
nF

� �
; (13.4)

which by rearranging it further becomes

DETOT ¼ DEEL þ DETH; (13.5)

where

DETOT ¼ �DHðT;PÞ
nF

(13.6)
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Fig. 13.2 Simplified design

of an electrolysis cell
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is the total equivalent electric potential difference that must be applied to the

electrolytic cell and

DETH ¼ � TDSðT;PÞ
nF

(13.7)

is the equivalent potential difference that must be applied to the cell in order

to generate the thermal energy QTH needed to drive the reaction. Note that the

portion of energy QTH can be given either in the form of heat, accounting for

QTH ¼ �TDSðT;PÞ, or as electricity that is converted through the joule effect into

heat, by applying a difference of potential at the electrodes as indicated by

Eq. (13.7). The total energy needed to drive the reaction DHðT;PÞ can be given

totally through electricity by applying the difference of potential DETOT to the

electrodes, or partially as electricity through DEEL corresponding to energy

DGðT;PÞ transmitted to the reaction and QTH as the thermal counterpart.

There are three possibilities to conduct the electrolysis for splitting the H2O

molecule:

l Cold electrolysis of liquid water at or close to the ambient temperature: in this

case, the minimal potential difference between the electrodes is given by

Eq. (13.5) calculated for standard conditions, DETOT T0;P0ð Þ; alkaline and

proton exchange membrane (PEM) electrolyzer cells can be used.
l High-pressure electrolysis; in this case, the electric potential difference is calcu-

lated with DETOTðT;PÞ. Here, ðT;PÞ>ðT0;P0Þ. The high-pressure electrolysis is
attractive because it facilitates hydrogen and oxygen compression and storage.

In order to increase the efficiency of the process, both temperature and pressure

must be increased; moreover, the water is given in pressurized liquid form. It is

thermodynamically efficient to pressurize water rather than to compress hydro-

gen and oxygen products. However, there is a design trade-off in the sense that

too high an operating pressure leads to reduced efficiency and higher cost.
l High-temperature steam electrolysis (HTSE) in solid oxide electrolysis

cells (SOECs): in this case, water is converted to steam with the expense of

thermal energy. Moreover, the electrochemical bath is heated, directly (through

steam) or indirectly (through heat transfer) so that the electric energy needed

by the process is only DEELðT;P0Þ. The remaining energy is supplied thermally

as QTH.

When the efficiency of electricity generation (which is normally �E ¼ 20–30%) is

accounted for, the electrolysis energy efficiency assuming no losses becomes

�EL ¼ DH
ðDH=�EÞ

¼ �E; (13.8)

where DETOT=�E represents the heat input needed to generate the total electricity

to drive the electrolysis; in that case that the process is driven only electrically.

If HTSE is considered, then
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�EL ¼ DGþ QTH

DG=�E þ QTH

¼ �E �
DGþ QTH

DGþ �EQTH

>�E; (13.9)

where DG=�E is the amount of thermal energy needed to generate the electricity

amount equivalent to DG. It can be observed in Eq. (13.9) that the factor

ðDGþ QTHÞ=ðDGþ �EQTHÞ>1; thus, �EL>�E, which demonstrates that the

theoretical efficiency of HTSE is necessarily higher than the theoretical efficiency

of liquid water electrolysis.

The ideal/minimal energy needed to drive the water electrolysis process can

be calculated as DHðTÞ, DSðT;PÞ, and QTH using the thermodynamic properties

of water, hydrogen, and oxygen. These energy components are presented in

Fig. 13.3a) and their corresponding electric potential equivalents in Fig. 13.3b).

Many energy losses occur in electrolyzers due to various reasons such as over-

potentials, ohmic losses. Consequently, the energy required to drive the electrolysis

process is much higher than that calculated with DHðTÞ.
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The energy efficiency, defined as the energy retrieved in molar HHV of

hydrogen, is divided into the total energy consumed to drive the process DHin,

�EL ¼ HHVH2

DHin

; (13.10)

and the corresponding exergy efficiency then becomes

cEL ¼ exchH2
þ 0:5exchO2

Exin
: (13.11)

ZEL and cEL are of the order of 55% and 50%, respectively, for liquid water

electrolysis; note that the chemical exergy of oxygen is very much smaller than

that of hydrogen; also note that Eq. (13.11) is written for 1 mol of hydrogen

produced. For HTSE, the energy efficiency achieves 80% while the exergy

efficiency achieves 60%.

The total efficiency of the electrolysis, considering the electricity generation

process, becomes the product �TOTEL ¼ �EL�E and cTOT
EL ¼ cELcE. Based on these

considerations, the hydrogen generation efficiency through water electrolysis is

15% (energy) and 10% (exergy). The corresponding figures for high-temperature

electrolysis become 24% (energy) and 12% (exergy). Note also that high-

temperature electrolysis is very favorable at 1,000 to 1,200 K and does not

require expensive catalysts because the reaction rate is naturally accelerated at

high temperature. Applications of HTSE are discussed below as electrothermal

methods for hydrogen production.

Basically, any electricity generation process can be connected to a water elec-

trolyzer to generate hydrogen using electricity only. All sorts of renewable energy,

nuclear energy, and fossil energy plus energy recovered from other processes can

then be used to generate electricity. Therefore, specific methods were developed to

produce hydrogen through electricity from all these various routes.

13.4.1.2 Solar–Electrical Routes for Hydrogen Production

Solar radiation is a source of high-quality energy that can be converted through two

major methods to electric energy, that is, either directly, through various kinds of

photovoltaic (PV) systems, or indirectly, by first concentrating thermal radiation to

generate high-temperature heat and then converting the heat into mechanical

energy through a heat engine, which further is converted into electric energy by

power generators. The solar-generated electric energy can be further used to drive

electrolysis, which produces hydrogen, as suggested in Fig. 13.4.

There is one additional electricity-based method that makes use of solar radia-

tion to generate electricity; this is photoelectrolysis, which is conducted in an

electrochemical cell. The electrochemical cell represents a compact device that

13.4 Hydrogen Production Methods 529



combines the photovoltaic cell with an electrolyzer. Several interesting concepts

were developed for generating electricity from solar energy; they are reviewed

in detail in Chapter 9, where we analyze solar energy. Here, we discuss some

relevant methods using solar energy for water electrolysis, without entering into the

details of solar electric power generation, and we discuss the photoelectrochemical

cell (PEC).

Photovoltaic-driven water electrolysis is a reference system that can be assem-

bled with off-the-shelf components. Such system is described schematically in

Fig. 13.5. It comprises PV panels, a DC bus bar, a AC grid, an accumulator battery

set, an electrolyzer, and hydrogen storage canisters. The cost of PV-generated

electricity is in continuous decline; for example, in 1998 the average cost was

$12 per installed watt and in 2008 it was $8. This technology is currently a $10

billion business, growing by 30% per annum. This fact shows an encouraging trend

for PV hydrogen production cost. The efficiency of the solar cell can range from

12% to 15% for the silicon solar cell. However, it is as high as 25% to 30% for a

GaAs solar cell. The total efficiency of solar radiant energy transformed to chemical

hydrogen energy is nearly 16% (Yilanci et al. 2009). The exergy efficiency of the

PV-electrolyzer system is calculated as the product of exergy efficiency of the PV

system cPV and the exergy efficiency of the electrolyzer cEL is
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Fig. 13.4 Two major routes for solar-electrical hydrogen production

Fig. 13.5 System for PV-driven water electrolysis [modified from Yilanci et al. (2009)]
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c ¼ cPVcEL ¼
VmIm � 1� T0

Tcell

� �
hA Tcell � T0ð Þ

_Exsolar
�

_ExH2
þ _ExO2

VmIm
; (13.12)

where VmIm is the electrical power accounting for all electrical losses of the PV

panel, associated electronics, and electrical lines. This power is the same as that

retrieved at the input of the electrolyzer. The quantity hAðTcell � T0Þ represents

the heat losses between the PV panel and the ambient air due to heat transfer;

some exergy losses are associated with this heat as indicated in the numerator of

the above equation.

Illustrative Example: PV-Electrolyzer System

This example is a hybrid PV-based hydrogen production system, based on the

principle introduced in Fig. 13.5, which was installed in February 2007 in the

Clean Energy Center (CEC) on the campus of Pamukkale University in Denizli,

Turkey, and is equipped with 5-kWe PV panels. For the purposes of our

example, one-half of the photovoltaic modules are on a fixed tilt, and the other

half are mounted on solar trackers. The fixed tilt (45� south) photovoltaic modules

are located on the roof of the building. Each tracker consists of ten modules with

nominal power of 1.25 kWp.

A line feed deionizer was selected to supply the quality of water needed for

the electrolyzer. A basic particle water filter was also used before the deionizer.

A PEM-type electrolyzer was used in the system. A metal hydride (MH) storage

tank was used for hydrogen. The downside is that the hydrogen produced for

MH storage must be of very high purity. Six OVONIC 85G250B storage tanks

were chosen. The system includes also a fuel cell to generate electricity from the

produced hydrogen and is connected to the grid. Table 13.3 lists the efficiencies

of the individual system components. Average hydrogen production of the system

for a week is 4.43 kg.

As for the solar concentrators, there were many test performed in the last

50 years to develop such electric generators. In a typical configuration (see

Chapter 9), a parabolic mirror concentrates the solar radiation in the focal point,

where it generates high-temperature heat. This heat is captured and used to drive

Table 13.3 Efficiencies of the solar-H2 generator components from Pamukkale University

Components Energy efficiency (%) Exergy efficiency (%)

PVs 11.2–12.4 9.8–11.5

Charge regulators 85–90 85–90

Batteries 80–85 80–85

First inverter 85–90 85–90

Electrolyzer 56 52

Hydrogen tanks 100 100

Fuel cells 30–44 24.5–38

Second inverter 85–90 85–90

Data from Yilanci et al (2009)
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a heat engine that turns an electric generator. The typical efficiency of these electric

power generating devices is 20% to 25%. When coupled with a water electro-

lyzer, the total solar-to-hydrogen efficiency becomes on the order of 10% to 15%.

Another electric-solar method for hydrogen production is photoelectrochemical

water splitting. In this method, the photonic energy carried by solar radiation is used

to generate an electric current that in turn drives the water electrolysis. This method

is also called photoelectrolysis. It uses the so-called photoelectrochemical (PEC)

cell, which may comprise photosensitive semiconductors immersed in an aqueous

electrolyte and counter electrodes.

Figure 13.6 presents a possible configuration of the PEC cell, which was first

proposed by Fujishima and Honda (1972). The semiconductor operates similarly to

a photovoltaic cell, and it uses the photons with energy greater than the semicon-

ductor band gap to generate electron-hole pairs that are split by the electric field that

traverses the electrolyte. The water splitting reaction through the PEC cell becomes

H2O!hn H2(g)þ 0:5O2(g), (13.13)

where hn represents the photonic energy consumed for driving the process.

One remarkable advantage of the PEC cell is that it actually integrates solar

energy absorption and water electrolysis into a single unit. Thus, the device does

not require a separate solar power generator (e.g., a PV cell) and electrolyzer, and

it is consequently more compact. The technology is in the course of development,

and it achieved in the laboratory about 18% efficiency (Licht et al. 2001). The

lifetime of a PEC cell was shown to be short because water corrodes the electrolyte.

Many kinds of photosensitive semiconductor electrodes were investigated, one of

the most promising being titanium dioxide (TiO2); the other kinds are strontium

titanate, carbonate oxides, NaOH oxides, tantalum oxynitride, other niobates

and titanates, and cadmium sulfide.
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Fig. 13.6 Sketch illustrating the operating principle of the photoelectrochemical cell

532 13 Hydrogen and Fuel Cell Systems



13.4.1.3 Hydrogen Production Through Electric Renewable Energy

Other Than Solar

It is noted in Fig. 13.1 that energy sources such as hydro, wind, biomass,

geothermal, ocean thermal, tides, and waves, and the energy recovered from

human activity (industrial heat waste, municipal waste, landfill gas, etc.) can all

be converted ultimately to electric energy. This energy can be further used for

water electrolysis to produce hydrogen.

Biomass can be converted to electricity by either combustion or heat transfer

to a power cycle (e.g., steam engine, organic Rankine cycle, or other engine). It is

also possible to convert biomass into biogas or biofuel that further can generate

electricity through internal combustion engine generator sets. Again Chapter 9

detailed the methods of electricity generation from biomass. The efficiency of

electricity generation in this case ranges from 10% to 15% for a steam engine to

50% to 60% for a combined fuel cell/gas turbine cycle with gasification and heat

recovery. Therefore, hydrogen efficiency production with biomass–electricity is

of the order of 5% to 30%.

Geothermal energy can be used to generate electricity through various kinds of

flash cycles and organic Rankine cycles. Depending on the level of temperature

of the geothermal source, the energy efficiency of the electricity generation

process may vary between 5% and 25%; correspondingly, if a geothermal generator

is coupled with an electrolyzer, the expected hydrogen production efficiency is

expected to be in the range of 3% to 12%. Some recent projects demonstrating

geothermal hydrogen production are described briefly in Table 13.4.

Hydroelectric power generation is an established technology that uses the

potential energy of water to generate electricity. The main components of the

hydropower plants are a dam/retaining wall, a water turbine, and an electrical

generator. A dam or retaining wall is built along the width of a river so that the

water level can rise on one side of the wall. On the other side of the dam/retaining

wall, water turbines coupled with electricity generators are installed. The potential

energy of water is then used to run turbines, and then turbines run generators and

produce electricity. Water turbines are available in a large variety and depending

upon the different water head the flow rate turbines can be selected. A Pelton wheel

and Francis turbines are generally used for high water heads, and the Kaplan

turbines can be used for low water heads. Some intermediate water head turbines

that can be used for both high and low water heads are the Michel Banki and

Deriaz turbines. The electricity produced is then supplied to the grid from where

Table 13.4 Some projects of geothermal hydrogen production

Location

Geothermal

capacity (MW)

Electrolyzer

capacity (MW)

H2 production

(ton/day)

Hawaii 3.0 2.6 0.5

Hawaii 2.4 1.9 0.3

Portugal 250 234 N/A

Data from Balta et al. (2009)
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it is distributed to its users. Mini-hydropower stations can also be built to fulfill the

electricity demand of a community that is situated near small rivers and where

the water head is not enough for large hydropower plants. Hydro energy is used

essentially to produce electricity, and then the electricity can be used for hydrogen

production via electrolysis. Hydropower plants are more eco-friendly than the

thermal power plants, as they cause less harm to the environment, but as they

require large civil structures and community relocation for those who live near

the river, they sometimes face substantial public resistance. Because of the

high efficiency of hydroelectric power generation (90%), the expected hydro-

to-hydrogen efficiency is around 45%.

Wind mills and horizontal-axis and vertical-axis turbines are used to convert

the kinetic energy of the wind into electricity. It is one of the more cost-effective

forms of renewable energy in today’s technology. The electricity produced by wind

energy can be supplied to the grid. The technology is beneficial for the locations,

where the wind velocity is high, for example, the coastal and subcoastal areas.

For better functioning of a wind energy system, the knowledge of the natural

geographical variation in wind speed is important so as to smooth out fluctuations.

Similar to the limitations of solar energy, wind energy generation is also affected by

the intermittent nature of wind speed. Similar to hydro energy, wind energy also

essentially is used to produce electricity first, and then the electricity can be used

for hydrogen production. However, the problem with wind energy resides in its

fluctuating availability. Fortunately, one of the remarkable features of electro-

lyzers is that they can adapt fast enough to fluctuations in the supplied voltage so

that they are suitable to couple with wind turbines. Taking into account the low-

capacity factor (~25%), the expected efficiency of wind-electricity-hydrogen

production is ~10%.

Some other renewable sources are tidal, wave, and ocean thermal technologies

that can produce electricity or can help reduce the electrical load of a power plant.

Tidal energy utilizes the power of tide to produce electricity, whereas wave energy

systems use the waves formed in an ocean or sea. Oscillators are placed in the sea

and they oscillate when waves come in contact with them. This oscillatory motion

is utilized to generate electricity. The ocean thermal technology uses the tempera-

ture difference between the upper and the deep lower level of ocean water.

This thermal difference is utilized to generate electricity.

Several human activities waste large amounts of energy; this energy is lost either

in the form of heat, some form of biochemical energy as in landfill gas case,

or chemical energy waste that can be incinerated to obtain heat. Heat recovered

can be applied in such situations, and depending on the temperature level of the heat

source, it is possible to generate electricity with a certain efficiency. There are

heat engines that operate at a low-temperature differential, as well as many kinds

of power plant technologies that use higher—combustion level—temperature.

Landfill gas can be supplied to internal combustion engine-driven generators to

obtain electric power and therefore hydrogen.

One important aim of producing hydrogen from renewable sources is leveling

electricity production. Many renewable sources like wind, solar, hydro, tides, or
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industrial heat recovery are fluctuating in nature or intermittent. A design like the

one shown in Fig. 13.7 suggests how, through hydrogen, the power production

is levelized. Power generators from various renewable sources can work either

separately or in parallel to drive water electrolysis, although with a fluctuating

electric capacity. Hydrogen is produced from these sources and accumulated

in tankers. The hydrogen may further supply a power generator (e.g., fuel cell,

internal combustion engine, etc.) to generate electricity at a levelized rate according

to the demand.

13.4.1.4 Fossil Fuel–Based Electricity for Water Electrolysis

The combustion of coal, petroleum, and natural gas is widely used nowadays

for electricity production. There is a large number of technologies available to

generate electricity from such basic fuel sources. We exclude from our discussion

the integrated gasification/gas turbine cycles and fuel cells because such methods

already generate hydrogen through thermochemical means, and it does not appear

logical to drive an electrolyzer to produce hydrogen in this case. The conventional

fossil fuel–based power plants are the steam turbine (Rankine), gas turbine, and

diesel engine power plants.

The lowest efficiency is attained by coal power plants, up to 30%, but a

combined cycle (topping-bottoming) can reach 50%. Therefore, the expected

hydrogen production efficiency from this source is 15% to 25%. This efficiency is

degraded if carbon dioxide capture is applied to the power generation plant.

13.4.1.5 Nuclear Power Coupled with Water Electrolyzer

There are two main ways to couple nuclear reactors with water electrolysis stations.

In the first and simpler way, all electrical production of a nuclear power plant

can be used to drive water electrolysis and to generate hydrogen, as illustrated

in Fig. 13.8a. The efficiency of the power plant is indicated in the figure with
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Fig. 13.7 General concept for H2 generation from renewables for levelized power production
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the notation �NP. The advantage of such a system comes from the possibility of

operating at the design load without direct interference with the grid, which can be

congested in some periods of time. Another important advantage of nuclear/water

electrolysis is that there is no need to modify the reactor. Such systems were applied

on nuclear submarines to generate oxygen (for maintaining life) and hydrogen.

It is possible to adapt the system to the existent nuclear power plants to generate

off-peak electricity.

The generation of hydrogen during off-peak hours at nuclear plants allows

for constant load operation at the highest efficiency and lowest electricity produc-

tion cost. Also, grid congestion that decreases the reliability and efficiency of

the electrical grid is avoided. Recall that the maximum expected efficiency of the

water electrolysis process is 80% even though studies show less than 55%. Coupled

with current light water reactors or advanced light water reactors (ALWRs), the

expected thermal-to-hydrogen efficiency is 27%; coupled with a modular helium

reactor (MHR) or an advanced gas reactor (AGR), the expected efficiency is ~35%.

The second way to couple nuclear reactors with a water electrolysis system

is suggested in Fig. 13.8b. In this case the moderator heat is recovered with
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Fig. 13.8 Ways to couple water electrolysis to nuclear reactors for (a) dedicated hydrogen

production systems or (b) cogeneration systems of electricity and hydrogen
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specially designed heat exchangers and supplied to a heat engine able to operate

with a low temperature differential. Examples of low differential heat engines

are the organic Rankine cycles (ORC) and the Kalina cycle. The efficiency of

these cycles is indicated in the figure with �HE. Thus the efficiency of hydrogen

generation becomes �H2
¼ ð1� �NPÞ � �HE � �EL, where the subscript EL stands

for electrolyzer.

13.4.2 Thermally‐Driven Hydrogen Production Methods

13.4.2.1 Water Thermolysis

As indicated in Table 13.2, the hydrogen production methods driven by thermal

energy are thermolysis, thermochemical water splitting (TCWS), reforming and

gasification, and thermal cracking. All these processes are presented here as well

as their coupling with various primary energy and energy recovery sources.

The single-step thermal dissociation of water is known as water thermolysis

and can be given as

H2O !heat H2 þ 0:5O2: (13.14)

The reaction requires a high-temperature heat source at above 2,500 K to have

a reasonable degree of dissociation, and by the need for an effective technique for

separating H2 and O2 to avoid ending up with an explosive mixture. Kogan (1998)

tested semipermeable membranes based on ZrO2 and other high-temperature

materials at up to 2,500 K. The very high temperature required by the process (e.g.,

3,000 K for 64% dissociation at 1 bar) poses severe material problems and can lead to

significant reradiation from the reactor, thereby lowering the absorption efficiency.

13.4.2.2 Thermochemical Water Splitting

Thermochemical water splitting (TCWS) involves a series of chemical reactions

performed in a loop with the general effect of water decomposition into hydrogen

and oxygen. One major advantage of a thermochemical cycle is that it normally

does not require catalysis to drive the chemical reactions. All chemicals involved in

the process are recycled except water, which is the material source from which

hydrogen is derived. Water-splitting thermochemical cycles are attractive for the

following reasons: (a) there is no need for hydrogen–oxygen separation mem-

branes; (b) the temperature of the required thermal energy source is in a reasonable

range (600–1,200 K); (c) there is no or very little requirement for electrical energy

to drive the process. If no electricity is needed to drive thermochemical cycles,

then an only thermally driven hydrogen production method is possible. If electricity

and heat are both needed to drive the thermochemical water process, the associated
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cycle is called a hybrid. Some relevant hybrid thermochemical cycles are reviewed

in a subsequent section. Here, we refer only to the thermal-only driven methods.

Balta et al. (2009) noted an interesting finding: the number of chemical reactions

involved by the thermochemical water splitting cycles is smaller as the process

temperature increases. They correlated the number of cycles with the temperature

as indicated in Fig. 13.9. The plot also suggests that concentrated solar energy is

suitable for all thermochemical methods.

Abanades et al. (2006) compiled a database with 280 thermochemical cycles

referenced in the literature. From those, we will analyze in the subsequent para-

graph only two, which are probably the most promising thermal-only cycles. Other

hybrid cycles (electro-thermal) will be discussed in Section 13.4.3.1. Various

sustainable sources of high temperature heat can be considered to drive these

cycles. Nuclear heat probably can be used up to 1,000 K, geothermal heat is

available up to 800 K, biomass combustion and concentrated solar radiation may

generate heat up to about 1500 K.

The sulfur–iodine (S–I) cycle operates at a maximum temperature of 1000 K to

1075 K, which is needed to drive the oxygen-evolving reaction. The S–I cycle has

been fully demonstrated in both Japan and the United States, and has been shown to

be technically viable. However, the commercial viability has yet to be demonstrated.

The equipment cost of an S–I plant with 790 tons/day of hydrogen production

capacity is $125 million. Membrane technology was developed to enhance the

separation efficiency for this cycle. The maximum attainable one-pass S-I conver-

sion rate was reported to exceed 90% with membrane technology, whereas the

equilibrium rate is about 20%.

The first reaction of this cycle is the sulfuric acid decomposition to release water;

this reaction is thermally driven, noncatalytic, and conducted at 300� to 500�C:

H2SO4ðaqÞ ������������!heat @ 300�500�C
H2OðgÞ þ SO3ðgÞ: (13.15)

The resulting steam is separated from SO3ðgÞ and by further heating up to 800�

to 900�C the sulfur trioxide is decomposed thermally to release oxygen:

SO3ðgÞ ������������!heat @ 800�900�C
SO2ðgÞ þ 0:5O2ðgÞ: (13.16)
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Fig. 13.9 Correlation between number of chemical steps (cycles) of thermochemical water

splitting systems with process temperature [modified from Balta et al. (2009)]
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The so-called Bunsen reaction follows, which combines the sulfur dioxide

SO2ðgÞ separated from oxygen with iodine and water. The reaction is exothermic

and occurs at low temperatures, spontaneously, to produce sulfuric acid:

SO2ðgÞ þ I2ðgÞ þ 2H2OðlÞ ! 2HIðgÞ þ H2SO4ðaqÞ: (13.17)

The hydrogen iodine is further decomposed thermally at 425� to 450�C and

generates hydrogen:

2HIðgÞ ������������!heat @ 425�450�C
H2ðgÞ þ I2ðgÞ: (13.18)

One major advantage of the S–I cycle consists of the fact that there are no side

reactions occurring during the process, and the separation of chemicals is relatively

straightforward. The drawback of the process is that it occurs at a rather high

temperature. Thus, a relatively lower number of sustainable thermal energy sources

is available to drive this process. Among such possible sources are nuclear heat

from high-temperature gas-cooled reactors, concentrated solar thermal heat, and

biomass combustion heat. Note that the S–I cycle has a hybrid version also in which

the hydrogen evolving reaction is conducted electrochemically.

An interesting process, but less well developed, is the LiNO3 cycle for water

splitting. This thermally driven cycle evolves completely at lower temperatures.

The highest temperature required is 475�C for the LiNO3 decomposition reaction

that releases oxygen. Also, the hydrogen iodine decomposition reaction is evolving

at 425� to 450�C. The cycle is represented schematically in Fig. 13.10.

The first reaction occurs at a temperature close to the ambient and is

endothermic:

LiNO2ðgÞ þ I2ðgÞ þ H2OðlÞ ��������!heat@ 40�C
LiNO3ðgÞ þ 2HIðgÞ: (13.19)

Fig. 13.10 The LiNO3 water splitting process [modified from Balta et al. (2009)]
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The other two reactions are also endothermic evolving at higher temperature and

releasing hydrogen and oxygen:

2HIðgÞ ��������������!heat @ 425�450�C
I2ðgÞ þ H2ðgÞ

LiNO3 ����������!heat @ 475�C
LiNO2ðgÞ þ 0:5O2(g)

9=
;: (13.20)

13.4.2.3 Reforming and Gasification

When water is the primary source, the thermochemical processes for hydrogen

production are called thermochemical cycles, suggesting that the involved chemi-

cals, except water, are recycled. If other chemicals like hydrocarbons, fossil fuels,

biomass, and alcohols are used as hydrogen sources, the thermochemical processes

do not occur cyclically. For example, the process of steam methane reforming can

be categorized as thermochemical, and no chemicals are recycled, but they are

rather completely transformed; overall, methane and steam enter into the reaction,

and it results in hydrogen and carbon monoxide.

We turn now to reforming and gasification processes for hydrogen production.

The terminological distinction between reforming and gasification addresses the

nature of the consumed fuel by the conversion process. When a solid fuel like coal

or biomass or solid waste is converted to hydrogen gas or synthesis gas (hydrogen +

carbon monoxide), the process is called gasification. When a fluid fuel (gas or

liquid: alcohols, natural gas, petroleum) is converted to synthesis gas, this process

called reforming.

The steam-reforming/gasification method requires additional steps for shifting

CO and for separating CO2, whereas the thermal cracking accomplishes the

removal and separation of carbon in a single step. The schematic of the gasification

process is represented in Fig. 13.11. The steam-reforming of natural gas, oil, and

other hydrocarbons, and the steam-gasification of coal and other solid carbonaceous

materials (e.g., biomass) can be expressed by the simplified net reaction:

CxHy þ xH2O ������������������!high temperature heat y

2
þ x

� �
H2 þ xCO: (13.21)

Depending on the reaction kinetics and on the presence of impurities in the raw

materials, other compounds may also be formed during the conversion. Among the

other possible reactions occurring concurrently at various rates are: CH4 þ H2O !
COþ 3H2 � 206 kJ/mol, CH4 þ 2H2O ! CO2 þ 4H2 � 165 kJ/mol, Cþ H2O !
COþ H2 � 131 kJ/mol, Cþ H2 ! CH4 � 75 kJ/mol, and Cþ CO2 ! 2CO�
172 kJ/mol. The carbon monoxide content present in the product of the reforming/

gasification process can be shifted to H2 via the catalytic water–gas shift reaction

(COþ H2O ! H2 þ CO2), and the carbon dioxide can be separated from H2 using

various methods as discussed in Chapter 14.
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The gasification agents are described in Table 13.5. Gasifiers and reformers are

in general large equipment that operate at high temperature and are exposed to

ambient conditions. Consequently, one of the energy losses characteristic of such

equipment is the heat leaks through the exterior. If Tw is the temperature of the

gasifier, the lost heat can be simply calculated with Qlost ¼ UwAðTw � T0Þ, where
T0 is the ambient temperature and Uw is the heat transfer coefficient at the wall,

which can be determined with an appropriate equation that considers a combined

heat transfer through convection and radiation. One recommended equation for the

heat transfer coefficient is that by Isachenko et al. (2004):

Uw ¼ 1:9468ðTw � T0Þ1=2ð2:8633Vwind þ 1Þ1=2 þ 5:75

� 10�8e ins
T 4
w � T 4

0

Tw � T0
; (13.22)
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Fig. 13.11 Schematic diagram of the gasification/reforming process
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where e ins is the thermal emissivity of the insulation and Vwind is the average

velocity of the wind in m/s. The temperature of the wall is calculated based on

the average temperature of the gasification process T, and the thermal conductivity

of the wall insulation, k ins, assumed to be of thickness d:

UwðTw � T0Þ ¼ k ins

d
ðT � TwÞ: (13.23)

The main parameters affecting the gasification process are listed in Table 13.6.

Different gasifiers are employed in the gasification process: fixed bed, moveable

bed, and fluidized bed. The process could be either auto-thermal or all-thermal

depending on how this heat is provided. In the case of auto-thermal gasification,

the necessary heat is generated directly by partial oxidation in the gasifier itself.

13.4.2.4 Thermocatalytic Cracking

Hydrogen can also be produced from hydrocarbons by using thermal cracking

processes. The thermal cracking process normally necessitates catalysts, as opposed

to thermochemical hydrogen production, which does not. Thermal cracking can be

conducted either as an oxidative or nonoxidative process. The nonoxidative process

of thermal cracking of hydrocarbons to produce hydrogen can be represented by

the simplified net reaction:

CxHy ! xCðsÞ þ y

2
H2ðgÞ; (13.24)

where C(s) represents carbon that is precipitated as a powder or granulate matter.

The thermal cracking reaction produces a carbon-rich condensed phase and a

hydrogen-rich gas phase. The carbonaceous solid product can be used as a material

Table 13.5 Gasification agents

Agent

Process

temperature Remarks

Oxygen 1,000–1,400�C Syngas heating value is high: 10–15 MJ/m3; oxygen handling is

expensive and implies safety issues

Air 900–1,100�C Syngas has low heating value (4–6 MJ/m3) because it contains up

to 60% N2 and other contaminants like tars and hydrocarbons;

it is the cheapest method and most used

Steam 800–1,200�C The heating value of product gas is 8–10 MJ/m3 with around 45%

H2, 25% of CO and a large quantity of steam (~18%);

presence of steam creates problems with corrosion

Supercritical

water

400–800�C Operates at high pressures, around 30 MPa; this process can

suppress the formation of tar and char; drying of fuel (like

biomass) can be avoided
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commodity or reducing agent. The process of thermal cracking is illustrated

schematically in Fig. 13.12. Thermal cracking may be the preferred option for

natural gas and other hydrocarbons with a high H2/C ratio. Oxidative thermal

cracking can be implemented as cyclic redox reactions on metals. An efficient

two-step thermocatalytic cycle uses metal oxide redox reactions. The first step is

the endothermic reduction:

MxOy ������������������!
high temperatureheat

xMþ y

2
O2: (13.25)

Table 13.6 Parameters influencing the gasification process

Parameter Description Effects

Equivalent

ratio

The oxygen supplied over the

stoichiometric oxygen

Higher oxidant delivered through

increased air rate dilutes the product

gas and reduces the efficiency; too

low air rate does not suffice for

partial oxidation, which reduces gas

production

Steam-fuel

ratio
SBR ¼ _msteam þ _mmoist

_mfuelð1�moist%Þ
Influences the required energy input

and product gas composition; low

SBR leads to more methane and

solid carbon formation; high SBR

means more syngas produced

Process

temperature

Process temperature is not constant;

gasifier temperature is considered

that which occurs after the pyrolysis

zone

Lower temperatures lead to more solid

carbon and methane in the product

gas; in general, optimal values are

800–900�C; above these hydrogen
yield reduces

Process

pressure

Gasification occurs at constant pressure

in the gasifier

Chemical equilibrium indicates that

gasification is favored by low

pressures and high temperatures;

however, no substantial gain is

obtained if the process runs in a

vacuum

Thermal Cracking

High Temperature Heat

Fossil Fuel Coal,
Natural Gas, Oil

H2 C(s) Carbon-based
Materials

Fig. 13.12 Schematic diagram of solar cracking
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The second step is the exothermic oxidation:

xMþ yH2O ! MxOy þ yH2; (13.26)

where M denotes a metal and MxOy the corresponding metal oxide. The first,

endothermic step is of thermal dissociation of the metal oxide to lower-valence

metal oxide. The second process is exothermic hydrolysis of the metal to form H2

and to reform the initial metal oxide. The net reaction is of water splitting (H2O ¼
H2 + 1/2O2), but since H2 and O2 are formed in different reactors (reduction

and oxidation reactors), the need for high-temperature gas separation is thereby

eliminated.

A very well known redox process for hydrogen production is the so-called

steam–iron process:

2Fe3O4 þ H2O ! 3Fe2O3 þ H2

3Fe2O3 þ CO ! 2Fe3O4 þ CO2

)
; (13.27)

which normally evolves at very high temperature (~1,000�C). The carbon monox-

ide is consumed in this process. Sources of carbon monoxide can be found in metal

processing plants. Note that the thermal cracking process can also be electrically

driven in plasma produced by electric arcs.

13.4.2.5 Biomass-Thermal Routes for Hydrogen Production

Biomass having moisture content lower than 35% can also be used as primary

energy to extract hydrogen from steam. If the moisture content is too high, either

the biomass must be dried before gasification or supercritical steam gasification can

be applied. Supercritical steam gasification is a process that uses steam at super-

critical pressure and temperature, and it is adapted to convert biomass to hydrogen

regardless of its moisture content. Wood sawdust, sugar cane, and bagasse are

some general forms of biomass that can be used to produce hydrogen.

Abuadala et al. (2010) analyzed a hydrogen production system based on steam

gasification of biomass that uses wood sawdust and 4.5 kg/s of steam at 500 K. They

found that the hydrogen yield reaches 80 to 130 gH2/kg biomass with 50% molar

concentration in the product gas, which reaches a heating value of 15 to 20 MJ/m3.

The biomass is introduced to a gasifier at an operating temperature range of 1,000 to

1,500 K. The global reaction of the biomass gasification process to produce

hydrogen is as follows:

aClHmOn þ gH2O ���!heat
aH2 þ bCOþ cCO2 þ dCH4 þ eCþ f Tar, (13.28)

where aClHmOn is the general chemical representation of the biomass. The forma-

tion of tars is undesirable because of the negative effect on the pipes, ducts, and
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equipment by slugging and fouling. Tar formation can be diminished by proper

controls and by using various catalysts.

Assuming that the inputs in the steam gasifier are the energy embedded in steam

and in the fed biomass, the energy and exergy efficiencies can be defined as in

Table 13.7. In the efficiency expressions, n represents the number of mols of

biomass (index b), steam (index s), tars (index T), and char (index C) needed to

generate 1 mol of product. For the first row in the table, the product is considered

to be hydrogen only; for the other two cases, the number of mols corresponds to the

generation of 1 mol of product gas. The enthalpy difference Dhs is calculated based
on the molar specific enthalpy of the steam at gasifier inlet conditions and the

enthalpy of the water at the reference state, Dhs ¼ hs � h0. The thermomechanical

exergy of the steam is given by exs ¼ Dhs � T0ðss � s0Þ, where ss is the specific

molar entropy of steam. The notation exch stands for the specific molar chemical

exergy; the HHV are the respective molar higher heating values. Table 13.8

indicates the H2 yield and operating parameters of typical gasifiers.

Illustrative Example: Biomass Gasification for Hydrogen Production

This example entails steam biomass gasification for hydrogen production according

to the results by Abuadala et al. (2010), in a gasifier with 80 cm outside diameter

and 50 cm height, insulated with a material with kins=d ¼ 12W/m2 K and

eins ¼ 0:01, exposed to an average wind condition of 2 m/s and fed with sawdust

wood biomass at a rate in the range of 10 to 32 kg/s. Steam is fed at 500 K, while the

temperature of the gasifier is kept in the range of 1,000 to 1,500 K. For modeling

purposes, the chemical formula of tars is assimilated to that of benzene.

Table 13.7 Energy and exergy efficiency of biomass gasification process

Case Energy efficiency Exergy efficiency

Only hydrogen is

considered as output
� ¼ HHVH2

nbHHVb þ nsDhs c ¼ exchH2

nbexchb þ nsexs
All product gas (PG) is

considered as output
� ¼ HHVPG

nbHHVb þ nsDhs
c ¼ exchPG

nbexchb þ nsexs
The product gas (PG), tar

(T), and char (C) are all

considered as useful

outputs

� ¼ HHVPG þ nTHHVT þ nCHHVC

nbHHVb þ nsDhs
c ¼ exchPG þ nTex

ch
T þ nCex

ch
T

nbexchb þ nsexs

Table 13.8 Indicative parameters and H2 yields of biomass gasifiers

Biomass T (�C) Steam-biomass ratio H2 yield (%)

Pine and eucalyptus 880 0.8 41

Pine sawdust 750 0.5 40

Mixed sawdust 750 0.51 62.5

Mixed sawdust 800 4.7 57.4

Mixed sawdust 800 1.4 48.8

Mixed sawdust 800 1.1 46

General biomass 777 1.5 59

Source: Abuadala et al. (2010)
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At these conditions, the simulations performed by Abuadala et al. (2010) with

Engineering Equation Solver (EES) software indicate the variation of the product

gas concentration with the biomass feed rate in the range of 50% to 60%. It is

interesting to note that the hydrogen concentration behaves in an opposite manner

to the carbon monoxide concentration. These results indicated that only 7% to 11%

of the fed biomass is converted to hydrogen. If the steam feed rate is increased in the

same conditions (from 4.5 to 6.3 kg/s), the hydrogen concentration in the product

gas increases by about 4%, which indicates the beneficial effect of adding steam.

It has been found that the rise of the gasification temperature from 1,000 to 1,500 K

led to the decrease of hydrogen concentration by 2%.

The order of magnitude of energy inputs and outputs in a gasification process is

indicated in Fig. 13.13, which is constructed based on the results of Cohce et al.

(2010) that simulated palm oil gasification with ASPEN Plus software. Note also

that a biomass gasifier is a complex system involving many types of equipment

such as heat exchangers, particle–gas separators (cyclones), gas–gas separation

devices (membranes), gas turbines, compressors, pumps, blowers, biomass feeders,

and so on. Figure 13.14 illustrates the biomass gasifier as programed in ASPEN

Plus software.

13.4.2.6 Hydrogen Extraction from Hydrogen Sulfide

Hydrogen sulfide, with chemical formula H2S, embeds 76 g of hydrogen per liter

at standard atmospheric conditions, which is about 1,000 times more than the mass

Wet 
biomass, 41%

Moisture, 2%

Air, 1%Methane, 8%Hydrogen, 11%

Electricity, 1%

Exhaust gas, 5%

Water, 1%

Exergy 
destructions, 32

%

Outputs Inputs

Fig. 13.13 Typical exergy balance on a biomass gasifier [data from Cohce et al. (2010)]
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of pure hydrogen per unit of volume in the same conditions. Hydrogen sulfide

occurs naturally in various environments, such as regions with volcanic activities,

hot springs, well water, oil wells, and in certain lakes and seas.

Thus, hydrogen sulfide can be seen as a natural resource from which hydrogen

and sulfur can be extracted. A recent study byMidilli et al. (2007) demonstrates that

deep waters of the Black Sea have a resource of 4.6 billion tons of H2S, which offer

the potential of extracting 270 million tons of hydrogen; in energy terms, this

amount is equivalent to 851 millions tons of natural petroleum (or 7 � 109 barrels).

Exploited properly, this resource can be made renewable, since the bacterial

activity could in principle be maintained. Extraction of hydrogen from hydrogen

sulfide can be made via thermal cracking at high temperatures or by special

membrane technology.

The Black Sea is unique in the sense that most microbial activity that it hosts

(90%) is anaerobic. This facilitates the proliferation of sulfur-reducing bacteria,

which generate hydrogen sulfide. It has been observed that the anaerobic activity is

more intense in deep water (at depths of over 150 m), where the concentration of

H2S increases steadily; close to the sea bottom at 1,000 to 2,000 m depth the

concentration reaches 8 to 8.5 ml/l (Midilli et al. 2007). The hydrogen sulfide

distribution in the Black Sea depths is presented as percentages in Fig. 13.15,

which is constructed based on the data published in Midilli et al. (2007). Hydrogen

sulfide can be extracted from (sea) waters through various methods, including

distillation, and further cracked.

Cracking of hydrogen sulfide generates hydrogen and sulfur according to the

decomposition reaction H2S ! H2 þ 0:5S2. The thermal cracking of the hydrogen

sulfide molecule occurs at about 900 to 1,200 K. Other methods of decomposition

include plasma cracking (see Gutsol and Fridman 2008), and photochemical and

electrochemical methods. However, presently there is no commercially available

100-200 m,
0.4%

200-300 m,
2.2%

300-500 m,
6.5%

500-1000 m,
28.0%

1000-1500 m,
32.3%

1500-2000 m,
25.9%

2000-2200 m,
4.7%

Total 4.6 Gt H2S

Fig. 13.15 Hydrogen sulfide distribution in Black Sea deep sea waters [data from Midilli et al.

(2007)]
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method to produce hydrogen from H2S. The available laboratory methods known

to date and the potential to develop a commercial process were analyzed by

Zaman and Chakma (1995).

One of the cited possibilities is to use catalytic separation membranes made from

a combination of glass and alumina, which allow permeation of hydrogen from

the H2S decomposition reactor. The membrane is doped with catalysts. Among

tested catalysts, those based on molybdenum (MoS2) showed excellent yield;

other catalysts are based on WS2, NiW, NiMo, and alumina (Zaman and Chakma

1995). Two-step thermochemical cycle extracting hydrogen from H2S with the help

of metals of various valences were also investigated; they operate as follows

(see Zaman and Chakma 1995):

Mþ zH2S ! MSz þ zH2

MSz ! Mþ zS

)
; (13.29)

where M represents a metal; some encouraging results were obtained with transi-

tion metals such as vanadium. Other thermochemical cycles for hydrogen sulfide

decomposition can operate with iodine or carbon monoxide:

Iodine cycle: H2Sþ I2 ! 2HIþ S; 2HI ! H2 þ I2

Carbon monoxide cycle: H2Sþ CO ! COSþ H2; COS ! COþ S

)
:

(13.30)

All these processes are still in the development phase as they entail several

technical problems with controlling the reactions, improving yields and reaction

rates, and diminishing the formation of nondesired products. For example, as cited

in Zaman and Chakma (1995), the thermochemical cycle operating with carbon

monoxide, though very attractive because its hydrogen releasing reaction evolves

at very low temperature (373–473 K), is difficult to cycle because of the formation

of CS2 in a concurrent reaction, namely 2COS ! CO2 þ CS2.

13.4.2.7 Solar–Thermal Hydrogen Production

Concentrated solar energy, being a source of high-temperature heat, can be used

to drive many thermal methods of disassociating water into hydrogen and

oxygen or extracting it from other materials like hydrocarbons or hydrogen sulfide.

Figure 13.16 shows the main paths to produce hydrogen from solar energy using

thermal methods. Among these, one notes that solar gasification/reforming of

fossil fuels can be accompanied by carbon dioxide capture and sequestration.

The sulfur–iodine TCWS cycle also can be driven by high-temperature steam

generated by solar concentrators. Considerable work has been done on solar-driven

thermal cracking via redox reactions, where at the focal point a solar concentrator

is placed as the chemical reactor. Solar energy also can be applied to extract

hydrogen from fossil fuels. For coal and other solid carbonaceous materials, the
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solar gasification via steam methane reforming reaction has the additional benefit of

converting a solid fuel traditionally used to generate electricity in Rankine cycles

into a cleaner fluid fuel—cleaner only when using solar process heat—that can

be used in highly efficient fuel cells. In addition, liquid and gaseous fuels and

biofuels can be reformed to generate hydrogen using solar energy. In such a system,

a fossil fuel, hydrocarbon (e.g., propane, butane), biofuel, or a hydrogen carrier

(e.g., ammonia, ammonia borane) can be converted to hydrogen under the proper

exposure to high-temperature solar heat. The principle of this kind of solar hydro-

gen generation technique is presented in Fig. 13.17.

By considering a unitary production of transformed energy from the reformation

process, say 1 MJ, the usage costs of reforming fuels in addition to an on-site CO2

mitigation factor can be compared to the direct use of the fuels. For direct decom-

position of the fuel, such as the ammonia reformation case, the development of a

cost index is simple. First, some parameters must be defined:

e ¼ HHVH2

HHVF

; (13.31)

where HHVH2
is the higher heating value of the reformed fuel, in this case

hydrogen, and HHVF is the higher heating value of the original fuel. Next, the

Fuel
production site

Fuel processor
(h)

Fuel distribution
infrastructure Fuel

HHVF

Solar
radiation Isun

Distributed location

Hydrogen

HHVH2=HHVF+DH

Fig. 13.17 Solar reforming of fuels or hydrogen carriers to generate hydrogen at distributed

locations

SOLAR 
RADIATION

THERMO-CHEMICAL
WATER SPLITTING

REFORMING AND GASIFICATION 
OF FOSSIL FUELS, BIOFUELS 

AND BIOMASS

THERMAL CRACKING OF 
HYDROGEN CONTAINING 

CHEMICALS

HYDROGENCONCENTRATED 
SOLAR HEAT

Fig. 13.16 Solar thermal paths for hydrogen production
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molar ratio of product fuel to reactant fuel must be determined from the chemical

equation:

MRi=H2
¼ kmoli/kmolH2

: (13.32)

The cost index for the reformation is now shown, where the value of the index

is between 0 and 1, clearly showing the cost reduction for reformed fuel:

CI ¼ 1

e
ðMRi=H2

Þ: (13.33)

It also should be noted that in terms of the equilibrium reactions, water may

be recycled in the system, but by analyzing the stoichiometric reaction, we can see

that water is consumed in the process. First, the molar ratio of water to the final fuel

product must be determined from the chemical equation:

MRw=H2
¼ kmolw/ kmolH2

; (13.34)

where the subscript w indicates water. Cost parameters must also be added on a

per unit mass basis for the consumption of the original fuel as well as water:

Ci ¼ $=ðkg initial fuelÞ, and Cw ¼ $=ðkg waterÞ. The cost index for steam

reformed fuels, such as methane or propane, then becomes

CI ¼ 1

e
MRi=f þMRw=f

MMH2O � Cw

MMi � Ci

� �
: (13.35)

For carbon-based fuels that may be reformed, and for every quantity of initial

fuel used, the same amount of CO2 is released during the reformation process

as would be released during combustion. However, the solar energy that is added

to the system results in a diluted release of CO2. As such, a CO2 mitigation index

is defined as follows. This time, there must be a direct comparison of the reforma-

tion reaction to the combustion reaction. The first molar ratio is the ratio of CO2

released upon combustion of the initial fuel to the amount of initial fuel burned:

MRCO2=i ¼ kmolCO2
/kmoli. The second molar ratio is the ratio of CO2 released

upon reformation of the fuel to the amount of final fuel produced: MRCO2=H2
¼

kmolCO2
/kmolH2

. It follows that the CO2 mitigation index shown below is once

again a value between 0 and 1, where for example an index of 0.85 represents a

mitigation of 15%:

CO2I ¼ 1

e
MRCO2=H2

MRCO2=i

� �
: (13.36)

The above analysis is meant to quantify in terms of cost and carbon mitigation

the benefits of distributed hydrogen production through fuel/carriers reforming.
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The system, shown in Fig. 13.18, comprises a number of stages: 1–2, pumping; 2–3,

first preheating; 3–4, fuel pipeline transport; 4–5, second preheating; 5–6, solar-

driven fuel reforming; 6–7, heat recovery; 7–8, reformate pipeline transport; 8–9,

second stage of heat recovery.

13.4.2.8 Nuclear–Thermal Routes for Hydrogen Production

Using nuclear energy as the primary energy source for hydrogen production is

attractive because (1) the greenhouse gas emissions associated with nuclear energy

production are much lower than those with conventional fossil fuel combustion,

and (2) nuclear energy is adaptable to large-scale hydrogen production. Progress

has been made in nuclear-based hydrogen production in recent years as evidenced

by many research studies published in the literature.

The typical utilization of nuclear reactors has been for electricity generation

with steam power plants. Studies indicate that more benefits can be obtained if in

addition to electricity a sustainable fuel such as hydrogen is produced. The effi-

ciency of power generation normally increases with increasing temperature of

the working medium, which, in the case of the nuclear energy utilization, leads to

increased nuclear reactor coolant temperatures and pressures. However, increases

in the power generation efficiency of nuclear power plants are mainly limited by the

permissible temperatures in nuclear reactors and the corresponding temperatures

and pressures of the coolants. Coolant parameters are limited by the corrosion

rates of materials and nuclear reactor safety constraints.

Fig. 13.18 Simplified diagram of a solar-driven fuel reforming system for hydrogen production
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Many studies address nuclear reactor modifications and the progress needed to

meet the requirements for producing cheap electricity and high-temperature heat by

efficiently coupling the heat with a hydrogen production plant. The envisaged

reactor technologies and the progress in their development are listed in Table 13.9.

With respect to the process heat temperature level that these technologies offer,

gas-cooled reactors, molten-salt-cooled reactors, and heavy-metal-cooled reactors

appear to be the most promising technologies for hydrogen production. The various

nuclear reactor technologies combined with thermally driven hydrogen production

processes adaptable to nuclear reactors complement but do not compete with heat

in shaping the future nuclear-based hydrogen generation capability. Table 13.10

lists the envisaged thermally driven hydrogen production methods that can be

integrated with nuclear reactors.

Table 13.9 Progress in high-temperature reactor design for hydrogen production

Reactor type Progress description

Advanced gas reactor (AGR) – Commercially available in the UK; 14 units in operation

with 1,500 MW thermal each

– Coolant temperature 650�C to be upgraded to 750�C
– Subcritical carbon dioxide coolant at 43 bar to be upgraded

at supercritical pressures

High-temperature gas-cooled

reactor

– Developed by Japan Atomic Energy Research Institute

(JAERI)

– Prototype power 30 MW cooled with helium at maximum

950�C
– Adaptable to drive the S-I thermochemical water splitting

cycle

– Advantageous concept for efficient, economic, and safe

nuclear energy

Secure transportable autonomous

reactor (STAR-H2)

– Not available yet commercially; based on proven

technology from Russian submarine propulsion

– Demonstrated liquid lead coolant at 500�C to be upgraded

to 800�C
– 400 MW thermal capacity in compact units transportable

by rail

Modular helium reactor (MHR) – Based on demonstrated German and the U.S. technologies

– Helium coolant at 850�C at 70 bar, upgradable to 1,000�C
– Meets the requirements for hydrogen production

– Proposed as a basis for a nuclear energy source

Sodium-cooled fast reactor (SFR) – Demonstrated technology in Russia, the U.S., and France

– Sodium coolant at 500�C upgradable to 550�C
– Closed fuel cycle with efficient management of actinides

and conversion of fertile uranium

Molten-salt-cooled advanced high-

temperature reactor

– Only in design phase; not yet built

– High-temperature (750–1,000�C) heat
– Molten fluoride salts coolant and a pool configuration

– Efficient low-cost thermochemical H2 and electricity

– Coated-particle graphite-matrix fuel

Supercritical water cooled

CANDU reactor

– Coolant (supercritical water) pressure of about 25 MPa

– Coolant temperature 625�C
– Expected power generation efficiency 45%
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13.4.2.9 Fossil Fuel–Based Thermally Driven Hydrogen Production

When hydrogen is produced from fossil fuels via thermal methods, the energy

associated with fuel combustion is used to drive the conversion process in which the

hydrogen atoms are extracted from steam and/or from the fuel itself. For example,

by adding oxygen in a steam methane reformer, the reaction becomes exothermic:

4CH4 þ 2H2Oþ O2 ! 10H2 þ 4CO, (13.37)

which can generate syngas at 1,200 to 1,400 K and 72.2 kJ/mol of hydrogen.

This reaction can be conducted at higher pressure—up to 100 bar—producing

thus compressed hydrogen. The water gas shift reaction can be subsequently

applied so that the overall reaction of auto-thermal methane conversion is

4CH4 þ 6H2Oþ O2 ! 14H2 þ 4CO2, which delivers hydrogen at 500 K and an

exothermic reaction heat of 20.8 kJ/mol of hydrogen.

The auto-thermal fossil fuel reforming or gasification process is one of the most

well known and widely applied hydrogen processes in industry. With natural gas

as the starting fuel, 4 mol of carbon dioxide are released in the atmosphere for each

14 mol of hydrogen produced. In principle, the hydrogen production from fossil

fuels can be assisted by carbon dioxide sequestration. This is a path toward cleaner

hydrogen production and is called fossil fuel decarbonization (see Muradov and

Veziroglu 2008); sometimes the process of decarbonization of fossil fuel to gener-

ate hydrogen and possibly to produce electricity is called precombustion, meaning

that the decarbonization of the fossil fuel is done prior to the combustion process;

what is combusted is the produced carbon-free fuel—the hydrogen.

Table 13.10 Envisaged hydrogen production methods coupled with nuclear reactors

H2 production method Description and remarks

Thermochemical cycles Best candidate is the S–I cycle. It allows for centralized,

base-load production of hydrogen and the utilization of

waste heat from nuclear power plant provided that

suitable temperature level upgrade methods are

elaborated. Potential efficiency of the overall process can

be higher than 40%. The technology is proven at lab

scale but requires development to achieve

commercialization phase.

Nuclear coal gasification European research led by Germany since 1999. Requires

temperatures higher than 700�C. The gasification
technology is mature, and coupling with nuclear reactors

can show overall efficiency over 60%. The main

advantage: carbon dioxide emissions are reduced as

compared to auto-thermal processes.

Nuclear steam reforming of fossil

fuels using membranes

Chemical reactions, the required heat for reactions, fuel

savings, and CO2 emission reductions were investigated

for natural gas and petroleum. The process temperature

can be reduced to 550�C. High efficiency (>60%) and

lower CO2 emissions are achievable.

554 13 Hydrogen and Fuel Cell Systems



An alternative to auto-thermal fossil fuel conversion to hydrogen, which emits

carbon dioxide, is the process of thermal cracking of the hydrocarbons, which is

not supposed to emit any CO2 but rather to generate carbon. Thermal cracking

is a process of decomposition. It can be successfully applied to the hydrocarbons

with the smallest molecular mass for which more desirable products are formed.

Thermal decomposition of methane, CH4 ! CðsÞ þ 2H2, is an endothermic reac-

tion with the associated heat of 75.6 kJ/mol. Methane can be decomposed through

catalytic or noncatalytic processes that can be conducted thermally or under the

influence of plasma. The advantage of the method comes from the fact that the

resulting carbon powder can be viewed as a by-product. Carbon is very much

needed by industry to construct carbon fibers and nano-materials.

13.4.3 Electrothermally‐Driven Hybrid Hydrogen Production

The processes studied in Section 13.4.2 are categorized as thermally driven because

the energy needed to generate hydrogen is in the form of high-temperature heat.

When implemented in practice, such processes need electricity to run pumps,

compressors, conveyers, fans, and so on. Thus, in a practical implementation,

most of the hydrogen production methods are electrothermally driven. Another

aspect to mention is that the thermally driven methods require very high tempera-

ture heat. In contrast, the electrochemical processes do not require high tempera-

ture. Because the sustainable high-temperature sources are limited mainly to solar

and nuclear, it is desirable to devise hybrid methods that are driven electrically/

electrochemically and thermally. Some thermochemical cycles are hybrid and can

operate at temperatures below 550�C as compared to the S–I cycle, which runs at

close to 1,000�C. Another process of interest is the high-temperature electrolysis in

which part of the energy needed by the process is transferred thermally and part is

transferred electrically. In this section, the major electrothermal processes and

systems for hydrogen production are discussed.

13.4.3.1 Hybrid Thermochemical Water Splitting Cycles

Apart from thermally driven TCWS cycles, mentioned above, three other TCWS

cycles—called hybrid—draw special attention because they operate at lower

temperatures. Hybrid cycles use thermal and electrical energies to conduct certain

endothermic and electrochemical reactions. As a consequence of their lower

operating temperatures, other sustainable thermal sources in addition to solar,

high-temperature nuclear, and biomass combustion can be used to drive the

involved processes. The additional heat sources are nuclear reactors of the present

generation operating at 250� to 650�C and entailing geothermal and waste heat

recovery. Figure 13.19 presents in a schematic manner the operation of the Mg–Cl

cycle (a) and the H2SO4 cycle (b)—both being driven electrothermally. The flux of
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the recycled chemicals is shown as well as the energy inputs and temperature level;

a distinction is made between electrical and thermal energy inputs.

Recently, a group of institutions led by the University of Ontario Institute of

Technology, the Atomic Energy of Canada (AECL) Limited, and the Argonne

National Laboratory in the U.S., with other participants, is developing a pilot

scale prototype of the Cu-Cl TCWS plant. The maximum temperature level

required from the heat source is about 550�C, which is needed to drive the oxygen

generation reaction. There are several variants of the Cu–Cl cycle; the one that is

most studied is called the “five-steps” version. The five-step Cu–Cl cycle comprises

three thermally driven chemical reactions, one electrochemical reaction, and one

physical step of drying. According to the study by Orhan et al. (2009a), the energy

efficiency of hydrogen production by a Cu-Cl plant is close to 60%, while the

energy efficiency is about 11%. The processes involved in the five-step cycle are

indicated in Fig. 13.20.

Fig. 13.19 Low-temperature thermochemical water splitting cycles: (a) Mg–Cl cycle, and (b)

H2SO4 cycle [modified from Balta et al. (2009)]

Fig. 13.20 The Cu-Cl

thermochemical water

splitting cycle [modified from

Balta et al. (2009)]
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The copper chlorine cycle for TCWS has advantages over the other cycles

regarding hydrogen generation from low-grade temperature sources, especially

those sources that can be considered sustainable thermal energy. These categories

include nuclear heat, industrial heat, heat recovered from power plants, concen-

trated solar heat, heat resulting from municipal waste incineration, geothermal heat,

and other sources. The current stage of development of this cycle is reviewed in

Naterer et al. (2009).

Among the topics under investigation are kinetics of the hydrogen production

reaction, development of the electrochemical step for copper particulate generation,

drying of the aqueous cupric chloride, transport processes in hydrolysis reactor,

modeling the molten salt reactor for oxygen production, scale-up study and

economic analysis of the plant, thermochemical data compilation for the involved

materials (see Zamfirescu et al. 2010a), development of appropriate materials,

linkage of nuclear and other sustainable thermal sources, and the hydrogen plant.

The process diagram of the Cu-Cl TCWS cycle is shown in Fig. 13.21. Low-

pressure superheated steam is extracted from a steam turbine and supplied to the

Cu–Cl cycle, which decomposes water into hydrogen and oxygen. The superheated

steam fed in line 0 is expanded with work recovery to 1 bar of pressure, where it

is assumed that saturated or nearly saturated steam exists. The saturated steam is

superheated to 400�C at the state labeled 2 on the figure using a heat pump (details

are given later). The extracted amount of steam is replaced by supplying an equal

amount of water back into the cycle.

Liquid water at 20�C is supplied into the cycle and then boiled and superheated

to 400�C. This process induces a number of losses. The steam is injected into a

fluidized bed reactor CR1, where it chemically reacts with copper (II) chloride

(CuCl2) under heat addition QCR1 (endothermic reaction). This step dissociates the

water molecule and forms hydrochloric acid (HCl). An additional compound is

formed, which is a metallic solution of copper oxide and copper dichloride. This

chemical reaction and others in the Cu–Cl cycle are summarized in Table 13.11,

which gives the reactor, reaction, temperature, and heat per kmol of hydrogen

produced. Hydrogen is a product of the fifth chemical reactor (CR5), involving

the exothermic combination of particulate copper with HCl at 450�C.
In the second reactor (CR2), oxygen is produced by thermal dissociation of

copper oxide at about 500�C. Step 3, called the copper production step, is driven

electrochemically. The third reactor (CR3) is an electrochemical cell containing an

aqueous solution of copper chloride. The reaction heat is shown in Fig. 13.21, with

WCR3
designating the electrical power.

The copper precipitate is removed from CR3 and transferred to CR5. In reactor

CR4, there is no chemical reaction, but rather water is removed (by drying) from the

aqueous solution of CuCl2 that was produced by electrolysis. Table 13.12 shows the

substances circulated within the Cu–Cl cycle, together with their state and temper-

ature. The entire Cu–Cl cycle operates at atmospheric pressure. Therefore, the

products (hydrogen and oxygen) must be compressed for storage. To facilitate

compression, the products are cooled first with heat recovery. A blower (indicated
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by WB in Fig. 13.21) is necessary to extract the HCl from CR1 and to deliver it to

CR5. During this process, the circulated HCl is slightly heated.

On Fig. 13.21, one notes that in the Cu-Cl plant there are four chemical reactors

that comprise the hydrolysis reactor CR1; the oxygen producing reactor CR2; the

hydrogen producing reactor CR5; the copper electrolyzer CR3. With CR4 one

indicates the dryer of aqueous CuCl2, which does not actually perform any chemi-

cal reaction, but rather conducts a physical process of drying. For the design of

these reactors, it is important to have a good understanding of the reaction kinetics

and equilibrium, and to determine the optimum parameters that enhance the yields

and production rates. We briefly address here some relevant results regarding the

chemical reactors.

WT
QHE1

1

2

3 4

5 6

WB

CR5
(450�C)

CR3
(80�C)

CR4
(150�C)

CR1
(400�C)

CR2
(500�C) HRCS

O2(50�C)

20
11

HRCS
H2(20�C)

12

21 7

8
8

14 13

1615

9

10

0
19

Low pressure 
superheated 

steam
QCR1

QHE2

QHE3

QCR2

QHE4

QHE5

QHE6

QCR5

QCR4WCR3
QHE7

QHE8

QHE10

Legend:
HRCS – heat recovery, 
compression and storage
CR – chemical reactor
HE – heat exchanger (index)
Q – heat flux (in or out)
W – work (in or out)
B – blower (index)
T – turbine (index)

QHE9

17

18

Fig. 13.21 The five-step Cu–Cl water splitting cycle [modified from Zamfirescu et al. (2010b)]
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Hydrogen is generated through an exothermic reaction that combines particulate

copper with gaseous hydrochloric acid at about 400�C. The kinetics of this reaction,
in the context of reactor design has been studied parametrically by Zamfirescu

et al. (2010e). The involved reaction is Cu(s) + HCl(g) ! CuCl(l) + 0.5H2(g).

Table 13.11 Process steps of the Cu–Cl cycle

Step Reaction

T
(�C)

Q (MJ/

kmol H2)

G
(kcal)

H
(kcal)

1 2CuCl2ðsÞ þ H2OðgÞ ! CuO � CuCl2ðsÞ þ 2HClðgÞ
(endothermic)

400 105.3 9.5 27.9

2 CuO � CuCl2ðsÞ ! 2CuClðlÞ þ 0:5O2ðgÞ
(endothermic)

500 110.5 �0.71 30.9

3 4CuClðsÞ þ H2OðlÞ ! 2CuCl2 � H2OðaqÞ þ 2CuðsÞ 80 140.4

(i) 4CuClðsÞ þ 4Cl� ! 4CuCl2
� 8.27 0.062

(ii) 4CuCl2
� ! 2CuCl2 þ 2Cuþ 4Cl�

(electrochemical)

14.5 2.93

4 CuCl2 � H2OðaqÞ ! CuCl2ðsÞ þ H2OðgÞ
(drying only)

150 18.3 6.0 19.9

5 2Cu(s)þ HCl(g) ! 2CuClðlÞ þ H2ðgÞ
(exothermic)

450 �55.5 0.23 �11.2

Data from Zamfirescu et al. (2010b)

Table 13.12 Substances circulated within Cu–Cl cycle

Line Substance State T, �C Remarks

0 Steam Superheated >100 P > 1 bar

1 Steam Saturated 100 P ¼ 1 bar

2 Steam Superheated 400 –

3 CuO�CuCl2 Solid 400 Metallic solution, powder

4 CuO�CuCl2 Solid 500 Metallic solution, powder

5 O2 Gas 500 –

6 O2 Gas 80 –

7 CuCl Liquid 500 Liquid metal

8 CuCl Solid 80 Precipitated, particulate

9 Cu Solid 80 Particulate, powder

10 Cu Solid 450 Particulate, powder

11 H2 Gas 450 –

12 H2 Gas 80 –

13 Steam Superheated 150 Pressure 1 bar

14 Water Liquid 80 Pressure 1 bar

15 CuCl2 Slurry 80 Aqueous solution

16 CuCl2 Slurry 150 Aqueous solution

17 CuCl2 Solid 150 Metallic powder

18 CuCl2 Solid 400 Metallic powder

19 HCl Gas 400 Acid

20 HCl Gas 430 Slightly compressed

21 CuCl Solid 450 Particulate

Data from Zamfirescu et al. (2010b)
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The suggested residence time of copper particles varies between 10 and 100

seconds, depending on the operating conditions, while the conversion varies

between 55% and 85%.

The noncatalytic gas–solid reaction that occurs in the hydrolysis reactor CR1,

where CuCl2 reacts with steam to obtain hydrochloric acid and copper oxychloride,

assumes the following:

l The reactor is a fluidized bed comprising two regions: bubble and emulsion.
l The temperature gradient within the bed reactor is negligible.
l Only one reaction occurs: cupric chloride particles react with superheated steam.
l The reaction takes place in the emulsion phase.
l The conversion of particles at the inlet of the reactor is zero.
l The hydrolysis reaction is first-order.

The results by Haseli et al. (2009) indicate that the gas conversion ranges from

20% to 50% and the solid conversion ranges between 30% and 60% with a

recommended interface velocity of 0.4 to 0.8 m/s. The optimum temperature in

this reactor is around 500� to 550�C. According to Orhan et al. (2009b) the exegy

efficiency of the hydrochloric acid production reactor is around 65% at about

400�C. The oxygen production reactor has been analyzed by Orhan et al. (2009c).

It has been found that at 500�C the exergy destruction in this reactor is around

5,300 kJ/kmol of hydrogen. The exergy destruction of the electrochemical step

for copper production is, according to the calculations by Orhan et al. (2008b),

140 MJ/kmol hydrogen at 45�C.
The coupling between the Cu–Cl cycle and a sustainable energy source must

consider necessarily various opportunities for heat recovery and heat upgrading.

Depending on the temperature level of the temperature sources, one can either

upgrade the temperature via heat pumps or use internal heat recovery within the

cycle. Granovskii et al. (2008a) proposed a chemical heat pump based on the

reversible steam methane conversion reaction, and Zamfirescu et al. (2010b,f)

analyzed some vapor compression heat pumps.

The thermodynamic calculations of heat requirements and heat ejection from the

Cu–Cl cycle lead to the determination of the T–H in Fig. 13.22, where H is total

enthalpy. This diagram shows the required heat inputs and outputs and their

associated temperature levels. The continuous line refers to heat input streams,

and the dashed line refers to heat outputs. The streams requiring heat are identified

with the line 1–2–3–4–5–6–7–8 and those releasing heat with 9–10–11–12–13.

It is desirable to apply heat recovery as much as possible and upgrade the

temperature of the ejected heat so that it reaches the temperature level needed for

heat input. The heat released by stream 9–10–11–12 should be received by a heat

pump that, at the expense of additional power, upgrades the temperature and

enthalpy content and delivers a hot stream to the Cu–Cl cycle that matches the

profile 3–4–5–6–7–8. The work required to operate such a heat pump can come

from a sustainable heat source available at an intermediate temperature Tm, which
drives a heat engine operating between Tm and the ambient air at T0. This heat

engine also delivers power to the Cu–Cl cycle.
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It is useful to transpose the T–H presented in Fig. 13.22 in T–S coordinates,

where S is the stream entropy expressed in kJ/K and mol H2. The streams are

thermodynamic systems that interact with the exterior by heat transfer only.

Consequently, for any stream, dQ ¼ dH, thus,

dS ¼
ð
dQ
T

¼
ð
dH

T
: (13.38)

The area embraced by the lines 1–2–3–4–5–6–7–8 and that indicated by

“Heat Source” in Fig. 13.23 represent the ideal/minimum work needed by the

heat pump to upgrade the temperature of the heat source and deliver useful heat

to the Cu–Cl cycle. The area embraced by the lines 9–10–11–12–13 and that

indicated with “Heat Sink” in Fig. 13.23 represent the ideal/maximum work that

can be obtained from the heat recovered by the Cu–Cl cycle. The engineering

challenge regarding the integration of the Cu-Cl plant with the thermal energy

source Tm consists of finding suitable working fluids and processes that allow for

the construction of a heat pump and heat engine cycle operating like the one

presented in Fig. 13.23.

One original idea is to use the CuCl as working fluid in a vapor compression

heat pump that recovers heat from the hydrogen production reactor and other hot

stream, upgrades the temperature level, and delivers the heat to the oxygen pro-

duction reactor. Zamfirescu et al. (2010f) proposed such a system, as shown in

Fig. 13.24.
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The copper oxychloride is fed at state 1 into the oxy-decomposer at 675 K. The

temperatures, pressures, and other parameters indicated in Fig. 13.24 correspond to

the reference case. Inside the reactor, the particulate CuO � CuCl2 is heated by direct
contact with molten cuprous chloride, which is injected at state 15 at 950 K. The

molten salt delivers its sensible heat and cools down to the average reactor tempera-

ture, which is assumed to be 850 K for the reference case considered in this study.

The heat delivered by the hot stream at state 15 makes copper oxychloride

decompose thermally and release oxygen, while forming molten cuprous chloride

(CuCl). At the top of the reactor, oxygen gas is expelled at state 2, while at

the bottom, molten CuCl is collected and drained out at state 3. The molten CuCl

product is split into three parts at the reactor exit (state 3): one part (state 4) is sent

for further processing within the plant (quantitatively, state 4 flows 2 mol of CuCl

for 1 mol of copper oxychloride); and the remaining two parts (streams in states 5

and 6) are further processed thermomechanically within the heat pump.

The stream in state 5 is expanded through a throttling valve in a vacuum, down to

0.2 mbar and reaches a two-phase state at state 7 at a saturation temperature of

755 K. This stream is further heated and reaches 100% saturated vapor at state 8.

The vapor is then compressed in three stages with intercooling in order to reduce

compression work. The final pressure is 10.5 mbar, for which the corresponding

saturation temperature is 950 K. A design of the condenser that embeds a direct

contact heat exchanger is indicated in the figure. The condenser consists of a vessel

that incorporates two coils, where superheated vapors are cooled after stages 1 and

2 of compression. During the operation, at the bottom of the condenser, saturated

CuCl is collected. The superheated vapor at the final stage of compression—state

13—is injected into this liquid, and thus cooled by direct contact and condensed.

The condensation heat is transferred to an additional stream of molten CuCl.

This stream flows as follows:

l From state 6, the liquid is throttled and its pressure is reduced from 1 bar to

10.5 mbar, wherein the CuCl is still in a subcooled thermodynamic state;

therefore, the liquid temperature does not change sensibly during the throttling

(state 16).
l The subcooled liquid (state 16) is injected into the condenser at the top.
l Inside the condenser, the enthalpy of stream at state 16 is increased such that it

takes all condensation heat of the vapor stream at state 9.
l The saturated liquid collected at the bottom of the condenser (state 14 at 950 K)

incorporates all condensation heat.

Furthermore, the pressure of stream at state 14 is increased up to atmospheric

pressure and then the heated flow is injected into the oxy-decomposer at state 15.

The CuCl stream is one of the products of the oxy-decomposer, and therefore

injecting this substance in excess does not affect the chemical species present in

the oxy-decomposer, even though it may affect the chemical equilibrium. However,

because oxygen is drawn constantly out of the reactor, there is a tendency to shift

the equilibrium toward the right, which compensates the tendency of shifting

toward the left due to excess CuCl present in the reactor.
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Figure 13.24 shows the heat and mechanical power fluxes associated with

various components. The heat flux QO2
rejected by the heat exchanger cools the

oxygen from state 2 to state 16. The heat flux QCuCl of cooling the molten cuprous

chloride from state 4 to state 17 can be recovered and used internally to provide heat

to the heat pump’s evaporator. A part of the evaporation heat, QEV, can be supplied

by these two sources. Additional sources of heat to deliver to the evaporator can be

found within the water splitting plant. For example, the hydrogen production

reaction, which combines particulate copper with gaseous hydrochloric acid, is

exothermic and rejects heat at over 725 K. This reactor can operate also at 760 K,

and the rejected heat is recovered and used to drive the heat pump. Figure 13.24

suggests that the evaporator coils of the CuCl heat pump can be embedded in the

hydrogen production reactor. For the proposed settings, the heat flux received by

the evaporator is the summation of heat fluxes recovered from the hydrogen

production reactor and from the heat exchangers for oxygen and CuCl(L) product

cooling (QEV ¼ QH2
þ QO2

þ QCuCl).

The theoretical calculations indicate that the coefficient of performance (COP)

of the heat pump is much higher than 2.5, being possible to reach the value of 10.

The explanation of such a high COP is that the working fluid is rather easy to

compress, and the temperature lift of the heat pump is reasonable. The work needed

to drive the heat pump is about 10 to 15 kJ/mol of H2.

The capital cost of Cu-Cl plant, as estimated by Orhan et al. (2008a) is roughly

$10–50 million for a capacity range of 1 to 10 tons of hydrogen per day. The cost

of produced hydrogen by such a large-scale plant must account for many produc-

tion cost components apart from the direct production costs such as taxation,

depreciation, insurance, rent, overhead, administrative expenses, distribution and

marketing expenses, research and development costs, financial allocations, and

gross-earning expenses. A rough estimation of the contribution of individual costs

in the hydrogen product price is shown in Fig. 13.25. Table 13.13 compares the

hydrogen production costs with other methods.

13.4.3.2 Solar-Driven Electrothermal Systems

Solar energy can be converted into high-temperature heat and electricity to supply

electrothermal processes for hydrogen production. Figure 13.26 suggests two

possible routes to do this. The first route entails simultaneous generation of elec-

tricity (through photovoltaic panels) and high-temperature heat from concentrated

solar radiation.

Both the high-temperature heat and the electricity are then used to fuel a hybrid

process for hydrogen production, such as the thermochemical copper chlorine

cycle of HTSE. The second route proposes to concentrate solar radiation first and

then obtain high-temperature heat, which is supplied to the hybrid process for

hydrogen production. The process rejects heat—such as that associated with

high-temperature products that must be cooled—which can be recovered and

used to run a heat engine to generate electricity for the hybrid process. Solar energy

converted in high-temperature heat is suitable for all kinds of hybrid processes.
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Fig. 13.25 Various contributions to the total product cost of a Cu-Cl water splitting plant for

hydrogen production [data from Orhan et al. (2008a)]

Table 13.13 Comparison of Cu-Cl hydrogen cost with other methods for 10 tons of hydrogen

per day

Cost item ($/GJ) Cu-Cl plant Off-peak electrolysis Steam–methane reforming

Capital cost 7.7 3.2 3.1

Energy charge 0.5 1.0 0.8

Carbon charge 0 0 1.6

Hydrogen cost 2.71 2.41 2.67

Data from adapted from Orhan et al. (2008a)
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13.4.3.3 Geothermal Electrothermal Hydrogen Production

The temperature range of geothermal heat is narrower than that of solar, with

typical temperatures of about 50�C to 450�C. Few geothermal sources reach

temperature over 500�C. Thus, most of the geothermal sources available need to

be coupled to heat pumps to upgrade the temperature to a suitable level for hybrid

processes for hydrogen production. Figure 13.27 shows a system for driving a

hybrid electrothermal process for hydrogen production with geothermal energy.

In this approach, the geothermal heat is used to supply a heat engine that

converts heat into electricity. The generated electricity is used partially to “fuel”

the hybrid process for hydrogen production and partly is supplied to a high-

temperature heat pump. The role of the heat pump is to lift the temperature level

of the geothermal source. Therefore, the heat pump is supplied with heat from the

geothermal source and delivers high-temperature heat to the hybrid process.

The configuration of the geothermal hydrogen production system intimately

depends upon the available temperature range. Say, for example, it is very high

temperature (500�C); it can be used to provide heat directly in hybrid thermo-

chemical cycles for water splitting, and there is no need for temperature level

upgrading. If it is moderate temperature range, then electricity and heat upgrading

can be applied, or if the level of temperature is too low, hybrid thermochemical

cycles may not be applicable; rather in this condition geothermal energy can be

used to drive cold water electrolysis process.

Figure 13.28 suggests a possible diagram of a geothermal-driven steam electro-

lysis system operating at very high temperature that uses the opportunity of heat

recovery from the hot product streams. The heating of water is done in three stages,

whereas at low temperatures regular materials are used for heat exchangers.

At intermediate temperatures water is boiled, and at high temperature water is

superheated in heat exchangers that make use of expensive materials with appro-

priate thermal behavior and durability. The temperature that steam has to reach

before entering in the electrolyzer should be higher than 1,000�C. The geothermal

energy is converted into electricity and used to drive the electrolysis. The same

arrangement can be used for other thermal energy sources.

Depending on the geothermal source characteristic, the efficiency of electric

power generation varies greatly, with typical values of energy efficiency between
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Fig. 13.27 Geothermal hydrogen production through electrothermal methods
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5% and 50%. Assuming 80% energy efficiency of the HTSE systems, the expected

energy of geothermal hydrogen production may be in the range of 4% to 40%.

Geothermal-based hydrogen production can also be implemented by coupling

thermochemical cycles with geothermal heat, power generators, and heat pumps

for temperature upgrading.

13.4.3.4 Biomass-Based Electrothermal Systems

Another option to generate good-purity hydrogen by using biomass energy is

by coupling a biomass combustion facility with an HTSE system. A possible

implementation is shown in Fig. 13.29. The system uses an SOEC and two biomass

furnaces. The SOEC is basically the reverse of a solid oxide fuel cell (SOFC),

which contains a solid electrolyte permeable to oxygen ions. Various types of solid

oxide electrolytes were tested, but the technology is in development. The electro-

lyte can be formed on a porous support made of calcium-stabilized zirconia ZrO2

(CSZ), whose porosity may be about 35%. Other approaches use yttrium-stabilized

zirconia (YSZ), containing about 10% molar Y2O3. The operation range of SOEC

is of about 900� to 1,100�C, respectively.
The main furnace (line 14–15–16–17 in Fig. 13.29) is supplied with wet biomass

and operates at a relatively low exhaust gas temperature. The function of the main

furnace is to generate heat to drive a steam power plant and to dry some biomass.

The well-dried biomass is fed in a second furnace, of smaller capacity, that, with

dry biomass, can generate exhaust gases with very high temperature (around

1,000 K). The hot exhaust gases transfer heat to the SOEC, which generates

hydrogen and oxygen.

The oxygen generated by SOEC is used to enhance the combustion efficiency in

the high-temperature furnace. Because the heat needed for the water splitting

reaction is supplied completely via heat transfer, it is said that the SOEC operates

above the “thermo-neutral point.” At 1,000�C and 20% H2 conversion, the SOEC

efficiency �Cell can be estimated conservatively at 80%. A possible, highly efficient,
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Fig. 13.28 Arrangement for high-temperature steam electrolysis
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steam Rankine cycle driven by the low-temperature furnace is shown in Fig. 13.30.

The cycle allows for the extraction of process steam and is designed especially for

coupling to the above steam electrolysis system.

Another possible system is the biomass-driven hybrid thermochemical water

splitting to generate hydrogen. Figure 13.31 shows a possible design. In this system,

a low-grade (wet) biomass is used and there is no need for drying because the

temperature required of the exhaust gases is slightly below 700�C to supply the

thermochemical cycle. The kind of thermochemical cycle considered here is the

Cu-Cl one. There is also enough heat in the exhaust gases to supply a steam power

plant that produces the required amount of electricity.

The steam power plant is detailed in Fig. 13.32. The steam cycle features a two-

phase steam expander at line 7–8 that helps increase the exergy efficiency by allowing

for a perfect match of temperature profiles of the exhaust gas and the working fluid

(steam). The required heat inputs and outputs in the Cu–Cl cycle can be calculated

from energy balances and it results in the temperature-total enthalpy in Fig. 13.33.

Illustrative Example: Comparison of Two Water Splitting Systems

The biomass-driven HTSE system and the biomass-driven TCWS system intro-

duced above were compared with respect to energy and exergy efficiencies and

biomass utilization. It was assumed that heat losses from the system are 0.5% from

the reaction heats. The results were obtained by Zamfirescu et al. (2010d) based on

standard thermodynamic analysis conducted according to the first and second laws

of thermodynamics.

Since the required temperature level is available anyway for the flue gas

produced by biomass combustion, internal heat recovery within the Cu-Cl plant is

applied. The plot in Fig. 13.33 shows with dashed lines the temperature level and
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enthalpy range of the flue gas delivering heat to the Cu-Cl plant. The highest

temperature of the flue gas is 680�C. Figure 13.34 shows the energy and exergy

efficiencies as a function of biomass moisture content. The definitions of these

efficiencies are shown on the same figure.

The last result indicates in Fig. 13.35 the biomass utilization as a function

of technology and biomass quality. N represents the number of mols of biomass
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used per mol of hydrogen produced. The result demonstrates that the TCWS

consumes less biomass than HTSE because (1) the requirement of electrical energy

is reduced and (2) there is no need to dry the biomass before utilization.

The conclusion is that TCWS appears more attractive than HTSE.

13.4.3.5 Energy Recovery Routes for Electrothermal Hydrogen Production

Energy recovery can be applied in various instances to generate high-grade or low-

grade temperature heat. Municipal waste incineration and landfill gas combustion

are typical examples of high-temperature heat recovery obtained from human
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activity. Also, various industries eject a large amount of heat into the surroundings.

In general, such heat comes at a lower grade, typically from 60�C to 150�C, or at
intermediate temperatures that are up to 400�C.

Figure 13.36 presents some possible routes to generate hydrogen through

hybrid processes starting from energy recovery. The recovered energy is present

or it is eventually converted into heat at high, intermediate, or low grade. The

high-temperature heat can be directly used to feed hybrid processes; in this case,

the heat ejected by the processes can be used to drive electricity generation through

heat engine power generation, which is fed back to the hybrid process. Additional

heat possibly can be obtained from the high-temperature heat by using appropriate

power cycles. In the case when low or intermediate heat is recovered, heat engine

generators and heat pumps may be used simultaneously to obtain electricity and

higher temperature heat appropriate for the process. It may be economically

advantageous to drive a hybrid process in this way instead of producing electricity

only and conducting water electrolysis. The economic advantage of the system

depends on the temperature level of the heat source. If the level is too low,

upgrading the temperature is not beneficial.

13.4.3.6 Fossil Fuel–Based Electrothermal Systems

Fossil fuels can be used to generate high-temperature heat and electricity to supply

hybrid processes for hydrogen production. Figure 13.37 illustrates some ways to do

this. Electrothermal plasma methods are emerging technologies for hydrogen

generation. In this approach, fossil fuel feedstock is supplied to a plasma reactor.

The plasma process can be of two kinds: (1) steam–hydrocarbon reforming and

(2) plasma hydrocarbon decomposition. In the first kind, preheated fuel and super-

heated steam are fed into the reactor. In the second kind, only hydrocarbon is fed.
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The feedstock is subjected to a high-voltage electric arc that increases the process

temperature up to 5,000�C, enough to dissociate chemicals and generate hydrogen.

For plasma steam reforming, the resulted syngas contains 50% to 75% hydrogen

and the rest is mostly CO.

If steam is not fed in the plasma process, carbon is separated from the hydro-

carbon material. The advantage of the plasma decomposition is its high electrical

efficiency (80–90%) and hydrogen purity (98% or more). One of the major tech-

nical problems with plasma reactors comes from the carbon deposits on the

electrodes, which often must be replaced.

The second route shown in Fig. 13.37 involves electricity and high-temperature

heat generation from fossil fuels, followed by a hybrid process for water splitting.

In the preferable arrangement, high-temperature combustion heat is used to supply

the process, while heat recovery can be applied to generate electricity. The involved

hybrid processes can be the HTSE and the hybrid thermochemical water splitting

cycles. Therefore, in this route, fossil fuels are used only to generate thermal and

electric energy to drive the process, while the feedstock of hydrogen is the water.

13.4.3.7 Nuclear Electrothermal Routes for Hydrogen Production

The HTSE can be coupled with nuclear reactors. The required temperature level for

the process is 500� to 1,200�C. SOEC can obtain an electrical-to-hydrogen effi-

ciency of over 90%, provided that the process temperature is higher than 1,000�C.
The estimated overall efficiency in conjunction with Advanced Light Water Reac-

tor (ALWR) is around 30%. The efficiency is over 45% with Modular Helium

Reactor (MHR) and Advanced Gas Reactor (AGR). The technology requires more

research and development before it can become commercially available.

Much attention is paid to the development of heat-upgrading solutions of nuclear

heat generated by reactors of the current generation so that one can raise the

efficiency of the hydrogen-generation process. Most nuclear reactors generate

heat at two levels: high temperature (which is transferred by the reactor coolant)

and low temperature (which is ejected through the moderator fluid). Typically, the
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moderator heat comes at temperatures in the range of 40� to 80�C and the process

heat at temperatures of 250�C up to 650�C.
It is justifiable in view of financial efforts and safety issues not to change the

nuclear reactor design but rather to adapt the external cooling loop in such a way

that it can be coupled thermally with hydrogen production facilities. Two possibi-

lities can be envisaged for coupling the current nuclear reactors to hydrogen

production facilities, without requiring reactor modifications. The first is to recover

the heat ejected by the moderator fluid and use this thermal energy for hydrogen

generation. In this case, the reactor cogenerates hydrogen and electricity. The

second possibility is to dedicate the reactor to hydrogen production only. In this

case, the reactor coolant transfers the thermal energy to the hydrogen production

facility. In both described situations, heat pumps may be necessary to upgrade the

source temperature to a higher level, appropriate for driving the hydrogen produc-

tion process via thermochemical cycles. Some possible heat-upgrading solution

with heat pumps are described in Table 13.14.

Table 13.14 Heat-upgrading solution of nuclear heat to drive hydrogen production

Method Description

Chemical heat pumps Heat pumps operating based on the reversible steam methane reaction

can deliver heat up to about 650�C with a source at around 500�C.
Magnesium oxide/steam-based chemical heat pumps, operating

according to the reversible reaction

MgOðsÞ þ H2OðgÞ $ MgðOHÞ2 can upgrade the heat source

temperature from about 250�C to 550�C. Ammonia/salt chemical

heat pumps based on reversible reactions, such as

MnSO4 � 6NH3 $ MnSO4 � 2NH3 þ 4NH3, can upgrade the heat

source temperature from about 80�C to 260�C. In principle, several
kinds of chemical heat pumps can be cascaded to upgrade the low-

level temperature heat ejected by the moderator of the nuclear

power plant reactors and to obtain heat at over 600�C, which
eventually can drive a thermochemical water splitting cycle.

Vapor compression heat

pumps

Novel working fluids were investigated by Zamfirescu and Dincer

(2009a), Zamfirescu et al. (2009a), and Zamfirescu et al. (2010f).

Siloxane-base can upgrade the source temperature with about

100�C and deliver heat at maximum 400�C, showing a heat pump

COP higher than 6; special thermodynamic cycles are proposed

operating in the dense gas region and two-phase vapor

compression. Biphenyl-based heat pump shows potential to

upgrade heat source temperature from about 250�C to 450�C with

COP higher than 2.5. Titanium tetra-iodide-based heat pumps are

an attractive technical solution to upgrade the source temperature

from 350�C to 650�C with a COP higher than 3. A cascaded

cyclohexane-biphenyl heat pump upgrades the heat recovered

from moderator at 80�C and delivers variable temperature heat

between 250�C and 600�C, showing a COP around 5.

Reversed Brayton cycle

heat pumps

Several reversed Brayton cycle-based heat pumps were suggested

and analyzed by Marmier and F€uterer (2008) operating with

helium and/or CO2 at 70 bar and able to upgrade the nuclear heat

temperature from 400�C to 850�–1,000�C. Internal work recovery

between the turbine and compressor is applied to enhance the COP.
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Case Study: Chemical Heat Pump Integrated with the SCW-CANDU Reactor

This case study presents the solution proposed by Granovskii et al. (2008a) to

couple a Cu-Cl TCWS plant with a supercritical water-cooled CANDU reactor for

hydrogen generation. The proposed heat pump is of the chemical type, performing

cyclically the reversible methane–steam reaction. This is a known process that is

used largely for hydrogen production, according to CH4 þ H2Oþ Q ! COþ 3H2

which is favored at low pressure. The reverse reaction is favored at high pressures,

and it can deliver heat at higher temperatures according to COþ 3H2 !
CH4 þ H2Oþ Q. The system studied by Granovskii et al. (2008a) to conduct

cyclically these reactions is presented in Fig. 13.38.

The high-temperature heat is generated in the methanator (1), where the methane

synthesis reaction is conducted at higher pressure. The heat absorbing reaction

occurs as slightly lower pressure in two stages in reactors 2 and 4. The heat is

transmitted to the heat pump through a heat exchanger 3 inserted between the two

steam–methane conversion stages. The reaction products are expanded in turbine

6 after reheating using nuclear heat in the heat exchanger 5.

The water is condensed in the condenser 7 and the noncondensed gases, contain-

ing reaction products are recompressed by compressor 8, reheated at point 9, and

delivered to the high-temperature reactor 1 to close the heat pump cycle. In the

Rankine power cycle, water is pressurized up to 200 atm, then boiled at point 11 and

Fig. 13.38 Chemical heat pump coupling a thermochemical water splitting cycle with the

SCW-CANDU nuclear reactor [modified from Granovskii et al. (2008a)]
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superheated at point 12 prior to the first stage of steam expansion in the turbine

system at point 13. Reheating of intermediate pressure steam is applied at point 14.

Within the chemical heat pump loop the reversible water gas shift reaction occurs

rapidly and concurrently with the other reactions according to COþ H2O $
H2 þ CO2. The calculated hydrogen generation efficiency with a nuclear and

chemical heat pump and a copper chloride TCWS plant is calculated to be between

45% and 50%.

13.4.4 Photonic Energy-Driven Hydrogen Production Methods

Solar radiation is in essence a source of photonic energy. It is known that

photonic energy is proportional to the frequency of the radiation and given by hn,
where h is the Planck constant and n is the frequency. Photons can be used by

various living or “non-living” processes to dislocate electrons by their interaction

with matter. While electrons are dislocated, the obtained electrical charge can

be used either to generate electricity (viz. photovoltaic effect) or to manipulate

the valence electrons of chemical species in order to conduct chemical reactions.

These kinds of reactions, called photochemical or electrophotochemical depending

upon the context, can lead to hydrogen generation. The following methods of

hydrogen production, discussed here, are light-driven: photoelectrochemical

water splitting, photocatalytic water splitting, and biophotolysis.

13.4.4.1 Photocatalytic Water Splitting

Photocatalytic water splitting uses various kinds of supramolecular complexes

capable of capturing photons from incident solar radiation and that release energy

to dislocate electrons that in turn either reduce water to hydrogen or oxidize water

to produce oxygen; when reduction and oxidation reactions are coupled, a complete

water splitting process is performed. The supramolecular catalysts possess active

centers and photosensitive centers. The photoreduction and photo-oxidation of

water molecule occur as follows:

Photoreduction: 2H2Oþ 2e� !hv H2 þ 2OH�

Photo�oxidation: 2H2O!hv 4Hþ þ 4e� þ O2ðgÞ

9=
;: (13.39)

It is a major technological challenge to maintain photoelectrons for a suffi-

ciently long duration at the supramolecular level. A recently declassified pro-

prietary technology developed by Brewer and Elvington (2006) demonstrated at

laboratory scale the water photoreduction reaction, with nonsacrificial supramolec-

ular complexes capable of generating multiple electrons and maintaining them at

the active center for a long enough duration. In this process, water is exposed to an
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electrically charged supramolecular complex that reduces water to hydrogen at

the active center. Simultaneously, the supramolecular complex is exposed to solar

radiation, during which the incident photons dislocate multiple electrons. Electrons

propagate along a molecular chain within nanoseconds and “recharge” the supra-

molecular complex with electrons. The supramolecular complex can be placed on a

support or dissolved in water.

A possible conceptual design of a photocatalytic water splitting system is

proposed in Fig. 13.39 and consists of a vessel comprising two photochemical

reactors separated by a PEM. Both reactors are exposed to solar radiation. On the

left side, the water photo-oxidation reactor is located, in which selected supramo-

lecular photocatalysts are dissolved at a proper quantity to generate electrical

charges that oxidize water and generate oxygen gas and protons. Fresh water is

continuously supplied to this reactor, while the photocatalysts remain in solution.

The flow rate of fresh water is adjusted such that the water level in the vessel

remains constant. The protons released by the photochemical oxidation reaction are

driven by a concentration gradient and they cross the proton exchange membrane.

In the water reduction reactor, selected supramolecular complexes for photo-

catalytic reduction of water to hydrogen are dissolved in the proper concentration.

The water from this reactor is not consumed in a steady-state operation because the

only overall reaction is that of proton reduction to form hydrogen gas. Above the
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Fig. 13.39 Conceptual design of a photochemical water splitting reactor [modified from

Zamfirescu et al. (2010c)]
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liquid level, the product gases (oxygen and hydrogen) are continuously extracted

with the use of external fans, which maintain low pressure in the system. In order to

avoid water migration through the proton exchange membrane, the pressure is

maintained at about the same level on both sides.

In a practical implementation, the photochemical reactor can be constructed with

a flat-plate–type geometry. Figure 13.40 suggests a possible practical construction.

The system possesses a transparent glassing divided in two sections: below is the

water oxidation reactor and above the water reduction reactor. The PEM is placed

behind the glassing in the lower reactor. In the lower part, there are a number of

vertical channels on both sides, which support the proton exchange membrane.

A water distribution channel and an oxygen collection channel are placed below

and above the water oxidation reactor. The space above the water reduction reactor

is free of liquid and hydrogen is collected from one of the sides. A flat-plate–type

photochemical reactor, as illustrated in Fig. 13.40, can be mounted on a tilted

position to capture 4 to 7 kWh of incident solar radiation per day.

There are many catalysts based on complex organic molecules and rare metal

active centers that are capable of splitting water, photocatalytically. A brief sum-

mary of past results is given here based on Zamfirescu et al. (2010c). Ruthenium-

based complexes based on 4-picoline and 2,20-bipyridine were synthesized; they

promote photochemical water oxidation. Bipyridine is a key chemical compound

that can be linked to a ruthenium metal active center to have the role of photo-

sensitizer, which dislocates electrons each time when the active center is hit by

photons of appropriate energy. Bipyridine is derived from pyridine C5H5N, which

is an aromatic heterocyclic organic compound. Bipyridine comprises two pyridine

rings. It has the chemical formula (C5H4N)2. A typical photosensitizer embeds a

ruthenium atom in three bipyridine molecules, and it is known as [Ru(bpy)3]
2+.
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Fig. 13.40 Possible implementation of the reactor as a flat-plate type [modified from Zamfirescu

et al. (2010c)]
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The mechanism of photocatalytic water oxidation is demonstrated in Fig. 13.41.

When the ruthenium atom is photoexcited, it enters into a metastable state

(it increases its valence by one), characterized by the ability to lose one valence

electron. The valence electron is transferred to an adjacent molecule that serves

the role of electron acceptor. After losing one valence electron, the ruthenium

atom takes one electron from the active catalytic center (typically a metal), which

is now activated. The active center is then capable of accepting electrons from

adjacent water molecules and oxidizing them. Therefore, at the active center, an

oxygen molecule and four protons are formed for each oxidizing cycle, which

consumes two water molecules. The crucial issue with the operation of this oxida-

tion mechanism is the nature of the electron acceptor. The majority of electron

acceptors developed in the past are consumed in the reaction, so one must continu-

ously supply the process with fresh electron acceptors and remove the ones that are

consumed. Many types of electron acceptors are known: [Co(NH3)5Cl]Cl2,

Na2S2O8, K2S2O8, AgNO3, S2O8 or [Co(NH3)5Cl]
2+. For example, if the persulfate

S2O8
2� is used as an electron donor, the photoexcitation yields

2½RuðbpyÞ3�2þ þ S2O8
2� !hn 2½RuðbpyÞ3�3þ þ 2SO4

2�: (13.40)

The persulfate is consumed as it transforms in sulfate (SO4
2�). Once the

photosensitizer is excited, it is able to react with the water molecule at the active

center (RuO2):

4½RuðbpyÞ3�3þ þ 2H2O ������!RuO2
4½RuðbpyÞ3�2þ þ O2 þ 4Hþ: (13.41)

As observed in reaction (13.41), the photosensitizer takes one electron from

the catalyst (RuO2), which then during four catalytic cycle charges with a charge

of +4e, becomes able to split the water molecule. In general, the catalyst is in the

form of a colloidal suspension in water.
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Electron acceptor

Photons

4e−

4e− 4e−

Active catalytic centre
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Fig. 13.41 Mechanism of photocatalytic water oxidation [modified from Zamfirescu et al.

(2010c)]
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There is a limited number of recyclable electron acceptors. A possible acceptor

is methylviologen (MV2+), a chemical molecule based on the bipyridine structure.

However, coupling ruthenium–bipyridine systems with methylviologen as a

reversible electron acceptor, in order to oxidize water, is improbable because the

oxidation process is slower than the electrical charge lifetime in the system.

Another recyclable (nonsacrificial) electron acceptor is mercury-II. Oxygen gener-

ation with mercury-II as an electron acceptor show, that upon irradiation of water

containing ½RuðbpyÞ3�2þ at pH 3 and 0.01 mol/dm3 Hg(NO3)2 and colloidal RuO2

of 3.2 � 10�5 mol/dm3, the rate of oxygen production was about (1.3 � 0.3) � 10

�9 mol/dm3 min. However, the quantum efficiency of oxygen production was

rather low, that is, 0.25%.

An interesting photo-oxidation system has been proposed by Christensen et al.

(1985), which is based on iron-III as nonsacrificial electron acceptor. This was

demonstrated experimentally with a quantum efficiency of oxygen production of

about 48%. The system is based on reaction (13.41), where the recycling of the

photosensitizer is performed:

4½RuðbpyÞ3�2þ !hn 4½RuðbpyÞ3�3þ

4½RuðbpyÞ3�3þ þ 4Fe2þ ! 4½RuðbpyÞ3�2þ þ 4Fe3þ

4½RuðbpyÞ3�2þ þ 4Fe3þ !hn 4½RuðbpyÞ3�3þ þ 4Fe2þ

8>>><
>>>:

(13.42)

In the first reaction of set (13.42), the ruthenium atom increases its valence under

the influence of photonic radiation. Furthermore, the ruthenium atom recharges the

electron acceptor Fe2+ by giving one electron to it. Next time, when the ruthenium

atom is hit by the photonic radiation, it takes an electron from the active center

(RuO2) and gives it to the electron acceptor. In this mechanism, the electron

acceptor is recycled. The preparation and performance characteristics of reactions

(13.41) and (13.42) are listed in Table 13.15. The proton production rate is four

times higher than the oxygen yield rate. Based on the data reported in Table 13.15,

this is 0:172 mmol(Hþ)/dm3 s. The rate of fresh water to be added to the system is

Table 13.15 Preparation and performance characteristics of the selected water oxidation reaction

Parameter Characteristics Remarks

Photosensitizer Tris(2,20-bipyridil) ruthenium-II; ½RuðbpyÞ3�2þ 6.8 � 10�4 mol/dm3

Catalyst Colloidal RuO2 � 2H2O 4.8 � 10�5 mol(RuO2)/

dm3

Electron acceptor Nonsacrificial Fe-III in the form of

NH4FeðSO2Þ � 12H2O

0.1 mol (Fe-III)/dm3

Ionic strength

fixer

NaSO4 0.1 mol/dm3

Illumination Filtered light with l>400 nm 3,333 W/dm3

pH pH adjuster H2SO4 1.9 (optimized)

O2 yield rate At quantum efficiency of 48% 0:043 mmol/dm3 s

Data from Christensen et al. (1985)
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double the moles of produced oxygen. According to reaction (13.22), it is then

0:086 mmol/dm3 s.

For photocatalytic water reduction, the method by Brewer and Elvington (2006)

attracts much attention because of its ability to generate multiple photoelectrons

with specially designed molecular complexes. With a 5-W monochromatic LED

array, the yield of hydrogen was a maximum 10.9 mmol in 4 hours for a wavelength

of 470 nm (blue light). Brewer and Elvington measured the produced hydrogen,

both in the gas phase (above the reactor) with a chromatograph, and dissolved

in liquid, which was calculated using Henry’s law, with the reported solubility of

hydrogen in various solvents.

In total, Brewer and Elvington investigated seven molecular complexes, of

which four have been dissolved in water and three in a solution of acetonitrile

(CH3CN). The molecular compound that showed the maximum yield was

[{(bpy)2Ru(dpp)}2RhCl2](PF6)5 in a basic aqueous solution of pH 9.1. This molec-

ular complex has two 2,20-bipyridine (bpy) branches that embed one ruthenium

(Ru) atom each. The Ru atom is the light absorber (LA), and it transfers one

electron each time it is hit by a photon. Table 13.16 show the parameters of a

selected water reduction system based on Brewer and Elvington’s work.

Bipyridine has the role of a terminal ligand (TL) that possesses the quality

of long-lived metal-to-ligand charge transfer excited states. This facilitates the

presence of an electrical charge in the system for enough time to react with the

water molecule (as mentioned also above). The complex (dpp) represents 2,3-bis

(2-pyridil)pyrazine, which has the role of a bridging ligand that transfers the

electrical charge to an electron collector, which is a metal atom, in this case

rhodium (Rh). This molecular complex is unique and shows effectively the water

reduction to hydrogen. The two-branch complex with Ru light-absorbing atoms

can collect up to four electrons and convert trivalent Rh to monovalent Rh, which

further reduces the water molecule. This feature is unprecedented and allows for

multielectron photochemistry.

The following issues affect the design of the photocatalytic water splitting

device:

l The volume (and therefore the content of chemicals) of the reactors must

be adjusted so that the two reactors can be coupled by the interface condition.

The flow rate of protons produced in the oxidation reactor must be the same as

Table 13.16 Preparation and performance characteristics of the selected water reduction reaction

Parameter Characteristics Remarks

Molecular device [{(bpy)2Ru(dpp)}2RhBr2](PF6)5 dissolved in CH3CN 65 mmol/dm3

Electron donor N,N-dimethylaniline (DMA) 1.5 mol/dm3

Illumination Monochrome light with l ¼ 470 nm and l ¼ 520 nm 400 W/dm3

pH pH adjuster CF3SO3H 9.1 (optimized)

H2 yield rate Maximum achieved during 3 tests at l ¼ 470 nm 0:085 mmol/dm3 s

H2 yield rate Maximum achieved during 3 tests at l ¼ 520 nm 0:024 mmol/dm3 s

H2 yield rate Averaged for solar radiation 0:054 mmol/dm3 s

Data from Brewer and Elvington (2006)
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the flow rate of protons crossing the membrane, and the same as the number of

reduced protons in the water reduction reactor.
l The surfaces exposed to solar radiation of each reactor must be calculated so that

the reaction conditions for the illumination are met.
l The parameters of two fans must be specified (flow rate per capacity of reactor)

to ensure that the oxygen and hydrogen are swept out at the rate corresponding to

the reaction.
l Amass flow controller for dosing fresh water must be programmed to deliver the

required water in the oxidation reactor and thus maintain the desired pH.

Based on the above issues, the main parameters characterizing the design

geometry are listed in Table 13.17.

The overall result, however, is hydrogen and oxygen generation, without the

consumption of any chemicals except the electron donor DMA, which is converted

into DMA+ in the photocatalytic water reduction reactor. Recycling of the DMA+

to DMA can be implemented, possibly, through an electron conducting media

between the two reactors. In this way, iron-2 could be converted faster to iron-3

in the water oxidation reactor simultaneously with conversion of DMA+ to DMA in

the water reduction reactors. In fact, in such a setup Fe2+ donates one electron

to DMA+. This hypothetical electron transfer process remains to be proved

experimentally.

13.4.4.2 Biophotolysis for Hydrogen Production

Another light-driven process is biophotolysis, which is a photonic-driven biochem-

ical hydrogen production process from water. The photosynthesis process used by

green plants to convert solar radiation into biochemical energy can be adapted to

some extent for hydrogen generation and stands at the base of biophotolysis.

Production of hydrogen through biophotolysis can be classified as direct or indirect

types and photofermentation type (Kotay and Das 2008).

In biophotolysis, some microorganisms sensitive to light are used as biological

converters in a specially designed photobioreactor. Themost suitablemicroorganisms

Table 13.17 Main geometric design parameters of the water splitting device

Design parameter Equation Value Remarks

Volume ratio of reactors VH2
� _n000H2

VO2
� _n000O2

¼ 2

1

VH2

VO2

¼ 1:6
_n000, mols produced per

second and volume

Area ratio of exposed

surfaces to solar radiation

VH2
� IH2

VO2
� IO2

¼ IT0AH2

IT0AO2

AH2

AO2

¼ 0:2
IH2

¼ 400W/dm3

IO2
¼ 3;333W/dm3

IT0, solar radiation
incident

Porous media configuration
_nH2

¼ 150Am

d
¼ 0:054VH2

Am

d
ffi 70 _nH2

Am

d
, in mm2/dm2

_nH2
, in mmol H2

produced per second

Data from Zamfirescu et al. (2010c)
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are microalgae because they exhibit hydrogen evolution and can be cultured in closed

systems that can permit hydrogen capture. Microalgal strains can be cultured that

exhibit high hydrogen yields. One remarkable advantage of biophotolysis is to

produce hydrogen from water in an aqueous environment at standard temperature

and pressure. Biophotolysis is not yet developed for commercial use but is demon-

strated at laboratory scale. According to Das and Veziroglu (2008), the energy

efficiency of the method potentially can reach 10%.

Water molecule can be split through biophotolysis under the action of

Cyanobacteria, also known as green microalgae (Chlamydomonas reinhardtii)
under special conditions. These microorganisms generate and manipulate nitroge-

nase and hydrogenase enzymes in such a way that they may generate hydrogen

and oxygen from water. The bacteria that were found to be hydrogen productive

are mainly anabaena variabilis PK84, anabaena cylindica, anabaena AMC 414,

gloebacted PCC742, synechococcus PCC602, and aphanocapsa montana; also, the

microalgae chlamydomonas reinhardrii cc124 and cc1036 proved to be hydrogen

productive. The general reactions producing hydrogen from water with the help of

photoactivated enzymes can be written as follows (Das and Veziroglu 2008):

12H2Oþ 6CO2 !hn C6H12O6 þ 6O2

C6H12O6 þ 12H2O!hn 6CO2 þ 12H2

9=
;: (13.43)

13.4.5 Biochemical Methods for Hydrogen Production

Biochemical energy is stored in organic matter in the form of glucose, cellulose,

sucrose, and other complex chemicals containing, for example, adenosine tri-

phosphate, and it can be manipulated by microorganisms to extract hydrogen in

the absence or presence of oxygen. When oxygen is completely absent or is present

in very reduced quantities, the biochemical conversion of organic matter to various

forms of biochemical energy is called anaerobic digestion.

Anaerobic digestion is attractive as hydrogen production method for two impor-

tant reasons: (a) it can generate hydrogen from organic waste, and (b) it stabilizes

waste that otherwise may become a source of uncontrolled microbial growth with

the potential danger of contamination of biological species. Moreover, the digester

hardware is simple and the system is appropriate for mass production. Two types

of bacteria are used in anaerobic digestion: mesophilic (which is active at tempera-

tures of 35–40�C) and thermophilic (which is active at 55–60�C). Note that

hydrogen production is also possible by aerobic digestion, but this process is less

productive and consequently less developed at the present time, and thus is not

discussed here.

Experiments were done in both batch and flow reactors, generating hydrogen

from various biomass substrates, including sucrose, and maintaining an appropriate
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control of the hydrogen-generating and hydrogen-consuming bacteria present in the

reactor. The production rate is about 1.5 mol hydrogen per mol of sucrose in the

substrate. Clostridium bacteria positively affect the hydrogen production rate under

certain conditions. One major problem regarding reaction control in anaerobic

digestion reactors is the inhibition of methanogens, which represent hydrogen-

consuming bacteria. One possibility to eliminate these bacteria, which normally

are present in the organic substrate, is to heat the substrate for a short time at about

100�C, which kills all bacterial populations. Further, the biomass is seeded with

hydrogen-producing bacteria such as Clostridium and Bacillus species.
One of the possible chemical reactions favored by the enzymes generated by

hydrogen bacteria (viz. hydrogenase) is acetic acid fermentation from sucrose:

C12H22O11 þ 2H2O ! 4CH3COOHþ 4CO2 þ 8H2: (13.44)

In an organic substrate, both nitrogenase and hydrogenase enzymes contribute to

hydrogen production by reducing free protons according to the following general

reactions:

Nitrogenase: N2 þ 8Hþ þ 8e� þ 16ATP ! 2NH3 þ H2 þ 16ADPþ 16Pi

Hydrogenase: 8Hþ þ 8e� þ 16ATP ! 4H2 þ 16ADPþ 16Pi

)
; (13.45)

where ATP is adenosine triphosphate, ADP is adenosine diphosphate, and Pi is

inorganic phosphate which is cleaved from the ATP molecule according to the

reaction ATP ! ADPþ Pi, which releases free energy of about 30.5 kJ/mol; this

biochemical energy is used to drive the reaction.

Koutrouli et al. (2009) studied hydrogen production from water-diluted (1:4)

olive oil using anaerobic digestion. The retention time in the bioreactor was 7.5 to

30 hours as compared to that typical for methane formation from the same substrate,

namely, 10 to 20 days. The results show a thermophilic bacteria production rate 1.5

times higher than that of mesophilic ones, and it is at maximum 320 mol of

hydrogen per ton of olive pulp.

Another study, Das and Veziroglu (2008), found a hydrogen yield of 7 mol H2 per

mol of glucose. The major challenge with aerobic digestion for hydrogen production

is the reduced production rate per unit of capital investment in the facility. Remark-

able energy conversion efficiency is observed at anaerobic digestion of molasses

(which is a by-product of sugar processing), namely 28%. Based on the data compiled

by Das and Veziroglu (2008) and Kalinci et al. (2009), the cost per unit of energy

content in produced hydrogen via anaerobic digestion is compared with other tech-

nologies and with biophotolysis as shown in Fig. 13.42. In this comparison, for

anaerobic digestion it has been assumed that the process is “biological water gas

shift reaction.” This process is a relatively new method for hydrogen production

driven by bacteria that perform in anaerobic conditions, and in the absence of light the

water gas shift reaction generates hydrogen. The production cost of hydrogen by

this method, as reported by Kalinci et al. (2009), is about $24/GJ.
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13.4.6 Hybrid Methods for Hydrogen Production

All sorts of methods for hydrogen production can be combined in a complex system

aiming to generate hydrogen more effectively. Section 13.4.3 described the elec-

trothermal methods for hydrogen production. It is possible to combine electric,

thermal, and photobiochemical methods for better productivity. At the same time,

all kinds of primary energy sources (renewables, fossil, nuclear) and recovered

energy can be used in various combinations to drive the processes.

Hydrogen can also be produced by combining renewable technologies, for

example, photovoltaic and wind. These technologies are not competing with each

other; rather, they are complementing and supporting each other. On the one hand,

the wind technology can be beneficial for periods without sunshine, on the other

hand, solar photovoltaic technology can compensate when there is no wind during

the daytime. This symbiotic behavior of the two technologies ensures a better and

continuous supply of electricity to the electrolyzer to produce hydrogen. The access

power produced by the system can be stored in batteries and can be used in adverse

conditions. Another example of coupling two technologies is solar thermal and

geothermal.

The hot water from geothermal sources can further heated to the desirable

temperature (approximately 550�C) by using solar concentrating collectors and

then by using a high-temperature electrolyzer to produce hydrogen. One of the

advantages of hybrid renewable technology assisted with fossil fuel and nuclear

energy is that it ensures a continuous supply of input energy, which when using

these technologies individually sometimes can be challenging. The performance of

such hybrid systems can be better than the performance of systems that use the two

technologies separately.
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Illustrative Example: Hybrid Artificial Photosynthesis System

Here is an example of a hydrogen production method that combines photovoltaic

electricity generation with electrolysis and artificial photosynthesis. Note that there

are many other hybrid systems for hydrogen production; this example is only meant

to illustrate the general idea. As a matter of fact, sustainable development requires

not only that sustainable energy resources be used, but also that the resources

should be used efficiently. Artificial photosynthesis is a concept that not only

produces hydrogen (and food), but also improves the environment by removing

carbon dioxide and adding oxygen to the environment. This concept is a replica of

the photosynthesis of plants and algae. The two reactions involved in photosynthe-

sis, as described before, are the light reaction and the dark reaction:

l Light reaction

Light energy is absorbed by special cell membranes and transferred to chlorophylls.

Electrochemical reactions generate vital “energy-rich” biological compounds. Oxy-

gen is produced as a by-product of this process and is released to the atmosphere.

This is actually nature’s own photovoltaic energy conversion system (photosys-

tem), in which the trapped light energy is first converted into electrically stored

energy in cell membranes. The light phase requires the cooperation of membrane-

bound photochemical assemblies (also called photosystems). Each photosystem

operates in series to photochemically “charge” the membrane.

l Dark reaction

The products of the light phase, that is, the energy-rich biological compounds, are

used within cells for the formation of carbohydrate (sugars) from carbon dioxide,

via a series of biochemical intermediates in the presence of some enzymes (cata-

lysts). This process is central to the progressive chemical “assembly” of sugar

molecules from carbon dioxide and water. This is the only point at which continued

water consumption is absolutely required for carbohydrate formation, and it repre-

sents only a tiny fraction of the water supplied conventionally in plant growth.

So, the overall reaction of natural photosynthesis, including the carbon fixation

process, can be given as CO2 + H2O + Sunlight ¼ O2 + Carbohydrate.

Artificial photosynthesis is a means of achieving the aims of clean power

generation and dry food production as shown in Fig. 13.43, which is a schematic

diagram of artificial photosynthesis. The upper half shows the light reaction and the

bottom half shows the dark reaction of the photosynthesis.

The main steps in the natural photosynthesis processes of plants and bacteria

provide the models and inspiration for a totally biomimetic, industrial-scale tech-

nological approach to achieve the following specific goals:

l Electricity generation using photovoltaic systems. The power generated can

directly be supplied to the national grid.
l “Dry agriculture,” employing enzyme bed reactor systems to fix carbon dioxide

from the air or other convenient sources, powered by hydrogen and bioelectric

transducers drawing power from the national grid. These produce carbohydrates
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(food), liquid fuels, chemical feed stocks, and polymers for fiber production.

Water usage is at or near the absolute chemical minimum and thousands of times

lower than in conventional agriculture.
l Hydrogen production from seawater or other suitable water sources. Electrode

systems employing catalytic surfaces modeled on the relevant high-efficiency

active sites in photosynthetic organisms achieve the electrolytic decomposition

of water (into hydrogen and oxygen).

The economical comparison between competing energy systems should be

based on the effective costs of the services these fuels provide. The effective

costs include the utilization energy, the cost of fuel, and the costs associated with

fuel consumption that are not included in its price (so-called external costs).

External costs include the costs of the physical damage done to humans, fauna,

flora, and the environment due to harmful emissions, oil spills and leaks, and coal

strip mining, as well as governmental expenditures for pollution abatement and

expenditures for military protection of oil supplies. In economic considerations,

it is also important to compare the future costs of hydrogen (which will be

considerably lower than they are today because of the assumed market and tech-

nology development) with the future costs, both internal and external, of fossil

fuels (which unavoidably will be higher than today’s prices due to depletion,

international conflicts, and environmental impact).
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13.5 Hydrogen Storage

It is very difficult to store hydrogen in a satisfactorily dense phase so that the packed

energy density is similar to that of common fuels used today for vehicles. Based on

a higher heating value, 324 g of hydrogen have the same content as 1 kg of gasoline.

The corresponding volume of 1 kg of gasoline is about 1.3 L; if 324 g of hydrogen is

stored as gas under standard temperatures and pressure conditions, the occupied

volume is 3,932 L. At the normal boiling point (20.3 K), under atmospheric

pressure the density of the cryogenic liquid hydrogen is 70.77 kg/m3; the volume

of 324 g of liquid hydrogen is 4.6 L, which is 3.5 times larger than that of gasoline

with the same energy content. Under the standard temperature (298.15 K) and

400 bar pressure, the hydrogen gas density is 25.98 kg/m3 and the gas volume

becomes 12.5 L or 9.6 times more than the gasoline volume with the same energy

content. The following potential storage methods are considered for hydrogen:

l Compressed gas at standard temperature and very high pressure
l Cryogenic liquid at standard pressure and 20 K
l Physical binding of hydrogen molecule in a solid material matrix
l Chemical binding to synthesize a denser chemical that can later release hydrogen

For storage in any of these methods, hydrogen must be purified to an accep-

table degree; for compressed storage 4-ppm impurities are acceptable, while for

cryogenic storage 1 ppm is recommended.

For compressed storage, the current target is to develop commercial systems

capable of storing hydrogen at 700 bar, at which 5 kg of hydrogen occupy 125 L.

Such systems were built and tested for vehicles, but the common storage pressure

used today is 300 bar. The adiabatic compression work can be easily calculated

under the reasonable assumption of ideal gas behavior of hydrogen:

Wjs¼ct ¼
g

g� 1
RT1

P2

P1

� � g
g�1

� 1

" #
; (13.46)

where g ¼ Cp=Cv. The isentropic efficiency depends on the compression ratio;

typical values are 70% to 80% for small compression ratios of the order of 3 to 4

and 50% to 60% for larger compression ratios of 100. For compressing hydrogen at

350 bar, the expected energy consumed is around 10 MJ/kg.

Liquefaction of hydrogen implies its cooling to a cryogenic temperature; this is a

well-documented process, and there are mature technologies in industry for obtain-

ing cryogenic hydrogen. But some problems occur in this process:

l It is not possible to obtain a refrigeration effect with hydrogen at a temperature over

190K because of the “positive” Joule–Thomson coefficient of hydrogen; therefore,

liquid nitrogen is used in the first stage of cooling to get hydrogen below 190 K.
l There are two configurations of the hydrogen molecule at ambient temperature:

ortho- and para-hydrogen. At cryogenic conditions, all hydrogen converts to the
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para configuration. This process is slow, and for an acceptable rate of hydrogen

production it must be accelerated by using catalysts. Catalysts (iron-oxide) are

normally integrated in the heat exchanger that cools the hydrogen.
l The ortho-para conversion heat of 530 kJ/kg at 20 K adds to the latent heat of

condensation, which is about 450 kJ/kg; therefore, an important amount of heat

must be extracted at the proper rate in order to obtain liquid hydrogen.
l The evaporation heat of liquid hydrogen (para configuration) is rather low;

therefore, the storage tank must be extremely well insulated.

Liquefaction of hydrogen requires expensive materials (e.g., chrome-based)

that are suitable for very low temperatures; all the equipment must be placed in a

vacuum box and must be thermally very well insulated. In the first stage, liquid

nitrogen is used to cool hydrogen down to 80 K. Further cooling of hydrogen from

80 to 20 K is obtained by a special double-stage Brayton refrigeration cycle

operating with hydrogen gas. This cycle recycles the hydrogen evaporated from

the cryogenic tank; it is drawn, in a simplified way, in Fig. 13.44. After compression

to about 20 bar, hydrogen is cooled, down to 80 K. This cooling (not shown in

the figure) is done in three stages: cooling with water to 300 K, cooling with a vapor

compression refrigeration plant down to ~250 K, and cooling with liquid nitrogen

down to 80 K. With further cooling with a cryogenic cooler, the main stream

temperature is decreased to 21 K; the throttling process generates colder two-

phase liquid–vapor hydrogen introduced in the cryogenic hydrogen tank.

Above the liquid level, hydrogen vapors are always generated because of heat

penetrations. They are extracted from the tank at 20 K and 1 bar and used for

cooling the main stream of hydrogen down to 21 K; further, the vapor is compressed
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in two stages with intercooling, in the first stage, from 1 bar to about 8 bar, and in

the second stage from 8 to 50 bar. A part of the compressed hydrogen is expanded

to intermediate pressure (8 bar) and reaches 50 K.

The cold stream at 50 K is used to cool the remaining stream prior to the second

stage of expansion; before the second stage of expansion, the flow is divided into

two streams. Note that the second stage of expansion occurs also from 50 to 8 bar,

with the difference being that the flow is much colder prior to expansion. Conse-

quently, the temperature at the end of the second stage of expansion reaches around

30 K. The remaining stream is cooled further down to a little above 30 K prior to the

final expansion process that occurs in a throttling valve, after which the temperature

of the hydrogen stream reaches 30 K.

Cryogenic hydrogen is normally stored in double-wall stainless steel vessels

with vacuum between the walls. The typical evaporation losses due to heat pene-

tration with current storage tank technology vary between 0.3% and 5% per day.

The energy associated with the liquefaction process is estimated to be an average of

50 MJ/kg of hydrogen, which adds substantially to the hydrogen cost. It is,

therefore, important to reduce the greenhouse gas emissions associated with hydro-

gen liquefaction. This can be done by using renewable energies to drive the

liquefaction process. Kanoglu et al. (2007) studied the ways of using geothermal

energy for hydrogen liquefaction. They suggested that the best way of doing this is

by using one part of the geothermal energy to drive an absorption cycle that

precools the hydrogen gas, and another part of the geothermal energy to generate

electricity that drives the liquefaction plant.

There are two processes that can be applied for storing hydrogen in a solid

matrix: physisorption (absorption of molecular hydrogen by a solid structure) and

chemisorption (dissociation of the hydrogen molecule and bonding of the protons

with the metal lattice). Many metal-hydride–based methods were developed for

both physisorption and chemisorption of hydrogen. In general, they require some

thermal energy at the discharging phase, and some cooling should be applied to

enhance the efficiency of the hydrogen charging process.

Some chemical elements such as sodium, lithium, magnesium, and boron can

create hydrides (called “chemical hydrides”) that store hydrogen more densely than

is possible in metal hydrides via physisorption and chemisorption. Decomposition

of chemical hydrides is irreversible. Therefore, sophisticated processes must be

put in place to recycle the chemical compounds after the hydrogen is released. Two

processes are possible for hydrogen evolution from chemical hydrides, namely,

thermal decomposition and hydrolysis. Examples of simple chemical hydrides

are NaH, LiH, CaH2, MgH2, and various boron hydrides with the general formula

MBH4, where M represents a metal from the series Na, K, and Li. A general

representation of chemical hydride hydrolysis is MHn + nH2O ! nH2 + M(OH)n.

During hydrolysis, the chemical hydrides release heat. An example, is the

hydrolysis of sodium borohydride, which occurs as follows:

NaBH4 þ 2H2O ! NaBO2 þ 3H2; (13.47)
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and which releases heat of 67 kJ/mol of hydrogen. Note that sodium borohydride is

nonflammable and nonexplosive and allows hydrogen generation as in Eq. (13.47)

at about 80�C over ruthenium or platinum catalysts.

Ay et al. (2006) investigated hydrogen release from sodium boron hydride,

which is produced from sodium tetraborate (Na2B4O7), which is decomposed at

400� to 500�C under hydrogen atmosphere, endothermically. They found that the

release of hydrogen from the formed sodium borohydride can occur under atmo-

spheric pressure and temperature in the range of 25� to 40�C. The reaction of

sodium borohydride synthesis, according to Ay et al. (2006), is as follows

Na2B4O7ðsÞ þ 16NaðsÞ þ 7SiO2ðsÞ þ 8H2 ! 4NaBH4ðsÞ þ 7NaSiO3ðsÞ: (13.48)

Note that sodium tetraborate (known also as borax) is naturally found as a

mineral; the largest borax reserves are in Turkey; other countries having significant

borax reserves are the United States, Chile, China, and Romania.

One interesting possibility for storing hydrogen in solid form is to first produce

ammonia from it, and then absorb the ammonia gas in metal amines. This solution

has been investigated by Sørensen et al. (2008), who found that up to six molecules

of ammonia can be bound weakly by magnesium chloride to form Mg(NH3)6Cl2,

which embeds 109 g/L of hydrogen and 92 g/kg of magnesium ammine; recall

that liquid hydrogen density is 71 g/L. The release of ammonia can be obtained

by thermal desorption, and the process is reversible; that is, by applying proper

cooling, ammonia is absorbed back in the form of ammine.

To completely release the ammonia according to the formula MgðNH3Þ6Cl2 !
6NH3 þ MgCl2, the associated desorption heat needed is 218 kJ/mol; further, 1 mol

of ammonia generates 1.5 mol of hydrogen according to the decomposition reaction

NH3 ! 1:5H2 þ 0:5N2, which needs at least 68 kJ/mol of ammonia; thus, in order

to release 1 mol of hydrogen from the metal amine, the thermal energy must be

higher than 191 kJ. This energy can be provided by a heat recovery process or by

solar energy (if applicable) or by combustion of the released hydrogen itself. In the

last case, accounting for the higher molar heating value of hydrogen of 284 kJ/mol,

the remaining energy after the hydrogen that is extracted from the ammine is 93 kJ/

mol of hydrogen, a value that reflects the price of generating hydrogen from salt.

Nevertheless, metal amines are an attractive solution for hydrogen storage, but one

must account for the diminishing of the calorific value due to hydrogen extraction,

or alternatively, this method of storage should be applied where some combustion

heat can be recovered to drive the ammonia cracking reaction itself.

Hydrogen storage in the form of ammonia has been recognized as an attractive

possibility. In this solution, hydrogen can be converted to ammonia by the well-

established Haber–Bosch process. The advantages of ammonia as a hydrogen

source and storage medium are analyzed in Chapter 7. Storing hydrogen chemically

in the form of urea is also an attractive solution, as urea is very stable, can be stored

for a very long time, and can be safely transported. Urea is a particulate material

delivered in small-size prills. It can be combusted as it has a low calorific value

comparable to that of wood, that is, about 10 MJ/kg. The average price of urea

is $0.30 per kg.
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Urea can be synthesized from biomass or other renewable energy sources so that

the result can be a CO2-free fuel. Urea, with the chemical formula CO(NH2)2, is

extensively produced in industry and is used as fertilizer. It is considered a nontoxic

substance, and several car manufacturers use it in their passenger vehicles for NOx

exhaust reduction. Currently, urea is synthesized from natural gas or petroleum and

is then reformed to produce hydrogen. The hydrogen, therefore, is combined with

nitrogen (taken from air) to obtain ammonia, which is eventually combined with

CO2 to produce urea. It is simple to produce urea starting only from biomass

sources. Another path to synthesize urea is via hydrogen production from renew-

able sources (e.g., water electrolysis, thermochemical or photocatalytic water

splitting, etc.). The hydrogen is then combined with nitrogen to generate ammonia

and with CO2 to produce urea.

Carbon dioxide can be recovered from cement factories or power plants, taken

from biomass combustion, or extracted from atmospheric air. In any of these cases,

the produced urea is either a zero carbon or low carbon hydrogen source. To extract

hydrogen from urea is relatively straightforward as discussed in the next illustrative

example. A case study demonstrating the benefits of gasoline–urea or diesel–urea

co-fueling is demonstrated in Chapter 6.

Ammonia-based compounds, as shown in the above example of urea, have a

good capability of hydrogen storage and release. One of the most promising

ammonia-based storage methods is ammonia borane with the chemical formula

NH3BH3, which contains 120 g of hydrogen per liter in a weight concentration of

19% (Karkamkar et al. 2007). Ammonia borane releases hydrogen by thermal

cracking according to the following reaction evolving at successively higher

temperatures:

2NH3BH3�!<120�

CðNH2BH2Þ2 þ 2H2

ðNH2BH2Þ2�!	150�

CðNHBHÞ2 þ 2H2

ðNHBHÞ2�!>500�

CBN þ 2H2

9>>>>>=
>>>>>;
: (13.49)

Therefore, one molecule of ammonia borane can release three molecules of

hydrogen if heated at over 500�C. An interesting factor is that ammonia borane can

release hydrogen at temperatures lower than 120�C; if properly conducted, the

decomposition reaction can release hydrogen even at room temperature. Releasing

hydrogen at a low temperature is a crucial characteristic for storage systems used

for the cold start-up of engines.

Figure 13.45 presents the hydrogen storage density that is possible with various

technologies. The storage density is presented in two different ways. On the

horizontal axis, it is the volumetric storage density in kg of hydrogen per unit of

volume of storage facility. On the vertical axis, the energy embedded in the quantity

of hydrogen that can be released by the storage is presented; this amount is given

per unit of mass (kg) of the storage facility (tank). The ammonia-boron compound

with the chemical formula NH4BH4 appears to be the densest hydrogen storage.
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13.6 Hydrogen Transportation and Distribution

It is interesting to estimate the total cost of hydrogen, including its production,

distribution, and storage. Depending on the production method, the hydrogen costs

vary from $1/kg at coal gasification to $9.50/kg using solar energy for electricity

generation that in turn is used for water electrolysis (see also Zamfirescu and Dincer

2009b). After production, hydrogen is stored at the manufacturer’s location for a

certain period prior to delivery. Liquefaction adds at least 30% to the hydrogen

price per kg, and on top of that one must add the energy consumed to keep the

storage tank at cryogenic temperatures during the storage time.

The minimum cost penalty for hydrogen storage (when hydrogen is stored for

1–3 days) is CN$0.30/kg for compressed H2 and CN$0.70/kg for liquefied H2.

Hydrogen distribution to the consumption points is also expensive. If one assumes,

for example, that the hydrogen transport is made in pressurized containers

at 345 bar, the transported energy content is 8 GJ/m3, that is, a four times smaller

amount than for gasoline (32 GJ/m3). The high explosion risk of hydrogen

raises the price even more because of the required safety measures. Due to these

factors, the estimated minimum cost of hydrogen distribution is ~$1/kg H2. Thus,

if one considers the production, storage, and distribution costs, the minimum

expected hydrogen price at delivery point should be ~CN$2.50/kg if produced

from coal, and ~CN$11/kg if produced from solar energy-driven water electrolysis.

Chapter 7 showed that the storage and distribution of hydrogen in the form of

ammonia is more advantageous than its storage and distribution as cryogenic or

compressed gas.
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13.7 Hydrogen Utilization

Hydrogen is a basic chemical that is used in many industrial processes in the

chemical industry, glass production, oil refining, and metallurgical processes.

The projected hydrogen economy is based on hydrogen use as fuel and energy

carrier medium. In industry, the use of hydrogen is mostly as a reactant, for

ammonia production, methanol production, and petroleum processing. In the

electronics industry, hydrogen is used for silicon tetrachloride reduction to silicon,

which is needed for semiconductor processing. In the metallurgical industry,

hydrogen is used to remove oxygen in annealing, sintering, and furnace brazing.

In nuclear power reactors, water dissociates under neutron flux, and hydrogen

is used to scavenge the oxygen and impede the possible corrosion that it can

produce. The aerospace industry makes significant use of hydrogen as fuel; liquid

hydrogen and liquid oxygen propel most rockets. Very promising applications of

hydrogen are the fuel cells that can produce clean electricity, without green-

house gas (GHG) emission at the utilization side. Moreover, hydrogen is proposed

as a fuel for internal combustion engines for improved efficiency and to lower

the emissions.

Forty million tons of hydrogen are produced worldwide per year for refinery

and industrial uses. In Canada, a country highly engaged in hydrogen economy

development, hydrogen is utilized in large quantities as a feedstock for various

chemical processes in industries and refineries. According to the Canadian

Hydrogen Association (CHA), Canada produces more than 3 Mton of hydrogen

per annum (CHA 2010). In the past, hydrogen was used in Canada for four main

purposes: oil refining, ammonia production, methanol production, and process gas

in the metallurgical sector. Presently, there is significant use of hydrogen in Canada

for upgrading heavy oil from the oil sand sites of Alberta. Based on statistical data

compiled by Taylor (1983) and the CHA (2010), the present, past, and predicted

future hydrogen utilization in Canada is shown in Fig. 13.46. In the past, the oil

refining sector and ammonia production accounted for 40% of Canadian hydrogen

utilization. At present, it is observed that the sectors of oil refining and heavy oil

upgrading increased their share of utilization to 46%. It is predicted that by 2025

their share will reach 62%.
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Hydrogen utilization for ammonia production decreased in Canada by 5% in

20 years, and it is predicted to decrease by another 10% in the next 15 years.

It appears that by 2025 methanol production will consume 6% of produced hydro-

gen, while 7% of hydrogen will be used in metallurgy.

13.8 Fuel Cells

A fuel cell is a device that conducts the electrochemical reaction between hydrogen

and oxygen to produce water and generate electricity. Fuels other than hydrogen

can also be used in some special configurations. The primary application of such

devices is in sustainable power generation. The basic structure of a fuel cell is

represented in Fig. 13.47. It comprises an electrolytic bath and two electrodes. Fuel

cells were developed starting in 1838–1839 with phosphoric acid as the electrolyte,

and continued in the second half of the nineteenth century. In the twentieth century,

various research programs led by the National Aeronautics and Space Administra-

tion (NASA) and other spatial agencies further developed fuel cells. Several kinds

of fuel cells are available today with both liquid and solid electrolytes.

Hydrogen is fed at the anode of the fuel cell, where it enters in contact with a

porous media electrode that is permeable to protons and has a positive charge.

Because of the positive charge of the electrode, the valence electrons of the

hydrogen molecule are dislocated, and thus the molecule breaks apart, forming

two protons, according to the following anodic reaction:

H2ðgÞ ! 2HþðaqÞ þ 2e�: (13.50)

The electrode is continuously depleted from electrons by an external circuit that

establishes a current of electrons through the electrical load. Since the electrons flow

from the anode to the cathode as shown in Fig. 13.47, for the exterior circuit the anode

Hydrogen
Oxygen

Water

Electrons

Electric load

D.C. current

H2 2H++2e−

0.5O2+2H++2e− H2O

Anode (−) Cathode (+)

Protons

Fig. 13.47 Schematic illustration of the basic fuel cell principle
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appears to be the negative electrode, and the cathode is the positive one. The protons

that traverse the porous anode are submerged in an electrolytic solution subjected to a

coulomb electric field that drives them from the anode to the cathode. The protons

permeate through the cathode, which being at a positive charge allows for the more

complex reaction ofwater formation. During this process, the oxygenmolecule that is

fed through the oxidant stream at the cathode side (see Fig. 13.47) receives additional

electrons that interfere with its valence electrons; consequently, the oxygenmolecule

is split apart and each of the resulting ions becomes able to react with two protons and

form two water molecules; the cathodic reaction can be written as follows:

2HþðaqÞ þ 0:5O2 þ 2e� ! H2O: (13.51)

The above reaction generates energy in the form of heat and electricity. Both

these forms of energy are very important commodities for humankind. Conducting

the water formation reaction in a fuel cell presents some advantages with respect to

direct combustion, namely:

l One can cogenerate electricity and heat more easily.
l The temperature level of the cogenerated heat can be adjusted to correspond to

the fuel cell and the application.
l The reaction products are much cleaner than in the case of combustion (no or

extremely little NOx is formed).
l The process is flameless and in general considered safer than combustion.

Several kinds of fuel cell have been developed, from which at least two—proton

exchange membrane and SOFCs—have achieved technological maturity. Most of the

commercially available fuel cells operate with hydrogen as the fuel. However, due to

the fact that the hydrogen’s density is extremely low, the fuel cell vehicle technology

faces a difficult technical problem, namely, to accommodate a large fuel tank while

keeping enough free/useful space onboard. As a consequence, fuel cell vehicle

makers are struggled to reduce the size of the fuel cell system while maximizing its

power generation capacity. As already mentioned above, it is also possible to use

fuels other than hydrogen. This can be done either through specialized fuel cells,

or by reforming, directly or indirectly, various fuels to hydrogen.

13.9 Fuel Cell Types and Classification

The main types of fuel cells are classified as in Fig. 13.48, and they comprise

three main categories based on the level of the operating temperature: low-,

intermediate-, and high-temperature fuel cells. The chemical reactions and electro-

lyte type are explained for each type of fuel cell in Fig. 13.48. Another way to

categorize the fuel cell is by the nature of ions that transverse the electrolyte. There

are two possibilities: either protons (H+) or oxygen ions (O2�) migrate from one

electrode to the other. If protons migrate, then the water formation reaction occurs
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at the cathode side. Conversely, if the oxygen ions transverse the electrolyte

solution, this implies that the water molecule forms at the anode. Looking at the

fuel cell types in Fig. 13.48, we see that PEM, direct methanol, and SOFC+ systems

have proton conducting electrolytes; also, alkaline, molten carbonate, and SOFC�
systems have oxygen ions permeating electrolytes.

The photon exchange membrane (PEM) fuel cell is the most frequently used

low-capacity and vehicular power generation system. It has a solid polymer mem-

brane electrolyte from a material known as NAFION. A PEM-based system

includes several auxiliary pieces of equipment: an air compressor, heat exchangers,

and a rather large and complicated water management subsystem. Note that the

NAFION membrane must be continuously humidified with water in order to keep

its proton conducting property. Even though PEM systems have a relatively com-

pact stack, they are rather voluminous, and on top of this, their cost is high because

they include expensive metal catalysts (platinum) at the electrodes, and their

lifetime is relatively short.

Solid-oxide fuels cells (SOFCs) with oxygen ions conducting electrolytes

(denoted SOFC� or SOFC-O2�) are characterized by stacks of relatively large

Fuel Cells

Low temperature
25-200�C

Intermediate
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200-700�C 

High temperature
700-1100�C

PROTON EXCHANGE MEMBRANE
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+
+2e

− Anode: H2+CO3
2−
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−
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−
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−
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−
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−
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+
+6e
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−
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Electrolyte: Polymer
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+
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Temperature: 150-200�C
Electrolyte: Potassium hydroxide
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PHOSPHORIC FUEL CELL

Temperature: 150-200�C
Electrolyte: Phosphoric acid

Efficiency: >40%

MOLTEN CARBONATE FUEL CELL
Temperature: 600-700�C

Electrolyte: Li/K/Na carbonate

Efficiency: 45%

SOLID OXIDE FUEL CELL (SOFC-)
Temperature: 1000�C

Electrolyte: Yttria-stabilized zirconia
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SOLID OXIDE FUEL CELL (SOFC+)

Temperature: 200-700�C
Electrolyte: Barium cerate
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DIRECT AMMONIA FUEL CELL
Temperature: 400-700�C
Electrolyte: Barium cerate

Efficiency: 40%

Fig. 13.48 Classification of fuel cells according to their operating temperature
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size and operate at a very high temperature. Their electrolyte is a solid layer of

Yttria-Stabilized Zirconia (YSZ). They may feature a less voluminous and more

cost-effective overall system than PEM systems. This fact is due to their high

operating temperature, which leads to some important advantages: (a) they are

inexpensive and have a long lifetime because no noble metal catalysts are needed

for the electrodes, (b) internal reforming of alternative fuels (e.g., methane, syngas,

methanol, ammonia) to hydrogen is facilitated so that SOFCs can use a smaller fuel

tank, (c) the exhaust gases possess high exergy that can be converted into additional

power and low-temperature heating.

One major drawback of SOFC� systems that probably impededs their expansion

on low capacity and vehicular applications is represented by their rather long start-

up time. It has been suggested that this drawback can be solved by using an SOFC-

PEM combination. During start-up, the electricity of an SOFC-PEM system is

generated only by the PEM, which has a reasonably short start-up time. At steady

operation, when both cells operate, the heat generated by the SOFC is used for

reforming the fuel to be delivered downstream to the PEM.

However, as has already been demonstrated, the design of such a system entails a

large number of auxiliary components and thus is rather costly, has a short lifetime,

and requires a voluminous amount of solution with respect to the generated power.

As mentioned above, in SOFC�systems the oxygen ions (O2�) traverse the elec-

trolyte from cathode to anode, where they react with the supplied hydrogen to

produce steam and release the reaction heat. During this process, at the anode, the

hydrogen is consumed and the steam is generated, and thus the hydrogen’s partial

pressure decreases.

As a consequence of the low partial pressure of hydrogen, the reaction kinetics are

degraded and the only solution to compensate for this effect is to supply hydrogen in

excess. The excess hydrogen then must be consumed. This can be done in multiple

ways. One common method is to combust the excess hydrogen in an afterburner, and

the released heat is recovered or converted into work by a gas turbine. Thus, certain

amounts of NOx are formed during the combustion of hydrogen with air.

Recent advances in SOFC technology have led to the development of

intermediate-temperature proton-conducting membranes. These are electrolytic

membranes based on oxides of a metal such as barium. Therefore, these fuel cells

are solid oxide. The proton-conducting solid oxide membranes have the important

advantage of letting the protons migrate from anode to cathode. As a consequence,

the water formation reaction occurs at the cathode. This type of fuel cell is known

as a proton-conducting SOFC, commonly denoted as SOFC+ (or SOFC-H+) to

distinguish it from the traditional ion-conducting SOFC.

Complete hydrogen utilization is therefore possible (in principle) in SOFC+

systems with direct implication in increasing the system’s simplicity and compact-

ness by eliminating the need for the afterburner. Moreover, because all the hydro-

gen is reacted electrochemically at the fuel cell cathode, practically no NOx is

formed, and thus the fuel cell emission consists only of steam and nitrogen; thus, it

is clean. The SOFC-H+ technology has the potential to replace or complement

PEM-FC systems in vehicular applications because it will be inexpensive and
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compact, with high power generated per unit of volume, and it may operate at

intermediate temperature (e.g., even 300�C), a fact that makes it possible to achieve

an acceptable start-up time.

At present, certain efforts are being devoted worldwide to developing proton-

conducting membranes. In this respect, barium cerate (BaCeO3)-based materials

are identified as excellent solid oxide electrolytes because of their high proton-

conducting capability over a wide range of temperatures (300–1,000�C). By letting
the protons diffuse through the electrolyte and letting the water-formation reaction

occur at the cathode, the electromotive force and conversion efficiency of the fuel

cell is significantly increased with respect to the SOFC system.

It is speculated that the governing mechanism of proton conduction is based on

the hopping of protons between adjacent oxygen ions that are bound to the atomic

structure of the solid oxide electrolytic membrane. The protons, being extremely

small, necessitate reduced activation energy as compared to the case of oxygen ion

transport through the most advanced SOFC—membranes such as those based

on YSZ or doped ceria systems.

Moreover, the electronic conduction of barium cerate materials is much lower

than that of doped ceria under operating conditions, and this explains the superior

electromotive force, power output, and efficiency obtained with the SOFC+ sys-

tems. It also has been shown that proton conduction is enhanced at lower tempera-

tures, such as 300�C. The main problem with barium cerate is the difficulty to sinter

it in the form of a solid membrane. One option appears to be doping the barium

cerate with samarium (Sm), which allows for sintering thin membranes with a

thickness as low as 50 mm and high-power densities in the range of 1,300 to

3,400 W/m2.

Phosphoric acid fuel cells uses platinum-coated porous carbon electrodes and a

phosphoric acid electrolyte in the liquid state and kept in a silicon-carbide matrix.

The efficiency of this kind of fuel cell is around 40%. The level of temperature

required to produce steam is high, and so the fuel cell can be used for cogeneration

purposes. As compared with PEM-FC, the phosphoric acid fuel cell is more

voluminous for the same generated power.

The alkaline fuel cell potentially can reach an efficiency close to 70%. The

electrolyte is an aqueous alkaline solution of potassium hydroxide (KOH) that is

embedded in a porous matrix. If air is supplied as the oxidant, the small concentra-

tion of carbon dioxide in the intake air is large enough to convert some of the

electrolyte (KOH) to potassium carbonate (K2CO3). In order to lengthen the

electrolyte life, air is purified from CO2 with various techniques such as scrubbers

or other techniques of carbon dioxide removal (see Chapter 14). In some designs,

the liquid electrolyte is replaceable so that after a period of operation, when the fuel

cell is gradually poisoned, it can be renewed.

Molten carbonate fuel cells (MCFCs) operate at the upper limit of the inter-

mediate temperature defined in Fig. 14.48 for fuel cells (around 650�C), and it can

use fuels other than hydrogen. The fuels are reformed internally to hydrogen using
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the high-temperature heat ejected by the cell. The reformation process occurs at the

anode. These cells are very efficient, reaching a fuel-to-electricity energy efficiency

of around 60%. The MCFCs can be coupled with other thermodynamic cycles that

can convert the high enthalpy of steam and nonreacted fuel and carbon dioxide to

additional power. Moreover, the MCFCs can be used in cogeneration systems,

in which the fuel utilization efficiency can go over 85%. The electrodes do not

need to be coated with expensive catalysts; simple carbon-based, inexpensive

electrodes operate very well at the high temperature specific to these cells. The

electrolyte is a carbonate (e.g., of lithium or potassium) that is suspended in an

alumina-based porous matrix. The durability of the fuel cell is low because the

electrolyte is highly corrosive.

The direct methanol fuel cell is a low-temperature, proton-conducting, polymer-

based membrane fuel cell that is fueled directly with methanol diluted in water at its

anode. The methanol is supplied in a proportion of 1:1 molar for the stoichiometric

reaction. Direct methanol fuel cells are used for supplying low-power electronics

since they are compact and store energy at high density; however, the rate of energy

discharge (that is, the power density) is rather low.

Direct ammonia fuel cells have been recently developed as a variant of SOFC+

using ammonia as the fuel, as reviewed in Zamfirescu and Dincer (2009b,c). The

high operating temperature of SOFC+ allows for ammonia decomposition at the

anode, releasing hydrogen. The protons are formed at the anode and migrate

through the solid electrolyte toward the cathode, where the water formation reac-

tion occurs. The reaction products are nitrogen gas and steam. In general the

hydrogen utilization is very high, as this characteristic is typical of SOFC+ systems.

The energy efficiency of the duel cell stack may reach 55%.

Fuel cells can also be classified according to other criteria:

l Cell and stack design

– Planar (flat-planar, radial-planar)

– Tubular (microtubular, tubular)

– Segmented-in-series (or integrated-planar)

– Monolithic design

l Type of support

– Self-supporting (anode-supported, cathode-supported, electrolyte-supported)

– External-supporting (interconnect-supported, porous substrate supported)

l Flow configuration

– Co-flow

– Cross-flow

– Counter-flow

l Fuel reforming type

– External reforming

– Direct internal reforming

– Indirect internal reforming
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13.10 Fuel Cell Systems and Applications

Fuel cells have many applications, notably in stationary, mobile, automotive,

backup, auxiliary, and portable power generation, transportation technologies,

specialty vehicles, small and large distributed generation, district power and heat-

ing, various military and space applications, and systems for pure oxygen produc-

tion. Fuel cell applications can be roughly classified into four categories: power

generation; transportation; specialty applications (military, aerospace, medical);

and multigeneration applications (Fig. 13.49). In multigeneration applications, the

fuel cell system generates multiproducts like power, heating, oxygen, and water.

When used for any application, a fuel cell stack must operate within a more

complex system that has the function of supplying fuel and oxidant at appropriate

pressure and temperature, recovering heat and work internally (when possible),

and expelling heat, water, and reaction products. In many cases, the fuel cell stack

must be insulated and maintained at an optimum operating temperature. Also, the

balance of the plant has the role of ensuring the start-up and shut-down operations

and regulating the system to operate at partial load and full load. In what follows,

we present some typical fuel cell systems, including the fuel cell stack and the

balance of the plant.

A typical PEM fuel cell power plant (including the fuel cell stack and the balance

of the plant) is presented in Fig. 13.50. The diagram comprises a hydrogen tank,
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Fig. 13.49 Classification of fuel cell applications
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pressure regulator, humidifiers, fuel cell stack, radiator, cooler, air compressor,

and water recycle pump.

Both the hydrogen gas and oxygen gas must be humidified before entering the

fuel cell stack because the NAFIONmembrane works only under humid conditions.

The system normally operates at temperatures under 100�C and pressures slightly

above the atmosphere. In these conditions, the formed water is in a liquid state. The

system continuously generates water when it runs. A part of the water is maintained

in the system for hydration purpose. The other part can be expelled (e.g., by

spraying it out) or stored. However, storing water may raise problems when the

system is applied to an auto-vehicle. The most important feature of the PEM-FC

power plant is its fast start-up. Some electric power must be stored in a common

accumulator battery as is needed for running the air compressor and the pump at

start-up.

Figure 13.51 shows an SOFC+-based system for power generation, which

comprises the SOFC+ stack, a turbocharger, four compact heat exchangers, a

hydrogen fuel tank, and a pressure regulating device. Hydrogen is provided at

state point 11 of the diagram. After the pressure regulator, the hydrogen supplies

the power generation system at point 12, and then is preheated in two steps through

points 12–13 and 13–14.

Air taken from the surroundings at point 1 is compressed in the turbocharger,

delivered to the air-preheater at point 2, and then to the fuel cell stack at point 3.

The exhaust of the fuel cell, consisting of oxygen-depleted air and steam, is

directed toward the turbine inlet at point 4 and expanded with work recovery up

to state point 5. The hot exhaust at point 5 is used to preheat the two reactants:

air (point 7–8) and hydrogen (points 6–8 and 8–9), and then either released

to the ambient air or used for heat recovery in an additional heat exchanger

(point 9–10).
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Fig. 13.50 Simplified diagram of a PEM fuel cell power plant

602 13 Hydrogen and Fuel Cell Systems



The conceptual design is made so that the two reacting streams, prior to being

supplied to the fuel cell stack, are preheated to the same temperature in an equal

number of two steps. In fact, the air temperature at point 2 is the same as the

hydrogen temperature at point 13, and the air temperature at point 3 is the same as

the hydrogen temperature at point 14.

Fuel cells that operate at a higher temperature—like molten carbonate and

SOFCs—in general must be coupled with gas turbines in order to achieve satis-

factory fuel utilization. Moreover, high-temperature heat is commonly recovered

from the reaction product of these kinds of fuel cells and used for reforming of some

high-density fuels such as compressed natural gas, alcohols, and others, to hydro-

gen. An example is given in Fig. 13.52, consisting of an MCFC with reformed

natural gas. This is a simplified diagram of a system installed recently by the natural

gas provider Embridge Inc. in Toronto, Ontario. The system is connected to the

high-pressure natural gas network at point 1.

The high-pressure gas is first preheated (point 1–2) and then expanded to

generate about 1 MW electric power from a 6,000 m3/h gas flow rate. After

expansion, a part of the low-pressure gas is sent to the distribution network to be

used for water/space heating in residences. The other part (point 5) is mixed with

water (point 6), preheated (point 7–8) and reformed (point 8–9) and supplied to the

MCFC (point 10). The resulting uncombusted anodic gases are further combusted

with additional air (point 16) in a catalytic burner (point 11–12) that delivers its

produced heat to the reformation process. The CO2-rich combustion gases (point

12) are mixed with air (point 15) and fueled to the MCFC cathode (point 17).

The heat carried by the cathode gas is recovered (point 18–19) and used to preheat

the high-pressure fuel. Fresh ambient air is used for combustion and fuel cell
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Fig. 13.51 Fuel cell power plant based on proton conducting SOFC+ technology [modified from

Zamfirescu and Dincer (2009c)]
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processing as it is compressed first (point 13–14) and then split (point 15+16).

The energy ð�Þ and exergy ðcÞ efficiencies of this system, as calculated by Rashidi

et al. (2009), are 60% and 50%, respectively. The efficiencies are defined as:

� ¼ WFC þWT �WC

LHV

c ¼ WFC þWT �WC

exch1 þ exthm1 þ n6exthm6

9>>=
>>;; (13.52)

where W represent the work per mol of fuel consumed, indices FC, T, and C mean

fuel cell, turbine and compressor, respectively, indices 1 and 6 represent the

respective state points indicated in Fig. 13.52, ex is molar exergy, the exponents

“ch” and “thm” mean chemical and thermomechanical, respectively, and n6 is the
number of mols of water mixed with 1 mol of fuel.

The SOFC systems have the great advantage of operating at very high tempera-

ture, which facilitates steam-assisted reforming of the primary fuel to hydrogen,

without the need for expensive catalysts. It was explained above that owing

to hydrogen consumption in the anode, its partial pressure decreases, which affects

negatively the chemical equilibrium and reaction rate. Thus, hydrogen is fed in

excess and is only partially consumed in the fuel cell. One method to improve

fuel utilization in the fuel cell is by recycling the product gases as illustrated in

Fig. 13.53. Recirculation from n1
CH4 mols of fuel fed results in ðz� 1Þ

ðn2CH4 þ nCO þ nH2Þ mol of unused fuel, where zn2CH4<n1
CH4 .

If product gas recirculation is not applied, then the quantity of noncombustible

gases for the system producing the same electric output would be higher

zðn2CH4 þ nCO þ nH2Þ. The system with recirculation still requires an additional
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afterburner or other system to consume the remaining fuel, but it is a fact that the

fuel utilization within the fuel cell is better. Another factor is that steam is needed

for reforming the primary hydrocarbon fuel (in the above example, the methane).

Through recirculation of product gases, steam is provided to the fuel feed side.

Depending on the operating parameter, it is possible that this steam is sufficient for

obtaining enough fuel reformation. However, in many practical situations, the

steam provided by product gas recirculation is not sufficient. Additional steam

then can be provided through water condensation from exhaust gases, followed by

water reheating and steam generation. A complete diagram of an SOFC system is

presented in Fig. 13.54.

The system use natural gas from municipal distribution lines (assumed at

6–8 bar) which is reformed with steam recovered from the product gas. Air from

the ambient is aspired by the air compressor at point 1 and discharged at high

pressure at point 2 with further preheating (point 2–3); preheated air is fed in fuel

cell at point 3. The oxygen-depleted air is discharged at the cathode side at point 4.

Natural gas enters at point 5 and is preheated (point 5–6) and mixed with
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Fig. 13.53 Product gas recycling in a SOFC system for steam reforming and better fuel utilization
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superheated steam recycled from the fuel cell stack (point 28) and extracted from

the exhaust gases (point 27). The make-up gas consisting of natural gas, steam,

uncombusted gases (hydrogen, methane, carbon monoxide) enters at the fuel cell

anode at point 7. The product gas exhaust at the anode at point 8 is split into

two streams: stream 28 (recycled) and stream 29 directed toward the combustion

chamber, where it combusts with oxygen-depleted air from the cathode (point 4),

producing hot exhaust gas at point 9.

The exhaust gas at high temperature and pressure at point 9 is expanded with

work generation in the gas turbine and retrieved downstream at point 10, where it is

split in three streams that are to be used for heat recovery (streams 11, 13, and 14).

The enthalpy of these gases is used for preheating air, preheating natural gas, and

superheating steam. After this, all three streams are mixed at point 19 and their

enthalpy is used for steam generation from recovered water in the water boiler.

Colder exhaust gases at point 20 (assumed completely combusted) are further

cooled in the water condenser, which condensates water while releasing the non-

condensable gases at point 21. The resulting water is partially drained (point 23) (or

used for other purposes), and partially recycled at point 24. The recycled water is

first pressurized (point 24–25), and then boiled (point 25–26), and the resulting

steam is superheated (point 26–27).

Note the essential difference with the MCFC system presented in Fig. 13.52,

where the natural gas reforming is done indirectly (outside of the fuel cell stack)

because of the lower temperature of the process heat. In that case, more water is

needed for the process, and this water is provided from exterior sources. In the

SOFC system all water needed by the system is separated from the combustion

gases and recycled within the system; there is no need for additional water supply.

Consequently, the exergy efficiency of the SOFC system has the potential to be

higher than in the MCFC system. The energy and exergy efficiencies can be defined

for the SOFC system as follows:

� ¼ WFC þWT �WC �WP

LHV

c ¼ WFC þWT �WC �WP

exchNG þ exthrmNG

9>>=
>>;; (13.53)

where the generated work W is given per molar unit of natural gas consumption,

indices FC, T, C, P, and NG represent fuel cell, turbine, compressor, pump, and

compressed natural gas, respectively, and ex is the molar chemical exergy, and

the exponents “ch” and “thrm” mean chemical and thermomechanical, respectively.

Granovskii et al. (2008b) calculated the energy and exergy efficiency of an SOFC

system like that presented in Fig. 13.57 and showed that depending on the operat-

ing condition they can achieve 73% to 85% (energy-based) and 72% to 85%

(exergy-based).
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13.11 Integrated Fuel Cell Systems

Fuel cell systems can be integrated with other cycles, as discussed above, to obtain

better fuel utilization efficiency. This is especially the case for fuel cells with

oxygen ion-conducting electrolytes, where water is formed at the anode and reduces

hydrogen concentration. PEM fuel cell systems do not suffer from this operating

deficiency, and, therefore, they can obtain excellent fuel efficiency by themselves;

there is no need for a downstream afterburner or other fuel-consuming system.

The need for integration of fuel cell systems with other systems stems from other

reasons in addition to that of achieving better fuel utilization. These reasons can be,

for example, using fuel other than hydrogen and applying direct and indirect

reforming, whichever is the case, or applying heat recovery for cogeneration of

power and heat or for driving a bottoming cycle for additional power generation.

In addition, fuel cells can be integrated in systems with purposes other than power

generation. An example is an oxygen production system as shown in Fig. 13.55.

This system combines a fuel cell system with a water/steam electrolyzer system.

In this approach, a high-efficiency SOFC power plant is used to drive steam

electrolysis. The SOFC system exhaust contains steam at very high temperature

along with other combustion products (mainly nitrogen and carbon dioxide).

A steam recovery unit cools the exhaust gases, condensates steam, separates

water, boils it, and superheats the steam using heat recovery from the gases

extensively.

Noncondensable gases are expelled at colder temperature. Thus, high-

temperature steam, carrying high enthalpy, is fed into a solid oxide electrolyzer

that operates around its thermal neutral point. Consequently, the electrolysis pro-

cess needs less electricity per mol of water split. The electricity is supplied by the

SOFC generator. The hydrogen produced by electrolysis is fed back to the SOFC

system in combination with methane. The system is highly effective and can

generate hydrogen at a pressure higher than the ambient—at 2 to 6 bar. Having

pressurized hydrogen as the output, any further compression as oxygen must be

stored at 200 bar or more.
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Illustrative Example: An SOEC System

Let’s assume that for the oxygen-producing system above, the energy efficiency of

the SOFC is 90% and that of the electrolyzer subsystem, operating above its

thermal neutral point, is 95%. We need to calculate the natural gas energy (with

respect to LHV) to generate 1 mol of oxygen assuming that the system operates

at 1 bar pressure.

The calculation can be made backward from the output to the input. To generate

1 mol of oxygen, we need 2 mol of water and we generate 2 mol of hydrogen.

The total energy needed to operate the SOFC at, say, 800�C is simply calculated

with EES software assuming that 2 mol of steam is fed at 950�C:
DH ¼ 2hH2Oj950�C � 2hH2

þ hO2
ð Þj800�C ¼ �483:6 kJ/mol of oxygen. The asso-

ciated entropy change is calculated similarly, but, in addition, we assume complete

conversion, that is in the inlet stream the steam concentration is 1 as well as in the

outlet streams—since the products are not mixed, the hydrogen as well as the

oxygen concentration is also 1; thus, we obtain DS ¼ �100:1 J and DG ¼ DHþ
ð800þ 273:15ÞDS ¼ 591 kJ, both per mol of oxygen produced. Accounting

for the SOEC efficiency, the electrical energy needed to drive the electrolysis

is E ¼ �DG=0:95 ¼ 591=0:95 ¼ 622:1 kJ/mol O2. The thermal energy is Q ¼
�ð800þ 273:15ÞDS=0:95 ¼ 113 kJ/mol O2. The 2 mol of steam deliver to the

electrochemical reaction a quantity of heat Q1 ¼ 2cpð950� 800Þ ¼ 4:4 kJ while

the rest of Q2 ¼ Q� Q1 ¼ 108:6 kJ is provided by the heat recovery unit driven by
the exhaust gases produced by the SOFC subsystem. It is fair to assume 10% losses

in the heat recovery unit; therefore, the heat generated by the SOFC is

Qg ¼ Q=0:9 ¼ 125:6 kJ. In order to generate the needed electricity, the SOFC

must be supplied with 2.29 mol of hydrogen at 800�C and additionally 53.4 kJ of

heat is generated per mol of hydrogen consumed. In order to generate 125.6 kJ of

heat, the number of mols of supplied hydrogen becomes 4.7; the generated electric-

ity is 1,150 kJ, from which only 622.1 kJ are used to generate 1 mol of oxygen while

the rest, 527 kJ, is available as electricity. This calculation suggests that the oxygen-

generation system may be used for cogeneration of electricity and oxygen. Note

that 2 mol of hydrogen from the total of 4.7 are recycled internally; thus, the

consumption of hydrogen is 2.7 mol, which comes from reforming 1.35 mol of

methane.

Another integrated fuel cell system, this time operating at intermediate temper-

ature with a SOFC+ device and gas turbine, is presented in Fig. 13.56. This system

operates with ammonia and cogenerates refrigeration and electric power.

The cooling effect is produced in the ammonia storage tank, which features a

cooling coil (point 10) and is thermally insulated. When ammonia vapor is drawn

out of the tank (point 1), it removes enthalpy. Some liquid thus evaporates and

generates refrigeration.

At start-up, ammonia can be heated electrically through the heating element

(point 2). At steady operation, heating is applied in steps (2–3) and (3–4) up to

about 700�C, the temperature at which ammonia is fed into the fuel cell. There,

ammonia is decomposed catalytically at the anode and hydrogen is consumed.
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Steam is formed at the cathode and expanded at point 6 together with the resulting

nitrogen to generate power for air compression. The element (point 7) is an electric

drive-generator that during the start-up drives the air compressor, while during the

steady operation of the system it generates some electricity. Heat recovery can

be applied to the exhaust gases. The system emits only benign gases such as

steam and nitrogen.

Alkaline fuel cells also need improved fuel utilization, which can be done in

principle by recirculation of the exhaust gases. However, their operating tempera-

ture is ~200�C, which means a low enthalpy of the reaction products. Moreover, the

electrodes of the alkaline fuel cells are sensitive to poisoning, especially if the

pressure is increased. Consequently, it is not appropriate to recycle the products

or to expand them in a gas turbine. An alternative is to couple alkaline fuel cell

systems with an organic Rankine cycle operating at the bottoming side. Figure 13.57

illustrates the concept: the exhaust gases from the alkaline fuel cell are combusted

externally at constant pressure, and the combustion heat from the exhaust gases is

recovered through a heat exchanger. The heat is further transferred to a Rankine

cycle, which generates additional power. Preferably, for low- to medium-capacity

application, the Rankine cycle should run with an organic fluid.
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13.12 Fuel Cells: Analysis and Modeling

There are a number of fundamental equations from electrochemistry that must be

applied for any fuel cell modeling attempt. In addition, first law and second law

analyses together with molar balances can be written for the fuel cell itself and for

each subsystem. Reaction kinetics and chemical equilibrium are important factors

in fuel cell modeling and analysis. Fluid mechanics and heat transfer problems

occur when analyzing and designing fuel cell stacks. Optimization of geometry and

of the operating parameters is required for the fuel cell stack and the overall system.

In brief, the analysis and modeling of fuel cells and fuel cell systems are complex

problems, but they are very important for the optimized design of such systems.

In this section, we discuss various factors in fuel cell analysis and modeling.

13.12.1 Classification of Fuel Cell Models

A classification of fuel cell models is presented in Fig. 13.58. It is difficult to

classify models of fuel cells. In principle, one can categorize the model based on the

modeling level, the number of spatial dimensions taken into consideration, the

process time consideration, and the modeled processes taken into account. Model-

ing can be done at the cell level (which is the deepest analysis) and at the stack level

(which accounts for flow distribution, channeling, flow collection, temperature

distribution, spatial component concentration, etc.). Also, modeling can be done

at the system level, where the fuel cell stack is integrated into a larger system.

General thermodynamic analysis through conservation laws and specific equations

must be applied at the system level.
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The zero-dimension models consider the fuel cell as a black box, characterized

by unique parameters such as temperature, generated voltage, current density, inlet

and outlet flow rates, and concentrations. A one-dimensional approach can be

applied to planar fuel cell or to tubular configurations with axial symmetry.

Parameter variation is considered only in one relevant direction (that is across

electrolyte) while the other directions are neglected. In two-dimensional modeling,

one of the considered directions is across the electrolyte, and the other direction is

parallel with the stream flow directions in the channel (which in general is the

direction along which one observes relevant gradients of important quantities).

Models can be either steady state or transient. Most of the published models in

the literature refer to steady-state operation because it affects the design. However,

operation at start-up, heat-up, shut-down, and step-change events must be analyzed,

too. Thus, transient models are applied for these situations.

Models can also be categorized by the function of the physical–chemical pro-

cesses. In general, reaction heat must be taken into the account in modeling, as well

as the Gibbs free energy and the entropy of the overall reaction. Moreover,

chemical equilibrium should be included in the models. Other aspects to be studied
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are reaction kinetics, electric charge distribution, ohmic losses of various kinds,

diffusion of chemical species and of ionic species (Stefan-Maxwell-Knudsen), heat

transfer, and fluid flow in channels.

Fuel cell models can also be classified as macro- and micromodels. In macro-

models, porous media models are applied to electrodes, which are assumed to be

electron-conducting media. The electrode/electrolyte interface is the place where

electrochemical reactions occur. In micromodels, electrodes are considered porous

structures made of electron-conducting and ion-conducting particles. The micro-

models predict the electrochemical characteristics at the electrodes.

13.12.2 Fundamental Equations and Definitions

A number of parameters and fundamental equations are very important for fuel

cell modeling. These are reviewed in this section. The first equation introduced

here is the Nernst equation. This equation was proposed by the German scientist

Walther Nernst and can be understood if one reconsiders the Gibbs energy of

water formation based on Eq. (13.4). The water formation reaction is

H2 þ 0:5O2 ! H2O; we assume here all the reactants and the product in the gas

phase. The total electric potential generated at the electrodes of the fuel cell

comes from the Gibbs free energy of the reaction, and it is given by

DH � TDS ¼ �nFDEEL, where n ¼ 2. Treating all chemicals as ideal gases, we

find that the enthalpies do not depend on pressure HðT;PÞ ¼ HðTÞ. Therefore,
the reaction enthalpy can be calculated as if the reaction occurs at the reference

pressure P0 ¼ 1:01325 bar: Note that DH ¼ DH0ðTÞ. The reaction entropy is give-

nas the difference between the molar entropy of the products and of the reactants

DS ¼ SProducts � SReactants; thus, DSðT;PÞ ¼ SH2OðT;PH2OÞ � SH2
ðT;PH2

Þ � 0:5SO2

ðT;PO2
Þ, where PH2O, PH2

, and PO2
are the partial pressure of the species.

Recall that the entropy variation of ideal gases in isothermal transformation is

SðPÞ � SðP0Þ ¼ �R lnðP=P0Þ. Thus, DSðT;PÞ ¼ SH2OðT;PÞ � SH2
ðT;PÞ � 0:5SO2

ðT;PÞ � R ln
PH2O

P0

� �
� ln

PH2

P0

� �
� ln

h
PO2

P0

� �0:5
�. Finally,

DS ¼ DS 0ðTÞ � R ln
PH2O

PH2
P 0:5

O2

P 0:5
0

 !
: (13.54)

Thus, the maximum electric potential retrieved at the electrodes is

� nFDEEL ¼ DH 0ðTÞ � TDS 0ðTÞ � RT ln
PH2O

PH2
P 0:5

O2

P 0:5
0

 !
: (13.55)
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Expression (13.55) can be rearranged as

DEEL ¼ �DH 0ðTÞ � TDS 0ðTÞ
nF

� RT

nF

� �
ln

PH2O

PH2
P 0:5

O2

P 0:5
0

 !
; (13.56)

where the quantity � ½DH 0ðTÞ � TDS 0ðTÞ�=nF ¼ DE 0
EL is the standard cell poten-

tial (also called reversible cell voltage) at the given temperature (and standard

pressure).

This quantity is fixed. We observe that the maximum cell potential is obtained

if the second term in Eq. (13.56) is nil. This is possible if the argument of the

logarithm is 1; if PH2O ¼ PH2
and PO2

¼ P0, this fact is accomplished; however, this

is not possible in practical implementations because of various losses. Therefore,

always DEEL <DE0
EL. Several definitions follow:

l Air utilization ratio: the number of mols of oxygen utilization with respect to the

quantity fed at the fuel cell inlet Ua ¼ nO2;utilized=nO2;inlet.
l Fuel utilization ratio: similar to air utilization, it is Uf ¼ nH2;utilized=nH2inlet.
l Excess air coefficient: amount of oxygen at the inlet vs. stoichiometric oxygen:

la ¼ Uf=Ua.
l Electric current through fuel cell: I ¼ n� nH2

� F, where n is the number

of mols of electrons per reaction and F ¼ 96;485:3A/mol is the constant of

Faraday.
l Open circuit cell voltage: Voc ¼ DE 0

EL � Vohm � Vact � Vconc, where V means

voltage and the indices ohm, act, and conc represent ohmic, activation, and

concentration losses. This voltage exists between electrodes if there is no

load connected. The actual load voltage is V<Voc.
l Electric power output of the cell: W ¼ VI, where V is the actual voltage on

the load.
l Cell energy efficiency: �cell ¼ W=ðnH2;inlet � LHVÞ.
l Cell exergy efficiency: ccell ¼ W=ðnH2;inlet � exchÞ.
l Current density: the current per unit area of the electrolyte in the direction

normal to ionic flow i ¼ I=A.
l Area-specific ohmic resistance: the ohmic resistance of the electrolyte, and it

has two different components: ASR ¼ ASRcontact þ ASRbulk, where ASRcontact

represents the contact resistance per unit of area and ASRbulk represents the

summation of the resistivities of the materials traversed by ions and electrons

(copper wires/leads, electrolyte, etc.), given as per unit of area of electrolyte.
l Ohmic polarization: Vohm ¼ ASR � i, the total ohmic voltage losses.
l Concentration polarization: the partial pressure of the reactants decreases while

they diffuse through the porous layers of the electrodes; this creates an additional

voltage loss called the concentration polarization. The Vconc can be estimated

with complicated empirical equations as reviewed in Colpan et al. (2008).
l Activation polarization: any reaction needs some energy to be activated; in

the fuel cell case, the activation energy is transmitted to the ions electrically;
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this is sensed as a loss of electric potential, according to the comments in

Colpan et al. (2008):

Vact ¼ RT

F
sinh�1 i

2io;a

� �
þ sinh�1 i

2io;c

� �� �
; (13.57)

where io;a and io;c are exchange current densities at the anode and cathode, respec-

tively; these are the currents that exist at the electrode level even when the load

is not connected; the cathode and anode exchange currents balance each other

so that the total effect is nil, when the load is not connected.

In a detailed modeling of the fuel cell, the conservation laws take the form of

partial differential equations. Since in fuel cells one works with several chemical

species, the conservation equation of species becomes important; this equation is

@C

@t
þr � ðu � CÞ ¼ r � ðDrCÞ þ _S

� �
k

; (13.58)

where t is time, C is the concentration, u is the velocity vector of the species k, and _S
is the source term that takes into account the rate of apparition or disparition of

chemicals.

One important characteristic for the design and analysis of fuel cells is the

voltage– current density curve, which Fig. 13.59 illustrates for a typical fuel cell.

This kind of curve is determined from experimental measurements. Advanced

modeling can roughly predict the curve. Once the curve is available, it is possible

to use it for fuel cell optimization purpose. On the abscissa is the current density. If

the current density is nil, that is, the circuit is open, then the voltage read at the fuel

cell electrodes is the open circuit voltage Voc. The diagram illustrates also the

standard cell potential DE 0
EL and the DEEL.

At low current density, in the region indicated with “A,” the voltage losses are

dominated by the activation polarization effects. In the region where the cell

voltage decreases quasi-linearly, indicated with “O,” the ohmic polarization is the

dominant effect. In the region “C,” the concentration losses become dominant. The

actual power density delivered by the fuel cell is obtained by W ¼ Vi; therefore,
it can be calculated from the V � i diagram. It can be observed that at low current

density (no load) the power tends to zero (because i ! 0); similarly, at high

current density there is a limiting value over which the power tends to zero (because

V ! 0). The polarization losses become very high in region C. For a current density

higher than iLimiting, the fuel cell cannot generate power anymore because of the

dissipative effects that can be observed in the form of heat, Q ¼ �TDS, and
increase dramatically at high current density (see the thermal power density curve

in Fig. 13.59). At a certain current density, the power delivered by the fuel cell

represents a maximum.
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13.12.3 Case Study: Design Optimization of a Fuel Cell System

We consider here the SOFC+ system introduced above in Fig. 13.51. The aim of

this case study is to develop an optimal design of the system for maximum power

generation per unit of cell volume and maximum efficiency. The study is based on

the work of Zamfirescu and Dincer (2009c). Since the fuel cell considered here is of

the proton exchange type, some basic modeling equations relating the current

density to hydrogen and oxygen consumption and water formation can be employed

as summarized in Table 13.18. The stack is assumed to operate at the optimal

current density iopt and its corresponding maximum power density, Wmax.

All of the supplied hydrogen is assumed to be consumed by the reaction.

The current generated is proportional to the mass exchange surface of the stack
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Fig. 13.59 Voltage-current density curve of a typical fuel cell

Table 13.18 Equations for fuel cell modeling

Parameter Equation

Stoichiometric oxygen consumption _mO2s ¼ 0:0000000829iopt, kg/s
Number of moles of stoichiometric oxygen _nO2s ¼ _mO2s mO2s

�
, kmol/s

Number of moles of stoichiometric air _nAir;s ¼ _nO2s cO2
= , kmol/s

Mass flow rate of stoichiometric air _mAir;s ¼ _nAir;smAir, kg/s
Mass flow rate of air _mAir ¼ _mAir;sl, kg/s
Water consumption _mH2O ¼ 0:0000000934 iopt, kg/s
Hydrogen consumption _mH2

¼ 0:0000000105 � iopt, kg/s
Molar flow rate of hydrogen _nH2

¼ _mH2
=2, kmol/s

Data from Zamfirescu and Dincer (2009c)

13.12 Fuel Cells: Analysis and Modeling 615



(total membrane surface). The cell voltage is calculated with VC ¼ W=iopt, the cell
efficiency with �C ¼ VC=1:25, where the reversible cell voltage is 1.25 V, the heat

generated with QC ¼ Wmð1=�C � 1Þ, and lastly the heat loss through the stack’s

insulation (see Fig. 13.51) with QL ¼ USLð �Te � T1Þ.
In order to perform the calculations, a series of modeling parameters are

assumed to have constant values, as summarized in Table 13.19. These parameters

and their values are set based on some relevant engineering data for fuel cell

systems. They refer to the ambient temperature and pressure, intake air composi-

tion, turbocharger efficiency and its operating pressure, hydrogen storage pressure,

characteristics of the stack’s thermal insulation, and chemical exergies.

The heat balance at the level of the fuel cell states that the heat generated by the

electrochemical reaction QC upgrades the enthalpy of the input streams of hydrogen

(point 14) and of air (point 3) (referring to Fig. 13.51), and the energy balance for

the stack can be written as

_m14h14 þ _m3h3 þ _QC ¼ _m4h4 þ _QL: (13.59)

Two streams at equal temperature enter the stack, (points 3 and 14), and one

stream of oxygen depleted air exits at point 4. Taking into account the above-

mentioned design criterion as T14 ¼ T3, one may assume an average electrolyte

temperature as

�Te ¼ 2T3 þ T4
3

: (13.60)

Table 13.19 Summary of the parameters used in the modeling

Parameter Value

T1 25�C
P1 1.01325 bar

nN2
0.775 kmol/kmol

ech;N2
631.51 kJ/kmol

nO2
0.206 kmol/kmol

ech;O2
3,914.26 kJ/kmol

nH2O 0.018 kmol/kmol

ech;H2O 9,953.35 kJ/kmol

nCO2
0.0003 kmol/kmol

ech;CO2
20,108.5 kJ/kmol

nAr 0.0007 kmol/kmol

ech;Ar 17,998.14 kJ/kmol

ech;H2
236,100 kJ/kmol

P2 5 bar

�cmp 0.75

�T 0.85

P11 14 bar

P12 5.3 bar

USLoss 0.05 W/K
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The pressure is evaluated starting from the assumed compressor discharge

pressure P2 and by approximating the pressure losses in the heat exchangers so

that the exhaust discharges at the atmospheric pressure. It is also assumed that the

flow is turbulent and fully developed. Here, compact plate heat exchangers are

used. The pressure drop calculations entail a rough estimation of the friction

coefficient; their corresponding values range between 0.1 and 0.5 bar.

The air composition at state 4 is calculated based on the air composition in the

surroundings (through states 1, 2, and 3) and the amount of oxygen consumed and

water generated, which are

_m4;O2
¼ _m3;O2

� _mO2s

_m4;H2O ¼ _m3;H2O þ _mH2O

)
: (13.61)

Based on Eq. (13.61), the mass concentration of each air component at state 4 can

be calculated:

ci ¼ _mi

_m4

; i ¼ N2;O2;H2O,CO2,Ar: (13.62)

The enthalpy, entropy, and exergy values of each state point are calculated by

assuming the turbine and compressor isentropic efficiencies as listed in Table 13.19,

and hence, assuming that the heat losses from the heat exchangers are negligible

as compared to the heat losses at the level of the fuel cell stack (which is in fact

the component where the heat is generated and, therefore, the maximum tempera-

ture on the system occurs). The system performance is quantified here by two

parameters, namely, the energy efficiency as

� ¼
_WC þ _WT � _WCmp

_m11HHV
(13.63)

and the volumetric power density as

_W000 ¼
_WC þ _WT � _WCmp

#C þ #hx

; (13.64)

where #C is the stack volume and #hx represents the volume of the heat exchangers

used to preheat the reactants between states 2 and 3 for air and 12–13–14 for

hydrogen (see Fig. 13.50).

The volume of the fuel cell stack #C can be estimated based on the electrolyte

membrane thickness, the number of cells, and the thickness of the thermal insula-

tion. Here, we first consider a fixed fuel cell stack volume #C in the subsequent

analysis and vary the volume occupied by the heat exchangers #hx. The total

volume of the heat exchangers can be simply estimated based on their total energy

(heat) capacities:

_Qhx ¼ _Q2�3 þ _Q12�13 þ _Q13�14 (13.65)
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and a compactness factor ’ is introduced to represent the power density of the

heat exchanger as

#hx ¼
_Qhx

f
: (13.66)

Here, the typical values of ’ for compact plate-type heat exchangers are

expected to range from 100 to 400 kW/m3, respectively. In the present analysis,

we consider 300 kW/m3 as a common figure and an air stoichiometry of 3, and

perform the calculations according to the scheme presented above. As already

mentioned, the results regarding the system power density and system efficiency

are correlated to the volumetric fraction f, occupied by the fuel cell stack with

respect to the overall system volume as follows:

f ¼ #C

#C þ #hx

: (13.67)

This helps determine the amount of heat exchanger capacity and volume

required for better design, analysis, and optimization. In this regard, the results of

our calculations are presented in Fig. 13.60, in terms of variation of the average

electrolyte temperature (a) and the power density (b) with f. As the volumetric

fraction f increases, both the volume and capacity of the heat exchangers for

reactant streams heating decrease. Therefore, the hydrogen and air streams need

to be less heated and this reduces the electrolyte temperature as clearly seen in

Fig. 13.60a. As shown in Fig. 13.60b, one can observe that there is a maximum

value of the power density between these two extreme cases. The first extreme

occurs when f is low. Then, the fuel cell operates at high temperature and generates

high power; however, the overall system volume is large, due to the large heat

exchanger volumes that occupy the fraction 1 � f from the overall system.

The combination high-power/high-system volume leads to a low power density.

In the second case, one ends up with a large f, and thus the heat exchangers having
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performance; (a) variation of the electrolyte temperature; (b) variation of the power density
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smaller size (capacity) makes the fuel cell operate at low temperature and hence

to generate low power. The combination low-power/low-system volume leads to

a low power density. As demonstrated by the results obtained in Fig. 13.60b,

in between the two extreme situations is found an optimum f that maximizes the

power density.

The design problem as illustrated in Fig. 13.60b can be reformulated as an

optimization problem under constraints as follows: find the optimum system

configuration that maximizes the power generated per unit of system volume;

the system configuration is defined by the parameter f, and the volume of the

system, consisting of the stack and heat exchangers, is fixed:

maxfW000ðf Þ;# ¼ #C þ #hx;fixedg. (13.68)

The result of the optimization can be better contemplated in Fig. 13.61, where

both the power density and energy efficiency are plotted on the same graph against

the volume fraction f. In order to plot the two curves on the same graph, they

were normalized with their maximal values. Therefore, one plots the quantities

W
 ¼ _W000= _W000
max and �
 ¼ �=�max against f. As can be seen in Fig. 13.62, the

system’s geometrical configuration, as defined by f, affects the performance of

the system in terms of both energy efficiency and power density. As mentioned

before, these two parameters are important especially in hydrogen-fueled vehicles;

the designers have struggled with the problem of fitting a large hydrogen storage

tank onboard and with the problem of maximizing the driving range (Fig. 13.61).

The results shown in Fig. 13.62 suggest that there are two design options for such

fuel cell systems. The first option is to design the system for maximum efficiency.

In this case, the system configuration is such that f is large, that is, the fuel cell

stack is large with respect to the other system components (the heat exchangers).

Fig. 13.61 Variation of the system’s power density and energy efficiency with the volumetric

fraction occupied by the stack. The quantities are normalized with respect to their maxima [data

from Zamfirescu and Dincer (2009c)]
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For obtaining the maximum efficiency, the stack occupies about 75% from the

system volume (f is 0.75), as can be seen in Fig. 13.62. The second option is to

design the system for maximum power per unit of volume, that is, for more

compactness. In this case, the system configuration is such that the stack occupies

about 40% of the system’s volume while the rest of the system is occupied by the

heat exchangers. It can also be said that if a system is designed for maximum power

generation, it loses efficiency by about 20% of its maximum efficiency. This is

expected to reduce the driving range by the same percent.

In addition, if the system is designed for a maximum energy efficiency to get a

maximum driving range with a vehicle, the power density of the system is reduced

by about 40% with regard to the system for a maximum power density. Therefore,

if this option is chosen, one may end up with less useful space onboard for the

system. This is even clearer in Fig. 13.62 as the gray-shaded area for the range of

the design parameter f. It apparently ranges in between the two extreme points, that

is, 0.35 and 0.75. It is not feasible to go beyond this range. So, one can consider this

as the optimum configuration domain for design.

Furthermore, the minimum threshold of f depends on the adjustment of air

stoichiometry. Small air stoichiometry means large f and high power density,

while large l means small f and low power density. These aspects can be contem-

plated from the results presented in Fig. 13.62. As shown here, the system power

density reaches about 400 kW/m3 for an air stoichiometry of 2.

The exergy efficiency is generally defined as the useful exergy output divided by

the exergy input:

c ¼
_Wc þ _WT � _Wcmp

_m11ex11 þ _m1ex1
: (13.69)

0.32

0.37

0.42

0.47

1.95 2.45 2.95 3.45 3.95
λ

f o
pt

200

250

300

350

400

W
''',

 k
W

/m
3

.

Fig. 13.62 Optimal volume fraction occupied by the stack and the maximum power density as a
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Moreover, if the exhaust heat is recovered, the corresponding heat exergy results in

_E9�10 ¼ _Q9�10 1� T1
�T9�10

� �
(13.70)

and therefore, the system effectiveness, including heat recovery, then becomes

chr ¼
_Wc þ _WT � _Wcmp þ _E9�10

_m11ex11 þ _m1ex1
: (13.71)

The energy and exergy efficiencies of the system optimized for a maximum

power density are studied for a range of air stoichiometry values. The results are

presented in Fig. 13.63, which correlates both energy efficiency and electrolyte

temperature with l. As can be seen, the efficiency of the optimized system is less

affected by varying the air stoichiometry while the stack temperature is affected

more drastically. This remains the same if the exergy efficiency is considered

instead of energy efficiency. The energy efficiency is thus about 35%; also, the

exergy efficiency has been calculated; this is according to Eq. (13.69) around 40%

while the exergy efficiency of the system with heat recovery, calculated according

to Eq. (13.71), is 61% to 74%, depending upon the chosen excess air ratio.

In brief, it is shown that there is an optimal allocation of volumes for the various

components of the fuel cell system that leads to power maximization per unit of

system volume. If more volume is allocated to the heat exchangers, the temperature

of the preheated gases increases and so does the average cell temperature. There-

fore, the cell power density increases. However, the overall volume of the system is

large because of the volume occupied by the heat exchangers; thus, a decrease in the

system power density is induced. If the volume allocated to the heat exchangers
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Fig. 13.63 The energy efficiency and the cell’s average temperature of the optimized system as a
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is small, the average cell temperature decreases, and so does the power density of

the stack; the combination of low power and small system volume means low

power density. The optimal design configuration, as defined by the volumetric

fraction occupied by the stack from the whole system volume, is found in between

the two above-stated extreme situations.

13.13 Case Study: Environmental Impact, Efficiency,

and Sustainability Assessment

Here, we investigate three important parameters to compare the renewable energy-

based hydrogen production options and other conventional methods.

As discussed earlier, electricity is one of the energy inputs for hydrogen produc-

tion; therefore, its generation cost, efficiency, and environmental impact become

important parameters for environmentally benign and cost-effective hydrogen

production. Table 13.20 shows these parameters along with the efficiency of the

hydrogen production system using the electrolyzer unit and the environmental

impact reduction factor.

The efficiency of hydrogen production is calculated by multiplying the efficien-

cies of electricity production and the electrolyzer unit, whereas environmental

impact reduction factor can be given as

EIRF ¼ gCO2coal � gCO2

gCO2 coal

; (13.72)

where the numerator denotes the difference in carbon dioxide ejection into the

environment by conventional (coal-based) and nonconventional methods and the

denominator denotes the carbon dioxide ejection into the environment by coal-

based electricity generation. There is no carbon dioxide produced during the

electrolysis of water, but it is produced during electricity production. Hence, the

environmental impact reduction factor (EIRF) is calculated by using the carbon

dioxide emission from different sources for electricity production only.

The value of EIRF is between 0 and 1: where 1 is the best technology and 0 is the

worst for which the environmental impact is lowest and highest, respectively.

Table 13.20 shows that the conventional technologies like coal and gas are more

economical for per kWh of electricity generation, but they pollute the environment

more. However, the price of per kWh of electricity generation for coal and gas is

lower than that for the renewable energy sources. Therefore, one can say that

renewable energy sources are either cost-effective (for example, wind, biomass,

and geothermal) or are less polluting of the environment.

Further, the electricity generation efficiency of the different technologies is

given in the same table, and it is clear that some renewable sources (e.g., wind

and hydro), if not more efficient, are competitive with the conventional
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technologies (coal, gas, etc.) The efficiency of hydrogen production is greatly

affected by the efficiency of electricity production. One can see from the above

table that by using photovoltaic, wind, and geothermal, the hydrogen production

efficiency can be 2–12%, 13–28%, and 5–11%, whereas for hydro it is the highest,

that is, 47% and for coal and gas it remains between 17–23% and 23–28%,

respectively. However, for the EIRF coal is the most polluting (0.00 for coal is

taken as base case) and gas is the second highest (0.46). Wind, hydro, photovoltaic,

and geothermal energies are said to be more environmentally benign and sustain-

able sources, as the EIRF is quite high, that is 0.98, 0.96, 0.91, and 0.83, respec-

tively.

Evans et al. (2009) present sustainability indicators for some renewable tech-

nologies; wind, hydro, photovoltaic, and geothermal are ranked 1 to 4 based on the

indicators as shown in Table 13.21, with 1 being the best technology for that

indicator. The average and range were considered together, where values were

quantifiable, as there was often significant overlap between the values. Some

impact categories, such as availability and limitations as well as social impacts,

that are unable to be quantified were assessed qualitatively. In the case of limita-

tions, hydro was chosen as the least limited, due to its ability to provide base load

power, a number of suitable sites worldwide, and the flexibility of operation. Wind

was considered the second best for similar reasons. Geothermal is slightly more

limited worldwide, with fewer suitable locations. Solar is considered the most

limited, since excess power during the daylight hours is not yet able to be stored

sufficiently to provide adequate power during periods with no sunshine(nights and

on cloudy days). As far as social impact was concerned, wind was allocated the

least negative social impact, due to its benign nature. Solar was second, as careful

management during manufacturing and proper site selection mitigate its potential

negative impacts, and geothermal was third due to increased seismic activity and

pollution potential. Hydro had the largest impact, primarily due to the large number

of people and animals displaced during dam inundation. The ranking in Table 13.21

suggests that electricity production from wind is the most sustainable followed by

hydropower, and solar and geothermal were found to rank the lowest of the four

noncombustion renewable energy technologies. This ranking was provided for

Table 13.20 Mean price of electricity generation, efficiencies of electricity and hydrogen

generation, average greenhouse gas emissions expressed as CO2 equivalent and environmental

impact reduction factor for individual energy generation technologies

Energy sources US$/kWh

Efficiency

gCO2/kW h EIRFElectricity (%) Hydrogen productiona (%)

Photovoltaic 0.24 4–22 2–12 90 0.91

Wind 0.07 24–54% 13–28 25 0.98

Hydro 0.05 >90 47 41 0.96

Geothermal 0.07 10–20 5–11 170 0.83

Coal 0.042 32–45 17–23 1,004 0.00

Gas 0.048 45–53% 23–28 543 0.46
aHydrogen production considered here is by using electrolyzer unit only

Data from Evans et al. (2009)
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global international conditions, while each technology can be significantly geo-

graphically affected. For a specific geographical location, some of the listed

sustainability indicators may become more important than others.

Sustainable development requires not only that the sustainable energy resources

be used, but also that they should be used efficiently. Exergy analysis is essential to

improve efficiency, which allows society to maximize the benefits it derives from

its resources while minimizing the negative impact (such as environmental dam-

age). Exergy efficiency gives an idea not only of the amount (quantity) of useful

energy that can be completely utilized in useful work, but also of the quality of the

energy. The part of energy that is not going to be utilized for useful work is called

exergy destruction. Exergy analysis gives a realistic analysis of a system for its

possible feasibility, and the exergy destruction gives the scope for improvement in

the existing system. Another way to understand the scope for improvement or the

performance of a system is through the sustainability index, which indicates how

sustainable a system is in actual practice.

The exergy efficiency of a system can be defined in terms of exergy efficiency of

the different units involved in that particular system, for example, a photovoltaic-

based solar hydrogen system involves PV panels, a charge regulator, an inverter,

and an electrolyzer. Recall that the relation between exergy efficiency ðcÞ and the

sustainability index (SI) can be given as (Dincer and Rosen 2007)

c ¼ 1� 1

SI
; where SI ¼ 1

DP

(13.73)

and DP is the depletion factor/number defined as the ratio of the exergy destruction

rate to the input exergy rate to the system and can be given as

DP ¼
_ExD
_Exin

: (13.74)

The exergy efficiency of the system is calculated as a minimum of 3.68% to a

maximum of 4.84%. Similarly, the energy efficiency of the system is also calcu-

lated as a minimum of 4.53% to a maximum of 5.62% for comparison purposes.

Table 13.21 Sustainability indicators for some renewable energy sources

Photovoltaic Wind Hydro Geothermal

Price 4 3 1 2

CO2 emission 3 1 2 4

Availability and limitations 4 2 1 3

Efficiency 4 2 1 3

Land use 1 3 4 2

Water consumption 2 1 3 4

Social impact 2 1 4 3

Total 20 13 16 21

Data from Evans et al. (2009)
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Slightly higher values for energy efficiency can be seen, as the first law analysis

does not incorporate losses due to irreversibility.

The sustainability index for the PV array varies between 1.11 and 1.13, for both

charge regulator and inverter, between 6.67 and 10 for the electrolyzer unit is 2.08,

whereas the sustainability index of the entire system is between 1.04 and 1.05.

A higher sustainability index shows better sustainability of the process/unit.

It should be noted here that despite the higher exergy efficiency of the electrolyzer,

charge regulator, and inverter units, the system exergy efficiency remains low,

mainly because of the low PV exergy efficiency. There is a need to improve the PV

array efficiency in order to have a better sustainability index and hence better

sustainability.

The exergy efficiency and sustainability index of the different hydrogen produc-

tion methods discussed earlier are listed in Table 13.22. It is evident that the

electrolysis process has better exergy efficiency, and subsequently the sustainability

index is also high. For a temperature range of 353 to 1,173 K, the exergy efficiency

range of the electrolysis process is 58% to 86% and the sustainability index range is

(MS PAGE NO 620) 2.38 to 7.14. The biophotolysis range is the lowest of all, as the

conversion efficiency of plants is very low. The sustainability index for photoelec-

trolysis is 1.54 for the maximum theoretical efficiency of 35%.

Exergy efficiency of steam gasification of petroleum coke and coal is 17%

and 46% and the sustainability index is 1.2 and 1.85, respectively. Exergy effi-

ciency of decomposition (also known as cracking) and steam reforming of natural

gas is 46% and 32% and their sustainability index is 1.47 and 1.85. High-tempera-

ture thermolysis has a relatively low exergy efficiency (3.39%) and sustainability

index (1.04). However, its performance can be improved by coupling thermolysis

with electrolysis (also known as the hybrid thermolysis and electrolysis process).

In this case, exergy efficiency is 4.44% and the sustainability index is 1.05.

Thermochemical cycles, such as the Cu–Cl cycle, have a reasonably good exergy

efficiency range (33–65%), and its sustainability range is 1.49–2.86.

Table 13.22 Exergy efficiency and sustainability index for some H2 production methods

Hydrogen production methods Exergy efficiency (%) Sustainability index

l Electrolysis

Low-temperature (353 K) 58–64 2.38–2.78

Medium-temperature (473 K) 79 4.76

High-temperature (1,173 K) 86 7.14
l Photoelectrolysis 35a 1.54
l Steam gasification of petroleum coke 17 1.20
l Steam gasification of coal 46 1.85
l Decomposition of natural gas 32 1.47
l Steam reforming of natural gas 46 1.85
l Thermolysis 3.39 1.04
l Hybrid thermolysis + electrolysis 4.44 1.05
l Thermochemical cycle (e.g., Cu–Cl cycle) 33–65 1.49–2.86
aMaximum theoretical efficiency according to Dincer (2002)

13.13 Case Study: Environmental Impact, Efficiency, and Sustainability Assessment 625



13.14 Concluding Remarks

In this chapter, potential technologies for hydrogen production were thoroughly

reviewed. It was explained why hydrogen is important for sustainable energy

development: it is the cleanest energy carrier that can be produced from any kind

of energy source such as water or other abundant materials. There are many

hydrogen production methods. They were categorized here based on the energy

source they use, such as electric, thermal, biochemical, and photonic-based meth-

ods. Each of these kinds of energy can be obtained from primary energy such as

nuclear, fossil fuel, renewable sources, or recovered energy.

Various solar hydrogen production methods have been studied. Water electrolysis

using photovoltaic cells is the most mature method for producing hydrogen. Photo-

electrolysis is still at an early stage of development, and material cost and practical

issues have yet to be solved. The photobiological processes are also still at a very early

stage of development and thus far only low conversion efficiencies have been attained.

High-temperature processes need further material development that focuses on high-

temperature membranes and heat exchangers for solar–thermal processes. Therefore,

the world’s solar hydrogen utilization systems consist mainly of photovoltaic-hydro-

gen systems for transportation and stationary applications. Eco-friendly hydrogen

production via solar energy is very important to save the environment as it does not

emit any greenhouse gases during operation. At present, it is a challenging task for

researchers and scientists, as the exergy efficiency of the PV array is low, and hence

the overall exergy efficiency of a solar hydrogen system is low. The geothermal-based

hydrogen production is another suitable alternative that uses the renewable energy of

the geothermal water/steam to produce hydrogen using a high-temperature electro-

lyzer. Environmentally benign and sustainable hydrogen production via artificial

photosynthesis is also discussed. The EIRF and SI have been evaluated and studied

for different energy sources, and it can be concluded that renewable energy sources are

environmentally benign as they have a higher value for the EIRF. In the end, a case

study showing energy and exergy efficiencies of a hydrogen production system are

discussed in brief, as is the sustainability index of some processes. The variation

ranges of exergy efficiency and sustainability index for various hydrogen production

methods are summarized in the form of a table. It can be concluded that the hydrogen

systems with high sustainability index are desirable to ensure high exergy efficiency,

which in turn ensures high exergy output for the maximum benefit for society.

Hydrogen is difficult to store and distribute, but technologies evolve and in the

future they will become commercially available. The utilization of hydrogen is

predicted to grow, with a large share of the petrochemical industry and of agricul-

ture, where it is used as fertilizer. The use of hydrogen as fuel is expanding

constantly. Fuel cells are the main systems that utilize hydrogen fuel for power

production. They have high efficiency, a fact that justifies efforts for their improve-

ment and commercialization. Here, fuel cells were classified and their basic model-

ing and optimization issue were presented with some examples.
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Nomenclature

C Cost, $ or concentration

CI Cost index

e Elementary charge, C

E Energy, kJ

EIRF Environmental impact reduction factor

ex Specific exergy, kJ/kg

Ex Exergy, kJ

Dp Depletion factor

f Volume fraction

F Faraday constant, As/mol

G Gibbs free energy, kJ/mol

h Specific enthalpy, kJ/kg or heat transfer coefficient, W/m2K

H Enthalpy, kJ/kg

HHV Higher heating value, MJ/kg

I Solar irradiance, W, or current intensity, A

k Thermal conductivity, W/mK

LHV Lower heating value, MJ/kg

m Mass, kg

MR Mols ratio

n Number of mols

NA Number of Avogadro

P Pressure, bar

Q Heat, kJ

R Universal gas constant, J/molK

s Specific entropy, kJ/kgK

S Entropy, kJ/K

SI Sustainability index

T Temperature, K

U Overall heat transfer coefficient, W/m2K

V Voltage, V

W Work, kJ

Greek Letters

d Thickness, m

g Specific heat ratio

D Difference
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l Excess ratio

f Compactness factor, kW/m3

� Utilization efficiency

c Exergy efficiency

u System volume, m3

Subscripts

0 Reference state

C Condenser

Cmp Compresser

E Electrical

EL Electrolysis

FC Fuel cell

gen Generator

geo Geothermal

H Heating

hx Heat exchanger

hr Heat recovery

in Inlet

ins Insulation

m Material or mean

N Nernst

o Output

oc Open circuit

ohm Ohmic

ox Oxidation

OP Other product

PF Primary fuel

pmp Pump

red Reduction

S Salt

sc Short circuit

SF Synthetic fuel

SH Space heating

TH Thermal

TOT Total

W Wall

WF Working fluid
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Superscripts

ch Chemical

thrm Thermomechanical

ð Þ
:

Rate (per unit of time)

ð Þ� Average value
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Study Questions/Problems

13.1 What characteristics of hydrogen make it attractive for energy economy?

13.2 Describe the idea of hydrogen economy.

13.3 Categorize the methods for hydrogen production.

13.4 Calculate the reaction enthalpy and the Gibbs energy of water decomposi-

tion reaction at 25�, 1,000�, and 2,500�C and compare the results.

13.5 Calculate the energy efficiency of the system in Fig. 13.5 using the data

from Table 13.3.

13.6 Explain the concept of thermochemical water splitting.

13.7 Calculate the reaction heat for Eq. (13.15).

13.8 Describe the S–I cycle.

13.9 What is the difference between fuel reforming and gasification?
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13.10 Calculate the reaction heats for Eq. (13.27) at 1,000�C.
13.11 Describe the nuclear–thermal routes for hydrogen production.

13.12 What are the envisaged hydrogen production methods coupled with nuclear

reactors?

13.13 Calculate the reaction heats for Eq. (13.37) at 1,100�C.
13.14 Making reasonable assumptions, calculate the copper chlorine hydrogen

production cycle in Fig. 13.21.

13.15 Making reasonable assumptions, calculate the biomass-driven high-temper-

ature electrolysis cycle in Fig. 13.29.

13.16 Explain the principle of photocatalytic water splitting.

13.17 Calculate the reaction enthalpy for Eq. (13.43) at standard temperature.

13.18 Calculate the work needed to compress 1 kg of hydrogen from 1 bar pressure

to 800 bar according to the process described by Eq. (13.46).

13.19 Calculate the simplified Claude cycle in Fig. 13.44 under reasonable

assumptions.

13.20 Comment on the storage density of various hydrogen storage methods

according to Fig. 13.45.

13.21 Comment on the potential of ammonia borane for hydrogen storage.

Investigate the sufficiency of natural reserves of boron.

13.22 Compare the hydrogen utilization in Canada in 1983 with respect to 2010.

13.23 Describe the fuel cell principle.

13.24 Is the fuel cell operation benefited by high pressure and low temperature or

by low pressure and high temperature?

13.25 Present a classification of fuel cell types.

13.26 Present a classification of fuel cell applications.

13.27 Calculate the system in Fig. 13.50 under reasonable assumptions.

13.28 Calculate the system in Fig. 13.51 under reasonable assumptions.

13.29 Calculate the system in Fig. 13.52 under reasonable assumptions.

13.30 Calculate the system in Fig. 13.54 under reasonable assumptions.

13.31 Calculate the system in Fig. 13.56 under reasonable assumptions.

13.32 Present a classification of fuel cell modeling techniques.

13.33 Explain the equation of Nernst.

13.34 Describe the type of energy losses in fuel cells.
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Chapter 14

Carbon Dioxide Technologies

14.1 Introduction

Besides being a greenhouse gas and a major component of the carbon cycle in

nature, carbon dioxide (CO2, CAS 124-38-9) is a substance of major industrial

importance. It has a stable linear molecule in which each atom of oxygen is linked

with two strong covalent bonds to the atom of carbon. The number of industrial

processes using carbon dioxide is very large; it is used for welding; plastics;

synthetic fuel processing; oil, gas, and coal-bed methane recovery; refrigerant;

heat transfer fluid (e.g., in refrigeration applications and for gas-cooled nuclear

reactors); cryogenic cooling (e.g., dry ice); working fluid in power and heat pump

cycles, beverage and food processing and preservation; pharmaceutical and proces-

sing industry; pneumatic systems; fighting; fire; powder processing; spray painting

and coating; polymerization; separation technologies; crystallization processes;

dyeing and dry cleaning of textiles; chemical extractions; various chemical reac-

tions; and so on.

The total amount of CO2 used in industry is equivalent to about 2% of the CO2

emitted globally by power plants into the atmosphere. Therefore, capturing the CO2

emitted by power plants could be economically attractive, as the captured carbon

dioxide can be sold back to industry. Nevertheless, capturing carbon dioxide

emissions from industrial processes (e.g., power generation sector, and cement

and steel manufacturing, which are major pollutants), even if it is costly, is benefi-

cial to the environment.

This chapter reviews those carbon dioxide technologies that have a link to

sustainable energy applications.

14.2 Thermophysical Properties of Carbon Dioxide

There are many interesting properties of carbon dioxide that make it very attractive

for a large range of applications. Its main thermophysical constants are compiled in

Table 14.1. The critical point temperature is at 31.13�C at a pressure that can be

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
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considered moderate (73.75 bar); thus, supercritical carbon dioxide can be easily

obtained. The supercritical carbon dioxide is very important in separation technolo-

gies where it is used as a solvent and carrier agent. By expansion over the transcritical

region the carbon dioxide is transformed suddenly into gas, thus facilitating the

separation from products that are in the form of solid or liquid particles.

There is no liquid state for carbon dioxide below 5.18 bar (which is the pressure

of the triple point); therefore, at the standard pressure CO2 is either a gas or a solid.

Its sublimation temperature at standard pressure is �78.47�C. At these conditions,
the carbon dioxide exists in the form of carbonic ice (or dry ice), which has many

applications in food processing (making ice cream, flash-freezing foods) and in

industry (e.g., for blast cleaning).

The experimental data for the critical region of carbon dioxide are exceptionally

accurate, which means that these data are considered a benchmark for testing

general thermodynamic models of critical-point–related phenomena. There were

many equations of state for carbon dioxide developed between 1960 and 1996, as

reviewed in Span and Wagner (1996). The melting pressure has been correlated

with the temperature by Span andWagner according to a simple quadratic equation:

P

Pt

¼ 1þ a1tþ a2t2; (14.1)

where t ¼ T=Tt � 1; T> Tt. Tt ¼ 216:592K is the triple-point temperature,

Pt ¼ 0:51795MPa is the triple-point pressure, and a1 ¼ 1944:539 and

a2 ¼ 2055:4593 are two dimensionless constants (Table 14.2).

The melting curve can be observed in the P–T diagram shown in Fig. 14.1 as a

curve that separates the solid and liquid regions. In the plot, the sublimation curve and

the sublimation point at standard pressure are also indicated: this is the point of

formation/sublimation of dry ice. The available experimental data for the sublimation

Table 14.1 Main thermophysical constants of carbon dioxide

Molecular weight

(g/mol)

Critical point Triple point Sublimation

Tc (K) Pc (bar)

vc
(cm3/mol) Tt (K)

Pt

(bar)

Dhfus
(kJ/kg) Ts (K)

Dhsub
(kJ/kg)

44.01 304.13 73.75 94 216.59 5.18 204.95 194.68 571

Table 14.2 Coefficients for vapour-pressure equations (14.1–14.3) and fluid den-

sity (14.4)

i ai bi ci,L ci,V di,L di,V

1 �7.0602087 1.0 1.9245108 �1.7074879 0.34 0.34

2 1.9391218 1.5 �0.62385555 �0.8227467 0.5 0.5

3 �1.6463597 2.0 �0.32731127 �4.6008549 5/3 1.0

4 �3.2995634 4.0 0.39245142 �10.111178 11/6 7/3

5 N/A N/A N/A �29.742252 N/A 14/3
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pressure of carbon dioxide are exceptionally good and can be correlated with the

following equation from Span and Wagner (1996):

P

Pt

¼ exp a1tþ a2t1:9 þ a3t2:9
� �

= 1� tð Þ� �
; (14.2)

where t ¼ 1� T=Tt; T<Tt, and a1 ¼ �14:740846, a2 ¼ 2:4327015,
a3 ¼ �5:3061778.

The vapor-pressure line, which is the line separating the gas and liquid phases

between the triple point and the critical point, in the P–T diagram from Fig. 14.1, is

described by the vapor-pressure equation given also by Span and Wagner (1996),

namely:

P

Pc

¼ exp
X4
i¼1

aitbi
 !

=ð1� tÞ
" #

; (14.3)

where t ¼ 1� T Tc=ð Þ; Tt < T< Tc, and T;Pð Þc are the critical temperature and

pressure, respectively.

The density data of saturated liquid and saturated vapor have been regressed by

Span and Wagner (1996) with the following correlation:

rL;V
rc

¼ exp
X4
i¼1

ci;L;Vtdi;L;V
 !

; (14.4)

where index L stands for liquid and index V stands for vapor.
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Fig. 14.1 The P–T diagram of carbon dioxide
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The density variation along supercritical isotherms is presented in Fig. 14.2 for a

range of pressures from subcritical to supercritical states. The Engineering Equa-

tion Solver (EES) (Klein 2010), which implements the Span and Wagner (1996)

equation of state, has been used to calculate the data plotted in Fig. 14.2. A large

density variation across the transcritical region where a small change in pressure

produces important variation in density can be observed.

Moreover, if liquid carbon dioxide is compressed isothermally up to the super-

critical pressure, one can observe a large variation in the dynamic viscosity over the

transcritical region. These large variations in density and viscosity across the

supercritical region make carbon dioxide an excellent agent for chemical separation

technologies. Vesovic et al. (1990) developed a state-of-the-art equation for the

transport properties of carbon dioxide: dynamic viscosity and thermal conductivity.

These equations are employed here to calculate the viscosity plotted in Fig. 14.2 as

well as the thermal conductivity shown in Fig. 14.3.

The surface tension of carbon dioxide, which is an important property that

characterizes the fluid behavior at the interface with gas or solids, can be calculated

with the equation developed by Somayajulu (1988):

s g s2
�� � ¼ at5 4= þ bt9 4= þ ct13 4= ; (14.5)

where t ¼ ðTc � TÞ=Tc, a ¼ 75:9675, b ¼ �5:0913, c ¼ 3:9907. This equation is

particularly relevant for carbon dioxide because it covers all liquid domains, from

the triple point to the critical point.

The temperature–entropy diagram of carbon dioxide is presented in Fig. 14.4 as

calculated with EES (Klein 2010) software. The critical isotherm is the boldface

line to emphasize the delimitation between the supercritical fluid region and the

gaseous region. It can be observed that in the range of common temperatures and

pressures that meet in industrial practice, carbon dioxide is mostly in the supercriti-

cal fluid state. The melting line, which is indicated in Fig. 14.4, has been determined

by calculating first the melting pressure for each temperature with Eq. (14.1) and

then the associated entropy as a function of pressure and temperature.

0 5 10 15 20
0

200

400

600

800

P, MPa

r,
 k

g/
m

3

h,
 µ

P
a.

s

T=Tcrit
307K
315K
330K

350K

Carbon dioxide

C
rit

ic
al

 p
re

ss
ur

e

0 4.5 9 13.5 18 22.5
10

20

50

90

P, MPa

T=Tcriti
307K

315K
330K
350K

C
rit

ic
al

 p
re

ss
ur

e

Liquid CO2

Fig. 14.2 Density variation with pressure across the transcritical region of carbon dioxide

636 14 Carbon Dioxide Technologies



Separation of chemicals through supercritical CO2 extraction technology

involves mixing of chemicals with carbon dioxide, which transports the useful

products and—by depressurization is converted sharply in gas—separating the
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Fig. 14.3 Thermal conductivity of carbon dioxide
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products that remain in solid (powder) or liquid phase. Of major importance in these

technologies is the solubility of carbon dioxide, which, for extraction/separation

purposes, must be high. In precipitation processes, the solubility of carbon dioxide

is desired to be low to facilitate the process.

The solubility of supercritical carbon dioxide acting as a solvent can be adjusted

from liquid-like values to gas-like values. The strength of the solvent can be

quantified by the solubility parameter d, which represents the square root of the

cohesive energy density of the fluid introduced in Desimone and Tumas (2003) as

d2 ffi @u

@v

� �
T

¼ T
@P

@T

� �
v

� P; (14.6)

where u is the specific internal energy of the fluid and v is the specific volume. An

illustration of the solubility parameter for carbon dioxide, calculated based on

(14.6) and employing the Span and Wagner (1996) equation of state, is presented

in Fig. 14.5, which demonstrates the variation with one order of magnitude of this

parameter in the supercritical and transcritical regions.

14.3 Technologies Using CO2 as Heat Transfer Medium,

Refrigerant, or Working Fluid

There are a number of already mature technologies that exploit the qualities of

carbon dioxide as a heat transfer medium or working fluid. Here we mention

first dry ice, which, because of its property of being “dry,” finds many industrial
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Fig. 14.5 The solubility strength of carbon dioxide
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applications such as food preservation by chilling, food processing (e.g., ice cream),

process technology, and machining (blast cleaning). Carbon dioxide in the liquid

phase is an excellent heat transfer fluid for cooling. Such a technology is used for

commercial refrigeration systems where a central refrigeration plant cools liquid

CO2, which in turn is used to transport the cold to refrigerated displays or cabinets.

Carbon dioxide can be used also as a heat transfer fluid in advanced gas-cooled

reactors. Furthermore, CO2 can be used as working fluid in supercritical power

cycles and heat pumps. In this section, we review some relevant technologies using

carbon dioxide as either a heat transfer medium or working fluid.

Dry ice production technology is shown in Fig. 14.6, which illustrates the typical

layout of such a plant. In general, dry ice plants are coupled with ammonia plants

that produce ammonia either from coal or natural gas or other petroleum products

(e.g., naphtha). During the process, large quantities of carbon dioxide are separated

and collected. Carbon dioxide has several downstream uses such as production of

urea, production of dry ice, production of liquid CO2 to be used in various

industries, or the carbon dioxide is stored in the supercritical state.

The collected carbon dioxide is cooled as close as possible to the environment

temperature (say, down to standard temperature and pressure) and enters the plant at

state 1. There the carbon dioxide is blown over the surface of the dry ice deposit, which

has the temperature corresponding to the sublimation point at standard pressure,

which is 198.68 K. During this process, the stream of carbon dioxide cools down

by direct contact with the dry ice and by mixing with the gas that sublimated;

3

12

2

13

11

4

5

10

6

9 7

8

1

CO2 input
Standard 
P, T

Dry ice deposition
Dry ice collection Sublimation at surface

Solid-vapor injection

Va
po

r s
uc

tio
n

Condenser

14

Fig. 14.6 Typical layout of a dry ice production plant
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eventually the CO2 reaches the thermodynamic equilibrium with the dry ice such that

at state 2 the vapors are at saturation. Further, the vapors are compressed in three

stages: 2–3, 4–5, and 6–7. After each compression stage, the superheated vapors are

cooled by direct contact with cold CO2 liquid, which is at the same pressure and

saturation temperature. The direct contact cooling is made in three liquid–vapor

separators. At the discharge of the last phase, the pressure reaches about 70 bar,

which corresponds to a condensation temperature of about 29�C. The condensed

liquid at state 8 is then throttled and injected at state 9 into the higher pressure

liquid–vapor separator. The liquid collected at the bottom of this separator at state

10 is further throttled and injected at state 11 in the lower pressure liquid separator

where it helps cool the superheated vapors discharged by the first-stage compressor.

Further, the liquid accumulated at the bottom of the lower pressure separator is

collected at state 12 and expanded to standard pressure at state 13. During this process,

vapors are formed, and due to important cooling effects the remaining liquid solidifies

completely, forming dry ice flocks that deposit due to gravitational separation at the

bottom of a closed collection tray. The tray is provided with appropriate mechanical

systems to move the deposited dry ice and compact it further into large blocks or

pellets.Moreover, the tray is designed so that it allows heat andmass transfer at the dry

ice surface with the fresh CO2 stream that must be cooled prior to compression.

The P–h diagram of the dry ice manufacturing process is shown in Fig. 14.7.

Mass balance and energy balance equations can be written for each system compo-

nent to perform thermodynamic analysis. The dry ice collection tray system also

has the role of cooling the carbon dioxide intake stream.
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The mass balance for the dry ice tray is written as

_m1 þ _m13 � _m2 � _m14 ¼ 0; (14.7)

where one also note that at steady-state operation (see Fig. 14.6) the mass flow rate

of carbon dioxide that enters the compression system must be the same as the

expanded quantity, that is _m13 ¼ _m2. Therefore, _m14 ¼ _m1. On the other hand, the

energy equation is

_m1h1 þ _m13h13 � _m2h2 � _m14h14 ¼ 0; (14.8)

from which one can determine the vapor fraction in the tray, denoted here with x15:

x15 ¼ _m2

_m1 þ _m2

¼ h1 � h14
h2 � h13 þ h1 � h14

: (14.9)

The fraction of produced ice becomes ys ¼ 1� x15, and the consumed compres-

sion work to produce this quantity is

wcomp ¼ h3 � h2 þ h5 � h4 þ h7 � h6: (14.10)

If the quantity ys of produced ice is fully used for refrigeration purposes, its

enthalpy varies from h14 to h1. Therefore, the total refrigeration effect is given by

qref ¼ ysðh1 � h14Þ: (14.11)

One can define a coefficient of performance (COP) for the dry ice production

system, in a similar manner as for mechanical refrigeration systems. This can be

COP ¼ qref=wcomp: (14.12)

In Table 14.3, we present, as an example, calculated state parameters for the

system presented in Fig. 14.6. It has been assumed that the isentropic efficiency of

all compressors is 0.7. In these conditions, the calculated ice fraction is 35%, which

means that the system produces 34 kg of ice per 100 kg of CO2 compressed by the

three-stage compression station. The associated COP of the system is 1.13.

A practical indicator is 1 MJ of electricity per kg of dry ice.

Note that apart from being a refrigerant or to serve for abrasive blasting in

manufacturing processes, dry ice can be considered an excellent medium for carbon

dioxide storage, sequestration, or transportation. The dry ice density is around

1,500 kg/m3.

We illustrate in the next paragraph how carbon dioxide can be used as working

fluid or coolant in refrigeration and power cycles. In Fig. 14.8, a supercritical

carbon dioxide cycle is shown where the working fluid is pumped up to 200 bar
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and heated to 125�C before expansion at points 3!4. The calculated efficiency by

assuming turbine’s isentropic efficiency of 70% is 4.5%, while the exergy effi-

ciency is defined as

c ¼ h3 � h4 � h2 þ h1
h3 � h2ð Þ � T0 s3 � s2ð Þ ; (14.13)

where T0 is the reference temperature (27%). This kind of cycle has practically no

pinch point; therefore, one can better use the temperature of a sensible thermal

energy source; the profile of temperatures at the heat source (the hot fluid and

working fluid temperature) can be matched with each other to minimize the overall

temperature difference.

Supercritical carbon dioxide also has excellent heat transfer properties that allow

for better and more compact heat exchangers with respect to those for common

working fluids. The fact that the operation of power and refrigeration (heat pump)

Table 14.3 Calculated state parameters for the dry ice plant from Fig. 14.6

State h (kJ/kg) P (kPa) T (�C) s (kJ/kg K) x

1 �0.9383 101.3 25 �0.002199 Superheated

2 �86.86 101.3 �78.47 �0.5428 1

3 �44.86 600 �19.45 �0.4917 Superheated

4 �75.13 600 �53.12 �0.6198 1

5 �0.05486 2,000 45.07 �0.5464 Superheated

6 �69.93 2,000 �19.5 �0.7929 1

7 8.172 7,000 90.29 �0.7268 Superheated

8 �213.9 7,000 28.68 �1.433 0

9 �213.9 2,000 �19.5 �1.361 0.4882

10 �351.3 2,000 �19.5 �1.902 0

11 �351.3 600 �53.12 �1.875 0.1993

12 �420 600 �53.12 �2.187 0

13 �420 101.3 �78.47 �2.225 0.4166

14 �657.9 101.3 �78.47 �3.426 0
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cycles with transcritical or supercritical carbon dioxide works at high pressure

represents an advantage with respect to the specific volumetric enthalpy of the

working fluid, which is higher at elevated pressures. Therefore, the circulated flow

rates are smaller, and as a consequence the compressors or expanders are more

compact. Obviously, supercritical CO2 technology requires materials that resist at

high pressures in conjunction with moderate temperatures. Such materials do exist

and the associated manufacturing technology, too. For example, it is preferred that

the CO2 heat exchangers are made with microchannels extruded in aluminum plates;

such heat exchangers are characterized by high power per unit of volume and mass.

The cycle presented in Fig. 14.8, which is a special kind of Rankine cycle, can be

inverted, and in this way a carbon dioxide heat pump or a carbon dioxide refrigera-

tor is obtained. Since 1990, there has been a renewed interest in carbon dioxide as a

natural refrigerant. A number of conferences were initiated by Gustav Lorentzen as

a consequence of his seminal work in this area (Lorentzen 1994).

14.4 Supercritical Carbon Dioxide Technologies

in Process Industries

There are many processes in the industry for the separation of materials. Think for

example of a chemical reactor in which the reactants are introduced to perform the

desired chemical reaction and obtain the resulting products. However, no chemical

reaction can achieve completeness since the chemical kinetic reactions evolve until

equilibrium is reached in the reactor. Therefore, at the reactor outlet one finds, in

general, a mixture of products with unreacted reactants plus other chemical species.

Commonly, downstream of the reactor the separation of the product and the reac-

tants occurs, such that pure products exit eventually out of the process while the

reactants are recycled. Several kinds of separation technologies are available, such

as cyclones, separation by condensation or distillation, separation by freezing or

cryogenics, separation by solvents, crystallization, osmosis, and others. Separation

technologies are crucial for many kinds of chemical and physical processes in the

industry. An example from the food industry is the extraction (separation) of

caffeine from coffee beans, which can be done by distillation, crystallization, or

reverse osmosis; all these processes may involve the use of other chemicals that in

some instances are considered harmful to health. In recent years, technologies for

separating caffeine using supercritical carbon dioxide have been developed; they

have the benefit of being a nonharmful process and cost-effective. Supercritical CO2

is also used in textile dyeing in a process in which carbon dioxide it used to dissolve

the dye and to transport it to the textile material; after impregnation, the pressure is

sharply reduced to atmospheric values, and the supercritical carbon dioxide trans-

forms into gas and is collected and recompressed. Other uses of supercritical CO2

include polymerization and drug processing. Here we present some relevant tech-

nologies that use supercritical CO2 for the separation of materials.
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The system shown in Fig. 14.9 illustrates the use of supercritical CO2 for textile

dyeing. Dyeing requires a dye, which is in general a powder-like chemical, and a

solvent that dissolves the dye and transports it to the surface where it is applied.

Chemical or physical reactions, or both, occur when the dye is in contact with the

material to be covered. The solvent must be removed by a process such as drying so

that the dye remains firmly on the material. In the textile industry the most used

solvent is water. Water is needed in large quantities to transport the dye, and large

quantities of heat are needed to release the water through evaporation and drying

of the product. Supercritical carbon dioxide technology has been developed in

recent years (see, e.g., Fernandez Tumas Cid et al. 2004). The advantages of the

supercritical carbon dioxide over other common dyeing systems can be summarized

as follows:

l Supercritical CO2 is an excellent solvent to dissolve the dye, and its solubility

can even be adjusted by regulating the operating pressure and temperature.
l Supercritical CO2 has high diffusivity and low viscosity; therefore, it easily

transports the dissolved dye to the material where it is applied; this results in

faster diffusion of dye and a shorter dyeing process.
l After the fixation time period, the supercritical carbon dioxide is quickly

removed by expanding it to an ambient pressure, a process during which the

CO2 transforms into gas and separates easily from the residual dye.
l The carbon dioxide can be recycled by recompression and condensation, and

stored as pressurized liquid at standard temperature.
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Fig. 14.9 System for textile dyeing using supercritical carbon dioxide as dye solvent
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In the above concept, the textiles are placed in an autoclave that can operate at

temperatures up to about 150�C and pressures up to 200 to 300 bar. At the bottom of

the autoclave is placed a basket with powder dye. The autoclave is heated with oil

circulated in a double mantel. Supercritical CO2 is injected at the bottom of the

autoclave with the help of a pump. While passing over the powder dye basket, the

supercritical liquid-like CO2 dissolves the dye and transport it to the deposition

place—that is, the textile material. The solvent–solute fluid is recirculated with a

pump in a loop for a certain time such that the paint can penetrate the textile pores

and fix on the surface. When the process is ready, the release valve (see above) is

open and the carbon dioxide carrying the dissolved dye is expanded to ambient

pressure with work recovery in a turbine. At ambient pressure the carbon dioxide

converts in the gas phase while the dye converts back in the powder phase. In the

separation vessel, the dye is separated from the gaseous CO2, which is then

recompressed by a compression station (up to about 70 bar) and then condensed

and collected and stored in pressurized liquid form for the next use.

A general setup for the supercritical extraction and separation process that can be

applied to a variety of cases is shown in Fig. 14.10. In the extraction vessel, a blend

of materials from which one component must be extracted and separated is placed.

The carbon dioxide, which is stored in the pressurized liquid phase at ambient

temperature, is compressed to supercritical pressure and injected at the bottom of

the extraction vessel. While diffusing through the material bed, the supercritical

carbon dioxide dissolves the desired component. As discussed above, the solubility

strength can be adjusted by modifying the operating pressure and temperature. At

the top of the extraction vessel exits the supercritical fluid carrying the extracted

component. Next, this mixture is expanded sharply such that CO2 converts in the

gaseous phase and separates from the other components, which remain either in

solid (powder) or liquid (droplets) phase. The extracted material is collected at the

bottom of the extraction vessel, which operates usually at a pressure of 60–70 bar, a
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pressure at which the CO2 can be condensed at ambient temperature. Therefore, for

recycling of CO2, condensation is applied and the resulting liquid is returned in the

liquid tank. When the process ends, the CO2 is expanded to atmospheric pressure

and removed from the loop by suction in the compression station and further

compression and condensation.

A concrete example of supercritical extraction and separation can be that of

poisonous metal removal from flue gases or soil. Municipal incinerators burn

various waste materials through a process resulting in flue gas being expelled in

the atmosphere. Because of the nature of the combusted materials, the concentra-

tion of metal atoms in flue gas is high. Similarly, the concentration of poisonous

materials in soil is elevated in landfills. It is possible and effective to use supercriti-

cal carbon dioxide in combination with various chemical ligands to extract metals

from flue gas or soil (see, e.g., Kersh et al. 2000). Such metals are present in the

form of ions like Cu2+, Pb2+, Cr2+, Cd2+, and Zn2+. In the technology developed by

Kersh et al. (2000), the solvating strength of supercritical CO2 is combined with the

chemical reactivity of metal ions and the selectivity feature of organic ligands to

develop an effective method for extraction of the desired species. The extraction

efficiency can be defined as

�ext ¼ mext=minp; (14.14)

signifying the mass of the metal extracted with respect to the mass of the metal

present in the input material. Table 14.4 lists the extraction efficiency obtained by

Kersh et al. (2000) for metal extraction from dry soil using Cyanex 302 as the ligand

for a duration of the process of 40 minutes at 45�C.

14.5 Technologies for Carbon Dioxide Capture from Flue Gas

Many technological processes depend on the combustion of fuels or the incinera-

tion of materials. Combustion of fuels produces a primary source of heat at high

temperature, which can be used either directly as heat or can be converted into

electricity by power plants. In any of these situations, combustion leads to carbon

dioxide emission as a product of the combustion of any carbonaceous material.

Table 14.4 Extraction efficiency of metals from dry soil using supercritical

CO2 and a ligand

Metal 80 bar 120 bar 160 bar 200 bar

Cu 8 29 46 55

Cd 6 21 41 49

Pb 2 6 11 21

Zn 5 28 50 55

Data from Kersh et al. (2000)
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The flue gas emitted into the atmosphere is a major source of pollution and, due to

the high concentration of carbon dioxide, is a contributor to global warming.

There is obvious interest in capturing carbon dioxide from flue gases in view of

further compression or sequestration (storage) in a condensed phase. In this section,

we present the main methods of carbon dioxide capturing from flue gases.

A process that operates combustion without any emission of carbon dioxide is

usually denoted as a “zero emission process.” One can thus have zero emission

power plants, zero emission H2 production from CH4, and so on. A review of carbon

capture technologies can be found in Aaron and Tsouris (2005). Flue gas contains

mainly nitrogen (about 80%) followed by carbon dioxide (8–15%), steam (~6%),

oxygen (2–4%), and other gases present at the level of parts per million (ppm): SOx

(200–2,000 ppm), NOx (50–70 ppm), CO (70–110 ppm). NOx is reduced with

ammonia and converted to nitrogen and steam, SOx can be removed by dry alkaline

adsorption before particulate matter elimination, or sodium bicarbonate can be

added to the flue gas to release sodium carbonate, steam, and carbon dioxide;

further, sodium carbonate reacts with SO2 in the presence of carbon dioxide and

forms solid sodium sulfate that precipitates. Alternatively, limestone (CaCO3) and

water can be injected into flue gas to form calcium sulfite (CaSO3), which is further

oxidized to form gypsum (CaSO4). In the paragraphs that follow we assume that the

flue gas has been treated to eliminate particulate matter and all other components,

and the remaining gas comprises only nitrogen, oxygen, and carbon dioxide.

We first discuss the carbon dioxide separation process by cryogenic distillation.

A possible process for cryogenic distillation (also called cryogenic separation) of

carbon dioxide from flue gas is shown in Fig. 14.11. The process starts with the intake

of flue gas with the composition of 15% CO2, 82% N2, and 3%O2, which is represen-

tative of many practical situations. In the first step, the flue gas stream is cooled from

the ambient temperature (300 K) to 250 K using a cold stream of 96% nitrogen and

4% oxygen, which results from the process itself. Note that the partial pressure of

carbon dioxide in the flue gas is 15 kPa in accordance with its concentration.

The flue gas is further cooled to 200 K using a cryorefrigerator (which can work

in principle with carbonic ice). The cold stream at state 3 is compressed up to 8 bar

at state 4 where the partial pressure of CO2 reaches ~1.25 bar. Further, the stream is

cooled again to 200 K, a temperature at which the carbon dioxide almost reaches
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saturation. In the second stage of compression, the pressure is raised to 40 bar, for

which the partial pressure of CO2 is 6 bar, which is slightly above the triple point. It

follows the cooling of the stream down to 220 K, where the carbon dioxide vapor

reaches the saturation at state 7. The flue gas stream is discharged into a liquid gas

separator that is continuously cooled by a cooling coil coupled with a cryorefrigera-

tor. Consequently, the CO2 condenses at state 8 and is collected at the bottom of the

separator vessel. The remaining gases (nitrogen and oxygen) are extracted at the top

of the vessel; the composition in the return gas line becomes 96% nitrogen and 4%

oxygen. The return gas is cold; it has a temperature of 220 K and enough enthalpy to

cool the intake flue gas in the heat exchanger HX1 from 300 to 250 K. The expelled

gas being at high pressure can be expanded in a turbine after heating it at a higher

temperature. The liquid carbon dioxide collected at state 8 is subcooled; it can be

further pumped to about 70 bar and its coldness used for any useful cooling; after

pressurizing, this stream can be heated up to ~25�C and remains in a subcooled

liquid state. The diagram of the process is presented in Fig. 14.12, in which the

indicated pressures are the partial pressures of carbon dioxide at various state points.

Cryogenic separation of CO2 is attractive because it produces high-purity liquid

(>99.9%) ready for transport and sequestration. As it requires cryogenic cooling

and gas compression, the process is expensive, namely, according to Gottlicher and

Pruschek (1997), around $30 per ton. About one fourth of the primary energy of a

power plant must be consumed to separate cryogenically the carbon dioxide from

flue gas, and store it in liquid or dry ice form.

Another mature technology for separating carbon dioxide from flue gas uses

selective diffusion of chemicals through membranes. A variety of materials are
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used as carbon dioxide membranes, depending on the application, such as metallic

materials, ceramics, polymers, and inorganic chemicals. What is important is the

degree of selectivity of the membrane to the chemical species to be separated.

A typical arrangement for membrane CO2 separation from flue gas is shown in

Fig. 14.13. The flue gas is circulated by a blower that increases its pressure to

compensate for a pressure drop across the reactor. The membrane reactor is a basic

mass exchanger possessing a selective membrane that is permeable to carbon dioxide.

On the other side of the membrane, the carbon dioxide is collected and the pressure is

maintained low (typically at 10% from the pressure upstream of the reactor). In

general, the partial pressure of carbon dioxide upstream is about 15 kPa while at the

feed side it is 10 kPa. The difference between the partial pressures generates the

driving force of carbon dioxide diffusion through the membrane. The unpermeated

gases contain traces of CO2, and the permeated one contains traces of other gases too.

In a single-stage separation, the carbon dioxide can be concentrated from 15% at

the feed to about 45% at the outlet. The membrane reactors can be cascaded. In such

an arrangement, the second stage accepts carbon dioxide of 45%, which is con-

centrated to about 90%. The great advantage of the membrane reactor is that it can

operate, depending on the type of membrane, either at ambient temperature or at

high temperature; therefore, the method of membrane separation offers large

freedom for implementation. Moreover, compared with cryogenic distillation and

other methods that need mechanical work for sustaining compression process, the

energy penalty at membrane separation is much lower.

In the oil industry, the membrane separation of carbon dioxide from light hydro-

carbon is an established technology. An important breakthrough in the membrane

technology happened in the middle of the twentieth century when polymer mem-

branes were invented. Two mechanisms of diffusion are possible within polymer

membranes: solution diffusion and absorption diffusion. These mechanisms confer

selectivity to molecule transport; the polymeric membranes are “impregnated” with

chemicals that allowmass transport of the desired species (in this case carbon dioxide)

and do not facilitate the transport of other species. Themechanism of transport is more

likely dissolution of carbon dioxide into a solvent that is entrapped in the polymeric

matrix of the membrane and further released after permeation.

The metallic membranes have a simpler mass transfer mechanism than do

polymeric membranes. They basically act as sieves that filter smaller molecules.
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Fig. 14.13 Arrangement for CO2 separation from flue gas through membranes
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In recent years, however, metallic membranes were developed that are impregnated

with solvents that allow for a better membrane selectivity and operation at higher

temperatures. In general, metallic membranes operate at temperatures over 350�C
as opposed to polymeric membranes operating at ambient temperature conditions.

Membrane reactors comprise a membrane module (which is the active part) that

does the separation. The membrane module can be of the spiral wood type, plate

and frame type, capillary or background type, or cartridge type. Fouling and pore

clogging is a common phenomenon with membranes; therefore, maintenance must

be applied regarding membrane cleaning or replacing. The smaller the membrane’s

pores, the higher are the chances of clogging, and the membrane permeation is

better. The permeation of a membrane, which, for first-modeling approximation can

be assimilated to a capillary tube, is proportional with the volumetric flow rate,

which, for the established laminar flow in the capillary, is

_Vmem ¼ p
128

DPd4

�d
; (14.15)

where DP is the pressure difference driving the flow over the membrane, d is the

pore diameter, � is the viscosity, and d is the membrane thickness.

As can be seen, if the pore diameter is reduced, that is, if the membrane is made

more selective, the permeability decreases for the same pressure differential. The

membrane design strategy implies the determination of the pore size in the first

design phase. Once the pore diameter is known, the membrane thickness must be

established. There is a design trade-off, so that for an imposed permeation one can

select the membrane thickness in a range from thin to thick. If the membrane is thin,

the pressure drop across it is reduced, but from a structural point of view the

membrane is fragile. In this situation, the operating cost of the membrane reactor

is reasonable, but its lifetime is short. On the other hand, a thick membrane is

structurally strong, but the associated operating cost is high because of the large

associated pressure drop. Another design factor is membrane selectivity. A thicker

membrane is more selective, because the residence time of the molecules that

diffuse through the pores is higher. In brief, a better selective membrane has a

larger associated pressure drop and associated operating costs, while a thinner

membrane operates at a lower cost but poorer selectivity.

It is interesting to note that the carbon dioxide molecule is smaller than the

nitrogen and oxygen molecules; in angstroms, the radii of these molecules are 3.3

for CO2, 3.5 for O2, and 3.6 for N2. From Eq. (14.15) under the approximation that

the area of the membrane (A) is about the same as the area of one pore times the

number of pores, it results that the mass flux through the membrane, defined as the

mass flow per unit area (j ¼ r _V=A), is

j � DPd2

nd
: (14.16)
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At the same time the mass flow through the membrane can be expressed as a

summation of mass flow of each component, that is, j ¼P ji, where the mass flux

of any component depends on the diffusivity, which, according to Cen and Lich-

tenthaler (1995) can be expressed by Fick’s law, namely,

ji ¼ �Dir
dC

dd
; (14.17)

an expression that can be integrated across the membrane thickness, where at the

feed the solute concentration is CF and at the outlet the permeate concentration is

CP. Therefore,

ji ¼ r
d

Z CF

CP

DidC: (14.18)

The purpose of the design is to maximize the mass flux of the selected component

(e.g., the carbon dioxide, jCO2
) while minimizing the mass flux of the other diffusing

elements. The permeability of the membrane can be defined, then, as ai ¼ ji=
P

ji.
One example of a membrane designed to separate carbon dioxide from flue gas,

applied after all water has been condensed and the gas is at a temperature close to that

of the ambient, is shown here based on a recent research by Yave et al. (2010). A

nanostructure membrane has been devised based on a polymer impregnated with

polyethylene glycol dimethyl ether. The selectivity of the membrane separating

carbon dioxide from nitrogen is defined by the ratio aCO2=N2
¼ aCO2

=aN2
. It is

reported that on average, the selectivity of carbon dioxide is about 40; this means

that the carbon dioxide is ~40 times more permeable than nitrogen.

The porous electrodes—similar to membranes—can be used to separate CO2 from

physical sorbents under the influence of the electrical field. This is a method of

electrical desorption (see Aaron and Tsouris 2005) for separating the carbon dioxide

and the proposed carrier quinone (C6H4O2). Figure 14.14 proposes a device to conduct

electrical desorption. A membrane permeable to carbon dioxide is placed at the low-

pressure side (right side of the figure). At the permeate side, quinone, found in the

liquid state, is circulated by a pump. The membrane must be made from an electrical

conductive material because it must act as an electrode polarized at “minus” electrical

charge. Quinone polarizes and captures a molecule of carbon dioxide, becoming an

ionic liquid, C6H4O2CO2
2�. The carbon dioxide carrying quinone is pressurized at

high pressures (possible about 70 bar) and enters anothermembrane reactor that has its

membrane connected at positive polarity. Quinone releases the carbon dioxide mole-

cule, which diffuses through the membrane and is collected at the other side. The high

pressure of the collected carbon dioxide allows for condensation at ambient tempera-

tures, and therefore it facilitates the storage in liquid or in a supercritical state.

Absorption of carbon dioxide in sorbents is the most established carbon dioxide

separation technology to date. In this technology, a liquid sorbent is used to scrub

the carbon dioxide from flue gas. The solvent is selective: it dissolves only

carbon dioxide but not nitrogen, oxygen, or other gases present in the flue gas.
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After absorption, the carbon dioxide is stripped out of the solution by swinging the

pressure and temperature, while the liquid solvent is recycled.

A typical solvent for carbon dioxide absorption is monoethanolamine (MEA),

which operates at pressures slightly higher than the standard (~2.5 bar) in the

absorption phase and at standard pressure for the regeneration phase. The MEA

process is presented in Fig. 14.15. In this process, the flue gases must be cleaned
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first to remove water content and other contaminants like particulate matter and SOx

and NOx. Then, the remaining hot flue gases are cooled down to about 45�C and

pressurized with the help of a blower up to 2.5 bar; these are the optimal tempera-

ture and pressure for the absorption process. At these conditions most of the carbon

dioxide is absorbed in liquid MEA, which is withdrawn at the bottom of the

absorber. At the top of the absorber, the remaining gases—having almost zero

carbon dioxide content—are expelled into the atmosphere. The MEA rich in carbon

dioxide is heated to about 110�C, which is the typical temperature for CO2 release.

Thereafter, the hot liquid can be expanded to standard pressure to recover some

work. The rich liquid is injected into the regenerator, which is continuously heated

so that it releases gaseous carbon dioxide, which is collected at the top of the

regenerator. Due to the carbon dioxide release, the MEA solution is regenerated and

it can be pumped back to high pressures for a new absorption cycle. The actual

system diagram is more complicated because it must include flash condensers and

reboilers that are used to make the regeneration process more efficient. MEA is

applicable for low concentrations of carbon dioxide in flue cases (lower than 15%

concentration). Other solvents do exist for these conditions and some of them can

absorb 20% more than MEA. In the case when the concentration of carbon dioxide

in flue gas is higher, solid sorbents like those based on lithium or calcium are

recommended. If the absorption is made with solid sorbents, then the regeneration

temperature is extremely high (higher than 800�C).
The method of adsorption of carbon dioxide in pores of solid materials has also

been applied to remove CO2 from flue gas (see Aaron and Tsouris 2005). Carbon

dioxide can be adsorbed by porous coal beds or zeolites. To make the adsorption

process cyclically, three basic methods are available: pressure swing adsorption

(PSA), temperature swing adsorption (TSA), and electrical swing adsorption (ESA).

In temperature swing adsorption, the process of carbon dioxide adsorption and

release is controlled by temperature, while in PSA it is controlled by pressure swing.

14.6 Transportation and Sequestration Technologies

for Carbon Dioxide

Once the carbon dioxide is captured from a process, it has to be stored in some form.

Storage of carbon dioxide is a sustainable alternative to emitting it into the

atmosphere where it acts as greenhouse gas. The general term for carbon dioxide

storage when this is done with the purpose of avoiding emitting it into the atmo-

sphere is “sequestration.” The storage can be short term or very long term (e.g.,

ocean deep sequestration has a time range of more than 100 years). Another factor

regarding sequestration is carbon dioxide transport. Transport is needed to move the

carbon dioxide from capturing sites to sequestration sites. In this section, we discuss

and analyze some methods for carbon dioxide transportation and sequestration.

If ammonia water is sprayed over flue gas at a temperature around 60�C, the
process of ammonia carbonation occurs (see Fig. 14.16). Through this process,
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solid ammonium carbonate is formed, which is a good fertilizer that can be sold as a

by-product of the main process. The residence time for the involved reactants is

about 7 hours.

The chemical reaction for ammonia carbonation is

CO2 (g)þ NH3 (g)þ H2O (l) ! NH4HCO3 (s), (14.19)

where the product precipitates in the chemical reactor. The reaction is exothermic

and therefore allows for heat recovery to some degree. The method can be used for

simultaneous capturing and sequestration of CO2 from flue gases. Basically, the flue

gas is scrubbed through an ammonia water solution. According to Li et al. (2003),

the efficiency of carbon dioxide removal from flue gas and simultaneous sequestra-

tion in ammonium bicarbonate is around 40%. The removal efficiency is defined in

this case by

�res ¼
Ci � Co

Ci 1� Coð Þ ; (14.20)

where Ci;Co are the CO2 concentration in input and output streams, respectively.

The reaction enthalpy (h), entropy (s), and free energy (g ¼ h � Ts) for Eq. (14.19)
are given in Table 14.5 for standard conditions. In the same table are shown the

calculated values for enthalpy, entropy, and Gibbs free energy formation.

CO2

@ 600C/1.1 bar

NH4HCO3

NH3 in H2O in

Solid Ammonium Carbonate
Fertilizer for Sale

Heat
Recovery

600 60�C

Fig. 14.16 Diagram for

carbon dioxide sequestration

through ammonia carbonation

Table 14.5 Thermodynamic values for the ammonia carbonation reaction

(14.19)

Chemical h0 (kJ/mol) s0 (J/mol K) g0 (kJ/mol)

CO2 (g) �393.4 213.8 �457.2

NH3 (g) �45.9 192.7 �103.4

H2O (l) �285.8 69.9 �306.6

NH4HCO3 (s) �849.4 120 �885.2

Reaction (14.19) DfH
0 DfS

0 DfG
0

Formation quantities �124.1 �356.4 �17.9

Exponent 0 indicates standard state; index f indicates formation
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The constant of equilibrium of the reaction (14.19) can be estimated by

lnðKÞ ¼ �DfG
0=RT, where R ¼ 8:314 J/mol.K is the universal gas constant and

T is the process temperature. For standard conditions, the calculated reaction

constant is K ¼ 1635 and the Gibbs free energy of formation is negative, which

indicate that the reaction is favored. Ammonium bicarbonate can be sold at ~$70

per ton with the condition that the energy penalty for capturing and sequestration of

carbon dioxide, according to the U.S. Department of Energy (see also Li et al.

2003), should not be higher than $10 per ton.

Another possibility to sequestrate carbon dioxide is in the form of dry ice, stored

in large thermally insulated facilities. Seifritz (1993) shows that carbon dioxide can

be stored for 800 years in the form of dry ice; in this time interval, the mass that

sublimates is half the initial mass. The storage density in this case is 1.55 kg of

carbon dioxide per cubic meter. Carbon dioxide can be transported in the form of

dry ice, or in a pressurized and refrigerated liquid form, from production places to

sequestration points. Several safety issues must be addressed regarding the carbon

dioxide transportation in these ways. Assume, for example, that liquid CO2 is

transported in a tank or pipeline. If leakage occurs, the expansion of carbon dioxide

to atmospheric pressure generates a dry ice bank and cold CO2 vapors. The

continuous sublimation of dry ice generates more vapors for a longer time. Carbon

dioxide is heavier than air; therefore, locally its concentration in the atmosphere can

go up to a level that affects human or animal life. These factors as such were

analyzed recently by Mazzoldi et al. (2008), who found that because carbon dioxide

is heavier than air, in the case of leakage during transport its concentration increases

locally up to levels that affect human or animal life. Transportation of carbon

dioxide can be done either in the form of dry ice or in refrigerated liquid form, or

as supercritical fluid, or in the form of urea or ammonium carbonate. The transpor-

tation density in kg of carbon dioxide per cubic meter is listed in Table 14.6. By far,

urea is the most convenient way of storing carbon dioxide at standard pressure and

temperature; by adding water and heat, urea can be converted back to carbon

dioxide and ammonia, while ammonia can be recycled.

Another sequestration method is there fertilizing oceans with urea, though there

is a debate in the literature regarding the possible side effects of urea in the ocean

Table 14.6 Volumetric content of carbon dioxide for various means of transportation

Means of

transport

Supercritical

fluid

Refrigerated

liquid Dry ice Urea

Ammonium

bicarbonate

Symbol sc CO2 liq CO2 CO2 ice (NH2)2CO NH4HCO3

Characteristics 70 bar, 25�C 20 bar, �40�C 1 bar, �78�C Standard T
and P

Standard T and

P
Density of

CO2

content

743 kg

CO2/m
3

1,030 kg

CO2/m
3

1,500 kg

CO2/m
3

952 kg

CO2/m
3

883 kg

CO2/m
3

Storage

facilities

Cylinders,

pipelines

Insulated,

pressurized

tanks

Insulated

containers

Tanks of

~50 m3
Tightly

insulated at

T < 27�C
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(see Gilbert et al. 2008). It is interesting to note that the ocean is the major carbon

dioxide reservoir on the planet, and CO2 stores 20 times more than the atmosphere

does. It is estimated that the ocean has accumulated one third of the anthropogenic

carbon dioxide emissions in the last 250 years (Secretariat 2006 of the Convention

on Biological Diversity 2009). Carbon dioxide can be directly injected into the

ocean deep in two ways:

l As large dry ice blocks that sink and dissolve in deep ocean
l As supercritical CO2 that is injected through pipes into deep ocean

Once present in deep-sea formations, where the pressure is many hundreds of

bars, the carbon dioxide reacts with sea water and basalt and forms hydrates (e.g.,

CO2�6H2O) and clathrates, compounds denser than seawater, which stay stable on

the seabed.

Another possible way of carbon dioxide sequestration is discussed in conjunc-

tion with Fig. 14.17, which suggests a possible arrangement for extraction of

bitumen from oil sands. Carbon dioxide is injected at supercritical pressure and

temperature into the oil sand, where due to high temperature it dissolves bitumen.

A mixture of liquid bitumen and sand is carried out at the surface, where through

swing pressure separation liquid bitumen is extracted while the resulting carbon

dioxide in gas phase is recirculated. When the bitumen has been extracted

completely, the carbon dioxide remains sequestrated into the former oil sand

deposit. The carbon dioxide can be sequestrated in a supercritical state in saline

formations or oil and gas fields. Moreover, with the purpose of enhancing resource

recovery, carbon dioxide is injected and remains sequestrated; examples are

enhanced oil and gas recovery or enhanced coal methane bed recovery. It is also

possible to sequestrate carbon dioxide in cement, at the bottom of the ocean (as

compressed liquid).

OIL SAND DEPOSIT

Sc CO2 injection
@ 400 bar, 400�C

Sc CO2 carrying
bitumen and sand

Swing pressure
separation

Sand and 
solid matter

Liquid bitumen
@ Low Pressure

and ~ 200�C

High pressure
stream

Re-circulated

CO2

More CO2 from on-site bitumen processing

Some CO2 is sequestrated and some re-circulated

This unit cools,
Compresses,

pumps and heats-up
the CO2

Ground level

Fig. 14.17 Carbon dioxide sequestration in oil sands
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Carbon dioxide can also be injected in exhausted oil wells and other geological

structures like saline aquifers. In hydrocarbon extraction industry, carbon dioxide

has been used for many decades for enhanced recovery, such as enhanced natural

gas (EGR) and oil recovery (EOR), or enhanced coal bed methane recovery. In

these techniques, the carbon dioxide is injected into the coal bed or oil/gas well and

“presses” the useful products (oil, gas, coal bed methane depending on the case) out

of the reservoir. After the extraction process is completed, the injected carbon

dioxide remains sequestrated in the reservoir.

14.7 Case Study

We consider here a process for clean hydrogen production from natural gas where

the resulting carbon dioxide is converted to dry ice. The resulting dry ice can be

considered either a by-product or a means of carbon dioxide sequestration. Posada

and Manousiouthakis (2006) proposed a process in which the many products of

methane reaction with steam are separated by phase equilibrium (i.e., through

sequential distillation), and eventually the system generates compressed hydrogen

and dry ice. In general, hydrogen production from natural gas, through the steam–

methane reaction, needs separation of hydrogen from other gases such as unreacted

methane, steam, carbon dioxide, and carbon monoxide. In common implementa-

tions, this is done through membranes or through pressure swing absorption pro-

cesses. Once separated, the hydrogen gas and carbon dioxide gas are compressed

for storage. The system proposed here for analysis is based on the high-pressure

steam–methane reaction process and cryogenic separation of gases. A part of the

resulting hydrogen is combusted in a solid oxide fuel cell to produce the electricity

and heat needed to sustain the process.

The core of the system is the steam–methane reactor, which operates at high

temperature and takes at the inlet high-pressure steam and methane as reactants,

while delivering a mixture of gases. The chemical reaction and pressure and

temperature conditions of the steam–methane reactor (SMR) are similar to the

ones determined by Posada and Manousiouthakis (2006). For our case, we assume

the following overall chemical reaction in the SMR:

0:261CH4 þ 0:478H2Oþ 0:045CO ! H2 þ 0:216CO2 þ 0:045CO, (14.21)

for which we assumed that the methane is supplied at 811 K, the steam at 1,200 K,

and the products are delivered at 1,010 K. The heat of the endothermic reaction for

this case is calculated to be 60.814 kJ/mol of hydrogen produced. Additionally,

based on common experience with SMR systems, we assumed that the methane

must be supplied to the reaction in excess with 20% molar. The SMR system

is presented in Fig. 14.18. Water is supplied in excess at 1,200 K that is at high

enthalpy, with the purpose of delivering in this way the necessary reaction heat

to SMR.
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The goal is to conceive an overall system that sustains and delivers the reactants

at the SMR in the desired pressure and temperature conditions and separates the

gases from the output stream to recycle the steam and methane and to eventually

produce hydrogen and dry ice. Stream 7 is cooled down to 489 K, a temperature at

which the water vapor, having the partial pressure of 21.39 bar, is condensed and

subcooled in state 8; further, the recycled water is heated again to 1,200 K. The

cooling to be applied to heat exchanger 7–8–9 is 52.15 kJ/mol of hydrogen

produced. The heating to be applied to heat exchanger 8–4 is 391 kJ/mol H2. The

partial pressure of carbon dioxide in stream 9 is 4.28 bar for which the sublimation

temperature is, according to Eq. (14.2), 214 K. The heat to be extracted by the heat

exchanger 9–10–12 is 47 kJ/mol of produced hydrogen. The dry ice separates at the

bottom of the heat exchanger and is further compacted and cooled down to 194 K in

the heat exchanger 10–11, while at the same time the pressure is released to 1 bar.

The heat removed by the heat exchanger 10–11 is 4.7 kJ/mol of hydrogen. The

partial pressure of methane in the remaining stream of gases at point 12 is 1.23 bar,

while that of carbon monoxide is 1.067 bar; the corresponding saturation tempera-

tures for these pressures are 114.1 K for methane and 82.08 K for carbon monoxide.

Methane is further separated by condensation in the heat exchanger 12–13–14 and

removed in subcooled liquid form at 114 K and ~26 bar at state 13; the heat to be

removed is 3.4 kJ/mol of hydrogen produced. The collected liquid methane is then

heated to 811 K in the heat exchanger 13–3 and recycled to the SMR; the heat to be

added is 2.1 kJ/mol H2.

Further, the carbon monoxide is separated by cooling the remaining stream to

82 K, because its corresponding saturation temperature in stream 14 is 82.52 K at a

partial pressure of 1.12 bar. The carbon monoxide is reheated to 811 K and injected

back into the SMR.A fraction x of the produced hydrogen is used in a system, such as

the one suggested in Fig. 14.19, which generates the power and heat needed to

sustain the hydrogen and dry ice production process (Fig. 14.18). After heating the

hydrogen to about 900 K, the high-pressure/high-enthalpy stream is expanded to

produce useful work. Further, the hydrogen is supplied as fuel to a high-temperature

solid oxide fuel cell (SOFC), where it reacts with air at a pressure of about 4 bar. The

remaining uncombusted fuel is further combusted in a combustion chamber and

SMR
26 bar

0.052 CH4

recirculated

6.152 H2O @ 1200K

recirculated

0.261 CH4

0.313 CH4
@ 811 K

0.478 H2O
6.630 H2O
@ 1200 K

H2
0.216 CO2
0.045 CO
0.052 CH4
6.152 H2O
@1010K
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0.216CO2
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Dry ice
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Fig. 14.18 Operating parameters of the steam–methane reactor (modified from Posada and

Manousiouthakis 2006)
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expanded in turbine 23–24 for additional work. The resulting gas mixture, contain-

ing mainly water vapor and slight carbon dioxide, is cooled until water completely

condensates, such that water can be recovered and reintroduced in the process.

The heat and work generated by the system described in Fig. 14.19 is partially

used to preheat and pressurize the primary fuel (methane) and the water (Fig. 14.20).

In this respect, methane present in the form of gas at the intake is cooled to cryogenic

temperatures and liquefied; then it is pressurized to the operating pressure of SMR

and preheated to 811 K. Water is first pressurized by pumping and then preheated to

1,200 K, which is the temperature at which water must be introduced in the SMR.

The efficiency of the system can be quantified in terms of higher heating value of

produced hydrogen per that of methane consumed, and it is given by

� ¼ 1� xð ÞHHVH2

0:261HHVCH4

¼ 1:6ð1� xÞ: (14.22)

Equation (14.22) imposes the constraint that x>0:375, which means that the

fraction of hydrogen from the total produced, which must be used to maintain

the process, must be higher than 0.375. The estimated fraction x for a practical

xH2
0.045 CO
@82K
~26 bar

xH2
0.045 CO
@900K
~26 bar

17 SOFC

18 20 19

21
23

24

25

H2O
CO2
@300K
1 bar

Heat recovery
Air in

22

Fig. 14.19 Heat and work production system to sustain the H2/dry ice production process

26
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29
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@300K
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30

0.478 H2O
@~300K
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CH4 fuel pre-
treating
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treating

Fig. 14.20 Preheating and pressurizing systems for water and methane

14.7 Case Study 659



system is higher than 0.6, for which it corresponds to an efficiency of the proposed

environmentally benign system for hydrogen and dry ice production of 60%.

14.8 Concluding Remarks

In this chapter, carbon dioxide technologies, which are important with respect to

sustainable development, were discussed. Carbon dioxide is a stable chemical that

is obtained as a product of most of the combustion processes. Due to its interesting

features, carbon dioxide can be used in a multitude of roles, such as refrigerant, heat

transfer fluid, cold storage medium (dry ice), working fluid in supercritical Rankine

cycles, and active agent in separation technologies. There is no need to “manufac-

ture” carbon dioxide for industrial needs; rather it can be separated from flue gas

and purified. Carbon dioxide separation from flue gas avoids emission of CO2 into

the atmosphere, thus reducing its impact on global warming. Various methods of

carbon dioxide sequestration (or long-term storage), which is an important process

for sustainable development, were also discussed.

Nomenclature

A Area, m2

C Concentration

COP Coefficient of performance

d Diameter, m

D Diffusion coefficient, m2/s

g Specific Gibbs energy, kJ/kg

j Mass velocity, kg/s.m2

K Equilibrium constant

m Mass, kg

m Mass flow rate, kg/s

h Specific enthalpy, kJ/kg

HHV Higher heating value, MJ/kg

R Universal gas constant, J/kmol.K

P Pressure, Pa

q Mass specific heat, kJ/kg

s Specific entropy, kJ/kg.K

S Entropy, kJ/K

T Temperature, K

v Specific volume, m3/kg
_V Volume flow rate, m3/s

w Specific work, kJ/kg

x Vapor quality or hydrogen fraction

y Ice fraction
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Greek Letters

a Membrane permeability

d Solubility parameter, N0.5/m or thickness, m

� Efficiency or dynamic viscosity, Ns/m2

n Kinematic viscosity, m2/s

c Exergetic efficiency

r Density, kg/m3

s Surface tension, g/s2

t Reduced temperature

Subscripts

0 Reference state

c Critical

comp Compression

ex Exergy

ext Extracted

F Feed

i Input

inp Input

L Liquid

L,V Liquid–vapor

mem Membrane

o Output

p Permeate

ref Refrigeration

res Removal

sub Sublimation

V Vapor

t Triple
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Study Questions/Problems

14.1 Present a classification of carbon dioxide technologies.

14.2 What feature makes carbon dioxide an excellent working fluid and process

separation medium?

14.3 What is supercritical carbon dioxide?

14.4 What is dry ice and how it is obtained?

14.5 Define the solubility strength.

14.6 Calculate the cycle from Fig. 14.6 such that you obtain the diagram from

Fig. 14.7.

14.7 Calculate a supercritical power cycle with carbon dioxide operating at 120 bar

and with 200�C maximum temperature in the cycle. Take the isentropic

efficiency of the turbine 0.8.

14.8 Calculate the process illustrated in Fig. 14.11 such that you obtain the diagram

from Fig. 14.12.

14.9 Calculate the cycle represented in Fig. 14.18.

662 14 Carbon Dioxide Technologies



Chapter 15

Life-Cycle Assessment

15.1 Introduction

Development of sustainable energy systems implies comprehensive analyses that

go beyond thermodynamics. The environmental impact, resource depletion, cost,

and societal impact must be accounted for in addition to the efficiency and effec-

tiveness defined according to the first and second laws of thermodynamics. The

method of life-cycle assessment (LCA) is commonly used to analyze the life cycle

of a system from cradle to grave. This method is defined by International Standards

Organization norm ISO 14040 as the “compilation and evaluation of the inputs,

outputs, and potential environmental impacts of a product system throughout its life

cycle.” In general, LCA, when applied to energy systems, defines, on a case-by-case

base, an integrated efficiency of the whole process by considering final outputs over

the lifetime and initial material inputs and the associated energy and exergy flows.

This kind of cradle-to-grave analysis is extremely important for policy elaboration

and decision making for sustainable development. Sustainability often leads autho-

rities to incorporate environmental considerations into planning. The need to satisfy

basic human needs and aspirations, combined with the increasing world population,

is a driver toward successful implementation of sustainable development. LCA is a

key tool for identifying the best paths leading to sustainable development.

The LCA methodology and its scientific background are incorporated in a

number of international standards promulgated by the ISO:

l ISO International Standard 14040, 1997E: principles and framework
l ISO International Standard 14041, 1998E: goal and scope definition and inven-

tory analysis
l ISO International Standard 14042, 2000E: life-cycle impact assessment
l ISO International Standard 14043, 2000E: life-cycle interpretation

The phases that are analyzed in an LCA project include extraction of resources,

production of materials, production of parts and of the product (system) itself, the

period of product service, and management after the product is discarded (consid-

ering partial recycling, final disposal, and other factors). The associated costs

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_15, # Springer Science+Business Media, LLC 2011
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and environmental burdens (pollution, extraction of resources, and type of land use)

are evaluated for all life-cycle phases and the overall process.

Comparative LCA studies are possible and desirable to compare and select among

various products or technologies. In the case of a comparative LCA study, the function

provided by the products (technologies) is quantified and confer the basis for compar-

isons. For example, one can assess and compare various technologies for biomass-

based electricity production. The product in this case is the kWh of generated

electricity.

Guinee (2004) states that the driving force of the economy is the consumption

of products. The LCA offers the opportunity to adjust economic policy in a

rational manner, so that indirect environmental management for better sustain-

ability is achieved in addition to economic benefits. The method of LCA can

be applied, in the context of sustainable energy, for analyzing a particular technol-

ogy for the entire life-cycle, comparing various technologies, selecting a tech-

nology among several competitors, and designing better energy products and

technologies.

One of the prime specificities of the LCA of energy systems is the necessity

of performing thermodynamic analysis of the mass, energy, and exergy balance

throughout the product’s life cycle. Dincer and Rosen (2007) discuss and exemplify

the use of exergy in life-cycle analysis by introducing the concept of “exergetic

life-cycle analysis,” which is presented in this chapter. The exergy analysis is

often interlaced with cost analysis, as, for example, with the method of “exergy–

cost–energy–mass” developed by Rosen and Dincer (2003).

The ability to track and document shifts in environmental impacts can help

engineers as well as decision and policy makers to fully characterize the environ-

mental trade-offs associated with product or process alternatives. Performing an

LCA allows one to do the following:

l Quantify environmental releases to air, water, and land in relation to each life-

cycle stage and/or major contributing process
l Evaluate systematically the environmental consequences associated with a given

product or process
l Assess the human and ecological effects of material and energy consumption

and environmental releases to the local community, region, and world
l Compare the health and ecological impacts of alternative products and processes
l Identify impacts related to specific environmental areas of concern
l Analyze the environmental trade-offs associated with one or more specific

products/processes to help gain stakeholder (region, community, etc.) accep-

tance for a planned action.

In this chapter, we discuss the application of LCA to sustainable energy

systems and exemplify the use of LCA through a number of relevant case studies,

such as LCA of hydrogen–fuel cell and gasoline vehicles, exergetic LCA of
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hydrogen production from renewables, LCA of nuclear-based hydrogen production

using thermochemical water decomposition, and greenhouse gas emission assess-

ment of hydrogen and kerosene-fueled aircraft propulsion.

15.2 General Description of LCA Methodology

An LCA involves, in general, four main stages that are illustrated in Fig. 15.1: goal

and scope definition of the study, inventory analysis, impact assessment, and

improvement assessment. Inventory of material and energy fluxes is at the base

of LCAmethodology. The rational way in which such an inventory can be done (the

guideline) is described in the Handbook on Life Cycle Assessment, by Guinee

(2004) and in the book by Rubin and Davidson (2001). In general, LCA projects

include phases of analysis, design, management, organization, and assignment.

There are available a number of procedures that help in elaborating the inventory

analysis, such as flow diagram, data collection, estimation, and validation methods.

After the inventory analysis is done, an impact assessment should be conducted.

There are several kinds of impact categories: depletion of resources (abiotic or

biotic), land use (competition, biodiversity loss, and life support function loss),

climate change, desiccation, stratospheric ozone depletion, human- and ecotoxicity,

acidification, photo-oxidant formation, eutrophication, waste heat generation, noise

and odor (in water and air), and ionizing radiation. Toxicity pertains to aquatic

(marine and freshwater) and terrestrial ecosystems. Eutrophication represents the

excessive increase of chemical nutrients in the ecosystem, which causes productiv-

ity augmentation. This creates an unbalance in the ecosystem because other

biological species may occur and experience an increase in number with respect

to other species that can be depleted.

An important part of the LCA methodology is the interpretation of results, which

includes various checks (such as consistency and completeness checks) and perturba-

tion/sensitivity/uncertainty analyses. The LCA can be conducted in several ways, as it

may be treated as an organizational process. In all cases, an LCA project should go

according to the following steps: description procedures, definition of goal and scope,

inventory analysis, impact assessment, and interpretation and final conclusions.

Goal and scope
definition

Inventory
analysis

Impact
assessment

Improvement
analysis

Fig. 15.1 Stages of LCA and their interactions
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The inventory analysis is the core of the LCA study, as it provides support for

assessment and interpretation. As a first step of the inventory analysis, one must

define the system boundary by identifying the flows of matter, pollution, energy,

and currency that interact with the system. Elaboration of a flow diagram is

recommended in this phase. One must address data collection, compilation, evalu-

ation, validation, and data quality estimation. The result of inventory analysis is the

inventory table showing the inputs and outputs of materials and nonmaterial (e.g.,

energy and currency) flows exchanged by the delimited system with the environ-

ment. A subsequent result of the inventory analysis is the flow diagram, which

demonstrates the modeled processes and their interrelationships.

Once inventory analysis is performed, the data interpretation follows. The first

step of interpretation is data validation. The basic tool for data validation is material

balance (specified, depending on the case, on kg or molar basis). On the top of the

material balance is the energy balance and cross-comparison of the data with other

sources. In the case of missing data, one can use appropriate modeling and

interpolation tools. If estimation is not possible, one can decide that certain flows

are not considered for the analysis. This approach is known as “cut-off.” This

practice of cut-off can affect substantially the results of the LCA; however, such

results can be considered valuable as first estimates.

According to Rubin and Davidson (2001), one can categorize environmental

impact as (1) depletion of natural resources, (2) effects on human health, (3) effects

on the ecosystem, and (4) impairment of human welfare. Natural resources can be

categorized as renewable or nonrenewable. The resources that are nonrenewable,

such as fossil fuels and minerals, concern us the most. However, the impact of

renewable resource depletion is also very important and difficult to quantify. For

example, the environmental impact of deforestation produced by excessive con-

sumption of wood can be assessed qualitatively rather than quantitatively.

The most important environmental impact is represented by the direct effects on

human health. A list of toxic products emitted by industry is compiled by the United

States Environmental Protection Agency (EPA) under the title Toxic Release Inven-

tory (TRI). The toxic substances can be inhaled in the human body as gases or

airborne particles or ingested as contaminated water or food. The toxic substances

and pollutants can also affect plants and animals in all types of environments. The

impacts of category (4) refer to factors that affect humans, such as climate change,

haze, industrial smog, corrosion of structures, noise, unpleasant odors, and others.

Table 15.1 presents the main quantifiable environmental impact categories and

their descriptions. The first quantifiable impact is called abiotic resource depletion,

which is expressed, as proposed in Guinee (2004), with reference to the antimony

resource. For each kind of resource, an abiotic depletion potential (ADP) is

assigned, which is expressed in kg of antimony equivalent for kg of resource.

Table 15.2 lists the ADP of some important resources.

In an LCA, the abiotic resource depletion is calculated by

AD ¼
X
i

ADPi � mi; (15.1)

666 15 Life-Cycle Assessment



where index i represents the specific resource of theADP and the depletedmassm. For
fossil fuels, ADP is calculated accounting for the fact that fossil fuels are

both materials and energy carriers. The assigned value of ADP for fossil fuels is

ADPf ¼ 4.81 � 10�4. For a specific fuel, the ADP is given by

ADPfuel ¼ ADPf � HHV: (15.2)

Here, the values calculated by Guinee (2004) for various fossil fuels are 0.0187

for natural gas, 0.02 for petroleum, 0.014 for hardcoal, and 0.0067 for softcoal.

The toxicity potential of a substance emitted in the environment is given relative

to 1,4-dichlorobenzene. The environment in which the substance is emitted affects

the value of the toxicity potential. Five kinds of environments are commonly

considered: air, fresh water, sea water, agricultural soil, and industrial soil. Using

the toxicity potential, the total toxicity is calculated by a double summation:

Table 15.1 Quantification of environmental impact

Impact category Unit Definition

Depletion of

abiotic

resources

kg antimony

equivalent

Abiotic resources include all nonliving resources (coal, oil,

iron ore, renewable energies, etc.). See Eqs. (15.1) and

(15.2)

Climate change GWP (CO2

equivalent)

Kilogram of CO2 equivalent. See Chapter 3 for more

detailed definition

Ozone depletion ODP (CFC11

equivalent)

ODP, the ozone depletion potential, is a time-dependent

parameter characterizing the potential of a substance to

deplete the stratospheric ozone layer; it represents the

amount of a substance that depletes the ozone layer

relative to CFC11 (trichlorofluoromethane)

Photo-oxidant

formation

kg of ethylene

equivalent

Depends on photochemical ozone creation potential

expressed with respect to the reference substance,

ethylene; see Eq. (15.4)

Toxicity kg DCB

equivalent

Human toxicity and ecotoxicity produced in air, freshwater,

seawater, or terrestrial; it is quantified with respect to the

toxicity of DCB

Acidification kg SO2

equivalent

Expressed in SO2 equivalent emitted in Switzerland; there

are three acidification factors: ammonia, NOx, and SO2;

see Eq. (15.5)

Eutrophication kg PO4

equivalent

Covers all potential impacts of high levels of nutrients, the

most important of which are nitrogen (N) and

phosphorus (P)

DCB 1,4-dichlorobenzene; GWP global warming potential

Table 15.2 Abiotic depletion potential of some natural resources

Resource Aluminum Bismuth Cadmium Copper Gold Helium Iridium Lead Mercury

ADP 10�8 0.0731 0.33 0.002 89.5 148 32.3 0.013 0.495

Resource Neon Osmium Platinum Rhodium Silver Tin Uranium Xenon Zinc

ADP 0.325 14.4 1.29 32.3 1.84 0.033 0.003 17,500 10�3

ADP abiotic depletion potential in kg antimony equivalent

Data from Guinee (2004)
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T ¼
X
i

X
e

TPe;i � me;i

� �
; (15.3)

where TPe,i represents the toxicity potential on the environment e caused by the

pollutant i. The values for TPe,i are listed in literature sources, such as Guinee (2004)
for each category of substance. The toxicity potential of a substance depends also on

the factor that generates the pollution. There are twomain kinds of toxicities: human

toxicity and ecotoxicity. Ecotoxicity covers the impact of toxic substances on

aquatic, terrestrial, and sediment ecosystems, whereas human toxicity refers to the

impact of toxic substances present in the environment on human health.

The generation of oxidative compounds under the influence of solar radiation is

denoted as photo-oxidant formation. One typical photo-oxidant is the ozone formed

in the stratosphere. Some air pollutants can accelerate or decelerate the production

of photo-oxidants. The photo-oxidant formation potential is expressed with respect

to the reference substance ethylene using the following equation:

PO ¼
X
i

POCPi � mi; (15.4)

where POCPi is the photochemical ozone creation potential of the substance i,
present in quantity mi. Values for POCP are listed in Guinee (2004) and vary from

0.009 for 1,1,1-trichlorethane to 1.27 for 1,2,3-trimethyl benzene.

The acidification potential is expressed with respect to sulfur dioxide equivalent

emitted in Switzerland. The substances present in the terrestrial atmosphere that

generate acidification of soils are ammonia, sulfur dioxide, and NOx. The maximum

acidification potential corresponds to ammonia, which is 1.6, while that of NOx is

0.5 (see Guinee 2004). The equation to calculate the acidification impact based on

the acidification potential (ACP) is

A ¼
X
i

ACPi � mi: (15.5)

The impact factors most relevant to sustainable energy systems are mainly the

global warming potential (GWP) and acidification. Any energy system based on

fossil fuel combustion emits carbon dioxide, nitrogen oxides (NOx), and volatile

organic compounds (VOCs). Other energy systems, including those based on

renewable resources, can have associated CO2, VOCs, and NOx emissions indi-

rectly—for example, those generated during hardware manufacturing. A general

picture illustrating the environmental impact of energy systems is illustrated in

Fig. 15.2, which refers to power generation and transportation sectors. The LCA in

these sectors can take into account the greenhouse gas emissions sourcing from

carbon dioxide, methane, nitrous oxide (N2O), and sulfur hexafluoride (SF6) with

sufficient approximation. Considering the GWP of these substances (GWP ¼ 1 for

CO2, 21 for CH4, 310 for N2O, and 24,900 for SF6) and the emitted amounts for the
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entire life-cycle, the greenhouse gas equivalent effect can be calculated as a

weighted sum:

GW ¼
X
i

GWPi � mi: (15.6)

Moreover, the major airborne pollutants produced by power generation and

transportation sectors are carbon monoxide, nitrogen oxides (NOx), sulfur oxides

(SOx), and VOCs. Thus, an air pollution indicator (AP) can be defined as the

weighted sum:

AP ¼
X
i

APPi � mi; (15.7)

where APPi is the air pollution potential of the pollutant i, and has the values of

0.017, 0.64, 1, and 1.3 for CO, VOCs, NOx and SOx, respectively.

The LCA of energy systems must include the estimation of efficiency and

effectiveness for the whole life cycle. Better efficiency of systems lead to less

resource consumption and less pollution, which ultimately means reduced environ-

mental damage. Such parameters as life-cycle efficiency and effectiveness are

useful for comparing various technological alternatives. As mentioned above,

exergy analysis plays a major role.

15.3 Exergetic Life-Cycle Analysis

The extension of LCA methodology to include exergy analysis for the whole life

cycle of systems has been proposed by Dincer and Rosen (2007). When considering

exergy in LCA, the inventory analysis phase has to account more carefully for mass

and energy flows into, out of, and through all the stages of the life cycle; next, the

energy flow is associated with an exergy flow; eventually, a life-cycle efficiency

based on energy and exergy is defined and studied.

Fig. 15.2 Environmental impact of energy systems [modified from Dincer and Rosen (2007)]
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One can consider that the life cycle of the analyzed product comprises a number

of technological steps. For the ith technological cycle, the exergy consumption rate

can be determined, for example, by considering only the exergy of the consumed

fuels to drive the associated processes. The fuel exergy is consumed for the

generation of the final product ( _Exdir), covering the necessary energy to drive the

process (D _Exdir), and for fueling indirect processes such as extraction of material,

construction of the hardware/equipment, installation, operation, maintenance, and

decommissioning (D _Exind); therefore, for the ith technological cycle, one can write

the following expression giving the corresponding life-cycle fossil fuel exergy

consumption rate:

_Ex
i

LFC ¼ _Ex
i

dir þ D _Ex
i

dir þ D _Ex
i

ind: (15.8)

A typical example explaining the nature of exergy losses by the direct use of fuel

is the hydrogen production from steam reforming, which occurs based on the

endothermic reaction CH4 + H2O ! 4H2 + CO2 � 165 kJ. The direct exergy

input _Ex
i

dir is in this case the exergy embedded in the amount of methane that is

converted into hydrogen. The heat necessary to drive the endothermic reaction,

however, is generated by the combustion of additional methane according to the

reaction CH4 + O2 ! CO2 + H2O + 803 kJ; the exergy associated with the com-

busted methane represents the amount D _Ex
i

dir included in Eq. (15.8).

In many practical situations, the energy that drives a process is electricity or a

synthetic fuel (hydrogen, ethanol, etc.) that is produced starting from fossil fuel by

various processes (e.g., electricity generation by fossil fuel combustion, etc.).

Production of any kind of such energy carriers from fossil fuels has typical exergy

efficiency c, which is known. Based on c, one can simply determine the exergy

embedded in the consumed fossil fuel to drive the process with

D _Ex
i

dir ¼
_Ex i

c
; (15.9)

where _Exi is the exergy consumed by the ith technological step.

The indirect exergy must be calculated such that one accounts not only for the

chemical exergy of the material but also for the economic value. A typical example

(see Dincer and Rosen 2007) is the comparative use of limestone and natural gas as

material inputs. Natural gas has a high exergy content to its reactivity in the

environment (chemical exergy), whereas limestone (as well as many other con-

struction materials) has very little chemical exergy. An exergy content equivalent

“EEQ” of materials can be introduced such that the indirect exergy can be

expressed with

D _Ex
i

ind ¼
EOPþP

EEQ

LFT
; (15.10)

where EOP is the fossil fuel exergy associated with the manufacturing of materials,

equipment, devices, construction work, maintenance, and decommissioning; LFT is
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the lifetime that can be associated with the devices performing the technological

step; and EEQ is the sum of the total exergy equivalents of construction materials

and devices. Some examples of quantifying EEQ are given in this chapter.

Life-cycle efficiency can be defined with the following general formula:

c ¼
_Exproducts

_ExLFC
; (15.11)

where _Exproducts is the total exergy retrieved in the products and _ExLFC is the exergy

consumed for the whole life cycle.

Together with exergy, the life-cycle cost, energy, and mass (material) balances

can be considered. Rosen and Dincer (2003) developed the exergy–cost–energy–-

mass analysis methodology (EXCEM), which is applicable to LCA. The basic

rationale underlying an EXCEM analysis is that an understanding of the perfor-

mance of a system requires an examination of each category of flows, such as mass,

energy, exergy, and cost flows, through which the analyzed system interacts with

the exterior. For each of these categories (mass, energy, exergy, and cost), one can

write a general balance equation in the form of

Inputþ Generation ¼ Accumulationþ Outputþ Consumption; (15.12)

where input and output refer, respectively, to quantities entering and exiting through

system boundaries; generation and consumption refer, respectively, to quantities

produced and consumed within the system; and accumulation refers to a change of

the quantity within the system.

Various energy technologies are generally distinguished by (1) the source of the

energy consumed, (2) the efficiency of the energy produced per unit of primary

energy consumed, and (3) capital investments made per unit of energy produced. To

account for these factors, we can utilize a quantity called the capital investment

efficiency factor, g, as a measure of economic efficiency, which has been proposed

by Granovskii et al. (2006a,b, 2007b) in the context of analysis of hydrogen

production technologies. This indicator is proportional to the relationship between

gain and investment and is expressed as

g ¼
_Ex
_Exind

a� 1

cLFC

� �
; (15.13)

where _Ex is the exergy retrieved in the product and _Exind is the indirect exergy rate

that is proportional to the capital investment in a technology; a is the ratio of the

unitary costs of product and the consumed primary energy for the production of one

unit of product; cLFC is the life-cycle exergy efficiency.

We illustrate here the use of the capital investment efficiency factor for the case of

hydrogen production technologies. The most frequent source of hydrogen production

is natural gas. The alternatives to natural gas are many, but we consider in Fig. 15.3

only wind and solar as the primary energy to generate electricity for water electrolysis.
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Figure 15.3 shows the variation of g with respect to a [data from Dincer and

Rosen (2007)]. It has been assumed that cLFC is 0.72 for hydrogen production from

natural gas, 0.75 for hydrogen production driven by solar energy, and 3.32 for

hydrogen production using wind energy. Note that, according to Dincer and Rosen

(2007), there are no direct costs associated with primary energy consumption when

wind is used to drive hydrogen production process; as a result, cLFC > 1. It follows

from Fig. 15.3, at a ¼ 2, that the capital investment efficiency factor for hydrogen

production via natural gas is about five times higher than that via wind energy. This

situation can be altered by reducing the construction material requirements of wind

per unit of electricity generated.

In order to allow for different technologies (products) to be compared when

various kinds of indicators are available (e.g., technical, economical, and environ-

mental), a normalization procedure is proposed by Granovskii et al. (2006b) and

Dincer et al. (2010). Normalized indicators can include technology costs, green-

house gases (GHGs), and AP (air pollution) emissions. They can be defined using

the reciprocal of the individual indicators (1/Indi) as

N Indi ¼ 1=Indi
ð1=IndiÞmax

; (15.14)

where the denominator represents the maximum value of the reciprocal of the

considered indicator. Once the normalized individual indicators (N Indi) are calcu-

lated, a generalized indicator can be determined, represented by the product of the

normalized indicators. The generalized indicator is thus written as

N Ind ¼ Pi N Indð Þi: (15.15)

The general indicators provide a measure of how far a given technology is from

the “ideal.”
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Fig. 15.3 Capital investment efficiency factor for H2 production [modified from Granovskii

et al. (2007a)]
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15.4 Case Studies

15.4.1 Comparative LCA of Hydrogen–Fuel Cell vs.
Gasoline Vehicles

Hydrogen appears to be one of the most effective solutions for power generation in

stationary and mobile applications. In the utilization phase, hydrogen can be

supplied to fuel cells that produce clean electricity, the only emission being water

vapor. It is very important to assess the environmental impact and the sustainability

of hydrogen and fuel cell system from the perspective of the whole life cycle. In this

respect, the environmental impact is assessed for the hydrogen production phase as

well as its distribution; also in the utilization phase, one has to consider the

environmental impact of fuel cell system construction, which involves expensive

materials, depletion of some resources, and pollution associated with the

manufacturing process. In this case study, the application of LCA methodology is

exemplified in quantifying the environmental and energy impacts of hydrogen–fuel

cell vehicles as compared with conventional gasoline vehicles. It is assumed that

hydrogen is derived from natural gas. The vehicle is based on PEM (proton

exchange membrane) fuel cell technology. Assessing such systems over their entire

life cycle is essential for obtaining relevant information on energy consumption and

emissions and for determining competitive advantages. The gasoline vehicle used

for comparison uses a conventional internal combustion engine (ICE). Moreover, it

is assumed that the gasoline is derived from the processing of crude oil according to

the typical chain involving oil extraction, oil distribution to refineries, fractional

distillation, gasoline distribution, and temporary storage.

15.4.1.1 Inventory Analysis

The life-cycle flow diagram of a vehicle (either conventional gasoline or hydro-

gen–fuel cell) is illustrated in Fig. 15.4. The life-cycle diagram has two branches,

starting with resource extractions for construction materials (left) and primary

energy sources (right). The extracted materials are processed and the vehicle is

manufactured. The distribution phase follows.

Together with the vehicle distribution network, there is also the vehicle mainte-

nance network comprising workshops and spare parts manufacturers and distribu-

tors. On the second branch, the primary energy sources are processed for fuel

production; further, there is the fuel distribution network. After the vehicle use

phase, scraping and recycling are done, where the recycled materials are fed back

into the vehicle manufacturing process.

The boundaries of the system, which have to be established for the inventory

analysis, are set such that the secondary effects are not considered. Here, “secondary

effects” means the emissions and energy involved in the construction of the plants

that process fuels and materials and manufacture the vehicle. For clarification,
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consider hydrogen production by natural gas reforming. In this case, the energy

consumed to produce materials (concrete, steel, etc.) embodied in the hydrogen

plant itself is considered secondary and is not accounted for in the inventory

analysis. Moreover, the inventory analysis is limited to common passenger vehicles.

The results shown in this case study are derived from the paper by Dincer (2007).

In order to elaborate the inventory analysis, both branches shown in the flow

diagram (Fig. 15.4) are considered; these branches are called further “vehicle

cycle” and “fuel cycle” (left/right, respectively). The characteristics of the two

cycles are described in Table 15.3. Here, both energy consumption and GHG

emissions during the fuel cycle of hydrogen are higher when compared with

gasoline fuel cycle. The fuel production stage of the hydrogen cycle is the major

contributor to total energy consumption and GHG emissions. The other significant

contribution to energy consumption and GHG emissions during the hydrogen cycle

comes from the fuel distribution stage, which includes primary energy for the

generation of the electric power that is used for compressing hydrogen.

Figure 15.5 presents compactly the inventory analysis of fuel and vehicle cycles

as expressed in terms of the primary energy consumed. For the fuel cycle, the

results are given as energy consumed for unit of energy embedded in the fuel with

respect to the lower heating value (LHV). For the vehicle cycle, the results are

presented in GJ of energy consumed to produce one single vehicle. In order to

develop the plots shown in this figure, an inventory table has been elaborated (data

not shown here, for simplicity) that quantifies material consumption and the

associated energy for each involved subphase and process.

It can be observed from Fig. 15.5a that most energy consumption for the fuel

cycle comes from fuel production. The energy for hydrogen production is about 3.5

times higher than that of gasoline. Also for hydrogen distribution, one needs

Resource 
extraction

Vehicle 
manufacture

Distribution and 
maintenance

Primary energy 
sources

Fuel production

Fuel distributionVehicle use

Scrapping and 
recycling

Fig. 15.4 The life-cycle phases of a vehicle
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approximately four times more energy than for gasoline. Thus, regarding the fuel

cycle, the gasoline is—energy-wise—clearly superior to hydrogen. However, if one

looks at the vehicle cycle (Fig. 15.5b), it is observed that the ICE vehicle is four

times more energy consuming than the proton exchange membrane fuel cell

(PEMFC) vehicle at the vehicle utilization stage. Overall, per unit of vehicle, the

PEMFC consumes three times less energy during the life-cycle.

15.4.1.2 Impact Analysis

The inventory analysis, presented above in terms of specific energy consumption

during the life cycle, facilitates the impact analysis. Here, one determines the GHG

emissions during various segments of the life cycles for the two vehicles compared

here (Fig. 15.6).

The largest contributor to GHG emissions for the ICE vehicle is the usage stage.

The energy consumption of the ICE vehicle is about three times higher than that of

the PEMFC vehicle. Moreover, GHG emissions during the vehicle cycle of PEMFC

vehicles are around 8% of the GHG emissions of the ICE vehicle, which clearly

indicates the environmental friendliness of PEMFC vehicles.

15.4.1.3 Improvement Assessment

The results of the LCA can be summarized as indicated in Fig. 15.7, which shows

both the energy consumption and GHG emission for the life cycle of the two

vehicles. The figures are presented in percents of the total. This is calculated as

follows:

l The energy consumption for all life-cycle phases is summated to determine the

total life-cycle energy consumption in both cases for one vehicle.
l The life-cycle energy consumption for one gasoline vehicle is considered as the

reference value and is assigned to 100%.
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l The life-cycle energy consumption of the hydrogen vehicle is divided by that of

the reference gasoline vehicle to determine the energy reduction in percents.
l Similarly, the GHG emissions for the two cases are determined by adding the

contribution of each phase.
l The GHG emissions of the gasoline vehicle are assigned to 100%.
l The percent of the life cycle of the GHG emission for the hydrogen vehicle case

with respect to the gasoline reference case is calculated by dividing the GHG

emissions associated with the hydrogen vehicle into that of the gasoline vehicle.

Figure 15.7 presents the improvement assessment of the transportation sectors,

restricted for this case study to passenger cars. By comparing the reference gasoline

vehicle case, which is the technology presently in use, with the hydrogen vehicle,

which represents a technology in the course of implementation, one can comparatively

assess the life-cycle improvement. Indeed, by using the hydrogen vehicle, even if the

hydrogen is derived from a fossil fuel as natural gas, there is an improvement with

respect to the reference case in at least two important directions: (a) the primary energy

consumption is reduced to 42%, and (b) the associated life-cycle GHG emissions are
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reduced to 35%. Of course, the analysis can be extended by including the effects of

other pollutants and of other effects such as material resource depletion. However, as

this preliminary analysis indicates, implementing hydrogen–fuel cell vehicles repre-

sents an important step toward sustainable transportation.

15.4.2 Comparative Life-Cycle Assessment of Conventional
and Alternative Vehicles

In this case study, one exemplifies the use of LCA methodology in the automotive

industry. This example is extracted from Granovskii et al. (2006b,c) and Dincer

et al. (2010). One component of sustainability requires the design of environmen-

tally benign vehicles characterized by little or no atmospheric pollution during

operation. Note also that the conventional gasoline vehicles generate about 350 g of

GHG per km; in a country like Canada, these figures lead to 70 million tons of GHG

emissions per year due to vehicle use.

There are many opportunities to improve vehicles for better sustainability, such

as advanced power train systems, fuel processing, and power conversion technol-

ogies utilizing various fuels or electricity stored in batteries for vehicle propulsion.

Appropriate assessment of the environmental impact and energy consumption

throughout the overall hydrogen production and utilization life cycle, in compari-

son with that of the gasoline vehicle, is critical for making proper decisions about

the hydrogen vehicle’s competitiveness.

In this LCA study, six kinds of vehicles are compared:

1. Conventional vehicle equipped with gasoline-fueled ICE

2. Hybrid vehicle equipped with lower capacity gasoline-fueled ICE, electrical

drive/generator, and rechargeable electrical battery

3. Electric vehicle comprising high-capacity electrical battery and electrical drive/

generator

4. Hydrogen–fuel cell vehicle with hydrogen storage on-board in a high-pressure

tank

5. Hydrogen internal combustion vehicle equipped with ICE and high-pressure H2

tank

6. Ammonia-fueled vehicle that uses ammonia as a hydrogen source (ammonia is

stored as pressurized liquid in a tank; it is decomposed thermo-catalytically to

generate pure hydrogen, which in turn is used to fuel an ICE)

Six vehicles were selected from manufacturer catalogs that represent the six

options described above. For options 1 to 5, the five vehicles are, respectively, Toyota

Corolla, Toyota Primus Hybrid, Toyota RAV4EV all-electric, Honda FCX, and Ford

Focus H2ICE. For the analysis, the necessary technical data for vehicles 1 to 5 were

taken from manufacturers’ published data sheets. For option 6, a thermodynamic

model was elaborated to predict the operation of Ford Focus H2ICE (vehicle 5); in this

case, the primary fuel stored on-board is ammonia, which is converted to hydrogen
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(as already mentioned) by thermo-catalytic cracking using heat recovered from the

exhaust gases.Moreover, it is assumed that the vehicle engine operates with hydrogen

delivered at the same parameters as for the original Ford design specifications.

15.4.2.1 Inventory Analysis

The main characteristics of the selected vehicles are compiled in Table 15.4; the life

cycle of the vehicle is assumed to be 10 years for all cases. The curb mass of each

vehicle is also reported. We assume that the ammonia-fueled vehicle has the same

curb mass as the H2–ICE vehicle from which it originates. The justification for this

assumption comes from the fact that the ammonia and hydrogen vehicles have

system components of similar weight, because the car frame is the same, the engine

is the same, and the supercharger of the hydrogen vehicle likely has a similar weight

as the ammonia decomposition and separation unit of the ammonia-fueled vehicle.

Table 15.5 presents the materials for the batteries and the fuel cell stack and the

vehicle energy inventory for the entire life-cycle. Other common materials, mainly

steel, are considered for the inventory analysis, which includes ICE engines.

The inventory includes analyses regarding the fuel-processing stages (for both

the gasoline and hydrogen case). This part of the inventory is based on the results

published in the reference source (Granovskii et al. 2006c), which lead to the

conclusion that for producing 1 MW equivalent of fuel one has to consume

0.273 MW for the hydrogen (from natural gas) case and 0.173 MW for the gasoline

case. Therefore, hydrogen production efficiency from natural gas is 78% while that

of gasoline from crude oil is 85%. Also, the case of hydrogen production from wind

energy and photovoltaic panels is considered in the present analysis, according to

the results already presented above. All this information is applied to the particular

case of the six vehicles considered here.

15.4.2.2 Impact Assessment

The life-cycle GHG emissions for 1 MJ of mechanical work generated at the

vehicle shaft are calculated based on the results of Granovskii et al. (2006c),

Table 15.4 Main characteristics of inventoried vehicles

Vehicle Engine type

Fuel

consumption

(MJ per 100 km) Fuel type

Driving

range

(km)

Battery life

cycle cost

(USk$)

Curb

mass

(kg)

Conventional ICE 237 Gasoline 540 0.1 1,134

Hybrid ICE + electric 138 Gasoline 930 1.02 1,311

Electric Electric 67 Electricity 164 30.8 1,588

Fuel cell Electric 129 Hydrogen 355 0.1 1,678

H2–ICE ICE 200 Hydrogen 300 0.1 1,500

NH3–H2–ICE ICE 175 Ammonia 430 0.1 1,500

Data from Dincer et al. (2010)
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which are presented in Fig. 15.8. The emissions are correlated with the vehicle

efficiency. Taking into account that the efficiency of the hydrogen vehicle is high

(>40%) and that of the gasoline vehicle is low (~20%), these results show that the

gasoline vehicle emits the most during its lifetime.

The result from Fig. 15.8 is further used to calculate the GHG emission for the

exact cases of the six vehicles. In this respect, the actual shaft work is considered

for each particular vehicle. In addition to the GHG, for the assessment of

Table 15.5 Materials for battery and fuel cell stack and vehicle life-cycle energy inventory

Component Mass (kg) Remarks

Battery (hybrid vehicle) 53 1.8 kWh capacity; 1.96 MJ electricity; and 8.35 MJ

petroleum per kg

Battery (electric vehicle) 430 27 kWh capacity; 1.96 MJ electricity; and 8.35 MJ

petroleum per kg

PEMFC stack

Electrode 4.44 Contains platinum, ruthenium, carbon paper

Membrane 5.64 Nafion

Bipolar plate 53 Contains polypropylene, carbon fibers,

carbon powder

End plate 2.8 Aluminum alloy

Current collectors 1.14 Aluminum alloy

Tie rod 2.05 Steel

Vehicle energy inventory Energy consumption (GJ/unit)

Vehicle type ICEPEMFC

Materials production 5055

Vehicle assembly 2524

Vehicle distribution 2.12.1

Vehicle use 819195

Disposal 0.300.3

Data from Hussain et al. (2007) and Dincer et al. (2010)
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environmental impact, the air pollution (AP) indicator is calculated and both the AP

and GHG are correlated with the curb mass of the car. Thus, the AP and GWP are

estimated first for 1 kg curb mass of vehicle. The formulas used for the calculation

and the amounts of GHG and AP are presented in Table 15.6.

Regarding electricity production for the electric car case, three scenarios are

considered here:

l Scenario 1: electricity is produced from renewable energy sources and nuclear

energy
l Scenario 2: 50% of the electricity is produced from renewable energy sources

and 50% from natural gas at an efficiency of 40%
l Scenario 3: electricity is produced from natural gas at an efficiency of 40%

Each of the electricity-generation scenarios is characterized by its GHG and AP

figures. For scenario 1, the emissions are the least; as reported in Dincer et al.

(2010), they are 5.1 g CO2 equivalent and 20 mg AP equivalent per MJ of electricity

produced. Scenario 3 is the most polluted, with 150 g CO2 and 573 mg AP. The life-

cycle environmental emissions, quantified through GWP and AP, are indicated in

Table 15.7 for each vehicle type and electricity-generation scenario. Using other

vehicle parameters such as cost, range, and fuel cost, together with GWP and AP,

normalized indicators were obtained for all cases. The normalized indicators are

obtained according to Eq. (15.12) for each scenario. For example, in the case of

scenario 1, the hydrogen–fuel cell vehicle has the maximum vehicle cost with a cost

indicator of 0.154; the conventional vehicle has the minimum cost with a cost

indicator of 1. For each case, a general indicator is obtained using Eq. (15.13);

Table 15.6 Environmental impact for the life-cycle of several types of vehicles

Vehicle Impact calculation equations

GW (kg CO2 equivalent/

100 km)

AP (g/

100 km)

Conventional AP ¼ mcurbAPm;

GW ¼ mcurbGWPm

1.5 3.6

Hybrid AP ¼ (mcurb � mbat)

APm + mbatAPbat;

GW ¼ (mcurb � mbat)

APm + mbatGWPbat

1.7 4.2

Electric AP ¼ (mcurb � mbat)

APm + mbatAPbat;

GW ¼ (mcurb � mbat)

APm + mbatGWPbat

2.0 6.2

Fuel cell AP ¼ (mcurb � mfc)

APm + mfcAPfc;

GW ¼ (mcurb � mfc)

APm + mfcGWPfc

4.1 17.8

H2–ICE AP ¼ mcurbAPm;

GW ¼ mcurbGWPm

1.5 4.0

NH3–H2–ICE AP ¼ mcurbAPm;

GW ¼ mcurbGWPm

1.4 3.0

Data from Dincer et al. (2010)
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furthermore, the general indicator is normalized by dividing it by the maximum

value for each scenario. The normalized general indicator is shown in the last

column of Table 15.7.

The results indicate that hybrid and electric cars are competitive if nuclear and

renewable energies account for about 50% of the energy used to generate electricity.

If fossil fuels (in this case natural gas) are used for more than 50% of the energy to

generate electricity, the hybrid car has significant advantages over the other five. For

electricity-generation scenarios2 and3, however, the ammonia-fueledvehicle becomes

the most advantageous option, based on the normalized general indicator values.

15.4.3 Comparative LCA of Hydrogen Production
from Renewable Sources

Exergy efficiency, economic effectiveness, and environmental impact of producing

hydrogen using wind and solar energy in place of fossil fuels are evaluated here

using exergetic comparative LCA. The product is hydrogen fuel, and its assumed

use is only to fuel hydrogen–fuel cell vehicles as a substitute for gasoline. The use

of hydrogen as a fuel for fuel cell vehicles can lead to significant reductions in air

pollution and greenhouse gas emissions.

The utilization of hydrogen in fuel cell vehicles can be considered as ecologi-

cally benign, regarding direct vehicle emissions. The emissions of pollutants occur

during hydrogen production. In a gasoline-fueled vehicle, the combustion process

Table 15.7 Normalized performance, economic, and environmental indicators

Vehicle Scenario

GWP (kg/

100 km)

AP (mg/

100 km)

Normalized indicators

Cost Range

Fuel

cost GWP AP General

Conventional 1 21 60 1 0.581 0.307 0.098 0.126 0.096

2 1 0.581 0.307 0.098 0.283 0.2

3 1 0.581 0.307 0.098 0.283 0.2

Hybrid 1 13 37 0.733 1 0.528 0.105 0.204 0.362

2 0.733 1 0.528 0.105 0.459 0.755

3 0.733 1 0.528 0.105 0.459 0.755

Electric 1 2.3 7 0.212 0.177 1 0.610 1 1

2 7.2 26 0.216 0.177 1 0.194 0.649 0.195

3 12 45 0.212 0.177 1 0.117 0.379 0.067

Fuel cell 1 14.2 31 0.154 0.382 0.523 0.098 0.247 0.033

2 14.7 32 0.154 0.382 0.523 0.095 0.525 0.063

3 15.2 34 0.154 0.382 0.523 0.092 0.497 0.058

H2–ICE 1 11.5 18 0.255 0.322 0.110 0.122 0.420 0.020

2 0.255 0.322 0.110 0.122 0.940 0.042

3 0.255 0.322 0.110 0.122 0.940 0.042

NH3–H2–ICE 1 1.4 17 0.382 0.462 0.140 1 0.440 0.475

2 0.382 0.462 0.140 1 1 1

3 0.382 0.462 0.140 1 1 1

Data from Dincer et al. (2010)
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generates steam, carbon dioxide, and heat, and the heat is partially converted into

mechanical work for propulsion. Because combustion of gasoline in ICE occurs at

about 1,300�C, formation of nitrogen oxides is promoted. Evaporation of gasoline

and incomplete combustion lead to emissions of VOCs and carbon monoxide. Thus,

air pollution and greenhouse gas emissions are associated with gasoline production

and its utilization in ICE vehicles.

Adequate evaluation of environmental impact and energy use throughout the

overall production and utilization life cycle, that is, application of the comparative

LCA method, is critical for the proper evaluation of technologies. The present case

study aims to examine the efficiency, cost-effectiveness, environmental impact,

and sustainability aspects of the processes for comparison purposes. The principal

technological phases considered in the comparative LCA are presented in Fig. 15.9.

Primary resource

a b c d

(a) Harmful 
CO2, NOx,

 VOCs emissions

Crude oil

Pipeline
transportation

Natural gas

Pipeline
transportation

Electricity generation
in photovoltaic

elements

Electricity
generation via
wind turbines

Solar energy

Utilization in fuel
cell vehicles

Utilization in fuel
cell vehicles

Wind energy

Reforming

Hydrogen

Compression and
distribution Hydrogen Hydrogen

Electrolysis of
water at fueling

stations

Electricity
transmission

Electricity
transmission

Electrolysis of
water at fueling

stations

Utilization in fuel
cell vehicles

(b) Water (c) Water (d) Water

Compression Compression

Distillation

Gasoline

Distribution

Utilization in internal
combustion vehicles

Expelled substances

Fig. 15.9 Principal technological phases considered in the comparative LCA of transportation

fuels: (a) crude oil/gasoline; (b) natural gas/H2; (c) solar energy/H2; (d) wind energy/H2
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As it can be seen, for two cases the considered primary energy source is a fossil fuel,

while for the other two cases it is a renewable energy (wind and solar). Life-cycle

exergy efficiencies, capital investment effectiveness factors, and environmental

impacts are then examined.

15.4.3.1 Inventory Analysis

The comparative LCA study starts with the inventory analysis of each phase of the

life cycle. The analysis is done for all four cases considered for comparison. In

cases (a) and (b), the primary fossil fuel (crude oil and natural gas, respectively) is

transported first from the extraction sites to the production site. At the production

site, crude oil is refined to gasoline and natural gas is reformed to hydrogen. For

cases (c) and (d), there is no transportation of primary resource, but rather electric-

ity is generated locally.

We first discuss crude oil and natural gas transport, from the perspective of

inventory analysis. Both crude oil and natural gas are transported in pipelines with

an assumed lifetime of 80 years, whereas the pumps and compressors that serve for

oil and natural gas transport, respectively, have an assumed lifetime of 20 years. In

order to evaluate the exergy embodied in the oil and natural gas pipelines, both are

assumed to have a 1,000-km length. The analysis starts by considering the typical

characteristics of the pipelines, which are given as follows:

l Crude oil: 40 cm diameter, exergy rate of input flow 90 GW, mass of pipeline

64 kt, embodied exergy 2.3 PJ in pipeline and 4.2 in pumps
l Natural gas: 80 cm diameter, 6.9 GJ exergy rate of input flow, mass of pipeline

126 kt, embodied exergy 4.5 PJ in pipeline and 1.5 PJ in compressors

In addition, one assumes 0.65 isothermal efficiency of compressors and pumps,

and an 80-year lifetime of the pipelines and a 20-year lifetime of the compressors

and pumps. It is also assumed that the exergy associated with installation, mainte-

nance, and operation of the equipment is the same as the embodied exergy to

produce it. The energy needed to drive the fuel transportation to pipelines is

produced by a gas turbine power plant with an exergy efficiency of 33%. Based

on this efficiency, one can determine the indirect and direct exergy consumption

rate, which is, for transportation of a fuel quantity with an exergy rate equivalent to

1 MW,

l 95.3 kW (direct) and 13 kW (indirect) for natural gas pipeline
l 16.2 kW (direct) and 2.2 kW (indirect) for crude oil pipeline

One observes that the indirect exergy rate is much smaller than the direct one;

thus, for the purpose of this study, the indirect exergy consumption rate is ignored.

We discuss now alternative (d) from Fig. 15.9, that is, production of hydrogen

from wind energy. This production system has two components: a wind turbine

electric power generator and an electrolyzer. Granovskii et al. (2007a) used the

typical material consumption figures for a 6-MW wind turbine to determine the
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exergies associated with its construction. These exergies and the materials are listed

in Table 15.8. Also the assumed exergy efficiency for electrolysis is 72% and the

indirect exergy is 6.6% of the wind power generation. Accounting for 7% electricity

loss during transmission, the efficiency of hydrogen production is 66.9%.

Regarding hydrogen production from solar energy, a system of photovoltaic

panels and an electrolyzer are considered. Thin-film amorphous silicon technology

is assumed for the photovoltaic system. Table 15.9 presents the equipment and

associated exergy for a unit producing 1.231-kW photovoltaic electricity and

having a 30-year lifetime. The resulting operation exergy per second of lifetime

is 82.1 J and the indirect exergy rate is 1.01 kW. The combined system of solar

panel and electrolyzer produces 807 W of hydrogen energy.

Another process for inventory analysis, common to scenarios (b), (c), and (d)

from Fig. 15.9, is hydrogen compression, which is needed for short-term storage

(storage of hydrogen is discussed in Chapters 4 and 13). In order to compress one

mole of hydrogen isothermally, the consumed exergy, assuming ideal gas behavior,

is given as follows:

DEx cmp
dir ¼ RT0

�cmp�
ng
el

ln
Pmax

Pmin

� �
; (15.16)

where T0 is the standard reference temperature, R is the universal gas constant, P is

the pressure of hydrogen before (min) and after (max) compression, �cmp is the

isothermal compression efficiency assumed to be 0.65, and �ngel is the efficiency of

electricity generation from natural gas, which is taken to be an average value of

Table 15.8 Material requirements and associated exergy for 6-MW wind power generation

Materials

Quantity

(tonnes)

Embodied

exergy (GJ/t)

Exergy equivalent per

second of lifetime (MJ/s)

Concrete 7,647 1.46 0.216

Copper 5.275 136 0.0119

Fiberglass 497 13.5 0.122

Carbon steel 1,888 35.8 0.545

Stainless steel 226 55 0.101

Data from Granovskii et al. (2007a)

Table 15.9 Devices and associated exergy for 1.231-kW photovoltaic system

Devices

Embodied

exergy

(GJ/unit)

Exergy

equivalent

(GJ/unit)

Percent distribution of embodied

energy in solar cells (%)

Inverters 41.6 116 Encapsulation 79 Busbar 2

Electric

components

and wiring

3.02 49 Substrate 5 Back

reflector

2

Solar cells 123.1 716 Deposition 9 Grid 2

Data from Granovskii et al. (2006c) and Granovskii et al. (2007a)
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40% (assuming a gas turbine generator). The minimum pressure is taken to be 1 atm

if the process of production is electrolysis, and 20 atm if hydrogen is produced by

natural gas reforming. The pressure of compressed hydrogen is assumed to be

350 atm.

Regarding the fuel distribution, this is a common step for all the production

strategies (a–d) considered here. However, what differentiates the options is that, in

the case of solar and wind energies, the transmitted energy is in the form of

electricity. The distribution of compressed hydrogen after its production via natural

gas reforming is similar to that for liquid gasoline, but compressed hydrogen is

characterized by a lower volumetric energy capacity and higher material require-

ments for a hydrogen tank. The direct exergy for fuel distribution of 1 MJ equiva-

lent fuel (hydrogen or gasoline) is as follows:

l Hydrogen from natural gas: 0.119 MW (compression) and 0.025 MW (distribu-

tion)
l Hydrogen from wind: 0.238 MW (electricity consumed for distribution and

compression)
l Hydrogen from solar: 0.238 MW (electricity consumed for distribution and

compression)
l Gasoline fuel: 0.0025 MW (distribution only; compression is not needed).

15.4.3.2 Comparative Impact Assessment

The following categories of environmental impact from via pollution are most

relevant for the studied technologies: (a) greenhouse gases comprising carbon

dioxide (CO2 as the major product of combustion processes), methane (CH4

occurring mainly as a result of incomplete combustion), and nitrous oxide (N2O);

(b) airborne pollutants comprising carbon monoxide (CO), nitrogen oxides (NOx),

and VOCs. The greenhouse gas emission and equivalent air pollution are calculated

by considering three phases of emissions for each of the parallel technologies,

which are illustrated in Table 15.10. For the same phase, the air pollutants (CO,

NOx, and VOCs) were calculated as a pre-unit of MJ of the produced hydrogen or

gasoline (whichever is the case) with respect to the LHV.

Figure 15.10a shows the equivalent greenhouse gas emissions in grams per MJ

shaft energy LHV. Observe that the total GHG emissions are low for wind and solar

Table 15.10 Process phases considered for environmental assessment

Phase Gasoline Natural gas Wind and solar

1 Crude oil pipeline

transportation

and distillation

Pipeline transportation

and reforming

Electricity

generation

2 Gasoline delivery to fueling

stations

Hydrogen compression from

20 to 350 bar

Water electrolysis

3 Gasoline utilization in ICE

engines

Hydrogen delivery to fueling

stations

Hydrogen

compression
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technologies as compared to natural gas reformed by hydrogen and gasoline fuel.

In Fig. 15.10b, the calculated air pollution components (CO, NOx, and VOCs)

for all considered phases of the life cycle are shown.

The emission data are further compiled to obtain the graphical representations in

Fig. 15.11, which show the improvement in air pollution due to alternative

0

10

20

30

40

50

60

70

80

90a

b

Gasoline Natural gas Wind Solar

g/
M

J L
H

V
Phase 3

Phase 2

Phase 1

0.1

CO

Gas
oli

ne
, N

O X

VOCs

VOCs

VOCs

VOCs
CO CO CO

Nat
ur

al 
ga

s, 
NO X

W
ind

, N
O X

Sola
r, 

NO X

1

10

100

1000

g/
M

J L
H

V

Phase 3

Phase 2

Phase 1

Fig. 15.10 Pollution associated with technological processes [data from Granovskii et al.

(2007a)]: (a) greenhouse gas emissions and (b) air pollutant emissions
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hydrogen technologies with respect to the gasoline-fuel reference case. In

Fig. 15.11a, the ratio between the life-cycle GHG emissions for the gasoline case

and the alternative technology case (hydrogen from natural gas, wind, and solar

energy) is plotted against the reference case. In Fig. 15.11b, the analogous ratio for

the equivalent air pollution factor (AP) calculated with Eq. (15.7) is shown. One

observes that the application of wind-hydrogen technology leads to the greatest

reduction in air pollution.
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Fig. 15.11 Reduction of air pollution via alternative hydrogen technology, given with respect to

gasoline-fuel reference case [data from Granovskii et al. (2007a)]: (a) greenhouse gas emissions

and (b) air pollutant emissions
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The other renewable solution—solar energy—is also attractive, but its associated

pollution reduction is much lower than those of wind energy, because construction

of photovoltaic cells is an intensive energetic process characterized by air pollution.

15.4.3.3 Exergetic Life-Cycle Assessment

The life-cycle exergy of the overall process is calculated using Eq. (15.9) where the

input is the overall life-cycle fossil fuel and mineral exergy consumption rates to

produce hydrogen and gasoline, respectively. Table 15.11 reports the LCA results.

Observe that the life-cycle exergy efficiency of hydrogen production from wind

energy reaches 1.86, which is a supra-unitary value, which means that the con-

sumed fuel exergy (including the equivalent embodied materials and equipment

exergy) is lower than the exergy in the produced hydrogen. The wind exergy is

considered free and is not included as input.

However, the exergy efficiency of a wind power plant, which is a parameter used

for the design of a power generation system, refers to the wind exergy as input. The

life-cycle exergy efficiency for the case when solar radiation is the primary source

also accounts for the fact that the solar energy is “free”; in this case the life-cycle

efficiency is still less than 1 because valuable materials are required for PV cell

manufacturing, and thus the indirect exergy consumption becomes very high.

One can add a last step to the life cycle, namely the utilization of hydrogen as

fuel. Two kinds of engines are considered for propulsion of vehicles, namely, ICE

and PEMFC. The exergy efficiency of ICE ranges from 20% to 30% while that of

PEMFC is much higher: 40% to 60%. Thus, one can define the life-cycle exergy

efficiency of fuel consumption on a vehicle as

cVLC ¼ cLFC � cENG; (15.17)

where cENG is the exergy efficiency of the engine. We denote e as the ratio of

exergy efficiency of the hydrogen-powered fuel cell engine and the efficiency of

gasoline-powered ICE. The mechanical energy developed at the engine shaft for a

unit of exergy of primary energy can be calculated for the two cases: hydrogen

PEMFC (WH2
) and gasoline ICE (Wg). The ratio,WH2

=Wg, calculated for a range of

e is presented in Fig. 15.12, which shows that the efficiency of a fuel cell vehicle

operating on hydrogen from natural gas must be at least 25% to 30% greater than

Table 15.11 Life-cycle exergy efficiency and resource utilization to produce 1 MW of chemical

exergy in the form of fuel

Energy carrier
P

D _Exdir (MW) _ExLFC (MW) cLFC

(a) Gasoline fuel 0.171 1.171 0.85

(b) H2 from natural gas 0.535 1.535 0.65

(c) H2 from solar 0.238 1.338 0.64

(d) H2 from wind 0.238 0.539 1.86
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that of an internal combustion gasoline engine. The application of hydrogen from

wind energy in a fuel cell vehicle is extremely efficient with respect to fossil and

mineral resources utilization.

The exergy analysis allows the calculation of the capital investment effective-

ness factor (g) according to Eq. (15.13). For the particular case studied here, the

parameter a appearing in Eq. (15.13) is taken as the ratio of hydrogen and natural
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Fig. 15.12 Shaft work developed by hydrogen engine vs. gasoline engines for the same amount of

exergy embedded in the primary energy source
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Fig. 15.13 Cost ratio (a) for a given investment effectiveness factor (g) for alternative

technologies
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unitary cost (i.e., cost per unit of embedded energy). Figure 15.13 correlates the cost

ratio (a) with the investment effectiveness factor (g) for the three alternative

technologies considered here.

The assumed life-cycle exergy efficiencies for calculating g were 0.72 for hydro-

gen production via natural gas, 3.32 for hydrogen generation with wind energy, and

0.75 for hydrogen production using solar energy. Since the current cost per unit of

energy of hydrogen is about two times that of natural gas, the capital investment

effectiveness in hydrogen–natural gas solution is close to 30 while that for solar

technology is about 6 (that is, 5 times less). This situation can be altered by reducing

the requirements of construction materials of wind power plants per unit of electricity

generated. It appears that fossil fuel technologies for hydrogen production from

natural gas and gasoline from crude oil are complement with renewable ones.

The use of wind power to produce hydrogen via electrolysis, and its application in

a fuel cell vehicle, exhibits the lowest fossil fuel consumption rate. However, the

economic attractiveness (capital investment effectiveness factor) of renewable

technologies depends significantly on the ratio of costs for hydrogen and natural gas.

“Renewable” hydrogen appears to provide a potential long-term solution to

environmentally related problems. Depending on the ratio of efficiencies of fuel

cell (hydrogen powered) and ICE (gasoline powered) vehicles, substitution of

gasoline with “renewable” hydrogen leads to a reduction of GHG emissions of up

to 23 times for hydrogen from wind and 8 times for hydrogen from solar energy,

and a reduction of air pollution emissions of up to 76 times for hydrogen from wind

and 32 times for hydrogen from solar energy.

15.4.4 LCA of Nuclear-Based Hydrogen Production
by Thermochemical Water Splitting

The application of LCA is exemplified here for the production of hydrogen via a

CuCl thermochemical water splitting cycle driven by thermal energy that is derived

from nuclear reactors. Hydrogen, when used for power generation, does not emit any

pollutants, and thus is totally benign to the environment. However, the true environ-

mental benefit of hydrogen can be determined by considering the environmental

impacts of the hydrogen production processes. A series of copper- and chlorine-

based compounds are used in the thermochemical water splitting cycle to drive a

series of reactions that have the overall effect of water splitting in hydrogen and

oxygen. The CuCl thermochemical water splitting cycle is detailed elsewhere in this

book. For the purpose of LCA analysis, this cycle is briefly explained in Lubis et al.

(2008, 2010), which is the reference work for the case study presented here. The

nuclear reactor to drive the water splitting process in this case study is the supercriti-

cal water cooled reactor (SCWR). The SCWR is somewhat different from other

reactor technologies in its reliance on heavy water to achieve a nuclear reaction with

uranium fuel. The amount of uranium fuel for 1 MWth (megawatt thermal) heat is
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m ¼ Q

Bd

; (15.18)

where Bd is the discharge burn-up (assumed 480 MWh per kg uranium).

The entire life cycle of nuclear-based thermochemical hydrogen production is

considered, allowing environmental issues to be quantified and related specifically

to the part of the life cycle that is responsible for them.

15.4.4.1 Inventory Analysis

The emissions from the overall system are the sum of the emissions from the

advanced nuclear power plant and the thermochemical hydrogen production plant.

It is assumed that the nuclear plant is rated at 2,060MWth and that the entire thermal

output of the nuclear plant is dedicated to producing hydrogen. The thermochemical

plant is assumed to have a hydrogen production capacity of 5,200 kg/h of H2 and a

30-year operational life. Calculations are based on 1 hour of operation of the entire

plant. The environmental emissions from the nuclear plant are mainly from the

nuclear fuel cycle and the plant construction and installation stages.

The environmental impacts of the thermochemical hydrogen production plant

can be estimated based on the energy used for chemicals in the process, the use of

raw materials, and the fabrication and installation of the plant. The energy required

to operate the thermochemical plant is provided by the nuclear power plant, and it

has been accounted for in its assessment. It is determined that 514,800 kg of CuCl

and 189,600 kg of HCl are required to produce 5,200 kg of hydrogen. The CuCl has

a density of 3,700 kg/m3 and the volume of the pressure vessel is 72 m3. Then, HCl

has a density of 1,191 kg/m3 and a pressure vessel volume of 403 m3. No loss of

CuCl and HCl is assumed over the lifetime of the plant. Since calculations here are

based on 1 hour of operation of the plant, the inventory of CuCl and HCl required

on an hourly basis can be thought of as being the above values divided by the

number of hours in 30 years. The inventory of water is 40 tons, which has a density

of 15 kg/m3 and a pressure vessel volume of 4,454 m3.

Overall, the inputs for producing 5,200 kg of hydrogen are 4.29 kg uranium and 163

tons of heavy water; the thermal output of the nuclear reactor is 7.43 TJ. The total

emissions of the system are the sum of the emissions from the advanced nuclear plant

and the thermochemical hydrogen production plant. Table 15.12 gives the inventory

analysis for 1 hour of operation of the nuclear-driven hydrogen production plant.

15.4.4.2 Impact and Improvement Assessments

The environmental impact and improvement assessment are two consecutive

stages of LCA. We discuss first the environmental impact, which estimates

the actual environmental burden produced by the analyzed product/technology.
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The improvement assessment aims to offer a number of alternatives to reduce the

environmental impact of the studied process. The environmental impacts are

assessed based on the emission determined by the inventory analysis phase, consid-

ering each category, according to the definitions in Table 15.1 and Eqs. (15.1) to

(15.5). The authors of the study, Lubis et al. (2010), used the GaBi (2010) database

to determine and quantify the environmental emissions. The results of the impact

assessment are summarized in Table 15.12 (second column) and Fig. 15.14.

A number of possible improvements of the life cycle have been identified for

reducing the environmental impacts associated with nuclear-based hydrogen pro-

duction via thermochemical water decomposition using the copper–chlorine ther-

mochemical cycle. The proposed improvements are as follows:

l Changing the quantity of materials for the construction of the thermochemical

plant
l Changing the inventory requirements of chemicals and raw materials in a

thermochemical plant
l Reducing nuclear plant emissions. The actual emissions can be 50% higher due to

the increased plant complexity. In contrast, a higher burn-up and more efficient

utilization of nuclear fuel would lower the emissions from ore processing.

The improvement assessment is presented compactly in columns 3 to 6 of

Table 15.13. The LCA indicates that most of the environmental impacts are asso-

ciated with the nuclear plant and construction of the hydrogen plant. In fact, over

95% of the GWP is released from the nuclear plant and the construction of the

hydrogen plant, while 99% of the total acidification potential is contributed during

the deployment of the nuclear fuel cycle and construction of the nuclear plant and the

hydrogen plant. This LCA highlights the fact that the nuclear plant and construction

of the hydrogen plant contribute significantly to the environmental impacts of the

overall system. Improvement analysis suggests the development of more sustainable

processes in the nuclear plant and construction of a hydrogen production plant.
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Fig. 15.14 Percentage contributions to environmental impact from main processes of nuclear-

driven hydrogen production [data from Lubis et al. (2010)]
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In summary, LCA is a method of system analysis from cradle to grave that is

essential for the evaluation of sustainable energy systems and improvement of the

design for better efficiency, reduced environmental impact, better economic out-

come, and other goals. The analysis considers all phases of a product (system and

technology) life cycle, starting with extraction of resources, manufacturing of

materials and parts, assembly, use, maintenance, and disposal. In order to pursue

an LCA project for all phases of the life cycle, an inventory analysis is developed.

Data regarding material and energy consumption, cost, and environmental emission

are compiled in an inventory table. Material and energy balances can be determined

for the purpose of data validation. With an inventory table, it is possible to perform

an environmental assessment and to quantify the overall life-cycle impact of the

product/technology. Several technologies can be compared with regard to environ-

mental impact, cost, efficiency (effectiveness), and other criteria. For an energy

system, it is important to include exergy in the analysis and to determine the

exergetic life-cycle efficiency and overall exergy balance. The improvement assess-

ment is the final stage of an LCA project, in which various scenarios for improve-

ment of the life-cycle performance of the product/technology are proposed and

quantified. Normalized indicators can be developed with the purpose of quantifying

various effects in an integrated manner. For example, a normalized general indica-

tor can account for environmental impact, cost, and technical performance. LCA

represents a valuable tool for policy and planning, offering a rational basis for

decision making.

Table 15.13 Impact and improvement assessments of nuclear-driven hydrogen production

Category

Impact

assessed

Improvement assessment

Materials

doubled

Chemical

inventory

doubled

Nuclear

emissions

doubled

Nuclear

emissions

halved

AD (g antimony

equivalent)

1.88 � 10�7 1.88 � 10�7 1.88 � 10�7 3.75 � 10�7 9.39 � 10�8

A (g SO2

equivalent)

1.531 � 10�4 2.1 � 10�4 1.546 � 10�4 2.478 � 10�4 1.057 � 10�4

E (kg PO4

equivalent)

1.071 � 10�4 1.473 � 10�4 1.078 � 10�4 1.73 � 10�4 0.74 � 10�4

GW (g CO2

equivalent)

2.5144 � 10�3 3.5843 � 10�3 2.5235 � 10�3 3.9496 � 10�3 1.7967 � 10�3

ODP (g CFC 11

equivalent)

7.161 � 10�7 1.020 � 10�6 7.18 � 10�7 1.125 � 10�6 5.113 � 10�7

PO (kg ethylene

equivalent)

1.425 � 10�4 2.02 � 10�4 1.437 � 10�4 2.243 � 10�4 1.015 � 10�4

IR (DALY) 2.387 � 10�5 2.659 � 10�5 2.387 � 10�5 4.503 � 10�5 1.329 � 10�5

AD abiotic resource depletion; A acidification; E eutrophication; GW global warming indicator;

PO photo-oxidant formation indicator; IR ionizing radiation impact (measured in DALY ¼
disability adjusted life years)
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15.5 Concluding Remarks

The LCA represents a valuable tool for policy and planning offering a rational basis

for decision making. This chapter presented the LCA methodology, which is

comprised of a number of ISO standards. Exergetic-based LCA is an extension of

the traditional LCA by including exergy flows, which give more insight regarding

life-cycle losses and help in identifying ways of improving of the involved pro-

cesses. Quantitative and qualitative methods to characterize the environmental

impact of involved processes were described. The application of the LCA method

was exemplified through four case studies. Some specific conclusions can be drawn

as follows:

l In order to pursue an LCA project, an inventory analysis is developed first. Data

regarding material, energy, and, if needed, exergy consumption, cost, and

environmental emission are compiled in an inventory table. The acquired data

can be validated in several ways, one of them being based on material and

energy balances. Determining such balances requires a clear specification of the

system boundaries.
l Developing an inventory table facilitates performing an environmental assess-

ment and quantifying the overall life-cycle impact of the product/technology.
l Several technologies can be compared with respect to environmental impact,

cost, efficiency (effectiveness), and other criteria. For energy systems, it is

important to include exergy in the analysis and to determine the exergetic life-

cycle efficiency and overall exergy balance.
l The improvement assessment is the final stage of an LCA project where various

scenarios for improvement of the life-cycle performance of the product/technol-

ogy are proposed and quantified.
l Normalized indicators can be developed with the purpose of quantifying various

effects in an integrated manner. For example, a normalized general indicator can

account for environmental impact, cost, and technical performance.

Nomenclature

A Acidification indicator, kg SO2 equivalent

ACP Acidification potential, kg SO2 equivalent per kg

AD Abiotic depletion, kg antimony equivalent

ADP Abiotic depletion potential, antimony equivalent per kg

AP Air pollution indicator, kg NOx equivalent

APP Air pollution potential, kg NOx equivalent per kg

Bd Discharge burn-up, MJ/kg

EEQ Total exergy equivalents

EOP Exergy associated with manufacturing
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Ex Exergy, MJ

GW Global warming indicator, kg CO2 equivalent

GWP Global warming potential, kg CO2 equivalent per kg

HHV Higher heating value, MJ/kg

LFT Life-cycle time

LHV Lower heating value, MJ/kg

m Mass, kg

NInd Normalized indicator

ODP Ozone depletion potential

P Pressure, Pa

PO Photo-oxidant formation indicator, kg ethylene equivalent

POCP Photochemical ozone creation potential, kg ethylene equivalent per kg

Q Heat, MJ

R Universal gas constant, J/mol�K
T Toxicity indicator, kg DCB equivalent

TP Toxicity potential, kg DCB equivalent per kg

W Shaft work, MJ

Greek Letters

a Cost ratio

g Capital investment efficiency factor

c Exergy efficiency

� Energy efficiency

Subscripts

cmp Compression

dir Direct

e Environment

el Electric

ENG Engine

f Fossil fuel

g Gasoline

i Index

ind Indirect

LFC Life-cycle

max Maximum

min Minimum

VLC Vehicle life-cycle
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Superscripts

(˙) Rate (per unit of time)

i Index

LFC Life-cycle

ng Natural gas
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Study Questions/Problems

15.1 Define the method of life-cycle assessment and explain its applications.

15.2 What represents comparative LCA?

15.3 What represents exergetic LCA?

15.4 Describe the stages of LCA methodology.

15.5 What are the parameters used to quantify the environmental impact in an

LCA?

15.6 Explain the notion of abiotic resource depletion potential.

15.7 Comment on the environmental impact of energy systems.

15.8 Explain how an exergetic life-cycle assessment can be performed.

15.9 Define the capital investment efficiency factor.

15.10 What is the use of normalized indicators?

15.11 Perform a comparative life-cycle assessment between electric vehicles and

compressed air vehicles of proximity.
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Chapter 16

Industrial Ecology

16.1 Introduction

Industrial ecology is an approach to sustainable development that combines the

sciences of environment, ecology, and engineering technology. The word industrial
indicates that the approach focuses on manufacturing processes of a complex of

products, which eventually can be interrelated. The significance of the term ecology
is twofold: first, that man-designed industrial systems can mimic natural ecosys-

tems (bio-mimetics of natural cycles); second, that minimization of the environ-

mental impact of the designed process is an important goal.

The industrial ecology approach was proposed in a paper by Frosch and Gallo-

poulos (1989) that raised the question, Can our industrial system behave like an

ecosystem? That is, can the wastes (or outputs) from one industrial process become

the inputs for another industrial process? The answer is yes. Thus, in principle, an

industrial park can be designed so that it minimizes the use of primary resources and

of overall wastes while recycling or reusing the intermediate materials. One can say

that industrial ecology is a method of designing industrial systems so that they

produce less damage to the environment. The approach seeks a reasonable balance

between industrial profit and environmental stewardship and thereby can contribute

to sustainable development.

White (1994) defines industrial ecology as “the study of the flows of materials

and energy in industrial and consumer activities, of the effects of these flows on the

environment, and of the influences of economic, political, regulatory, and social

factors on the flow, use, and transformation of resources.” Since industrial ecology

aims to design and analyze fluxes of energy and matter, industrial ecology methods

can beneficially incorporate exergy to provide more powerful tools. Exergy analysis

pinpoints significant losses in the processes, or nonrecoverable losses of the exergy

associated with primary energy sources. An attempt to develop exergy analysis

from an industrial ecology perspective as conducted by Dincer and Rosen (2007)

will be discussed later in this chapter.

One typical example is application of the industrial ecology concept to the

design of industrial parks. Thermodynamic and economic analyses must be com-

plemented in this case with ecology and waste management studies, societal impact

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_16, # Springer Science+Business Media, LLC 2011
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analysis, and creating the legal and economic framework that enables companies to

act for the benefit of the overall system. In brief, industrial ecology is concerned

with shifting industrial processes from linear (open loop) systems, in which

resource and capital investments move through the system to become waste, to

closed loop systems, in which wastes become the inputs for new processes.

According to the above conception, modern industrial technologies should be

designed like ecosystems where (1) input mass and energy flows are minimized and

(2) energy supply is provided by renewable energy sources. Minimization of fossil

fuel energy consumption in industrial processes implies eliminating output waste

energy flows or the emission of wastes that are in equilibrium with the conditions

(pressure, temperature, composition) of the environment. Figure 16.1 shows three

situations illustrating a gradual minimization of input and output material and

energy streams. Case 1 (the reference case) entails three technologies or

manufacturing processes that evolve within the same industrial park. One step

toward implementing industrial ecology is shown in case 2 (reduced waste)

where the waste from technology 1 is taken as input to technology 2; thus the

inputs and outputs (wastes) from the overall process are reduced.

In the third case, all three processes are coupled in a loop, and there is no

material input or waste output. The only requirement for the process to run is the

energy. In a completely sustainable scenario, the input energy should be in the form

of renewable energy.

16.2 Relevant Natural and Industrial Cycles

Industrial ecology is concerned with the design of industrial systems in an ecologi-

cal manner. All fluxes of materials and energy must be inventoried and integrated

with the biogeochemical cycles of nature. One of the main goals of industrial

ecology design is accounting for the natural cycles of substances. Moreover, the

natural cycles are seen as an inspiration for designing material cycles in industry.

There are five biogeochemical cycles of nature—water, nitrogen, carbon, sulfur,

and phosphorus—which we briefly review here.

The water (or hydrologic) cycle is driven by solar energy as water evaporates or

ice sublimates and the generated vapor rises in the atmosphere where it eventually

condenses and generates rain. There are several mechanisms involved in the

hydrologic cycle: evaporation, transpiration, sublimation, cloud formation, precip-

itation, canopy interception, infiltration, runoff, subsurface flow, and advection.

The residence time of water in the atmosphere is 9 days, in rivers up to 6 months,

and in the oceans up to 3,000 years.

It is obvious that the impact of human activities on the amount of water

circulated on the earth is not considerable. However, industrialization has

drastically changed in some cases the local water balances (e.g., installation of

large water dams for hydroelectricity, expelling into the atmosphere water vapor

from combustion exhausts). Moreover, the global warming effect, which is a
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consequence of the industrial activity of humans, accelerates the hydrologic

cycle. The water cycle is relevant in industrial ecology because of its indirect effect

of circulating other chemicals through the atmosphere, waters, and soil. For exam-

ple, the flow of water beneath the earth is one of the most important means of

transportation of other chemicals. Phosphorus is transported from land to lakes

Fig. 16.1 Illustrating the industrial ecology concept
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or oceans mainly through runoff. After erosion and dissolving processes, salt is

transported from the land to the seas. Underground water and runoff are important

in circulating nitrogen from soil to water bodies.

The carbon cycle is next in importance after the hydrologic cycle. The carbon

itself can be transported by water in the form of eroded solid materials or various

kind of particulate matter (including that originating from human activity).

Figure 16.2 illustrates the carbon cycle in nature. The carbon dioxide emissions in

the atmosphere increased by ~6% per annum since 1900 due to fossil fuel combus-

tion in the industrial era. Presently, about 8 Gt are emitted each year. However, the

contribution of the fossil fuel combustion process is a small percent of the total

carbon circulation. The soil contains about two times more carbon than does the

atmosphere. The ocean assimilates ~50 Gt annually, from which 90% is returned to

the superficial water layer, where it is partially assimilated by phytoplankton and

partially released back to the atmosphere. In the oceans, 95% of the sequestrated

carbon is present in the form of bicarbonate. The anthropogenic CO2 released in the

atmosphere in the industrial era produced an increase of the troposphere temperature

Fig. 16.2 The carbon cycle in nature
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by 2� to 3�C (on average). This increase raises major concern due to the rapid global

warming that intensifies the hydrologic cycle. Thus any industrial process must be

designed or retrofitted for minimum CO2 release into the atmosphere.

The global nitrogen cycle is illustrated in Fig. 16.3, along with the major

interaction of this natural cycle with human activity. The principal forms in

which nitrogen is present in the global ecosystem are the nitrogen molecule with

three (strong) covalent bonds (N2), ammonia (NH3), ammonium (NH4
+), nitrous

oxide (N2O), nitrate (NO3
�), and nitrite (NO2

�). The earth’s reservoir of nitrogen is
the atmosphere, which comprises a volumetric percentage of 78.1% nitrogen.

Nitrogen is an element present in all life systems as a constituent of amino and

nucleic acids, proteins, chlorophyll, and animal excretions. However, nitrogen

cannot be used in its molecular form by life systems because its molecule is very

stable: it has three strong covalent bonds. The activation energy for nitrogen

cracking, which is equivalent to the energy needed for breaking the triple covalent

bond of the nitrogen molecule (N�N ! 2N3+ + 6e�), namely 460 kJ/mol, appears

to be insurmountable, so that this energy is higher than the formation energy

of other stable molecules such as carbon dioxide (�393.5 kJ/mol) or water

(�241.82 kJ/mol).

SOIL
* organic matter
* ammonia (NH3)

* ammonium (NH4
+)

* nitrite (NO2
−)

* nitrate (NO3
−)

HUMAN ACTIVITY
* fertilizers

* organic matter
* fossil fuels

ATMOSPHERE
* nitrogen (N2)

* nitrogen monoxide (NO)
* nitrogen dioxide (N2O)

* nitrous oxide (N2O)
* ammonia

* ammonium
* nitrate

WATERS
* sediments
* ammonium

* nitrate

Transport of organic 
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Transport of 
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Transport of
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Transport of 
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Transport of 
organic matter,
nitrate, nitrite, 
ammonium, 

ammonia

Fig. 16.3 Nitrogen cycle in nature and human activity
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Microbes and bacteria have the ability to fix nitrogen (i.e., to convert the stable

molecule of atmospheric nitrogen into reactive compounds) thanks to nitrogenase,

which is the most complex enzyme capable of breaking the nitrogen molecule and

generating ammonia. Therefore, nitrogenase performs a crucial step in the global

nitrogen cycle, namely that of transforming nitrogen captured from the atmosphere

by living organisms, through specific respiration mechanisms, and converting it into

ammonia. Further, ammonia is easily manipulated by biological cells by converting

it into ammonium and other compounds such as nitrate and nitrite, and synthesizing

more complex chemicals such as urea. Other natural ways to fix nitrogen is through

lightning; when lightning occurs, the released energy is sufficient to transform

amounts of atmospheric N2 into NOx, which can be further converted by living

species to nitrates, which are more soluble andmore easily manipulated compounds.

However, lightning is responsible for a minute portion of natural nitrogen fixation

compared with the enzymatic process that fixes the overwhelming majority.

The opposite of the nitrogen fixation process is the process of denitrification,

which converts nitrites and nitrates into mainly nitrogen molecules and some

amounts of NOx and nitrous oxide (N2O) that are released back into the atmosphere.

Recall that nitrous oxide has a greenhouse effect 200 times stronger than that of

CO2. Nitrogen is returned into the atmosphere also in the form of ammonia; the

NH3 is stable in the atmosphere and dissolves in water, through which it is

redeposited on the soil through rain. According to Tsunogai and Igeuki (1968),

the residence time of ammonia in the atmosphere is ~30 days, which is much

shorter than that of other atmospheric gases.

Humans intervene to a major extent in the natural nitrogen cycle, mainly through

the use of artificial fertilizers and the combustion of fossil fuels. Starting in the

second half of the twentieth century, production of ammonia through the Haber–

Bosch process became economically efficient and expanded rapidly so that in 2008

the global ammonia synthesis surpassed 130 Mt. Through the Haber–Bosch pro-

cess, the nitrogen molecule is cracked by heating at temperatures over 850 K and

then combined with hydrogen by catalysts at elevated pressures. The process uses

either natural gas or coal as the primary energy input and materials from which

hydrogen is synthesized as a first step. Nitrogen is extracted from the atmosphere

through air separation methods. Basically, Haber–Bosch is the artificial path

invented by humans to fix the atmospheric nitrogen. All nitrogen fixed through

artificial ammonia synthesis is used as fertilizers (80%) or as building blocks for

other synthetic chemicals (20%). Another artificial path of nitrogen fixation is

combustion processes, which generates NOx in an annual estimated amount,

according to Smil (2002), of ~25 Mt nitrogen.

The high pace of artificial nitrogen fixation is not compensated through artificial

denitrification. Therefore, the role of the denitrification process (converting the

nitrogen reactive compounds into stable atmospheric nitrogen) is left in the hands of

nature. Whether natural mechanisms of denitrification can keep pace with artificial

fixation is an open question. The industrial ecology approach can play a major role

in balancing artificial fixation with natural and artificial denitrification so that the

environment is affected minimally by human activity.
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The phosphorus (P) cycle in nature is affected by human activity that manip-

ulates phosphorus through fertilizers and biological wastes. With respect to the

nitrogen cycle, there is no direct interaction between human activity and the

transport of phosphorus in the atmosphere, as seen in Fig. 16.4. The biological

wastes, fertilizers, and phosphates resulting from human activity are dumped

mainly on land; some of the phosphorus dumping reaches water. In the land, the

phosphorus is present in soils, rocks, phosphates (fertilizers), and other products

resulting from human (industrial, agricultural, etc.) activity. Tectonic uplift and

soils transport phosphorus between soil and water, while winds, through erosion,

transport phosphorus from land into the atmosphere. In waters, the phosphorus is

present in dissolved or particulate forms, in various sediments from deep oceans,

and as a constituent of aquatic fauna and flora.

Figure 16.5 presents the distribution of phosphorus, globally, as a consequence

of the natural cycle and of manmade activities. The largest storage of phosphorus is

in soils (40 Gt) and the smallest results from weathering of rocks and materials

containing P.

Phosphorus is recycled rapidly in the biosphere because life systems are capable

of harvesting it in diluted form and concentrating it up to 1,000 times. For example,

according to Smil (2002), the marine phytomass processes 1 Gt of phosphorus
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Fig. 16.4 The phosphorus cycle in nature and human activity
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annually and the terrestrial phytomass processes up to 100 Mt/year. Nevertheless,

phosphorus is one of the most important elements for life systems, because it is

present in adenosine triphosphate (ATP) and in nucleic acids. Phosphorus is present

in nature in larger amounts as calcium phosphates. In human activity, phosphorus is

present mainly in the form of fertilizers.

Sulfur is also an important element for life systems due to its role in linking

amino acids and forming proteins. Sulfur is transported through the ecosystem

mainly in the form of the following chemicals: sulfate (SO4
2�), sulfur dioxide

(SO2), hydrogen sulfide (H2S), dimethyl sulfide (C2H6S), and carbonyl sulfide

(COS).

The residence time of sulfur in the atmosphere, as embedded in various chemi-

cals, is very short (from minutes to a maximum of 3 to 4 days); thus sulfur cannot be

transported far. Therefore, the natural cycle of sulfur manifests regionally rather

than locally (Fig. 16.6).

The main mechanisms of sulfur transport are by sea spray, volcanic eruptions,

airborne dust and precipitations, and biogenic and anthropogenic emissions. In

Fig. 16.7 are illustrated the annual rates of various transport mechanisms of sulfur

through the ecosystem. The plot is constructed based on data from Smil (2002). The

anthropogenic emissions of sulfur (93%) originate from the combustion of fossil

fuels, while 7% come from smelting of metallic sulfides (Smil 2002). From

Fig. 16.7, it can be deduced that the rate of anthropogenic sulfur emissions represents

roughly 23% from all sulfur transport mechanisms occurring in the ecosystems.

Here, we also illustrate some examples of material cycles that occur in industrial

activity. It will become evident that industrial cycles present similarly to natural

cycles. Both are subjected to the general laws of physics that state, for example, that

energy is never destroyed, mass is conserved, and if no nuclear reactions take place,
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the chemical elements are conserved. In the first few examples, the cycle of

platinum group materials (PGMs) is illustrated for European countries.

Platinum group metals consist mainly of platinum (Pt), palladium (Pd), and

rhodium (Rh) and are found in many industrial materials starting with catalysts,

electrical appliances, jewels, dental prostheses, glass-based materials, and others.

European countries obtain their primary sources of PGM from four countries: the

United States, Canada, Russia, and South Africa. Due to the high values of the PGMs,

these metals are highly recycled. The high cost explains the fact that industrial

ecology for PGM processing is currently in effect, mainly in the form of material

recycling, reprocessing, and reuse. The data from Saurat and Bringezu (2008) have

been used to build the European flow diagram of PGM as illustrated in Fig. 16.8.

From 100% of extracted PGM (bymass) only 80% arrives in Europe, while the rest is

wasted during the preliminary processing in the countries of origin. There are high

greenhouse gas (GHG) emissions associatedwith the extraction and preprocessing of

PGMs, amounting, as indicated in Fig. 16.8, to ~60,000% of the extraction.

Europe uses, recycles, and reprocesses the PGMs extensively; thus, ~2,500 t of

GHGs are emitted into the atmosphere per ton of metal. There are four major

sectors in which PGMs are used in Europe: the auto industry (which consumes 62%

of imports to produce catalysts), jewelry manufacturing with 5.3%, industrial

catalysts with 4.7%, and manufacturing of electric, electronics, and other products

with ~8% of the import. The intense recycling of PGMs in Europe makes possible

the reuse of ~16% of the metals by weight of the amount imported.

Similar material cycles exist for regular metals used in industry (e.g., iron-based

metals). Figure 16.9 illustrates a generic lifecycle diagram that is valid for any

industrial metal. After resource extraction comes primary production and metal use.

Then, the old scrap and dumped scrap can be partially recovered, reprocessed, and

recycled. Thus, one reduces the wastes and the consumption of primary resources.

At the same time, the associated pollution (e.g., GHG emissions) is also reduced.

The opportunity to recycle and reprocess metals was extensively used in the past;

thus, metal cycles are representative examples of an industrial ecology application.

Among metal cycles, much attention is paid to the rare/expensive metal, such as the

PGMs discussed above. Another example of rare metal cycles, which illustrate the

application of the industrial ecology concept is the tungsten cycle. Tungsten is a

strategic metal that is used in construction machinery and equipment, electronic

equipment, lamps for electronics and for lighting, and dies. Figure 16.10 illustrates

the tungsten cycle in the United States. Being an extremely valuable material, the

tungsten cycle includes a thorough waste management system that interacts with

production, fabrication, and use phases (see Harper 2008).

Figure 16.11 exemplifies the material flow and recycling of plastic materials for

product packaging. Plastic sources from secondary products of fossil fuel refineries are

used to make two main substances that are constitutive blocks of packing materials:

ethylene and styrene. The first is prime matter for polyethylene production, while the

second is used for making expanded polystyrene. Plastic materials are recovered from

the products through waste management systems, and then recycled and reused for

new packaging. Eventually, unrecoverable plastics are expelled in landfill.
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16.3 Methods of Analysis in Industrial Ecology

There are a number of established analysis methods in industrial ecology that can be

applied for a defined system and over a defined period of time. We discuss in

this section some of the main analysis methods: material flow analysis (MFA) and

the energy and exergy analyses.

Fig. 16.8 Platinum Group Metals (PGMs) flow in European countries [data from Saurat and

Bringezu (2008)]
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MFA accounts for inputs and outputs of materials, quantified in physical units,

associated with various processes such as resource extraction or harvesting, chemi-

cal processing and manufacturing, consumption and use, recycling and reuse, and

material disposal. MFA is not supposed to account for energy flows; it is restricted

to substance flows. The substances can be categorized in various ways, such as

primary resources, intermediate materials and emissions, input materials, products,
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and polluting emissions. The methodological principle used for MFA is mass

balancing.

When studying the environmental impact, two kinds of MFA are possible, as

reported by Bringezu and Moriguchi (2002):

l Analysis within certain companies, sectors of activity, or geopolitical regions of

the environmental impact per unit of flow of substances, materials, or products
l Analysis for various substances, materials, or products of the environmental

concern related to the throughput of companies, sectors of activity, or geopoliti-

cal regions

The results of MFA are of major importance for many subsequent analyses such

as energy, economic, or environmental ones. For example, the study of the flow of

carbon within an industrial system is important because it is related to GHG

emissions. Moreover, the MFA is the basis for defining and deriving various

kinds of indicators that quantify the environmental impact or other impacts.

The following steps are recommended for performing an MFA in a systematic

manner:

l Defining the system and its spatial–temporal boundaries
l Identifying and categorizing the flows of materials
l Analyzing through mass balance and stoichiometric calculations
l Defining and determining of environmental and other impact coefficients per

unit of flow
l Evaluating the results

Another analysis method equivalent to MFA is known as physical input–output

accounting. Basically through this method one accounts for all physical flows

between the economy and the environment and for all involved material flows. In

this method of analysis the processes under study are represented through the

associated material inputs and outputs. Further details on this method can be

found in Strassert (2002).
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Fig. 16.11 Plastic material flow and recycling for product packaging
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Energy and exergy analyses are thermodynamic methods discussed in Chapter 1

that in principle can be applied to any system. Energy balance accounts for any

involved energy flow associated with streams of matter and those associated with

any form of energy transport, such as heat, mechanical work, electricity, and fuel.

Exergy as a method of analysis in industrial ecology is useful because it accounts

for waste exergy emissions and exergy destructions. Reducing entropy generation

leads to a decline in exergy destruction (losses) _ExD due to reducing the irreversi-

bility of the processes constituting an industrial system. The exergy efficiency of

any process or system generally can be written as

c ¼ 1� Dp; (16.1)

where Dp is the depletion number introduced in Chapter 5 and defined according to
Dincer and Rosen (2007) by

Dp ¼
_ExD
_Exin

; (16.2)

where _ExD represents the exergy destruction rate and _Exin the total exergy con-

sumption by the system.

Assume that the analyzed system is from the domain of industrial ecology, that is, it

comprises a number of combined technologies and industrial fluxes that operate as a

whole. In this case, the exergy efficiency of the integrated system can be evaluated on

the basis of the depletion number of each independent component. In an abstract

manner, the exergy efficiency of industrial ecology systems is illustrated in Fig. 16.12.
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Fig. 16.12 Depletion number of separate and combined technologies
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For combined technologies, the depletion number D
ðcombÞ
p is lower than for separate

technologies D
ðsepÞ
p , which is expressed as

DðcombÞ
p ¼

_Ex
comb

p1

_Ex
comb

p1 þ _Ex
comb

p2

Dð1Þ
p þ

_Ex
comb

p2

_Ex
comb

p1 þ _Ex
comb

p2

Dð2Þ
p ; (16.3)

where _Ex
comb

p1 and _Ex
comb

p2 are the rates of output exergy flows for products 1 and 2,

respectively.

The application of exergy methods to industrial ecology analysis can be done by

calculating the exergy flows of every stream of matter and energy and associating

depletion numbers with every independent technology or process. Further, the

depletion number of the separate and combined technologies is calculated and

compared in order to quantify the benefit of technology integration from both an

energetic and ecologic point of view.

16.4 Case Study

Here is an example of integration from energy technology—a system combining

power generation and hydrogen production technologies. The system comprises the

following technologies: gas turbine, solid oxide fuel cell (SOFC), membrane

reactor (MR), and hydrogen generator. It is taken from Dincer and Rosen (2007).

Both SOFCs and MRs utilize high-temperature oxygen ion-conductive membranes

that permit the separation of oxygen from air. The membranes are applicable as

electrolytes in SOFCs. In the case presented here, the chemical exergy of methane

fuel is transformed into electrical work through an intermediate stage involving its

conversion to hydrogen and carbon monoxide and electrochemical oxidation with

oxygen. In a membrane reactor, the membrane conducts both oxygen ions and

electrons in opposite directions; such membranes are consequently often called

mixed conducting membranes. In this case study the electrical work is not gener-

ated, but oxygen is separated from air, and fuel combustion proceeds in an atmo-

sphere of oxygen, which improves the quality/efficiency of combustion.

Several advanced materials must be included in the discussed technologies:

l Ceramic materials including zirconium oxides for membranes that operate at

over 500 K
l Noble metal catalysis for electrodes resistant to high temperatures of over

1,000 K
l Catalysts for generation of hydrogen from methane through a reforming process

directly at the surface of the electrodes

The process diagram is shown in Fig. 16.13 and operates as follows. The initial

stream of natural gas, after heating in device 14 (in order to achieve, after compres-

sion, the temperature of combustion products) and compression in device 15, is
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divided into two flows. The first is mixed with combustion products (carbon dioxide

and steam) and directed to the anodes of the SOFC stack (device 4), where two

processes occur simultaneously: conversion of methane into a mixture of carbon

monoxide and hydrogen on the surface of the anodes, and electrochemical oxida-

tion of the resultant mixture with oxygen. The oxygen reduction is accompanied by

electricity generation in the SOFCs. The gaseous mixture from the anodes (conver-

sion and combustion products) is cooled in a heat exchanger (device 10), com-

pressed in device 11, and directed to the MR (device 1), where the remainder of the

conversion products combust in oxygen, and then expand in a turbine (device 2).

The combustion products are then divided into two flows. The first is mixed with

the initial flow of methane and directed to the SOFC stack, while the other is mixed

with the second flow ofmethane and enters the catalyticmethane converter (device 5).

After methane conversion to hydrogen and carbon monoxide in device 5, the gaseous

Fig. 16.13 Example of combining hydrogen and power generation technologies [modified from

Dincer and Rosen (2007)]: 1, MR; 2, 3, 6, 8, turbines; 11, 13, 15, compressors; 4, SOFC; 5,

methane converter; 7, 9, 10, 12, 14, heat exchangers; (a) oxygen conductive membranes; (b, c)

anode and cathode of SOFC stack; (d) reactor
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mixture is expanded in a turbine (device 8), cooled in a heat exchanger (device 9), and

directed to the shift reactor, where the remainder of the carbonmonoxide and steam is

converted to hydrogen.

Air is heated in device 12, compressed in device 13, and directed to the MR

(device 1), where some quantity of oxygen is transferred through the oxygen ion-

conductive membrane and combusted with fuel. The air heating in device 12 is

required in order to achieve, after compression, the temperature of the fuel flow,

which is directed, like air, to the MR. The temperature of air reaches its maximum

at the MR (device 1) outlet, at which point it is expanded in the turbine (device 3)

and directed to the cathodes of the SOFCs (device 4). In the SOFCs, the oxygen

concentration in the air decreases, and the air is heated and enters the space between

pipes in the catalytic converter (device 5). In device 5, heat is transferred from the

air to the reaction mixture in the pipes. The mixture is then expanded in the turbine

(device 6) and cooled in the heat exchanger (device 7).

The power generation design combines a traditional gas turbine cycle—which

consists of compressors (devices 11 and 13), a combustion chamber (which is

represented by the MR, device 1), and turbines (devices 2 and 3)—with the

SOFC stack (device 4) and the methane converter (device 5). Heat exchangers

are conditionally divided into the heat releasing (devices 7, 9, and 10) and heat

receiving (devices 12 and 14) types. Mechanical work is produced in the turbines

and consumed in the compressors. The work is transformed into electrical energy,

which is also directly generated in the SOFC stack. The endothermic process of

methane conversion to hydrogen (via a synthesis gas) in device 5 is implemented

into the power generation cycle.

Table 16.1 gives the general parameters used in this analysis, which is done

through the exergy method, making a number of assumptions, such as:

l All gases follow the ideal gas law.
l Mechanical friction is negligible throughout the system.
l Thermochemical equilibrium is achieved at the output of the SOFC and the

methane converter.
l The combustion process is complete in the membrane reactor.

The exergy balance for the system can be expressed as

D _Ex ¼ _Exin � _Exout ¼
X

_Wi þ D _ExT þ
X

_ExDi
; (16.4)

where D _Ex is the rate of exergy change in the system, _Exin is the sum of the exergy

rates of the input flows of methane and air, _Exin is the sum of the exergy rates of the

output flows of conversion products (synthesis gas) directed to a shift converter and

exhaust gases,
P

_Wi is the sum of powers generated in the turbines and in SOFCs,

and consumed in the compressors, D _ExT is the sum of thermal exergy rates released

in heat exchangers 7, 9, and 10 and consumed in 4 and 12, and
P

_ExDi
is the sum of

the exergy loss rates in the devices of the system. Table 16.2 presents the calculated

destroyed exergy for all system components.
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The data are calculated per mole of combusted methane, which has the standard

chemical exergy of Ex0CH4
¼ 831:7 kJ/mol. The system consumes 1.7 mol of meth-

ane to generate two useful products: synthesis gas (hydrogen and carbon monoxide)

and electricity. Therefore, the depletion number of the combined system is calcu-

lated in this case by

DðcombÞ
p ¼

P
ExDi

1:7Ex0CH4

¼ 0:14: (16.5)

For 1 mol of methane consumed, the system produces 0.7 mol of syngas. From

this proportion and the chemical exergy of hydrogen and carbon monoxide, one can

calculate the exergy associated with the syngas, which is Ex0SG ¼ 656 kJ/mol.

Individual efficiencies of technologies were estimated based on the known perfor-

mance parameters derived from other studies (see Dincer and Rosen 2007) and are

given as follows:

l For technology 1: gas turbine steam power cycle cð1Þ ¼ 0:5 and D
ð1Þ
p ¼ 0:5

l For technology 2: methane conversion cð2Þ ¼ 0:8 and D
ð2Þ
p ¼ 0:2

Table 16.1 Assumed parameters for the system discussed in Fig. 16.13

Parameter Value

Isentropic efficiency of turbines �t 0.9

Isentropic efficiency of compressors �cmp 0.8

Operational circuit voltage of the SOFC

stack, V

0.8

Maximum pressure in the gas turbine cycle

Pmax, bar

10

Minimum pressure in the gas turbine cycle

Pmin, bar

1.01325

Maximum temperature in the cycle (at the MR outlet)

Tmax, K

1,500

Temperature of fuel at the inlet of the SOFC stack

Ts, K
1,300

Temperature of fuel and air at the outlet of the SOFC

stack Ts, K
1,300

Ratio of methane combusted in the power generation cycle

to the methane converted

1.0:0.7

Molar ratio of combustion products after MR

to the combusted CH4

6

Ratio of amounts of combustion products directed

to SOFC and methane converter

1:1

Standard temperature T0, K 300

Standard pressure P0, bar 1.01325

Air composition, volume percentage 21% O2, 79% N2

Table 16.2 The destroyed exergy in relevant components of the system from Fig. 16.13

Device 1 2 3 4 5 6 8 11 13 14

Destroyed exergy, kJ/mol 28 3 5 30 17 3 0.3 5 23 1
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Therefore, the depletion number for separated technologies can be calculated by

DðsepÞ
p ¼ W

W þ Ex0SG
Dð1Þ

p þ Ex0SG
W þ Ex0SG

Dð2Þ
p ¼ 0:33: (16.6)

As observed by comparing the depletion numbers of separate and combined

technologies, in the latter case (which corresponds to the industrial ecology

approach) the depletion number is reduced by more than two times. The ratio

between the depletion numbers in the two cases quantifies the amount of environ-

ment pollution and primary resource reduction that can be obtained.

Further, one can calculate how much higher must be the efficiencies of the

separate technologies in order to equalize the combined technology performance.

This can be done by equating D
ðcombÞ
p with D

ðsepÞ
p . For example, one can keep

D
ð2Þ
p ¼ 0:2 as a constant value and determine D

ð1Þ
p ¼ 0:061, which means that the

exergy efficiency of gas turbine steam power cycle must be 0.94, which is not

possible; the conclusion is that the separated technology approach can never reach

the efficiency of the combined approach.

16.5 Concluding Remarks

The industrial ecology approach suggests designing industrial systems in an anal-

ogy with ecosystems, that is, with systems that can be observed from nature.

Basically, as in nature, the wastes of one living species are used by other species

as food or as natural biogeochemical cycles circulate chemicals in a closed loop, the

industrial activities can minimize the resource consumption and waste production

by using a combined approach of various technologies. Important ways of imple-

menting industrial ecology include the appropriate combination of separate tech-

nologies in order to match the waste outputs of one with the inputs of the other, and

the introduction of processes that reduce nonrenewable energy consumption. MFA

is the basis of every industrial ecology design activity. This analysis must be

complemented with thermo-energetic studies that account for the fluxes of energy

and exergy.

Exergy analysis can help in designing industrial systems that follow the princi-

ples of industrial ecology, and in the evaluation of the efficiencies and losses for

such activities. One such evaluation measure is the depletion number, which relates

the exergy destruction and exergy input for a system. The example illustrated here

compared the depletion numbers for separate and combined technologies as a

means of assessing the effectiveness of the technology integration. The conducted

analysis confirms that integrated energy systems, developed via an appropriate

combination of technologies, represent an important opportunity for increasing

the utilization efficiency of natural resources and thereby achieving the aims of

industrial ecology.
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Nomenclature

Dp Depletion factor
_Ex Exergy rate, kW

_Exd Exergy destruction rate, kW

W Work, kJ
_W Work rate, kW

Greek Letter

c Exergy efficiency

Subscripts

D Destruction

in Input

out Output

SG Syngas

Superscripts

(comb) Combined

(sep) Separated
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Study Questions/Problems

16.1 Explain the concept of industrial ecology and its application.

16.2 Describe the natural carbon dioxide cycle.

16.3 Describe the nitrogen cycle and quantify the anthropogenic influence on it.

16.4 Describe the phosphorus cycle in nature.

16.5 Describe the sulfur cycle and the anthropogenic influence on it.

16.6 Explain the general industrial metal life cycle.

16.7 Explain plastic materials flow and recycling for product packaging.

16.8 Define the depletion number and comment on its usefulness.

16.9 Comment on the benefit of combining technologies.

16.10 What is the relationship between depletion number and exergy efficiency?

16.11 What is the effect of depletion number on resource sustainability?

16.12 Are the depletion numbers for renewable energy systems zero? Explain.

16.13 Obtain a published article on industrial ecology. Using the data provided in

the article, try to duplicate the results. Compare your results to those in the

original article.
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Chapter 17

Sectorial Energy and Exergy Utilization

17.1 Introduction

Thermodynamic analysis based on energy and exergy balance can be applied at

macroscales such as sector of activity, geopolitical region, country, group of

countries, or the world. An energy balance can be determined by accounting for

all primary energy flows, all useful forms of energy, and the energy losses in the

conversion processes. Such analysis gives important insights regarding the way in

which the primary energy resources are used; it helps identify the ways and places

for improvement, and it is a necessary tool for macroeconomical planning.

In a world with finite natural resources and large energy demands, it is important to

understand the mechanisms that degrade energy and resources and to develop system-

atic approaches for improving systems in terms of such factors as efficiency, cost,

environmental impact, and so on. The application of thermodynamic analysis at

a macroscale is illustrated in Fig. 17.1. As a first step, the thermodynamic system

subjected to analysis must be delimited. For example, the thermodynamic system can

be a sector of activity, such as industrial, commercial, transportation, agricultural,

utility, and so on.

The boundary of such system cannot be delimited physically; rather, the fluxes

of energy/exergy in and out of the system under consideration can be inventoried.

For the analysis to be done, a period of time must be specified, for example, one

year or one season. The energy consumed by the system subjected to analysis can be

determined based on the primary energy (or fuel sources) consumed over the specified

period of time. The consumption of primary energy sources can be found from regional

or national statistics. At anymacrolevel (sector of activity, geopolitical region, country,

etc.) statistics regarding the energy consumption by type (coal, natural gas, petroleum,

etc.) and other useful information are issued regularly. For each fuel source, the higher

or lower heating value can be used to convert the quantitative consumption

(e.g., quantity by mass, mol, or volume) into energy or exergy terms. The useful

energy or exergy is made available, depending on the case, in the form of work, heat,

electric power, chemicals (e.g., synthetic fuels, electric batteries), or other forms. The

difference between useful and consumed energy or exergy represents the energy loss or

exergy destruction, respectively. Such energy/exergy balances can be determined for

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3_17, # Springer Science+Business Media, LLC 2011
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any category of processes specific to the analyzed system. Based on inputs, outputs,

and losses, energy and exergy efficiencies at a macroscale can be defined, in an

analogue manner, to that commonly considered for any thermodynamic system.

Extensive efforts have been pursued in the last 40 years to perform sectorial

energy analysis in many countries. The capstone work of Reistad (1975) referred

to the U.S. economy and was followed by many relevant studies such as those of

Dincer (1997), Dincer and Al-Rashed (2002), Dincer et al. (2004a,b, 2005), Jaber

et al. (2008) for OECD countries, Rosen (1992), Dincer et al. (1997) for Canada,

Ji and Chen (2006) for China, Kondo (2009) for Japan, Ayres et al. (2003) for the

U.S., Koroneos and Nanaki (2008), Xydis et al. (2009) for Greece, Oladiran and

Meyer (2007) for South Africa, Saidur et al. (2007) for Malaysia, and Utlu

and Hepbasli (2004, 2006, 2007a, 2009) for Turkey. Synthesis work and studies

regarding the elaboration of the methodology for thermodynamic analysis at the

sectorial level are those of Dincer and Rosen (2007), Hepbasli (2005), and Utlu and

Hepbasli (2007b).

In this chapter, we introduce the methodology of thermodynamic analysis at the

sectorial level and emphasize its specificity for various sectors such as industrial,

commercial, residential, transportation, agricultural, and utility. The methodology

is illustrated with a case study at the end of the chapter. The impact of sectorial

analysis on sustainable development is emphasized.

17.2 Thermodynamic Modeling at the Sectorial Level

The use of exergy in thermodynamic analysis at a macroscale is of the utmost

importance. Consider, for example, petroleum oil and wood. Commonly, the first is

perceived as fuel and the second as a construction material. Yet oil can be converted

Thermodynamic Macro-
system

(activity sector, geopolitical 
region, country etc)Energy, exergy 

inputs
(primary energy 

sources/
associated 

exergy)

Useful energy/
exergy

Energy loss/
exergy destroyed

Fig. 17.1 Thermodynamic analysis at a macroscale based on energy and exergy
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into a plastic material to be used for various purposes, including in construction,

and wood can be burned as fuel. At the sectorial level, it is important to quantify the

material fluxes and the associated exergy. As for any material, a specific chemical

exergy can be determined. Exergy is a measure that has the quality of unifying the

thermodynamic analysis. If one knows the energy carried by material flows cross-

ing the system boundary, the corresponding exergy can be determined through a

quality factor. For example, if the flux of energy flows in the form of heat, the

quality factor is given by Carnot efficiency 1 � T0/Tf, where T0 is the environment

temperature and Tf is the temperature associated with the energy flux. If the flow of

energy is in the form of electricity or work, the quality factor is 1. Quality factors

associated with various energy fluxes are presented in Table 17.1.

The exergy associated with each flow of energy can be obtained simply by

multiplying the energy quantity with the quality factor. For fuels, one uses the

chemical exergy that is related to the higher or lower heating value. The procedure

to determine the chemical exergy of fuels is described in detail in Chapter 6.

Simply, a factor can be used to correlate the chemical exergy with the higher

heating value (see Dincer and Rosen 2007). For better accuracy, the exergy can be

correlated with the lower heating value based on a regressed linear approximation.

An example of a correlation for hydrocarbon-based fuels is given by Brzustowski and

Brena (1986) as shown in Table 17.2. Fuels such as gasoline, kerosene, fuel oil, and

diesel are not included. According to Reistad (1975), their chemical exergy can be

calculated, in a simplified manner, as 99% of their higher heating values.

In general, five kinds of useful energy flows can be considered as products:

heating, cooling, work production, electric energy production, and kinetic energy

generation. Table 17.3 defines the energy and exergy efficiency for the five consid-

ered cases. For each of the corresponding conversion processes, both energetic and

exergetic efficiencies can be defined as follows:

l Energy efficiency � is given by the energy in products over the total energy

input.
l Exergy efficiency c is defined as the exergy in products over the total exergy

input.

The analysis made for each sector of activity that takes place in a specific

geopolitical region can be compiled into a sectorial energy/exergy flow diagram.

Table 17.1 Quality factors

associated with some energy

forms

Energy form Quality factor

Mechanical energy 1

Electrical energy 1

Nuclear energy 0.95

Sunlight 0.9–0.95

Steam at 600�C 0.6

District heating at 90�C 0.2–0.3

Heating at room temperature <0.2

Thermal radiation from earth 0

Data from Dincer and Rosen (2007)
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An example of such a diagram is presented in Fig. 17.2, in which a particular

system, a utility, generates electricity and delivers it to the grid. All other sectors are

connected to the grid and also to the stream of primary energy/exergy fuel sources.

In each sector, specific products and wastes are generated. Note that for each sector

there are specific processes that transform the energy input into useful products. For

example, in the residential sector one can have space heating, water heating,

cooking, electrical appliances, lighting, refrigeration and air conditioning, dish

Table 17.3 Energy and exergy efficiency of typical sectorial processes

Process

Energy

efficiency Exergy efficiency Definitions

Electric heating � ¼ Q/W c ¼ (1 � T0/Tp)Q/W Q, process heat; W, electric energy

Fuel heating � ¼ q/HHV c ¼ (1 � T0/Tp)q/ex
ch q, specific heat consumption by

weight or mol; exch, specific
chemical exergy of fuel

consumed

Mechanical

cooling

� ¼ Q/W c ¼ (1 � T0/Tp)Q/W Q, process cooling in energy units;

W, electric energy

Absorption/fuel

cooling

� ¼ q/HHV c ¼ (1 � T0/Tp)q/ex
ch Fuel is combusted to heat the vapor

generator of the absorption

machine

Absorption/solar

cooling

� ¼ q00/IT c ¼ (1 � T0/Tp)q/ex
s IT, intensity of solar radiation; exs,

exergy of solar radiation; quality

factor of 0.9–0.95

Work production,

renewable

energy

� ¼ W/Winp c ¼ � Primary energy source: solar, wind,

hydro, electric power;Winp, input

work

Work production,

fuel

combustion

� ¼ w/HHV c ¼ w/exch w, specific work production per

weight or mol of fuel consumed;

exch, fuel’s chemical exergy

Kinetic energy

production

� ¼ ke/HHV c ¼ ke/exch ke, kinetic energy per unit of fuel

consumption; occurs in turbojet

engines and rockets

Table 17.2 Simplified correlations for exergy of fuels

Fuel Exergy, MJ/kmol

Methane, ethane, propane, N-butane, N-pentane, N-decane, N-
pentadecane, N-heptadecane, N-eicosane

1.0660 � LHV � 27.39

Ethene, propene, butene, pentene, heptene, octene, nonene, decene, 1.0651 � LHV � 49.17

Ethyne, propyne, butyne, pentyne, hexyne, heptyne, octyne, nonyne,

decyne

1.0651 � LHV � 72.95

Methanol, ethanol, propanol, buthanol, penthanol, hexanol, heptanol,

octanol, nonanol, decanol

1.0651 � LHV + 1.60

Benzene, methylbenzene, ethylbenzene, N-propylbenzene, N-
butylbenzene, N-hexylbenzene, N-heptylbenzene, N-octylbenzene

1.0648 � LHV � 76.77

Natural gas, coal gas, continuous reformer gas, cyclic reformer gas,

commercial propane, pure propane, commercial butane, pure

normal butane, low calorific value refinery gas

1.0641 � LHV � 21.78

LHV lower heating value

Data from Brzustowski and Brena (1986)
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washing and ironing, television and computer, washing machine, vacuum cleaner,

and others.

The waste from each sector includes pollutants like carbon dioxide emissions or

other emissions, tars, residual, radioactive waste, and other kinds of wastes. Energy

and exergy efficiency for all analyzed sectors (complete geopolitical regions) also

can be derived by considering the overall energy and exergy output as a summation

of those for each sector.

17.3 Residential, Commercial, and Public Sectors

The residential and commercial sectors present various similarities. There is a relevant

difference between the residential and commercial sectors in developing and developed

countries. For example, the total population of developing countries makes up 80%

of the total world population, but the energy consumption in those sectors represents

only 30% of the commercial/residential global energy (Utlu and Hepbasli 2007a).

In most countries, one third of the energy consumption is attributed to the

commercial and residential sectors. The main subcomponents of the commercial

and residential sectors relevant to energy/exergy sectorial analysis are presented in

Fig. 17.3 (there, HVAC&R represents heating, ventilation, air conditioning and

refrigeration, and LPG means liquefied petroleum gas). Energy is used in these

sectors for space and water heating, cooking, and running various kinds of electrical
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Fig. 17.2 Energy/exergy flows at the sectorial level of a geopolitical region

17.3 Residential, Commercial, and Public Sectors 727



appliances. A large variety of primary fuel sources are employed, including solar,

biomass, LPG, natural gas, and grid electricity. The magnitude of energy flows varies

with geographical region, especially for space heating, which is directly affected by

climate and the local practices regarding building construction, insulation, and the

efficiency of the heating equipment.

Some examples of energy consumption in the residential, commercial, and

public sectors are given here. Figure 17.4 presents the historical data of energy

consumption in the residential sector of Saudi Arabia, and Fig. 17.5 shows historical
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data regarding fuel consumption for cooking. These plots were based on published

data from Dincer et al. (2004a,b). It can be observed from the plot that the most

significant consumption comes from air conditioning units.

About 40% to 50% of the energy input in a residence or commercial setting is

consumed for space heating in most countries. Exergy efficiency for space heating

can be calculated, according to Utlu and Hepbasli (2007a), based on the process

temperature for heating Tp, the first law efficiency,

� ¼ Qp/HHV, (17.1)

and the quality factor

z ¼ HHV/exch; (17.2)

with the following equation:

c ¼ �z 1� T0
Tp � T0

ln
Tp
T0

� �� �
: (17.3)

Based on Eq. (17.3), the energy and exergy efficiencies in the residential and

commercial sectors, as derived by Utlu and Hepbasli (2007a), are summarized in

Table 17.4 as a function of the standard temperature. For these ranges of standard

temperature, the efficiency varies as follows:

l For space heating from 40% to 98% energy and 3% to 30% exergy depending on

heating type
l For water heating from 30% to 99% energy and 1% to 15% exergy efficiencies
l For cooking, exergy efficiency varies from 5% to 30%
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l For electric appliances the energy efficiency varies from 10% to 99% while the

coefficient of performance of refrigeration equipment and heat pumps varies

from 1 to 2
l The exergy efficiency of electric appliance varies from 1% to 21% for most

equipment; for ironing, computer, television, and vacuum cleaners it ranges

from 30% to 75%

The exergy efficiency for cooking is correlated with the energy efficiency

through the Carnot factor:

c ¼ � 1� T0
Tp

� �
; (17.4)

where Tp is the process temperature for cooking, which is taken as an average value.

The electrical appliances include lighting, refrigeration and air conditioning,

dishwashers and irons, television and computer, washing machine and vacuum

cleaner, and others (e.g., hair driers, entertainment, etc.). For washing machines

and vacuum cleaners, the energy and exergy efficiency are the same because these

devices convert electricity into mechanical work.

Basically, in these machines, there are only electromechanical losses, which have

overall values typically of 30%. Computers and television units are also electric

equipmentwith typical losses of 25%.Thedishwasher and the ironuse electrical energy

to generate heat (and somemechanical work, in the case of the dishwasher). The exergy

destroyed is mainly that caused by electrical energy conversion into heat. Equation

(17.4) can be used for calculating exergy efficiency based on energy efficiency.

The coefficient of performance (COP) for refrigeration, air conditioning, and

heat pump units can be calculated with the usual equation COP ¼ Qoutput/Winput for

which the associated exergy efficiency can be written as

c ¼ COP� T0
Tp

� 1

� �
: (17.5)

The efficiency of lighting in commercial and residential applications is consid-

ered to be 5% for incandescent bulbs and 20% for fluorescents; the corresponding

exergy efficiencies are 4.5% and 18.5%, respectively. With respect to the situation

in countries, Kondo (2009) showed that the exergy efficiency in Canada is the best

(15%) among the analyzed cases, including Brazil (12%), Saudi Arabia (9%),

Turkey (9%), and Japan (6%). For Saudi Arabia, the efficiencies in the residential

sector were calculated based on the following figures given in Dincer et al. (2004b):

l For air conditioning, the average COP is 1 and the exergetic COP is 3.4%.
l For lighting, the efficiency is 25% for energy and 24.3% for exergy.
l For electric cooking, there are 80% energy and 22.5% exergy efficiencies.
l For fuel cooking, the overall efficiency is 65% for energy and 15.8% for exergy.
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In Saudi Arabia, about 38% of the electrical energy used in the public and

private sectors is for air conditioning, 42% is for appliances, and 20% is for

lighting. The public and private sectors comprise six subsectors: commercial,

governmental, streets, mosques, hospitals, and charity associations. Figure 17.6

shows the electric power consumption by subsectors of the public and private

sectors of Saudi Arabia. The governmental sector consumes the most energy,

followed by the commercial sector. For the street subsector, only lighting consumes

electric energy. In edifices like that of mosques and charity associations, there are

no electric appliances in operation.

17.4 Industrial Sector

The industrial sector comprises many subsectors of which the most important

are iron–steel, other metallurgical subsectors, nonmetal material subsectors,

chemical–petrochemical industry, fertilizer subsectors, petrochemical feedstock

subsectors, cement, sugar, and other industries. Figure 17.7 illustrates the main

subsectors of the industrial sector together with their principal attributes, and

Table 17.5 illustrates the typical exergy and energy efficiency for various relevant

industrial processes. Figure 17.8 presents the exergy and energy consumption of the

industrial subsectors of Turkey. Both charts represent percents of energy/exergy

consumption per sectors. About 83% of primary energy in Turkey for the industrial

sector is from fuels and 17% is from electricity.

Industrial heating can be categorized by temperature level: low (� 120�C),
medium (121–399�C), and high (� 400�C). The typical efficiencies for process

heating, as a function of the temperature level, can be easily derived from energy
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and exergy balances. For low‐temperature electric heating, the heat losses through

good‐quality insulation are below 0.1% of the useful energy; therefore; they can

be ignored. This means that the efficiency of low‐temperature electric heating

according to the first law of thermodynamics is 100%. For fuel heating, the energy

efficiency is lower because the combustor, which operates at higher temperatures,

loses more heat; typically, the energy efficiency is 65%.

For medium‐temperature electric heating, about 10% of heat losses are consid-

ered; that is, the energy efficiency of the process is ~90% while the fuel heating

efficiency is 60%. For high‐temperature electric heating, the considered efficiency is

70% while for fuel heating it is 50%. The exergy efficiency of electrical heating

ranges from 7% at low to 54% at high temperature. Exergy efficiency of fuel-based

heating ranges from 3.5% at low and 40% at high temperature. Table 17.6 gives the

energy and exergy efficiencies of process heating for each industrial subsector

INDUSTRIAL 
SECTOR

IRON AND STEEL
CHEMICAL & 

PETROCHEMICAL
PETROCHEMICAL

FEEDSTOCK FERTILIZER SUGAR CEMENT
NON-IRON 

METAL
OTHER 

INDUSTRY

Fig. 17.7 Main subsectors of the industrial sector and their principal attributes

Table 17.5 Typical energy and exergy efficiency of some industrial processes

Process

High‐pressure
steam boiler

Steam-

heated

reboiler

Fuel combustion

based tobacco drier

Coal

gasification

Petroleum

refining

Blast

furnace

�, % 90 100 40 55 90 76

c, % 50 40 4 46 10 46

Data from Utlu and Hepbasli (2007b)

5.07%

a b
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Fig. 17.8 Energy and exergy consumption from primary sources (a), and the exergy associated

with it (b) in Turkey [data from Utlu and Hepbasli (2007b)]
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categorized as fuel-based heating and electrical heating. The data presented in

Table 17.6 are based on the actual situation in Turkey; however, the results are rela-

tively general: much variation of figures from country to country is not expected.

The number of industrial subsectors may vary. For example, apart from those

considered in Fig. 17.7, one can have manufacturing industries (e.g., aerospace,

automotive, pharmaceuticals, shipbuilding, and marine) and resource industries

(nuclear, oil and gas, mining and quarrying, etc.). In Saudi Arabia, the industrial

sector comprises the four most significant subsectors—oil and gas, chemical and

petrochemical, iron and steel, and cement—which account for more than 80% of

the total sector energy use; these subsectors were chosen for the analysis to

represent the overall industrial sector.

The energy used to generate heat for industrial production processes in Saudi

Arabia accounts for 68% of the total energy consumption, and mechanical drives

account for 17%. The remaining 15% is divided among lighting, air conditioning,

and others. Figure 17.9 shows the exergy and energy efficiencies of the industrial

subsectors of Saudi Arabia calculated based on the assumption that heating and

mechanical power generation is the most representative use of energy. This

Table 17.6 Exergy and energy efficiency of process heating in industrial subsectors

Subsector T, �C
Electric heating Fuel heating

�, % c, % �, % c, %
Iron and steel 45 100 6.3 65.0 4.1

985 70.0 53.4 50.0 38.1

Chemical and petrochemical 45 100 5.4 65 3.5

140 90 25.2 60 16.8

495 70 42.8 50 30.6

Petrochemical feedstock 60 100 9.7 65 6.3

230 90 36.4 60 24.2

495 70 42.8 50 30.6

Fertilizer 60 100 9.7 65 6.3

350 90 46.9 60 31.3

900 70 52.2 50 37.3

Cement 40 100 5.4 65 3.5

140 90 25.2 60 16.8

590 70 45.7 50 32.6

Sugar 80 100 16.3 65 10.6

315 90 44.4 60 29.6

400 70 39.0 50 27.9

Non-iron metals 60 100 10.8 65 7.0

130 90 23.4 60 15.8

400 70 39.0 50 27.9

Mining and quarrying 31 91.7 28.0 0.9 0.5

160 N/A N/A 9.0 5.0

1,480 8.3 4.2 90.1 45.2

Other industry 60 100 9.7 65 6.3

130 90 23.8 60 15.8

400 70 39 50 27.9

Data from Dincer et al. (2004a,b), Utlu and Hepbasli (2007b), Oladiran and Meyer (2007), Utlu

and Hepbasli (2009)
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simplification is considered valid since these processes account for 85% of the

energy consumption in the industrial sector. The data published in past works by

Dincer (1997), Dincer and Al-Rashed (2002), and Dincer et al. (2004a,b) have been

used for drawing the plot in Fig. 17.9. Interestingly, the energy efficiency in the oil

and gas and chemical and petrochemical sectors is the highest, while the exergy

efficiency in these sectors is the lowest. The highest exergy efficiency in the iron

and steel sector is about 40%.

17.5 Agricultural Sector

Farming depends on the supply of water and on climate. Diesel and electricity are

used in this sector as the primary energy sources. The devices that are assumed to be

representative of the agricultural sector are tractors and pumps, which cover more

than 80% of the total energy consumption. Mean energy and exergy efficiencies are

calculated by multiplying the energy used in each end use by the corresponding

efficiency for that end use as follows:

�

c

� �
mean

¼ ð�=cÞtractor � ðConsumptiontractorÞ þ ð�=cÞpump � ðConsumptionpumpÞ
ðConsumptiontotalÞ :

(17.6)

According to the study by Dincer et al. (2005), the efficiency of diesel-running

tractors used in the agricultural sector can be taken to be 75% under part load

conditions; the electrically driven pumps for irrigations are assumed to be 70%

0%

Oil a
nd

 g
as

Che
m

ica
l a

nd
 p

et
ro

ch
em

ica
l

Iro
n 

an
d 

ste
el

Cem
en

t

20%

40%

60%

80%

Energy efficiency

Exergy efficiency

Fig. 17.9 Overall energy and exergy efficiencies in industrial sector of Saudi Arabia [data from
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efficient. Figure 17.10 compares the evolution of the energy consumption in the

agricultural sector in Saudi Arabia between 1990 and 2001 with that of Canada for

which the data are available until 2008. It can be seen that in this particular situation,

the electrical energy consumption increases almost steadily over time in Saudi

Arabia while it was almost constant in Canada. In fact, through adequate policy

measures in Saudi Arabia, diesel fuel consumption decreased at the same time that

electricity consumption increased. For Canada, the plot shows electrical energy

consumption and energy consumption from other sources, which obviously include

diesel fuel. The efficiency of diesel tractors has been assumed to be 75%, the same as

for the sectorial analysis of Saudi Arabia. The energy consumption from other

sources plotted in Fig. 17.10 is assimilated to that of fuel utilization in agricultural

equipment.

The overall energy and exergy of the agricultural sector of Saudi Arabia have been

calculated by Dincer et al. (2005) for a range of years, and the results are presented in

Fig. 17.11a. The dead state temperature for the calculation has been chosen to be
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25�C. As observed, the exergy efficiencies appear to be slightly less than the energy

efficiencies due to irreversibilities, mainly caused by mechanical work losses

in tractors and pumps. In order to minimize the irreversibilities in the tractors, it is

necessary to increase the work output for the same energy input supplied from the fuel

combustion, and in the pumps the main source is the pressure drop, which should be

eliminated. As a result, it appears that the efficient use of the tractors and pumps in the

agricultural sector is crucial for better efficiency. For comparison, the energy and

exergy efficiency in the agricultural sector of Canada were estimated following the

same procedure and plotted in Fig. 17.11b. It can be observed that the corresponding
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Fig. 17.11 Energy and exergy efficiency history in agricultural sector of Saudi Arabia (a) and
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figures were about constant for two decades, as opposed to the large variation specific

to Saudi Arabia.

For the agricultural sector, mean energy and exergy efficiencies are calculated

by multiplying the energy used in each device type by the corresponding device

efficiency. Then these values are added to obtain the overall efficiency of the

agricultural sector. Figure 17.12 compares the efficiencies in the agriculture sector

at the level of years 1990 and 2001. It is observed that the exergy efficiency

increased but the energy efficiency decreased. The increase of exergy efficiency

demonstrates better energy utilization in that sector.

17.6 Transportation Sector

The transportation sector comprises subsectors, namely, roadway, railway, seaway,

airway, and off-road transport for fuel and electricity consumption. The sector

consumes, as its main energy input, various types of fuels such as gasoline,

compressed natural gas, fuel oil, kerosene, diesel oil, and hard coal. The use of

coal in transportation sector is indirect, in that coal is liquefied to obtain synthetic

fuels in the liquid phase. Electricity is also used to some extent for transportation,

such as for railways and metropolitan public transit. In the future, hydrogen will

make up a larger share of transportation fuels. Among all transportation means,

road transport is expected to evolve the fastest in the coming decades and to offer

the most exergetic improvement among all transportation ways. For example,

according to Utlu and Hepbasli (2006), in Turkey, it is expected that the exergy

utilization efficiency in the transportation sector will increase from about 24%

(at present) to 29% (in 2020).

Various geopolitical factors affect the configuration of the transportation sector.

For example, Jordan is a small country in which there have been important

population shifts in recent decades from rural to urban areas (the urban population
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Fig. 17.12 Efficiencies of the agricultural sector of Saudi Arabia in 1990 vs. 2001

17.6 Transportation Sector 739



now accounts for 82% of the country’s population). Due to the size of the country

and urbanization, rail transport is undeveloped, while the main means of transportation

are via the roadway and the airway. In contrast, Turkey is a country 85 times larger

than Jordan, for which all modes of transportation are well represented, even though

road transport dominates. Regarding the efficiency of the transportation subsectors,

the Greek and Chinese situations can be given as examples: road transportation is the

most efficient in Greece, while waterway transportation is the most efficient in China.

Interestingly, China still uses some steam locomotives, which account for 13%, of the

total railway transport; diesel locomotives account for 77%, while electric trains

account for 10%. The energy share for the four modes of transportation is presented

in Fig. 17.13 for four countries for comparison purposes.

The chart in Fig. 17.14a shows the overall energy and exergy efficiency of 13

countries. Figure 17.9b exemplifies the changes in energy and exergy efficiencies of

the transportation sector of Saudi Arabia across the span of a decade, from 1990 to

2001. Both energy and exergy efficiencies of the transportation sector of this

country increased during that period. Note that the operating load efficiency of

transportation vehicles is 12% less than the rated load because they function at partial

load. Also note that the transportation sector of Saudi Arabia is represented by three

subsectors, each using specific fuel sources: roadway, using gasoline and diesel;

airway, using jet kerosene and air fuel; and waterway, using ship fuel and diesel.

17.7 Electric Utility Sector

The electric utility sector is responsible for production, distribution, and marketing

of electric power. Depending on the country, the utility sector is comprised of

private or/and governmental organizations. The electric utility sector does not
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include the electricity produced by industrial establishments for their own use. The

electric utility sector also includes electrical power generated by desalination

plants. Desalination plants produce electricity as a by-product with high a efficiency,

that is, about 46% as compared to the average efficiency of a power station, which is

28% (see Dincer and Rosen 2007). Countries with desert regions such as Saudi

Arabia use water desalination to produce drinkable water. In Saudi Arabia, the overall

efficiency of the utility sector, calculated by Dincer and Rosen (2007), is 31.75%.

Figure 17.15 exemplifies the trends of energy generation in the utility sector of

Saudi Arabia, which shows the peculiarity of a high production share for the

desalination plants. The main electricity generation sources are fossil fuels (diesel,

crude oil, natural gas, fuel oil) and the electricity that comes as a by-product of

desalination plants.
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17.8 Case Study: Sectorial Exergy Utilization in Canada

Canada’s gross domestic product (GDP) $1.34 trillion, ranking tenth in the world

and amounting to $39,700 per capita. The Canadian economy is divided into a

number of sectors that reflect the national energy use, namely, residential, com-

mercial, institutional (or the public administration sector), agricultural, industrial,

and transportation. The industrial sector includes a number of subsectors such as

mining, oil and gas extraction, pulp and paper, iron and steel, smelting, refining and

nonferrous industries, cement, petroleum refining, chemicals, manufacturing, for-

estry, and construction. The Canadian transportation sector includes airlines, the

domestic marine subsector, the pipeline transport subsector, and road transport and

urban transit. These sectors are supplied with energy from various primary sources,

including fossil fuels (coal, coke, coke oven gas, natural gas, natural gas liquids,

and crude oil), nuclear energy, hydro-energy, and other renewables that make up a

small fraction of the energy used. Statistics Canada collects and reports data regarding

national energy consumption by sectors, types, and regions. The 2008 report analyzes

Canada’s sectorial energy and exergy utilization (Statistics Canada 2008).

For 2008, the amounts of primary energy in peta joules (PJ) consumed by

Canada are reported in Table 17.7, as are the assumptions considered for calculating

the exergy factors that relate to the energy and exergy amounts (there, NCV means

net calorific value). Biomass energy is ignored in the analysis because it amounts to

only 0.5 PJ of production, according to Statistics Canada (2008). Also, of the

primary electricity sources only hydro and nuclear are considered, while other

forms of renewables and other forms of energy such as solar, wind, tidal, and

waves are ignored because they are insignificant compared with hydro and nuclear.
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The secondary energy sources are those recovered from industry or other activities

and are in the form of thermal energy.

The secondary sources were assimilated with steam for the purpose of this

analysis. The energy and exergy supply is presented in percents in Fig. 17.16.

The total energy supply of Canada is partly exported and partly used for domestic

needs. Table 17.7 shows that in 2008 Canada exported 47% of its primary energy

sources. The remaining 53% was used for satisfying domestic energy needs.

After extracting the exports, the energy and exergy production in Canada is

presented in Fig. 17.17 for each type of energy source. The total supply of energy

Table 17.7 Energy and exergy production of Canada (primary sources) for 2008

Primary source

Energy

production,

PJ

Exergy factor Exergy

production,

PJ Export, %PJ/PJ Assumptions

Coal, coke, coke

oven gas

1,896 0.5 7 MJ/kg specific exergy; 15 MJ/

kg average NCV

948 3

Natural gas 7,005 1.02 1.066–27.39/LHVa 7,145 18

Natural gas

liquids

670 1.05 35% propane, 26% butane,

39% ethanea
703 1

Crude oil 10,282 1.14 Assimilated to heavy naphtha 11,721 19

Hydrob 1,698 1 Mechanical energy 1,698 3

Nuclearc 1,130 0.95 Table 17.1 1,073 2

Secondary

sources

2,715d 0.6 Assumed mostly steam 1,629 1

Total 25,396 N/A N/A 24,917 47
aAssumed 80% efficiency of hydroelectricity production
bAssumed 30% efficiency of nuclear power generation
cTaken from Table 17.2
dThermal sources resulting from heat recovery from industry that is used from electricity generation
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for domestic use is 12,500 PJ and that of exergy is 12,630 PJ. It is interesting to note

that crude oil represents 41% in energy terms and 53% in exergy measures. Also

coal, coke, and coke oven gas represent an 8% energy share, while in exergy terms

their share is only 2%. Moreover, natural gas has similar shares in energy and

exergy terms—18% and 20%, respectively. These facts demonstrate that the quality

of the energy resource, in terms of conversion, is well taken into account by exergy.

That is, the exergy content of coal is low, and that of oil is high. For natural gas, the

energy and energy content are about the same.

The energy demand of Canada is shared among various economic sectors

according to the proportions presented in Fig. 17.18. There, through producer

consumption, we see the amount of energy consumed by the producers of energy

such as refineries and power plants, which must use a small part of the produced

energy for their own needs. From the figure we see that the energy losses are 15%,

which means that the energy utilization efficiency in Canada is about 85%.
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Fig. 17.17 Energy and exergy supply for domestic use in Canada [data from Statistics Canada
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The estimation of electricity production efficiency for domestic use in Canada (by

utility and industry together) is presented in Table 17.8. The energy and exergy input

is listed for each fuel type as well as the generated electricity. The overall energy

efficiency at electricity generation is 38% energy-wise and the exergy efficiency is

51%. It is remarkable that the largest share of electricity production is due to

hydropower, which operates at high efficiency. Figure 17.19 analyzes the energy

and exergy demand in the Canadian industrial sector. The bar plot is presented in

percents of the total energy/exergy demand. The largest demand in industry is the

natural gas nuclear electricity. Figure 17.20 analyzes further the industrial sector,

showing the percent use of fuels (per type) for each major subsector. The energy is

used in each industrial subsector for two major purposes: work generation (including

electricity production at industrial sites) and heat generation.

Regarding heat generation, we considered three levels of heat needed by industry,

namely, low‐temperature heat (Carnot factor 0.25), intermediate‐temperature heat
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Table 17.8 Efficiency of electricity generation in Canada, year 2008 (overall)a

Energy source

Input, PJ

Electrical output

Efficiency

Energy Exergy Energy, % Exergy, %

Nuclear 1,130 1,073 339 30 32

Hydro 1,698 1,698 1,358 80 80

Secondary 2,715 1,629 543 20 33

Coal 1,260 630 378 30 60

Fuel oil 60.5 62.5 23 38 37

Diesel 8 8.3 3.2 40 38

Natural gas 249 254 112 45 44

Natural gas liquids 32 33.6 8 25 24

Biomass 95 66 19 20 29

Overall 7,247 5,454 2,783 38 51
aRough estimates based on data from Statistics Canada (2008)
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(Carnot factor 0.5), and high‐temperature heat (Carnot Factor 0.75). Some of the

energy resources are used only for electricity production, for example, hydro and

nuclear. Steam is associated with a Carnot factor of 0.6.

Figure 17.21 shows the calculated exergy efficiency of industrial subsectors as a

function of the type of energy supply. For this plot, it has been assumed that natural gas

liquids and coke are used in industry to heat low‐temperature processes; coal is used

mostly in medium‐temperature and natural gas and oil in high‐temperature processes.

The overall exergy efficiency for each subsector, obtained byweighting, is reported

in Fig. 17.22. The results show that the mining and manufacturing sectors are the
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most exergy efficient while the cement sector and forestry are the least efficient.

The calculated overall exergy efficiency of the industrial sector of Canada is 12%.

For transportation sector analysis, it is considered that the main product of this

sector is the propulsion work of vehicles or to circulate fluids in pipelines. The

Canadian transportation sector include railways (4% energy consumption), airlines

(10%), marine transport (1%), road transport and urban transit (14%), and the rest

(61%) being retail pump sales. The energy efficiency of petroleum-based vehicles is

on average 25%, while vehicles of large capacity such as ships and large diesel

trucks may reach 35% efficiency; electric vehicles are 65% efficient (with respect to

the primary energy). Based on the nature of energy consumption of the transportation

sector, one may argue that 7% of vehicles are 40% efficient, 1% are 80% efficient

(e.g., electric street cars), and 93% of vehicles are 25% efficient. Thus, the calculated

energy efficiency of the transportation sector is 26%. The exergy efficiency is

calculated by using the exergy factors presented in Table 17.7, and the result is 29%.

The agricultural sector consumes fuels mainly to run tractors and electricitymainly

to run irrigation pumps. The demand in Canadian agriculture is 84% fuels and 16%

electricity. Assuming as above 75% efficient tractors and 90% efficient pumps, the

energy efficiency of the agricultural sector is 77% and the exergy efficiency is 50%.

The residential sector consumes 42% electricity and 58% fuels for heating at

low temperature (Carnot factor of ~25%). The energy efficiency becomes 64%,

while the exergy efficiency is 23%. The public sector uses ~58.6% fuels for low‐
temperature heating, 0.4% steam, and 41% primary electricity. Thus, one calculated

84% energy efficiency and 41% exergy efficiency. The commercial sector consumes

36.8% primary electricity, 0.2% steam, and 63% fuels for heating. Thus, one has 85%

energy efficiency and 36% exergy efficiency. Finally, the sectorial analysis concludes

with the energy and exergy efficiency of the Canadian economy and its activity

sectors. This result is illustrated in Fig. 17.23a. The estimated overall energy efficiency

of the Canadian economy is 42% and that of exergy efficiency is 38%.
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Figure 17.23 also compares the results of the Canadian sectoral energy analysis

with a similar one for Saudi Arabia. The overall energy efficiency of Saudi Arabia

is 51% energy-wise and 31% exergy-wise.

17.9 Concluding Remarks

The assessment of overall energy and exergy utilization in a macrosystem in the

form of a sector of activity for a geopolitical region or a country provides useful

information that can help achieve energy savings through efficiency and conservation

measures. Sectorial analysis through energy and exergy can also help in establishing

standards to facilitate better energy planning in the entire macrosystem and its

sectors, including subsectors. The case study presented demonstrates that the
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methodology is simple to apply, using thermodynamic analysis through the first and

second laws, and addresses the general concepts of thermodynamic system, mass and

energy conservation, material flows balance, and exergy balance equations.

Nomenclature

COP Coefficient of performance

ex Specific exergy, kJ/kg

HHV Higher heating value, MJ/kg or MJ/kmol

IT Solar radiation, W/m2

ke Specific kinetic energy, kJ/kg

LHV Lower heating value, MJ/kg

q Heat per unit of mass, kJ/kg or mol, kJ/mol or surface (00), kW/m2

Q Heat, J

T Temperature, K

w Specific work, J/kg

W Work, J

Greek Letters

� Energy efficiency

c Exergy efficiency

z Quality factor

Subscripts

0 Reference state

inp Input

p Process

Superscripts

ch Chemical

s Solar
00 Per unit of surface
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Study Questions/Problems

17.1 Why should sectorial exergy utilization accompany sectorial energy utiliza-

tion studies?

17.2 Explain the thermodynamic analysis at macroscale based on energy and

exergy.

17.3 How is thermodynamic modeling performed at the sectorial level?

17.4 What are the quality factors associated with some energy forms?

17.5 Comment on the features of energy/exergy flows at the sectorial level of a

geopolitical region.

17.6 What are the main subsystems of the commercial and residential sectors?

17.7 What are the main subsectors of the industrial sector and their principal

attributes?

17.8 Taking an example from Turkey, explain the quantitative differences

between energy and exergy utilization from primary sources.

17.9 How one can calculate the exergy efficiency of the agricultural sector?

17.10 Comment on the differences between energy and exergy efficiencies of the

agricultural sector of Canada and Saudi Arabia.

17.11 Comment on energy shares of means of transportation in Turkey, Jordan,

Greece, and China.

17.12 Similar to the case study presented in the chapter, try to perform a sectorial

energy and exergy analysis of a country or geopolitical region.
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Chapter 18

Economic Analysis

18.1 Introduction

The future of any energy resource depends on the state of the art of the technology

to harvest, convert, and transport it and hence on economic and political factors.

The political factors include rules and regulations. The relationships among factors

have been studied and characterized during the past century in the context of power

plant engineering and regulated utilities. Between energy engineering and economics

there is obviously a trade-off because a design achieving high energy generation

efficiency is costly and this leads to a high price per unit of energy. On the other

extreme, a low-cost design features low efficiency, and hence the cost of energy

is high because one needs to spend large amounts of primary energy resources.

Somewhere in between a technical–economical optimum of the design can be found.

One of the roles of engineering economics is to establish technical–economical

criteria for design optimization. For example, such criteria can be minimum life-

cycle cost, maximum life-cycle savings (LCS), minimum levelized energy cost, and

so on. Even though these concepts are well developed in the context of classic

power plant engineering (Drbal et al. 1996), there are only a few texts that discuss

and give instructive examples of the technical–economical peculiarities of recently

established sustainable energy systems.

The key factor to be considered here is the additional costs involved in clean

emission enforcement. These costs may include the CO2 separation and sequestration

system, the carbon tax, tax deductions on renewable energy development and asso-

ciated power generation, incentives and bonds issued by governments to help initial

investments in renewable energy generation, and others. These factors as such can

change the economic picture in general and accelerate the march of societies toward a

globally spread sustainable energy practice.

Apart from their use in system design and optimization, engineering economics

establishes the criteria for choosing among options. For example, life-cycle cost can

be used to decide which of two or more alternative energy systems attaining the

same purpose is preferable. These systems can be based on fossil fuel or on

renewable sources or a combination of sources.
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If several equivalent energy systems are studied during the same period of time

(or if the systems have a similar lifetime), normally the system with the lowest life-

cycle cost is to be preferred. If the studied alternatives each have a different

lifetime, the system featuring the lowest levelized energy cost should be selected.

Economics is crucial in guiding the engineering decisions in the implementation

of various sustainable energy systems and technologies. The goal is to make such

systems and technologies more cost-effective and hence more economical.

Politics, influences the economic decisions about renewable energy. Boyle (2004)

summarized the main political factors through which governments may influence the

promotion of sustainable energy technologies. These are related first to legislation

and regulations that specify standards and codes for renewable energy. For example,

in Greece and Israel there are requirements that new buildings have solar collectors

for water heating. Most countries rely, however, on various financial incentives that

modify the life-cycle cost or savings so that sustainable energy sources are promoted

by making them economically attractive. Some examples are given below:

l Exemption from taxes
l Capital grants
l Auction to supply contracts for renewable energy
l Renewable obligations (electricity suppliers must purchase a specific proportion

of renewable energy)
l Feed-in tariffs (fixed premium prices for electricity from renewables)

The U.S. Energy Policy Act of EPACT (2008) states that the Department of

Energy shall seek, to the extent that is economically feasible and technically

practicable, to increase the total amount of renewable energy that the federal

government consumes during the following fiscal years:

(a) Not less than 3% in fiscal years 2007 through 2009

(b) Not less than 5% in fiscal years 2010 through 2012

(c) Not less than 7.5% in fiscal year 2013 and each fiscal year thereafter

The U.S. implements this policy by offering Renewable Energy Certificates

(RECs) to eligible economic actors and agencies that generate, buy, or sell any

form of renewable energy. An REC represents an allowance given in equivalent of

1 MWh unit, especially to new projects to reduce the initial costs and hence to

promote the development of renewable energy trade. The European Union proceeds

somewhat similarly, but its target is to achieve a 12% share for renewable energy of

the total energy consumption by 2010 (EC 2001).

Other books discuss the topic of sustainable energy systems and include chapters

on economic analysis and optimization. Rabl (1985) discusses solar concentrators.

Rubin and Davidson (2001) discuss the fundamentals of engineering economics and

its applications for life-cycle cost analysis and compare technology options for

environment control and policy. Boyle (2004) and Tiwari and Ghosal (2007)

discuss renewable energy. Tester et al. (2005) discuss sustainable energy economics

(including nuclear).
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In contrast, this chapter discusses finance issues such as the rate of discounting

the future, worth analysis, loan payments and taxation, the current prediction of fuel

price escalation and consumer price index (CPI) evolution up to 2050, life-cycle

cost analysis and optimization for renewable energy sources, homeowner or

non-utility energy generators and utility electrical energy generators, and cogene-

ration and district energy systems.

The work by Fuller and Petersen (1995), which describes the life-cycle cost

methodology and criteria established by the U.S. Federal Energy Management

Program (FEMP) for economic evaluation of (renewable) energy and water conser-

vation projects, has been consulted for updated information on fuel price and

electrical energy escalation rates. Their report is accompanied by a yearly supplement

that offers price indexes and discount factors for life-cycle cost analysis. The last

issue of the supplement is by Rushing and Lippiatt (2008) and includes fossil fuel and

electrical energy escalation prices, as predicted up to 2038.

Another important reference is ASHRAE (2007), which presents a chapter on

owning and operating costs that includes information about the life-cycle cost of

heating, ventilating, air conditioning and refrigeration systems, and district energy

systems. The costs are categorized as incidental (initial cost, replacement cost, salvage

value) orperiodic (e.g., loan, insurance, tax, etc.).Theoperating costs are differentiated

into fuel, utility and water costs and in-house labor, materials, maintenance services,

and other maintenance allowances. This source offers valuable tabulated data of the

life-cycle costs of residential, commercial, and industrial energy conversion systems.

This chapter discusses some fundamental aspects of engineering economic

analysis and its applications to various practical cases, where the role of economics

is critical. Several problems are presented to explain and illustrate the concepts and

definitions. The criteria that can be used for life-cycle cost analysis, design selection,

and optimization are also explained.

18.2 Elements of Financing and Engineering Economics

This section introduces some relevant financing and economics concepts in, such as

discount rate, inflation, present and future worth of capital, levelizing, financing

through loans, taxation, depreciation, and salvage. These concepts constitute the

fundamental building blocks of life-cycle cost analysis and technical–economical

system optimization.

18.2.1 Rate of Discounting the Future

The most basic concept in economics is capital, which refers to items of extensive

value. Even though the term has several other meanings, we refer here only to

financial capital, which represents a value owned by legal entities that can be saved,
traded, and useful when retrieved.
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When traded, financial capital can be liquidated as money because by its nature

money is used as a medium of exchange. It is important to note that the market

value of capital is not based on the historical accumulation of money invested but

on the perception by the market of its expected revenues and of the risk entailed.

The revenue may come from the investment of financial capital in the form of

money. Since money can be invested, it augments the capital, and thus the future

worth of money always increases. Said another way, the present worth of money

(or of a capital measured by money) is always smaller than the future worth.

In economics, one says that the present worth is discounted with respect to the

future worth.

By definition, the rate of discounting the future (or the discount rate) represents
the incremental growth of worth during a period of time. If one denotes the discount

rate with r, the future worth with F, and the present worth with P, then the

incremental growth of worth, 1 + r, is 1 + r ¼ F/P, and therefore the discount

rate for one time period is

r ¼ F

P� 1
: (18.1)

In general, the unit of time period in economics is 1 year. However, it is common

that the discount rate stays constant along several time intervals n; hence, r ¼ Fk/

Pk � 1, k ¼ 1 . . . n. In this situation, the present worth in the second period, P2, is

the same as the future worth after the first period, F1. Moreover, the present worth in

the third period, P3, is equal to the future worth after the second period, F2, and,

in general one can write Pk ¼ Fk�1, k ¼ 2 . . . n. Taking the product of (Fk/Pk)

for k ¼ 1 . . . N and reducing any Pk with Fk�1, one eventually obtains (1 + r)N ¼
FN/P1; hence,

r ¼ FN

P1

� �1=N

� 1 (18.2)

represents the discount rate that models the present worth P1 growth after n times

intervals.

Application of the discount rate for more than one period is known as compounding.
Through compounding one obtains the ratio between the future and present worth,

which is an equivalent form of Eq. (18.2), such as

FN

P1

¼ ð1þ rÞN; (18.3)

which is called compound amount factor and denoted with the consecrated notation
(F/P, r, N), where N is the number of periods (e.g., years), F the future worth after

N periods, P is the present worth, and r is the discount rate (see Fraser et al. 2006).
The converse of Eq. (18.3) is known as the present worth factor and it facilitates

the calculation of the present worth, which is a value gain after a number N of time
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periods during which the present value is incrementally augmented. Hence, the

present worth factor, denoted (P/F, r, N), is

P1

FN
¼ ð1þ rÞ�N: (18.4)

The present and future worth are general notions because they refer to values.

For example, they apply to money that increases its present value due to

the productivity of capital, but as well these concepts apply to any commodity

(e.g., oil). It is interesting to note that taxes that increase in time at a constant rate

can be modeled on the same equation Eq. (18.2), as can be seen in the next example.

Example 18.1

An industry consumes oil at a constant rate per day for heating purposes. The period

under consideration is from 2010 to 2050. It is known that about 0.3 tonne of CO2 is

produced per GJ of combusted oil. Estimate the total tax paid for CO2 emission in

constant dollars in 2008. Calculate the rate of increase in the CO2 tax if one assumes

that between 2010 and 2050 this rate is constant. The following equation gives the

tax on CO2 emission in 2008 dollars of constant currency (amended for inflation)

per tonne for any year between 2007 and 2050:

tCO2
¼ 3:2y� 6; 422:4ð Þ US$2008

tonneCO2

;

where y is the year and US$2008 represent the U.S. dollars at their 2008 value.

Solution

l The tax on CO2 per GJ of energy produced from oil combustion is

tCO2
¼ ð3:2y� 6; 422:4Þ ðUS$2008=tonneCO2Þ �0:3 ðtonneCO2=GJÞ:

l The above equation becomes tCO2
¼ 0:96y� 1; 926:72 ðUS$ 2008=GJÞ:

l The total tax on CO2 emission paid per GJ of combusted oil between 2007 and

the year y is then tCO2;2007ðyÞ ¼
R y
2007

ð0:96y� 1; 926:72Þdy, which solves to

tCO2;2007ðyÞ ¼ 0:48y2 � 1; 926:72yþ 1; 933; 463
US$2008

GJ
:

l Thus, the total tax paid between 2010 and 2050 is

tCO2;tot ¼ tCO2;2007 2050ð Þ � tCO2;2007 2010ð Þ ¼ 883
US$2008

GJ
:

l The tax in 2010 is, according to above equation, tCO2;2010 ¼ US$13:8=GJ; if one
assumes a constant rate of tax increase, the future value in year N is

FN ¼ 1þ rð ÞNtCO2;2010; therefore, for a fixed rate of emission during 2010 and

2050 the total tax paid is the summation

tCO2;tot ¼
XN
k¼1

Fk ¼ tCO2;2010

XN
k¼1

1þ rð Þk;
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which is a geometric progression with ratio a ¼ 1 + r and has the known sum of

XN
k¼1

ak ¼ a
1� a N

1� a

� �
;

where N ¼ 40 years; therefore, one equates

13:8a
1� a40

1� a

� �
¼ 883

and solves it for a; the result is a ¼ 1.022 or r ¼ 2.2%.
l Written according to Eq. (18.3) the tax in year N is given with respect to the

present tax in 2008 by FN ¼ 1:022NtCO2;2008.
l Note that in the constant rate of increase approach, the tax in the year 2050 is

tCO2;2050¼F40¼1:02240�13:8¼ US2008$33=GJ, which is different from that pre-

dicted by the equation given in the problem statement, tCO2;2050 ¼ US$2008138=GJ.

Example 18.2

What is the value after 5 years of a deposit of $1,000 in a bank savings account with

6% compounding yearly?

Solution

l The interest rate of 6% is in fact the rate of discounting the future; hence r ¼ 0.06.
l The present worth is P1 ¼ $1,000 and the number of compounding periods

N ¼ 5.
l The compound amount factor calculated with Eq. (18.3) is (F/

P, 0.06, 5) ¼ 1.065¼ 1.338.
l Therefore, the future worth of the deposit is F5 ¼ (F/P, 0.06, 5)P1 ¼ 1.338

� $1,000 ¼ $1,338.

Example 18.3

A homeowner assumes that his water heater needs to be replaced after 15 years at a

cost of $2,000. What amount must he deposit today with 4% interest so that he can

buy the replacement boiler after 15 years? How much should the interest rate be if

he deposits $1,000?

Solution

l The future value F15 ¼ $2,000 is discounted by the rate r ¼ 0.04 for N ¼ 15

years.
l The present worth factor is, according to Eq. (18.4), (P/F,0.04,15)¼

1.04�15¼0.555.
l The homeowner has to deposit P1 ¼ (P/F, 0.04, 15)F15 ¼ 0.555 � 2,000

¼ $1,110.
l If the homeowner deposits P1 ¼ $1,000, then the discount rate for 15 com-

pounding periods is given by Eq. (18.2), r ¼ (F15/P1)
1/15 � 1 ¼ 21/

15 � 1 ¼ 4.73%; thus the interest rate must be 4.73%.
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In the examples given above, we used the term interest rate without defining it

since it is assumed that the reader is familiar with it (this term is commonly used for

bank-related business). The important aspect here is to observe that the rate of

discounting the future is a consequence of the productivity of capital, and therefore,

for the case of bank savings, the discount rate is the same as the interest rate. However,

the discount rate is a more general concept, as can be deduced from Example 18.1,

where the discount rate is taken to be the same as the growth rate of the carbon tax.

It is clear that the higher the discount rate, the lower the present worth. However,

the choice of the discount rate is not clear because different investments yield

different returns. Similarly, regulators have the dilemma of determining what

taxation rate to impose (which, as exemplified above, acts similarly to a discount

rate) because imposing a high tax or too low a tax may lead to unwanted economic

consequences. It is useful here to discuss some examples of how to choose a

discount rate for some relevant situations.

First, consider a homeowner who has enough money in his savings account to

purchase a solar water heater. Instead of buying the water heater, he could leave the

money in his savings account. If he does buy the water heater, he forgoes the interest

that he could otherwise earn from the savings account. Hence, his discount rate is the

interest rate of his savings account. If he had no savings, he would have to borrow

money for the water heater. In that case, his discount rate would be the interest of his

loan. Loan interest rates are generally higher than the rates for savings account.

The situation is more complex if there are several investment alternatives. For

example, a homeowner might invest his money in real estate, stocks, or bonds, each

with a different rate of return and a different risk. Industrial and commercial

investors usually have a range of investment opportunities. In such cases, the

appropriate discount rate for the analysis of a sustainable energy investment is

the rate of return for investments of comparable risk that would be made if the

money were not spent on a sustainable energy system.

When a project is examined from the point of view of society, the discount rate

should be based on the rate of return for society as whole. This rate is called the

social discount rate. It is the subject of much controversy, entailing as it does

delicate problems such as intergenerational equity. A high discount rate

de-emphasizes the importance of future costs or benefits; in other words, it favors

the present generation over future generations.

18.2.2 Inflation Rate

Another factor regarding the discount rate is the volatile value of money, which can

inflate or deflate. Inflation refers to increase over time in the average price of goods
and services. The term price refers to the assignment of a monetary value to a good

or service. Any price is given in a specific currency that represents a unit of trade,

which is a measure of money.
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Deflation is the opposite of inflation, representing a decrease over time in the

average purchasing power of money. Inflation and deflation phenomena come in

succession; that is, after a period of inflation may come a period of deflation,

depending on the march of the economy as a whole. These phenomena can be

quantified by accounting for the relative variation of currency.

The rate of discount of any kind of business is affected by inflation and deflation

because they modify the cash flows associated with any economic (and engineer-

ing) project conducted over a period of time. It is important therefore to quantify

these effects and their impact on the discount rate.

Inflation and deflation can be quantified through the CPI that represents the

average price of a basket of goods in a given period, divided by the price of the

same basket in a base period. Since it refers to price, the CPI is always given with

respect to a specific currency. In Canada, for example, the year 2002 is taken as

the reference year for CPI estimation (the CPI value is set to 100 for year 2002).

In Fig. 18.1, the variation of the CPI in Canada for the period 1990–2008 is shown.

One can clearly observe how a period of inflation (CPI growth) is followed by a

period of deflation (CPI decrease).

The CPI provides a means to differentiate between the real worth and the

nominal worth of a currency. The real worth of a currency (RW) represents the

worth of that currency in the reference period taken by convention for computing

the CPI. The nominal worth of currency (NW) refers to the actual worth at the
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Fig. 18.1 Variation of the Canadian CPI in the period 2004–2008 [data from StatCan (2010)]
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current date or at any other specified period different from the reference period for

the CPI. The CPI is therefore defined by

CPIN¼NWN

RW
; (18.5)

where the subscript N indicates that the CPI and the nominal worth correspond to

the year N after (or before) the reference period. On the other hand, the nominal

worth can be viewed as a future worth of currency in the reference period that

inflated (or deflated) with the discount rate i; therefore, the equation becomes

NWN ¼ RW
F

P
; i;N

� �
; (18.6)

which introduces the inflation rate that represents the discount rate i of nominal

currency with respect to real currency. Solving simultaneously Eq. (18.5) and

Eq. (18.6) for CPIN, one obtains

CPIN ¼ F

P
; i;N

� �
; (18.7)

an equation that can be further solved for the inflation rate i to get

i ¼ CPI
1 N=
N � 1: (18.8)

Observe from Eq. (18.8) that if a deflation occurs with respect to reference

period for CPI, that is, if CPI is subunitary, and then the inflation rate is negative,

indicating thus a deflation period. Hence, the inflation rate is a universal indicator

that models both the periods of inflation (positive i) and deflation (negative i).
The U.S. Department of Energy predicts that the implied long-term (up to year

2040) average inflation that may be included in economic analysis of energy projects

is 1.8% (see Rushing and Lippiatt 2008). The predicted yearly variation of the U.S.

dollar inflation rate up to 2018 is presented in Fig. 18.2, with reference to year 2007.

18.2.3 Real Rate

It is important to account for inflation when adopting a discount rate in any

engineering project that extends over a predictable period in future. Assume that

for a given period of time the inflation rate is i and the discount rate is r. Then, due to
the productivity of capital, the future worth increases by (1 + r) times, while due to

inflation it decreases by (1 + i) times. Hence, the future worth F of a present worth P is

F ¼ 1þ r

1þ i
P: (18.9)

18.2 Elements of Financing and Engineering Economics 761



Equations (18.1) and (18.9) introduce the real rate of discount, namely,

rr ¼ 1þ r

1þ i
� 1; (18.10)

where one has to distinguish the term r as the market discount rate, that is, a
discount rate given in nominal currency, which does not account for inflation.

In engineering economics, it is recommended to pursue the analysis in constant
currency (or real currency) that represents the currency amended for the inflation.

Therefore, in calculation of the present worth and compound amount factors and

other economic indicators, the real discount rate must be used and not the market

discount rate. This is illustrated in the following example.

Example 18.4

A loan of $1,000 is made at an interest rate of 15% when the inflation rate is 12%,

and it is repaid in one installment after 2 years. Calculate the amount repaid. What

is the difference between this result and the result obtained if inflation is ignored?

Solution

l The real rate is given by Eq. (18.10), rr ¼ 1.15/1.12 � 1 ¼ 2.67%.
l The compound amount factor is (F/P, r, N) ¼ (1 + rr)

2 ¼ 1.054.
l The amount paid after 2 years is F2 ¼ 1.054 � 1, 000 ¼ $1, 054.
l If inflation is ignored, the compound amount factor is (F/P, r, N) ¼ (1 + r)2 ¼

1.322.
l Therefore, the future worth is F2i ¼ 1.322 � 1, 000 ¼ $1, 322.
l Hence, due to the effect of inflation, one pays F2i � F2 ¼

1, 322 � 1, 054 ¼ $268 less.
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One important comment regarding the real rate is that it may be considered as

relatively constant over a long period of time. For example, as mentioned in Rabl

(1985), the real rate was 2.2% for 25 years, from 1955 to 1980, despite large

fluctuations in the inflation rate. However, the inflation rate must be accounted

for if tax deduction and depreciation claims are to be taken. This factor which is

relevant when dealing with long-term loans, is analyzed later.

18.2.4 Price Escalation

The inflation rate is calculated based on the average price of a basket of goods and

services. However, some commodities, such as fuel and electricity, display a real

growth so that their price escalates more than the average price represented by

inflation. Observe in Fig. 18.1 the major impact that the energy market (and

implicitly fuels) has on inflation. As a consequence, for a more accurate economic

analysis, the price escalation of fossil fuels and electrical energy must be accounted

for. This analysis is similar to the one presented above for inflation.

If one denotes the market price escalation rate of a commodity with rpe, then the
real escalation rate rper accounting for inflation is calculated with Eq. (18.10), which
is equivalent with

rper ¼ rpe � i

1þ i
: (18.11)

Now, assume that an economic activity runs at a real discount rate rr consuming

a commodity with a real price escalation rate rper. The future worth is therefore

F ¼ 1þ rr
1þ rper

P: (18.12)

Consequently, the real equivalent discount rate accounting for price escalation is

re ¼ rr � rper
1þ rper

: (18.13)

Example 18.5

From Example 18.1, calculate the total cost spent per GJ of combusted oil between

2010 and 2050. If the fuel consumption is 10 MWh per day, what are the total costs

in 2008 dollars? What is the ratio between the CO2 tax and the oil price? Calculate

the rate of oil price increase in the assumption that this rate is constant. It is given

that the cost of oil by 2010 is $6/GJ; it increases quasi-linearly to ~$8/GJ by 2015,

and one can approximate a further linear increase to $18/GJ by 2050. What is the

market growth rate of the oil price taxed for CO2 emission if the average inflation

rate is 1.5%? If the real discount rate is 10%, calculate the equivalent discount rate

that accounts for the oil price escalation.
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Solution

l We assume that the oil price escalation occurs in two linear steps, from 2010 to

2015 and from 2015 to 2050. Thus, the cost of oil per GJ is obtained by linear

interpolation

coil ¼
2

5
y� 798; y 2 2010; 2015½ �

2

7
y� 567:7; y 2 2016; 2050½ �

8><
>: ;

where y is the year.
l By integrating the above expression from year 2010 until year y one obtains the

total cost of GJ in the following form:

Coil;2010ðyÞ ¼
1

5
y2 � 798yþ 795; 960; y 2 2010; 2015½ �

1

3
y2 � 567:714yþ 563; 946; y 2 2016; 2050½ �

8><
>: :

l The total cost of GJ on oil consumed up to 2050 is therefore ctot ¼ $490. Since

the associated CO2 emission tax in the same period is $883, the total cost of 1 GJ

of oil combusted at a constant rate in the period 2010 to 2050 is $1,373.
l At 10 MWh per day, the amount for a period of 40 years is

Ctot ¼ 40� 365� 10MWh� 36
GJ

MWh

� �
� 1; 373

US$2008

GJ

� �

¼ US$ 20087; 216; 488; 000:

l The amount paid for the CO2 tax in this period is

tCO2
¼ 40� 365� 10MWh� 36

GJ

MWh

� �
� 883

US$2008

GJ

� �

¼ US$ 20084; 641; 048; 000:

l Note that in the scenario proposed by the present example, the amount paid on

the CO2 tax is larger than the real cost of oil; from the total cost of combusted oil

883/1,373 ¼ 64% represents the carbon tax.
l For calculating the rate of oil price increase ro, one proceeds similarly as in the

previous example. The total cost spent on oil is therefore

ctot ¼ coil 2010ð Þ
XN
k¼1

1þ roð Þk;

where Coil(2010) ¼ $20,086/GJ.
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l With the notation a0 ¼ 1 + r0 and for ctot ¼ US$2008490/GJ,

490 ¼ 6a0
1� a400
1� a0

� �
;

which gives a0 ¼ 1.032 and ro ¼ 3.2%.
l Note that for a fixed oil increase rate the predicted oil price by 2050 comes to coil

(2050) ¼ F2050 ¼ (1 + ro)
40coil(2010) ¼ US$200821.1/GJ, which is slightly higher

than the value of US$200818/GJ predicted with the equation given in the problem

statement.
l The price growth rate of oil taxed for emission is given by solving

1, 373 ¼ 6a0(1 � a0
40)/(1 � a0) for a0, which results in the price growth rate of

oil, including carbon tax rot ¼ 7.26%.
l Conversely, one can estimate the total cost of GJ for oil plus tax in 2050 based on

2010 present value that is 2/5 � 2010 � 768 ¼ US$200836 for oil plus

0.96 � 2010 � 1, 926.72 ¼ US$20082.88 for the carbon tax. In total, the pres-

ent value in 2010 for oil is 36 + 2.88 ¼ 38.88US$2008/GJ.
l The future worth for 2050 is therefore 38.88 � (1 + rot)

40 ¼ 642US$2008/GJ.
l With an average inflation rate i ¼ 1.5%, the market rate of taxed oil price

escalation results from Eq. (18.10), which is solved for r knowing that rr ¼ rot
¼ 7.26%.

l Hence, r ¼ (1 + rot)(1 + i) � 1 ¼ 1.0726 � 1.015 � 1 ¼ 23.3%.
l With a real rate rr ¼ 10%, the equivalent discount rate, including fuel price

escalation, is given by Eq. (18.13), where rper ¼ rot ¼ 7.26%, thus re ¼ 2.55%.
l Note that in the assumed scenario, businesses must have high real discount rate

(over 7.5%) so that the equivalent discount rate, including inflation, is positive.

In the negative discount rate case, the future worth of money decreases, thus the

business does not make sense.

Figure 18.3 gives the price range of biofuels in GJ equivalent for two cases:

the average price of 2006 and the predicted price for 2030.

For example, if an investor makes an equity investment in an oil field by 2010,

he or she would like to seal it and exploit it some decades later, let’s say by 2050.

If he sells the oil in 2010, the estimated real value is $6/GJ, while if he sells it by

2050 the oil price estimate reaches $18/GJ in real terms (see Fig. 18.2). Thus, the

discount rate for 40 years is r ¼ (18/6)1/40 � 1 ¼ 2.8%.

Due to the predicted oil price escalation, businesses that consume oil have to

support a substantial increase of expenses in future years. This is why conversion to

nonconventional energy might be an attractive alternative. If biofuels are used

instead of oil, the fuel expense reduces in relative terms according to the estimation

presented in Fig. 18.3. Moreover, because biofuels are a renewable energy source,

no tax on CO2 emission has to be paid.

For example, based on bioethanol data from Fig. 18.3, the fuel reduces its

value—one says that it discounts—from $20.5 in 2006 to $13.4 in 2030. Viewed

from a consumer’s point of view, the discount rate for 24 years is in this case

r ¼ (20.5/13.4)1/24 � 1 ¼ 1.8%. From the same figure, in the case of biodiesel, the
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discount rate is r ¼ (20/17.2)1/24 � 1 ¼ 0.6%. This figure suggests that those who

base their fuel dependence on bioethanol will benefit with a three times higher

discount rate than for businesses using biodiesel.

Example 18.6

In Example 18.5, calculate the present worth of savings if the bank average interest

rate on long-term deposits is 8% per annum and the respective industry makes oil

provisions for 5-year periods.

Solution

l The amount of oil stored for 5 years in energy units is

E5years ¼ 5� 365� 10MWh� 36
GJ

MWh

� �
¼ 657; 000GJ:

l The total cost of oil paid eight times during the 40-year period is

Coil;tot ¼ E5years

X8
y¼1

coil 2005þ5yð Þ ¼ US$ 200860; 445; 126:

l According to Example 18.5, the tax paid on continuous CO2 emission during the

whole period is 883 US$2008/GJ of combusted oil, which makes US

$20084,641,048,000.
l The total cost in the present situation is then F40 ¼ US$20084,701,493,126.
l From Example 18.5 the former cost is F40,ex5 ¼ US$20087,216,488,000.
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Fig. 18.3 Recent (averaged) and future (2030 predicted) price of biofuels [data from IEA (2006)]
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l Hence, the savings after 40 years is S40 ¼ F40,ex5 � F40 ¼ US

$20082,514,994,874.
l Thus, according to Eq. (18.4), for 40 years the present worth factor is (P/F, 0.08,

40) ¼ 0.046.
l The present worth is S40 � (P/F, 0.08, 40) ¼ US$20082,514,994,874 �

0.046 ¼ US$2008115,689,764.

Example 18.7

An old heat engine–driven electrical generator runs with oil fuel with 10% effi-

ciency. Calculate the discount rate that is obtained if the generator is replaced with a

bioethanol fuel cell with 65% efficiency. One assumes that the capital is available

as equity investment. The reference period is 2010–2030.

Solution

l Assuming a constant oil consumption rate, one estimates the pay on the carbon tax

between 2010 and 2030 according to Example 18.1; the result is 0.48 � (20302

� 20102) � 1,926.72 � (2030 � 2010) ¼ US$2008249.6 per GJ oil combusted.
l Since the efficiency is 10%, one has to pay $249.6/0.1 ¼ $2,496 per GJ.
l From Fig. 18.3 the average cost of the GJ of bioethanol is $20.5 in 2006 and

$13.4 in 2030. Based on these readings, we approximate the cost variation

linearly with c(y) ¼ 614.3 � 0.296y US$2008/GJ.
l Integrating the bioethanol costs between 2006 and year y, the cost per GJ

equivalent of fuel C(y) ¼ 641.3y � 0.148y2 � 690,890.5.
l The expenses on bioethanol fuel between 2010 and 2030 are therefore Ctot ¼ C

(2030) � C(2010) ¼ US$2008867.6/GJ.
l Since efficiency of the fuel cell is 65%, $20,081,335 has to be paid per GJ.
l The savings after 20 years of operation are S20 ¼ 2,496 � 1,335 ¼ US

$20081,161/GJ.
l In the present worth with a 6% discount, the savings are (P/F, 0.06, 20) � 1,161 ¼

US$2008362.
l The actual fuel cell cost is ~ US$20084,000/kW and for 20 years this produces

630 GJ; this is the cost of US$20087/GJ; in conclusion, the initial investment in

fuel cells can be largely paid from savings.

18.2.5 Levelizing

It is customary in economics to express costs and revenues that occur once or

at irregular intervals as equivalent equal payments at regular intervals. This is

beneficial in many situations: comparing the levelized cost of economic activities

that extend over different period, establishing the rate on energy or electricity,

computing loan rates, and so on.

This practice is known as levelizing. To introduce this notion, let us consider the
example of a natural gas provider. Due to shortage, the natural gas cost increases at

the rate r every year. If A is the levelized annual payment (which is the same every
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year in future worth), the corresponding present value in the kth year, according to

Eq. (18.4), is Pk ¼ A(1 + r)�k. Therefore, the total payment over the N years

expressed in the present worth is

P ¼
XN
k¼1

A 1þ rð Þ�k: (18.14a)

This is a geometric progression for which the formula is known as

P ¼ A½1� 1þ rð Þ�N�
r

: (18.14b)

The ratio P/A derived from Eq. (18.14b) is known in economics as the present
worth factor, denoted with

P

A
; r;N

� �
¼ 1� 1þ rð Þ�N

r
(18.15)

and its inverse A/P is called the capital recovery factor:

A

P
; r;N

� �
¼ r

1� 1þ rð Þ�N : (18.16)

In Eq. (18.16), when r ! 0, the capital recovery factor tends to 1/N.

Example 18.8

It is given that the electrical energy cost increases at a rate of 1% yearly. A capital C
is invested at present in a field of solar panels that produce electricity that is sold at

an annually levelized cost A. What is the levelized cost per unit of invested capital

so that the capital is recovered after N ¼ 20 years?

Solution

l We consider the rate of electricity cost increase as a discount rate r, and the

invested capital C as the present worth.
l Thus, the levelized electricity cost (LEC) calculated with r ¼ 1% is

LEC ¼ A

P
; r;N

� �
C ! LEC

C
¼ 0:055:

l Note: at a 1% discount rate, the yearly levelized cost for 20 years is 5.5% from

the invested capital.

Example 18.9

A geothermal energy system that produces constant revenue at a rate r needs an
overhaul after the kth year of operation with cost C. The lifetime of the system is

N > k. The value of the cost to be paid in year k is saved from the annual revenue in
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levelized tranches during the lifetime of the system. What is the levelized cost of

the overhaul?

Solution

l The present worth of the overhaul is P ¼ (P/F, r, k)C.
l This present worth is levelized over the lifetime of the system using the capital

recovery factor; thus the levelized cost is A ¼ (A/P, r, N)P.
l Using the formula for P, one then obtains A ¼ (A/P, r, N)(P/F, r, k)C.
l Therefore, the levelized cost A over N years of a future payment C made in year

k < N is given by the formula

A ¼ r 1þ rð Þ�kC

1� 1þ rð Þ�N : (18.17)

Example 18.10

A renewable energy system saves the amount S at the end of its lifetime of N years.

The equity invested capital (meaning that no loan is made for initial investment) is

C, and the discount rate is r. What is the levelized benefit from the produced

energy?

Solution

l The present worth of the savings S obtained at rate r after the lifetime N is

P ¼ (P/F, r, N)S.
l The levelized savings is then As ¼ (A/P, r, N)P, which is given by Eq. (18.17)

if one replaces C with S and k with N.
l The levelized capital cost for the same discount rate is Ac ¼ (A/P, r, N)C.
l Therefore, the levelized benefit is Ab ¼ As � Ac

Ab ¼ r 1þ rð Þ�NS

1� 1þ rð Þ�N
� rC

1� 1þ rð Þ�N
:

Example 18.11

A company runs a business having the present worth of its financial capital of $1

million. The real rate of discount rr ¼ 4%, which means that the present worth is

discounted with respect to the future worth after 1 year such that P ¼ (1 + rr)
�1F.

Due to the electricity price escalation, the futureworth of the capital is diminishedwith

respect to the present worth at an annual rate of rper ¼ 2%. Calculate the present worth

after N ¼ 10 years. What is the benefit obtained after N years?

Solution

l According to the problem statement, if there is no electricity price escalation,

after 1 year, due to the discount rate, the worth is (1 + rr)P.
l However, this amount is reduced due to escalating expenses on electricity.

Therefore, the future worth after 1 year is F ¼ [(1 + rr)/(1 + rper)]P.
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l Then, the levelized worth obtained in year k can be related to the present worth

with the expression A ¼ [(1 + rr)/(1 + rper)]
kPk.

l Therefore, the present worth after N years of benefit is the summation of the

present worth for each year:

P ¼
XN
k¼1

Pk ¼ A
XN
k¼1

1þ rper
1þ rr

� �k

: (18.18)

l This is a geometric progression with ratio a ¼ (1 + rper)/(1 + rr) ¼ 0.981

having the sum

P

A
¼ a 1� aNð Þ

1� a
¼ 9:01:

l For the present worth of $1 million, the levelized return is A ¼ $0.111 million/

year for 10 years.
l Therefore, the future worth after 10 years is F ¼ NA ¼ $1.11 million and the

benefit is $0.11 million.

Note that if in Eq. (18.15) one uses the real escalation rate re defined by

Eq. (18.13), then the levelized amount can be expressed with the help of the present

worth factor using re as the real rate:

P ¼ P

A
; re;N

� �
A: (18.19)

The total present worth P can be levelized also in amounts Ar based on the

business discount rate rr over the same number of years:

P ¼ P

A
; rd;N

� �
Ad: (18.20)

Solving simultaneously Eqs. (18.19) and (18.20) for Ad/A one obtains

Ad

A
¼ ðP=A; re;NÞ

ðP=A; rr;NÞ : (18.21)

The factor Ad/A represents the levelizing factor (LF) and can be expressed also

using the capital recovery factors for rate re and rr:

LF ¼ A=P; rr;Nð Þ
A=P; re;Nð Þ : (18.22)

The factor given by Eq. (18.20) is useful for calculating the levelized amounts at

the business real discount rate rr for the case when due to reasons such as escalating
prices the returns (or expenses) come at another rate re.
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Example 18.12

Owing to the fact that fuel price increases at the real rate of rper ¼ 4% per year, a

business decides to replace the gas cooker with a solar cooker with the capital cost

C that is 7.44 times higher than the total costs paid on fuel for the first year. The real

discount rate is rr ¼ 10% per annum. Calculate in how many years the benefit

returns if the capital is recovered in equal yearly payments.

Solution

l If one denotes the fuel cost in the first year with Cf1, then, according to the

problem statement we have Cf1 ¼ C/7.44.
l If the oil cooker would be used, from Eq. (18.15) where A is replaced with the

fuel cost for the first year (Cf1), then the present worth of fuel value after N years

is Poil ¼ (P/A, r’, N)Cf1.
l The equivalent discount rate re is calculated with Eq. (18.13), re ¼ 5.77%.
l If the solar heater is used, the capital invested has to be balanced by the present

worth of the oil consumed in the case when the oil cooker would be in operation,

thus C ¼ Poil.
l Therefore, one has C ¼ (P/A, re, N)Cf1 ¼ (P/A, re, N)C/7.44, which becomes

(P/A, re, N) ¼ 7.44 with re ¼ 5.77%.
l Using Eq. (18.15), 1 � (1 + 1.0577�N) ¼ 7.44 � 0.0577, which solves for

N ¼ 10.

Example 18.13

It is given that the main providers sell electricity with a discount rate rd1 ¼ 1%

while the price escalates with a real rate rper ¼ 4% for the next N ¼ 20 years, due to

a fossil fuel shortage. In this context, a competing company analyzes the opportu-

nity of investment in wind energy. To be economically attractive, the company

intends to sell electrical energy with a levelized price lower with f ¼ 10% with

respect to conventional energy providers and a discount rate of rd2 ¼ 6% in the

same time interval of 20 years. What is the ratio between invested capital C in wind

energy and the electricity price in the first year p1?

l The LEC practiced by the main providers during the specified period is LEC1

¼ LF1p1 where the levelizing factor is calculated using Eq. (18.22) for rd ¼ rd1
¼ 1% and re is calculated according to Eq. (18.13) for rper ¼ 4% and rr ¼ rd1
¼ 1%. The result is LF1 ¼ 1.529.

l The invested capital C is to be discounted with the real rate rd2 ¼ 6% in

N ¼ 20 years, thus the levelized capital discount rate is A ¼ (A/P, rd2, N)
C ¼ 0.0872C.

l The capital is recovered by selling electricity at the levelized cost LEC2 that

balances the rate for discounting the capital, LEC2 ¼ A ¼ 0.0872C.
l According to the problem statement (above), LEC2 ¼ (1 � f/100)LEC1.
l Therefore, 0.0872C ¼ (1 � f/100)LF1p1; thus,
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C

p1
¼ 1� 10

100

� �
1:529

0:0872
¼ 15:78:

l Consequently, if one succeeds in reducing the capital investment such that it is

less than 16 times the conventional electricity price for the first year, the business

becomes competitive.

18.2.6 Taxation

The picture of economic analysis of any energy project is affected by the laws

regarding taxation. In any society (or economic context), taxation is practiced for

purposes such as (1) infrastructure works, education, health services, army, justice,

and other basic social services administered by governments, (2) redistribution of

revenue toward undeveloped regions or industrial/social sectors, and (3) reprising

certain activities, such as carbon emissions. This section presents the general means

to compute taxes as a part of the life-cycle cost of any energy system.

Income tax: In order to introduce the general taxation method, assume that at the

end of the fiscal year an entity reports the total obtained as the taxable income It
during that year. The income tax required by the law is a fraction t of the taxable

income. Therefore, the considered entity has to pay the amount T ¼ It � t, where
t is the tax rate. In order to determine the taxable income, a deduction D can be

subtracted from the total income I, therefore It ¼ I � D. Relevant to life-cycle

analysis is the fact that some of the expenses (e.g., loans interest) are tax deductible.

Assume that the amount Ct is tax deductible from the inventory of a project’s life-

cycle cost. Then, the amount Dt ¼ t � Ct represents the tax deduction and can be

extracted from the life-cycle cost.

Tax credit: If the economic entity deploys a certain category of business

(e.g., generates energy from renewable sources), it might be eligible for a tax credit.

In this case, the income tax that the entity has to pay is reduced with an amount

proportional to the investment in the tax credit activity. Let us note with C the

investment in a tax creditable activity. Then, the deduction received due to the tax

credit isDcred ¼ tcred � C, where tcred is the tax on the credit. In some countries, the

tax credit on renewable energy can go up to 40% (see Rabl 1985). The amountDcred

should be extracted from the initial cost of the project.

Property tax: Assume that a property is owned by an economic entity such as a

business, a society, or an individual. In this case, a tax on the property (denoted here

with tprop) has to be paid to the regulating authority. However, this tax is deductible
from the income tax. If Cprop is the capital value of the property and t the income

tax, then the tax paid on the property is

Tprop ¼ Cprop � tprop � 1� tð Þ: (18.23)
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Carbon tax: It is certain that most governments will impose (some already do) a tax

on CO2 emission so that the investment and consumption decisions of the economic

agents could be modified for the benefit of a better environment. For example, in the

European Union (EU 2006) a carbon value of €10/tCO2 is assumed in 2010 that

increases, according to the predictions, to €110/tCO2 by 2050. In this report, the

geopolitical context, CO2 emission profile, oil, gas, and coal production profiles,

H2-technology development, population growth, predicted energy demand, and

other factors are accounted to propose for three scenarios for energy technology

development up to 2050.

In the reference case (RC) scenario, a minimum degree of political initiative is

assumed in all countries toward sustainable development. In the second scenario,

the carbon constraint case (CCC), severe political limits in CO2 emissions are

assumed up to 2050. In the third scenario, the H2-case, it is assumed that a firm

political decision is made in most countries to develop a hydrogen economy, and

therefore major breakthroughs are possible.

There are two predicted limits of taxation: the upper limit corresponds to CCC

and the lower to RC as indicated in Fig. 18.4. The European Union promises

the highest tax on CO2 emissions in the years to come. By the end of 2050, in the

CCC the tax reaches $250/tCO2 in 2008 currency, while for the reference case

scenario this tax is estimated to be $38/tCO2. For the non–Annex B countries of the

Kyoto protocol (United Nations 1998), the tax policy is expected to be in rapport

with the European Union. These countries start imposing carbon tax by ~2010,
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which will increase up to $19/tCO2 by 2050 in the RC. For the CCC scenario, the

increase suggested in (EU 2006) can be approximated by two slopes, namely from

zero to $32 per tonne of CO2 emission from 2010 until 2030, and a further increase

to $255/tCO2 by 2050.

Thus, in the CCC scenario, all country signatories of the Kyoto protocol may

reach the amount of $255 per tonne of CO2 emitted. For the estimation presented in

Fig. 18.4, we indicate the average taxation with a dashed line. This curve can be

approximated by

tCO2
¼ 3:2y� 6; 422:4

US$2008
tonneCO2

� �
; (18.24)

where y is the year between 2007 and 2050.

Depreciation is a tax deduction due to the fact that, according to law, the worth of

some categories of goods depreciates over time. Say that a good has a capital value

Ci at time zero; after a period of time, its worth depreciates by the amount CDep;

then the current worth becomes Ci � CDep. Since from the point of view of

depreciation the capital is a property and its worth diminishes over time, then for

each year a tax deduction can be claimed for depreciation. Depending on the law in

place, the depreciation can be assessed based on a “straight line” schedule:

DDep ¼ t P A= ; r;Nð ÞC
N

(18.25)

or based on the so-called sum-of-the-yearly-digits schedule:

DDep ¼ 2t N � P A= ; r;Nð Þ½ �
rN N þ 1ð Þ ; (18.26)

where one takes the years of depreciation equal to the lifetime of the system, N, and
r as the real discount rate. In the above two formulas, the present worth factors were

used in order to assess the deduction on depreciation DDep.

Tax on salvage: At the end of the lifetime, the system has a depreciated value

known in economics as the salvage value. The tax perceived by the government

when salvage is valorized, tsalv, is in general different from the income tax.

Therefore, the factor (1 � tsalv) represents the amount of money that the business

earns after tax, the amount that discounts the capital investment. Hence, the

deduction on the salvage value is proportional to the invested capital and given by

Dsalv ¼ fsalv
P

F
; r;N

� �
C 1� tsalvð Þ; (18.27)

where r is the real discount rate.
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18.2.7 Loans

Loans are paid in regular installments over a period of time NLoan and with a real

interest rate rLoan, defined by the loan agreement. The cost of the loan is discounted

by the business rate real discount rate rr; therefore, using the capital recovery factor
the cost of loan whose present value is C, is

CLoan ¼ A P= ; rLoan;NLoanð Þ
A P= ; rr;NLoanð Þ C; (18.28)

where N is the period over which the business runs (it can be the lifetime of an

energy system).

Loan payments are composed of two parts: the principal, which represents the

part of the loan that pays for reducing the loan balance, and the interest, which is the

other part (the revenue obtained by the bank). In any year k, ik + pk ¼ A, where
A represents the annual payment while i and p are the interest and principal. The

interest in year k + 1 is smaller than the interest in year k because less loan is left to
be paid; the difference is given by the interest rate, rLoan ¼ (ik � ik+1)/pk, where
pk ¼ A � ik.. Thus, ik+1 ¼ (1 + rLoan)ik � rLoanA, a recursion that has the follow-

ing solution, as can be demonstrated by mathematical induction:

ik
A
¼ 1� 1þ rLoanð Þk�1�N: (18.29)

The interest can be expressed in the present worth such that the total amount of

the tax deduction on the loan interest can be determined. The final expression for

the tax deduction on loans is given as given below (see Rabl 1985):

DLoan ¼ t
A P= ; rLoan;NLoanð Þ
A P= ; r;NLoanð Þ � A P= ; rLoan;NLoanð Þ � rLoan

1þ rLoanð Þ A P= ; r0Loan;NLoanð Þ
� �

C; (18.30)

where r’Loan ¼ (r � rLoan)/(1 + rLoan) is the effective loan interest rate, and t is the
income tax.

18.3 Technical and Economic Criteria for Sustainable

Energy Systems

The basis of financing and economics presented in the above section allows for

defining a number of criteria that can be used for technical and economic evaluation

of a sustainable energy system. Furthermore, through these criteria, it is possible to

perform system design optimization, or one may use them for system selection
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among various options. We introduce the following criteria: life-cycle cost,

life-cycle savings, internal rate of return, cost of saved energy, and payback period.

Life-cycle cost: This represents the total cost of the system and it is divided into two

parts: initial cost and periodic costs. The initial costs are mainly owing (or capital

costs), while the periodic costs include operating and maintenance costs. We show

here how to calculate the life-cycle cost of an energy system, in general. The

calculation goes as follows:

1. Estimate the total capital cost C (or initial costs) by inventorying all materials,

manufacturing, works, permissions, etc.

2. Negotiate a loan: establish how much is the down payment and how much is

the loan (denote with fLoan), the portion of the capital that is paid with a loan.

Agree on the number of years for the loan NLoan and the real interest rate.

The down payment is

CDown ¼ ð1� fLoanÞC:

3. Determine the real discount rate rr of the energy business. Then, the cost of

the loan in the present worth is

CLoan ¼ A=P; rLoan;NLoanð Þ
A=P; r;NLoanð Þ � fLoan � C:

4. The associated tax deduction on loan payments is calculated according

to Eq. (18.30).

5. Calculate the tax credit, Dcred ¼ tcred � C.
6. Calculate the depreciation DDep ¼ t(P/A, r, N)C/N; in the case of a home-

owner, the law does not accept depreciation.

7. Calculate the salvage value Dsalv ¼ fsalv(P/F, r, N)C(1 � tsalv); in the case of

homeowner, the tax on salvage is zero.

8. To calculate the tax onproperty, one has to determinefirst the value of the property,

that is a fraction fprop of the initial cost Cprop ¼ fprop � C�tprop � (1 � t).
9. The cost of operation and maintenance is tax deductible (except for home-

owners); the operation and maintenance costs are a fraction of the capital cost;

hence, Co&m ¼ fo&m � C � (P/A, rr, N) � (1 � t).
10. The cost of fuel Cf ¼ (Pe1/�) � (P/A, re, N) � (1 � t), where Pe1 represents

the amount spent on fuel in the first year, re represents the real discount rate,

including the fuel price escalation rate, � represents the conversion efficiency

of the fuel consuming energy system (this augments the fuel consumption and

therefore operating costs). Note that the cost of fuel is not deductible for

homeowners. If the system does not consume fuel (e.g., solar heaters, etc.),

then the cost of fuel is not part of the life-cycle cost. However, one may want to

add the equivalent fuel cost that a system based on fossil fuels needs to achieve
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the same useful output as a renewable energy system under study. As shown

later this is a way to compare and select among options.

The life-cycle cost is therefore the sum of the individual cost minus the sum of

deductions:

LCC ¼ CDown þ CLoan þ Cprop þ Co&m þ Cf

� �
� Dcred þ DDep þ Dsalv

� �
: (18.31)

The life-cycle cost can be levelized over the lifetime using the capital recovery

factor, so that investments having different lifetimes can be compared. The leve-

lized life-cycle cost is therefore

LCC ¼ LCC� A

P
; rr;N

� �
: (18.32)

Life-cycle savings (LCS): The LCS is defined as the difference between the cost

savings on conventional fuel and the capital cost of the renewable energy system

that is supposed to replace (or compete with) the energy system based on fossil fuel.

To derive an expression for the LCS, let us consider that the quantity of energy

produced by the renewable energy system, whatever its form (work, heat, electric-

ity, chemical energy), is denoted with E. The fossil fuel system generates the same

amount of energy over the same period with a given efficiency �. If the price of the
fuel per unit of energy content in the first year is p1, and it escalates with a fixed

rate such that the equivalent discount rate is re during the life-cycle of N years, and

if the discount rate that defines the future worth of money is r, then the levelized

cost spent on fuel each year is A ¼ p1E/h. This means that the LCS is

P

A
;re;N

� �
p1E

�
� C: (18.33)

The internal rate of return represents that rate of return for which the LCS is

zero. Hence, in Eq. (18.33) one sets LCS ¼ 0 and solves for re. Further, assuming

that the real price escalation of fuel rper is known, Eq. (18.13) is solved for the real

rate of the business, rr. The internal rate of return is useful for comparing invest-

ments when the discount rate cannot be evaluated. If the real internal rate of return

is higher than the average real rate of return on similar investments, then the

business is profitable.

Cost of saved energy: Assume a renewable energy system that has the life-cycle

cost CLife and produces the amount of energy E every year. The same energy can be

obtained by converting fuel with a conversion efficiency �. Then, the cost of fuel in
the first year is

p1 ¼ A

P
; rr;N

� �
� CLife � �

E
: (18.34)
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One can compare this cost with the price of fuel in that year to determine if the

renewable energy system is beneficial or not.

Payback period: The last criterion discussed here is the payback period defined as

the ratio of capital cost over annual savings. In other words, the investment in the

system is paid by the savings, at the end of the payback period.

NP ¼ C

E� p1=�
; (18.35)

where C is the invested capital, E is the energy produced per year, p1 is the price of
energy in the first year, and � is the conversion efficiency. The payback period may

be misleading because it does not account for price escalation, discount rate, and

tax deduction. However, it is easy to compute the criterion that can be used for

first-hand evaluation.

18.4 Concluding Remarks

In this chapter we discussed the main economic and financing elements relevant to

life-cycle cost analysis of energy systems as well as its engineering economics.

Several example problems were presented to explain and illustrate the concepts and

definitions for analysis. The criteria that can be used for life-cycle cost analysis,

design selection, and optimization were also explained.

Nomenclature

A Levelized annual payment

A/P Capital recovery factor

c Specific cost, currency per unit of product

C Cost, currency

CPI Consumer price index

D Depreciation

E Energy, MJ

F Future worth

i Inflation rate

N Number of years

NP Payback period, years

NW Nominal worth of currency

LCC Life-cycle cost

LCS Life-cycle savings

LEC Levelized electricity cost
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LF Levelizing factor

p Cost of saved energy, currency

P Present worth, currency

r Rate of discounting the future

RW Real worth of currency, currency

t Taxation, currency per unit of product

T Tax, currency

y Year

Greek Letter

Z Energy efficiency

Subscripts

cred Credit

Dep Depreciation

Down Down payment

e Equivalent

k Index

N Number of time periods

pe Price escalation

per Real price escalation

prop Property

r Real

salv Salvation

tot Total

References

ASHRAE 2007. Owing and operating costs. ASHRAE handbook of HVAC applications. Chapter

36, Ammerican Society of HVAC & R, Atlanta, GA.

Boyle G. 2004. Renewable Energy. Power a Sustainable Future, 2nd ed., Oxford University Press,

Oxford, UK.

Drbal L.F., Boston P., Westra K.L., Ericson R.B. 1996. Power Plant Engineering. Springer

Science + Business Media, New York.

References 779



EC 2001. Green paper – Towards a European strategy for the security of energy supply. European

Commission paper #769.

EPACT 2008. Renewable energy requirement guidance for EPACT 2005 and Executive Order

13423. US Department of Energy EERE.

EU 2006. World Energy technology Outlook – 2050. WETO-H2. European Commission.

Fraser N.M., Jewkes E.M., Bernhardt I., Tajima M. 2006. Engineering Economics in Canada, 3rd

ed., Pearson Prentice Hall, Toronto, ON.

Fuller S.K., Petersen S.R. 1995. Life-Cycle Costing Manual for Federal Energy Management

Program. NIST Handbook 135.

IEA 2006. Medium Term Oil Market Report. International Energy Agency. July.

Rabl A. 1985. Active Solar Collectors and Their Applications. Oxford University Press, Oxford,

UK.

Rubin E.S., Davidson C.I. 2001. Introduction to Engineering and the Environment. McGraw-Hill,

New York.

Rushing A.S., Lippiatt B.C. 2008. Energy price indices and discount factors for life-cycle cost

analysis. U.S. Department of Commerce and National Institute of Standards and Technology

report NISTIR 85-3273-23 Rev. 5/08.

Sahr R.C. 2008. Consumer price index conversion factors. Internet source http://oregonstate.edu/

cla/polisci/faculty/sahr-robert (accessed on June 3, 2008).

StatCan 2010. Statistics Canada. Internet source http://www.statcan.ca (accessed on February 28,

2008).

Tiwari G.N., Ghosal M.K. 2007. Fundamentals of Renewable Energy Sources. Alpha Science

International Ltd, New Delhi.

Tester J.W., Drake E.M., Driscoll M.J., Golay M.W., Peters W.A. 2005. Sustainable Energy.

Choosing Among Options. MIT Press, Cambridge, MA.

United Nations 1998. Kyoto Protocol to the United Nations Framework Convention on Climate

Change. United Nations.

Study Questions/Problems

18.1 Why is economic analysis important in sustainable energy engineering?

18.2 Define the rate for discounting the future and comment on its usefulness.

18.3 An industry consumes oil at a constant rate per day for heating purposes. The

period under consideration is from 2000 to 2020. It is known that about

0.4 tonne of CO2 is produced per GJ for combusted oil. Estimate the total tax

paid for CO2 emission in constant dollars for 2010. Calculate the rate of

increase in the CO2 tax if one assumes that between 2000 and 2020 this rate

is constant. The following equation gives the tax on CO2 emission in US

$2010 constant currency (amended for inflation) per tonne for any year

between 2000 and 2020: tCO2
¼ 3y� 6; 420ð ÞUS$2010=tonneCO2.

18.4 What is the value after 5 years of a deposit of $10,000 in a bank savings

account with 7% interest compounded yearly?

18.5 A water heater needs to be replaced after 20 years of operation at a cost of

$1,000. What amount must be deposited today with 1% interest so that one

can buy the replacement boiler after 20 years? How much should the interest

rate be on a deposit of $500?

18.6 Define the inflation rate and its relation to the consumer price index.
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18.7 A loan of $2,000 is made at an interest rate of 7% when the inflation rate is

10% and paid in one installment after 1 year. Calculate the amount paid.

What is the difference between this result and the result obtained if the

inflation is ignored?

18.8 Explain the importance of price escalation in economic analysis.

18.9 What is cost levelizing and what is its importance?

18.10 Electrical energy costs increase at a rate of 0.5% yearly. An amount of

capital C is invested today in a field of solar panels that produce electricity

that is sold at an annually levelized cost A. What is the levelized cost per unit

of invested capital so that the capital is recovered after N ¼ 10 years?

18.11 Fuel price increases at the real rate of rper ¼ 1% per year. In these conditions

a gas cooker is replaced with a solar cooker with the capital cost C that is ten

times larger than the total cost paid on fuel for the first year. The real

discount rate is rr ¼ 7% per annum. Calculate in how many years the benefit

returns if the capital is recovered in equal yearly payments.

18.12 What is depreciation and what is its impact in economic calculations?

18.13 Define the life-cycle cost and explain how life-cycle cost analysis is per-

formed.

18.14 What is life-cycle savings and what is the difference between life-cycle cost

and life-cycle savings with regard to the manner in which the economic

analysis is performed?

Study Questions/Problems 781



Appendix A

Conversion Factors

Table A.1 Conversion factors for commonly used quantities

Quantity SI to English English to SI

Area 1 m2 ¼ 10.764 ft2 ¼ 1,550.0 in.2 1 ft2 ¼ 0.00929 m2

1 in2 ¼ 6.452 � 10�4 m2

Density 1 kg/m3 ¼ 0.06243 lbm/ft
3 1 lbm/ft

3 ¼ 16.018 kg/m3

1 slug/ft3 ¼ 515.379 kg/m3

Energy 1 J ¼ 9.4787 � 10�4 Btu 1 Btu ¼ 1,055.056 J

1 cal ¼ 4.1868 J

1 lbf ft ¼ 1.3558 J

1 hp h ¼ 2.685 � 106 J

Energy per unit mass 1 J/kg ¼ 4.2995 � 10�4 Btu/lbm 1 Btu/lbm ¼ 2,326 J/kg

Force 1 N ¼ 0.22481 lbf 1 lbf ¼ 4.448 N

1 pdl ¼ 0.1382 N

Gravitation g ¼ 9.80665 m/s2 g ¼ 32.17405 ft/s2

Heat flux 1 W/m2 ¼ 0.3171 Btu/h ft2 1 Btu/h ft2 ¼ 3.1525 W/m2

1 kcal/h m2 ¼ 1.163 W/m2

1 cal/s cm2 ¼ 41,870.0 W/m2

Heat generation

(volume)

1 W/m3 ¼ 0.09665 Btu/h ft3 1 Btu/h ft3 ¼ 10.343 W/m3

Heat transfer coefficient 1 W/m2 K ¼ 0.1761 Btu/h ft2�F 1 Btu/h ft2�F ¼ 5.678 W/m2 K

1 kcal/h m2�C ¼ 1.163 W/m2 K

1 cal/s m2�C ¼ 41,870.0 W/m2 K

Heat transfer rate 1 W ¼ 3.4123 Btu/h 1 Btu/h ¼ 0.2931 W

Length 1 m ¼ 3.2808 ft ¼ 39.370 in. 1 ft ¼ 0.3048 m

1 in. ¼ 2.54 cm ¼ 0.0254 m

1 km ¼ 0.621371 miles 1 miles ¼ 1.609344 km

1 yd ¼ 0.9144 m

Mass 1 kg ¼ 2.2046 lbm 1 lbm ¼ 0.4536 kg

1 ton (metric) ¼ 1,000 kg 1 slug ¼ 14.594 kg

1 grain ¼ 6.47989 � 10�5 kg

Mass flow rate 1 kg/s ¼ 7,936.6 lbm/h

¼ 2.2046 lbm/s

1 lbm/h ¼ 0.000126 kg/s

1 lbm/s ¼ 0.4536 kg/s

(continued)

İ. Dinçer and C. Zamfirescu, Sustainable Energy Systems and Applications,
DOI 10.1007/978-0-387-95861-3, # Springer Science+Business Media, LLC 2011
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Table A.1 (continued)

Quantity SI to English English to SI

Power 1 W ¼ 1 J/s ¼ 3.4123 Btu/h

¼0.737562 Ibf ft/s

1 Btu/h ¼ 0.2931 W

1 Btu/s ¼ 1,055.1 W

1 hp (metric) ¼ 0.735499 kW 1 lbf ft/s ¼ 1.3558 W

1 ton of refrig. ¼ 3.516 85 kW 1 hpUK ¼ 745.7 W

Pressure and stress

(Pa ¼ N/m2)

1 Pa ¼ 0.020886 lbf/ft
2

¼ 1.4504 � 10�4 lbf/in.
2

¼ 4.015 � 10�3 in water

¼ 2.953 � 10�4 in Hg

1 lbf/ft
2 ¼ 47.88 Pa

1 lbf/in.
2 ¼ 1 psi ¼ 6,894.8 Pa

1 standard

atm. ¼ 1.0133 � 105 Pa

1 bar ¼ 1 � 105 Pa

Specific heat 1 J/kg K ¼ 2.3886 � 10�4

Btu/lbm
�F

1 Btu/lbm
�F ¼ 4,187 J/kg K

Surface tension 1 N/m ¼ 0.06852 lbf/ft 1 lbf/ft ¼ 14.594 N/m

1 dyn/cm ¼ 1 � 10�3 N/m

Temperature T(K) ¼ T(�C) + 273.15

¼ T(�R)/1.8 ¼ [T
(�F) + 459.67]/1.8

T(�R) ¼ 1.8T(K)
¼ T(�F) + 459.67

¼ 1.8T(�C) + 32

T(�C) ¼ [T(�F) � 32]/1.8 T(�R) ¼ 1.8[T(K) � 273.15] + 32

Temperature difference 1 K ¼ 1�C ¼ 1.8�R ¼ 1.8�F 1�R ¼ 1�F ¼ 1 K/1.8 ¼ 1�C/1.8
Thermal conductivity 1 W/m K ¼ 0.57782 Btu/h ft�F 1 Btu/h ft�F ¼ 1.731 W/m K

1 kcal/h m�C ¼ 1.163 W/m K

1 cal/s cm�C ¼ 418.7 W/m K

Thermal diffusivity 1 m2/s ¼ 10.7639 ft2/s 1 ft2/s ¼ 0.0929 m2/s

1 ft2/h ¼ 2.581 � 10�5 m2/s

Thermal resistance 1 K/W ¼ 0.52750�F h/Btu 1�F h/Btu ¼ 1.8958 K/W

Velocity 1 m/s ¼ 3.2808 ft/s 1 ft/s ¼ 0.3048 m/s

1 km/s ¼ 0.62137 miles/h 1 ft/min ¼ 5.08 � 10�3 m/s

Viscosity (dynamic)

(kg/m s ¼ N s/m2)

1 kg/m s ¼ 0.672 lbm/ft s

¼ 2,419.1 lbm/fh h

1 lbm/ft s ¼ 1.4881 kg/m s

1 lbm/ft h ¼ 4.133 � 10�4 kg/m s

1 cP ¼ 10�2 P ¼ 1 � 10�3 kg/m s

Viscosity (kinematic) 1 m2/s ¼ 10.7639 ft2/s

¼ 1 � 104 stokes

1 ft2/s ¼ 0.0929 m2/s

1 ft2/h ¼ 2.581 � 10�5 m2/s

1 stoke ¼ 1 cm2/s

Volume 1 m3 ¼ 35.3134 ft3 1 ft3 ¼ 0.02832 m3

1 L ¼ 1 dm3 ¼ 0.001 m3 1 in.3 ¼ 1.6387 � 10�5 m3

1 galUS ¼ 0.003785 m3

1 galUK ¼ 0.004546 m3

Volumetric flow rate 1 m3/s ¼ 35.3134 ft3/s

¼ 1.2713 � 105 ft3/h

1 ft3/s ¼ 2.8317 � 10�2 m3/s

1 ft3/min ¼ 4.72 � 10�4 m3/s

1 ft3/h ¼ 7.8658 � 10�6 m3/s

1 galUS/min ¼ 6.309 � 10�5 m3/s
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Appendix B

Thermophysical Properties

Table B.1 Thermophysical properties of pure water at atmospheric pressure

T (�C) r (kg/m3) m (Pa s) cp (J/kg K) k (W/mK) Pr b (K�1) c (m/s) s (N/m)

5 1,000 0.001519 4,200 0.5576 11.44 0.00001135 1,426 0.07494

10 999.7 0.001307 4,188 0.5674 9.642 0.00008743 1,448 0.07422

15 999.1 0.001138 4,184 0.5769 8.253 0.0001523 1,467 0.07348

20 998.2 0.001002 4,183 0.5861 7.152 0.000209 1,483 0.07273

25 997.1 0.0008905 4,183 0.5948 6.263 0.0002594 1,497 0.07197

30 995.7 0.0007977 4,183 0.603 5.534 0.0003051 1,509 0.07119

35 994 0.0007196 4,183 0.6107 4.929 0.000347 1,520 0.0704

40 992.2 0.0006533 4,182 0.6178 4.422 0.0003859 1,528 0.06959

45 990.2 0.0005963 4,182 0.6244 3.994 0.0004225 1,534 0.06877

50 988 0.0005471 4,181 0.6305 3.628 0.0004572 1,537 0.06794

55 985.7 0.0005042 4,182 0.636 3.315 0.0004903 1,538 0.0671

60 983.2 0.0004666 4,183 0.641 3.045 0.0005221 1,537 0.06624

65 980.6 0.0004334 4,184 0.6455 2.81 0.0005528 1,534 0.06536

70 977.8 0.000404 4,187 0.6495 2.605 0.0005827 1,529 0.06448

75 974.9 0.0003779 4,190 0.653 2.425 0.0006118 1,523 0.06358

80 971.8 0.0003545 4,194 0.6562 2.266 0.0006402 1,514 0.06267

85 968.6 0.0003335 4,199 0.6589 2.125 0.0006682 1,504 0.06175

90 965.3 0.0003145 4,204 0.6613 2 0.0006958 1,491 0.06081

95 961.9 0.0002974 4,210 0.6634 1.888 0.000723 1,475 0.05987

100 0.5896 0.00001227 2,042 0.02506 0.9996 0.002881 472.8 0.05891

T temperature; r density; m dynamic viscosity; cp specific heat; k thermal conductivity; Pr Prandtl
number; b volume expansion coefficient; c sound speed; s superficial tension; o ¼ 0.3443 ¼
accentric factor

Critical parameters: Tc ¼ 373.984�C, Pc ¼ 220.64 bar, vc ¼ 3.106 dm3/kg

Triple point parameters: Tt ¼ 0.01�C, Pt ¼ 611.732 Pa
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Table B.2 Properties of air at atmospheric pressure

T (�C) r (g/dm3) m (mPa s) cp (J/kg K) k (mW/m K) Pr b (K�1) c (m/s) g

�200 47.61 5.201 1,002 6.667 0.7821 0.01367 171.6 1.401

�170 33.77 7.311 1,002 9.668 0.7581 0.009695 203.7 1.401

�140 26.16 9.296 1,002 12.53 0.7435 0.00751 231.4 1.401

�110 21.35 11.16 1,003 15.26 0.7332 0.006129 256.2 1.401

�80 18.03 12.93 1,003 17.87 0.7251 0.005177 278.8 1.401

�50 15.61 14.6 1,003 20.37 0.7186 0.004481 299.6 1.401

�20 13.76 16.19 1,003 22.77 0.7131 0.00395 319.1 1.401

10 12.3 17.7 1,004 25.09 0.7086 0.003532 337.4 1.4

40 11.12 19.15 1,006 27.32 0.7049 0.003193 354.7 1.4

70 10.15 20.54 1,008 29.49 0.702 0.002914 371.2 1.398

100 9.334 21.88 1,011 31.6 0.6999 0.00268 386.8 1.397

130 8.639 23.18 1,014 33.64 0.6985 0.00248 401.8 1.395

160 8.041 24.43 1,018 35.64 0.6978 0.002309 416.2 1.393

190 7.52 25.64 1,023 37.59 0.6977 0.002159 429.9 1.39

220 7.063 26.82 1,028 39.5 0.6982 0.002028 443.2 1.387

250 6.658 27.96 1,034 41.37 0.6991 0.001912 456 1.384

280 6.296 29.07 1,041 43.2 0.7004 0.001808 468.3 1.381

310 5.973 30.16 1,047 45.0 0.7019 0.001715 480.3 1.378

340 5.68 31.22 1,054 46.77 0.7038 0.001631 491.9 1.374

370 5.415 32.26 1,061 48.51 0.7058 0.001555 503.1 1.371

400 5.174 33.28 1,069 50.23 0.7079 0.001486 514.1 1.367

430 4.953 34.27 1,076 51.92 0.7101 0.001422 524.7 1.364

760 3.371 44.21 1,147 69.34 0.7314 0.0009679 629 1.334

790 3.276 45.04 1,153 70.84 0.7328 0.0009406 637.5 1.332

820 3.186 45.86 1,158 72.33 0.7341 0.0009148 646 1.33

850 3.101 46.67 1,163 73.82 0.7353 0.0008904 654.3 1.328

880 3.02 47.48 1,168 75.29 0.7364 0.0008672 662.6 1.326

910 2.944 48.28 1,172 76.75 0.7374 0.0008452 670.7 1.324

940 2.871 49.07 1,177 78.21 0.7383 0.0008243 678.8 1.323

970 2.802 49.85 1,181 79.65 0.7391 0.0008044 686.7 1.321

1,000 2.736 50.63 1,185 81.09 0.7398 0.0007855 694.5 1.32

T temperature; r density; m dynamic viscosity; cp specific heat; k thermal conductivity; Pr Prandtl
number; b volume expansion coefficient; c sound speed; g adiabatic expansion coefficient;

o ¼ � 0.009278 ¼ accentric factor

Critical parameters: Tc ¼ 132.531 K, Pc ¼ 37.86 bar, vc ¼ 2.917 dm3/kg

Table B.3 Standard chemical exergy of some elements

Element B C Ca Cl2 Cu F2 Fe H2 I2 K Mg Mo

exch, kJ/

mol

628.1 410.27 729.1 123.7 132.6 505.8 374.3 236.12 175.7 336.7 626.9 731.3

Element N2 Na Ni O2 P Pb Pt Pu S Si Ti U

exch, kJ/

mol

0.67 336.7 242.6 3.92 861.3 249.2 141.2 1,100 609.3 855.0 907.2 1,196.6

Source: Rivero R., Garfias M., Standard chemical exergy of elements updated. Energy
31:3310–3326
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Table B.4 Formation enthalpy, entropy, Gibbs energy, and chemical exergy of some substances

Substance name

Chemical

formula M DfH
0 DfS

0 DfG
0 exch

Acetone C3H6O 59 �217.14 295.6 �152.69 1,788

Acetylene C2H2 26 228.19 200.9 210.67 1,267

Ammonia NH3 17 �46.14 99.5 �16.5 337.9

n-Butane C4H10 58 �125.78 309.90 �16.529 2,805

Calcium

carbonate

CaCO3 100.1 �1,207 91.7 �1,128 17.52

Carbon

monoxide

CO 28 �110.53 197.6 �137.17 275.06

Carbon dioxide CO2 44 �393.49 213.8 �394.35 198.38

Copper

oxychloride

Cu2OCl2 214 �384.65 154.35 �369.7 21.08

Cupric oxide CuO 79 �156.06 42.59 �128.29 6.27

Copper(II)

chloride

CuCl2 134 �218.0 108.07 �173.83 82.47

Cuprous

chloride

CuCl 100 �136.82 87.45 �119.44 75.00

Ethanol C2H5OH 47 �234.94 280.60 �167.71 1,363

Iron(III) oxide Fe2O3 159.7 �824.20 205.1 �742.22 12.26

Lithium

bromide

LiBr 86.85 �351.14 74.01 �341.83 101.37

Magnetite Fe3O4 231.5 �1,118 146.1 �1,015 115.61

Methane CH4 16 �74.60 186.40 �50.53 831.98

Nitrogen

dioxide

NO2 46 34.19 240.20 52.31 56.56

Nitrous oxide N2O 44 81.59 220.00 103.71 106.34

n-Octane C8H18 131 �208.74 5.734 16.25 7,549

Propane C3H2 44 �104.67 130.7 �24.29 2,151

Sodium

chloride

NaCl 58.44 �411.24 223.1 �384.20 14.353

Sulfur dioxide SO2 64 �296.79 248.2 �300.0 313.10

Uranium

hexafluoride

UF6 352 �2,198 227.8 �2,069 644.96

Water H2O 18 �285.81 69.94 �237.12 0.750

M molecular mass (kg/kmol)

DfH
0 formation enthalpy (kJ/mol)

Formation entropy: DfS
0 ¼ s0 � P

elements

ns0f;element (J/mol K), where n is the number of moles of the

element in chemical equation of formation of the substance

Gibbs free energy of formation: DfG
0 ¼ DfH

0 � T0DfS
0 (kJ/mol)

Chemical exergy: exch ¼ DfG
0 þ P

elements

n� exchelement (kJ/mol)

Reference temperature: T0 ¼ 298.15 K

Reference pressure: P0 ¼ 1 bar; superscript 0 in above notations refers to standard pressure
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VOCs. See Volatile organic compounds

Volatile matter, 170, 171, 181

Volatile organic compounds (VOCs), 77, 78,

81, 85, 88, 297, 301, 320, 327, 613,

614, 668, 669, 683, 686, 687

Voltage-current density curve, 611, 614, 615

Volumetric heat generation rate, 250–253

Volumetric power density, 617

W

Waste disposal, 85, 154, 260–263

Waste incineration, 85, 254, 390, 399, 523,

557, 571–572

Water

electrolysis, 186, 213, 271–272,

285–286, 319, 348, 378, 379,

502, 523–530, 532, 533, 535,

536, 566, 572, 592, 593, 626,

671, 686

splitting, 186, 213, 266–268, 270–278,

447, 494, 495, 502–504, 524,

525, 532, 537–540, 544, 553,

555–571, 573–582, 592, 607,

691–696

thermolysis, 537

Wave energy, 284, 379–382, 534

Index 815



Wind

chill temperature, 341–343

exergy, 344, 689

exergy map, 342–344

power plant, 84, 346–348, 689, 691

speed, 93, 315, 337–341, 343,

345, 534

turbine, 57, 333–334, 336–347, 380–381,

534, 684–685

Work, 2, 55, 109, 123, 149, 169, 203, 235, 286,

399, 432, 479, 535, 633, 670, 714,

723, 755,

recovery, 209, 220, 222, 223, 225, 228, 480,

557, 574, 602, 645

Working fluid, viii, 26, 188, 203, 209–210,

218–220, 229, 267, 288, 308,

321–322, 353, 356–357, 360, 377,

399, 446–447, 487, 496, 505, 508,

561, 564, 568, 574, 633, 638–643, 660

X

X-rays, 234, 251, 262, 264

Y

Yukawa force, 239, 240

Z

Zircaloy, 248, 251–253, 255
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