
Chapter 11
Methods and Concepts of Epidemiology

Rafael Mikolajczyk

11.1 Introduction

The purpose of this chapter is to review the basic concepts of epidemiology, includ-
ing definitions of measures of disease occurrence and measures of association, brief
descriptions of study designs and ethical principles of epidemiological research.
Additionally, the theory and criteria of causation, systematic and random errors in
epidemiological studies and methodological issues related to diagnostic tests are
discussed. The concepts are outlined and some examples are given.

11.2 Definitions of Epidemiological Terms

11.2.1 Measures of Disease Occurrence

Terms used to quantify the occurrence of a disease in a population are listed in
Table 11.1.

Table 11.1 Measures of disease occurrence

Measure Description

Prevalence Number or proportion of persons with a specific disease at a specific time point in
the population

Incidence Number or proportion of persons developing a specific disease during a time period
Morbidity Ambiguously used: prevalence or incidence
Mortality Number or proportion of persons dying during a time period
Fatality rate Proportion of persons dying from a specific disease among all persons with the

disease
Attack rate Proportion of cases developing the disease among all persons who were exposed to

the disease
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For frequent diseases, prevalence can be provided in percentages; for rare dis-
eases, prevalence can be presented as the number of cases per 1,000, 100,000, or
even 1 million within the population. For example, 5.6 persons with chronic hep-
atitis C per 1,000 persons of the population on January 1, 2006. The prevalence
can be age or gender specific; in such cases, additional information such as “per
1,000 women aged 20–30” should be included. Prevalence can be defined at a given
time point (point prevalence), for example, when all participants in a telephone sur-
vey are asked about having a specific disease. Period prevalence is defined as the
cumulative number of cases observed during a given time period.

In contrast, incidence is the number of new cases with a specific illness occur-
ring during a given time period (for example, 10 new HIV infections per 10,000
inhabitants during the year 2005). The time period can be flexibly specified as
a daily, weekly, monthly, or yearly incidence, depending on how much variabil-
ity is present in the number of cases observed over time. For example, providing
only yearly incidence for a disease with a strong seasonality like influenza will
not capture the information about the temporally overcrowded doctor offices during
influenza season. While prevalence is important for assessing the need of treatment
in the population, incidence provides information about the dynamics of the spread
of infection and is the most important measure during outbreaks or epidemics.
Mortality is the incidence of deaths.

The term morbidity is used inconsistently: most often to indicate prevalence but
sometimes also to indicate incidence.

Case fatality describes how many of infected persons die because of the disease.
It does not provide any information about the duration of the disease before death,
so in chronic infections the deaths can spread over long period of time, while in the
case of acute infections like influenza or SARS they are concentrated in short period
of time – despite possibly the same case fatality.

Attack rate is the fraction of persons acquiring an infection among all persons
who were exposed to the infection. The attack rate depends on the composition of
the population, especially with regard to immunity.

11.2.2 Measures of Association

Measures of association commonly used in epidemiology to assess the relationship
between exposure and outcome are presented in Table 11.2 and Fig. 11.1.

Table 11.2 Measures of association

Measure Description

Absolute risk Probability of a specific outcome
Relative risk

(risk ratio)
Ratio of absolute risks in two distinct, mutually exclusive subgroups with

different exposure status
Absolute odds Chance of a specific outcome (if 1 person gets the disease and 9 do not, then

the odds is 1:9)
Odds ratio

(relative odds)
Ratio of two absolute odds in two distinct, mutually exclusive subgroups with

different exposure status
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Exposure 
Outcome 

1 2 Sum 

Yes a b All sick cases 
No c d All healthy cases 

Sum 
All cases 

with exposure 
1 

All cases with 
exposure 2  

All tests / all 
cases 

Outcome can be a disease or death, exposure can be any risk behaviour or any 
characteristic of the person (like gender or age group). The letters “a” to “d” 
indicate numbers of cases in each cell – for example “a” - the number of persons 
with the disease and exposure status 1. The information to fill the table for a 
concrete research question can be obtained from routine statistics or from 
epidemiological studies.  

Absolute risk for persons with exposure 1: a/(a+c) 

Relative risk for exposure 1 compared to exposure 2: 
)(

)(

dbb

caa

+
+

Odds ratio for exposure 1 compared to exposure 2: 
db

ca
 = 

cb

da

×
×

Fig. 11.1 Figure for illustration of relative risk and odds ratio

The absolute risk of a disease can be different among persons with a specific
exposure ( risk factor) than among persons without this exposure, for example, the
risk of acquiring HIV can be different for males and females. Relative risk provides
information regarding how many times higher or lower the risk is among individuals
with one exposure status compared to individuals with another exposure status. For
example, in a given population the risk of having HIV infection can be 3.2 times
higher for males than females. In the simplest scenario, the relative risk can be
calculated from a two-by-two table displayed in Fig. 11.1.

While the two-by-two table can be constructed whenever there is a dichotomous
outcome and exposure, the measures of absolute and relative risks are not always
meaningful. For example, when the study population consists of persons who were
selected because they have a given disease and compared to another group who
does not have the disease (see case–control study below), absolute risk of having
the disease cannot be obtained from these data. In such a study, the relative risk
as a ratio of two absolute risks cannot be calculated either. However, even if the
absolute risk is not known, the two-by-two table contains useful information. The
information can be used to calculate absolute odds and odds ratio. Both measures
are calculated from the inner cells of the table (see Fig. 11.1). Odds is the chance
of disease, i.e. the ratio of sick to healthy persons – for example, if in a population
there are 100 HIV-infected individuals and 900 noninfected individuals, the odds
of being infected is 1/9. Risk of being infected is 100/(100+900)=1/10, which is
close to the odds, but not identical. (The lower is the prevalence of the disease in the
population, the closer are odds and risks to each other.)

Both these measures – relative risk and odds ratio – apply to a disease status at
one given time point. Two further measures of association are absolute hazard and
corresponding hazard ratio, which measure the occurrence of disease over time. If a
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given exposure not only causes a disease but also accelerates its development, then
these findings would be better conveyed by hazard ratio than risk ratio or odds ratio.

A different concept – not directly used for analysis but for interpretation of the
relative risk – is the population attributable risk.

Population attributable risk (PAR) is the fraction of cases with a disease which
can be avoided if the risk factor is totally removed from the population.

PAR can be calculated according to the formula PAR = PE(RR–1)/(1+PE
(RR–1)), where PE is the prevalence of the risk factor and RR is the relative risk
associated with the risk factor (Greenland and Robins 1988). The measure is very
appealing for presenting the public health impact of a specific risk behaviour or
intervention, for example, PAR of 30% for intravenous drug use for hepatitis B
means that when this behaviour can be removed as a risk factor, 30% of cases of hep-
atitis B infection can be prevented. Similarly, increasing vaccination coverage would
lead to a decrease in the incidence of the specific disease and this can be reported as
PAR (see Chapters 12 and 14). While the calculation of PAR for non-communicable
diseases follows the above formula, additional considerations are required for com-
municable infectious diseases. For communicable diseases, the removal of a given
risk factor often results not only in directly avoided infected cases (primary cases)
but also in a reduction in the risk of infection for other persons in the population
(secondary cases) who would be otherwise infected by primary cases. These effects
may not be proportional, and removing a specific risk factor can result in smaller or
larger effect on the incidence than in the above formula.

11.3 Populations, Study Samples and Random Error

All the above definitions are based on the assumption that there is a “true” value
of the incidence, the prevalence and the association between risk and outcome in a
given population. Population might be defined widely as all inhabitants of a country
or more specifically as a group of individuals with special characteristics, for exam-
ple, intravenous drug users. In some simple cases we might know the incidence of
cases in the whole population based on registries, like, for example, the death certifi-
cate registry; however, in the case of most diseases and risk factors, it is not feasible
to assess them in the whole population. In such cases, for the purpose of specific
study, smaller groups might be sampled from the population and assessed more in
depth. Since subjects of the study are only a subgroup of the population, by chance
the study might have recruited more individuals with a given disease than the preva-
lence in the population. This is based on the same principle as obtaining four times
heads in a row while flipping the coin although the “true” proportion is 50%. This
is called sampling error, a subtype of random error encountered in epidemiologi-
cal studies. Another potential source of random error is non-sampling error, which
can be introduced by the uncertainty in measurement. Non-sampling error would
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lead to different results when the study is repeated in the same sample; sampling
error would provide different results if a new study sample is recruited from the
population. Historically, the first solution to deal with sampling error was testing of
significance, with results from the test reported as p values. More recently, there has
been a trend towards reporting the confidence intervals for the results (Armstrong
1998). While both results are often reported together, confidence intervals provide
more information about the studied relationship. Confidence intervals not includ-
ing a “zero effect” (which is 1 for odds ratio or relative risk) can have the same
interpretation as a significance test; they allow the rejection of the tested hypothe-
sis. But additionally, a narrow confidence interval demonstrates that the study is big
enough to provide precise information and therefore the size of the observed effect
is relatively certain. Modern statistical analysis provided solutions to many specific
problems and while sampling error is not avoidable, it can be usually quantified.
Other types of error will be discussed later.

11.4 Common Types of Epidemiological Studies

The purpose of epidemiological studies is to provide estimates for measures of dis-
ease occurrence in the population and information about the relationship between
risk factors and disease using specifically selected samples of the population. There
are three main study designs: survey, case–control study and cohort study (including
randomized clinical trial) (Table 11.3) (von Elm et al. 2007).

Table 11.3 Selected types of epidemiological studies

Type Description

Survey Collection of data at a single time point in a sample of the population
Case–control

study
Selection of the sample revolves around the disease status, i.e. participants

are included if they have a disease (cases), while a comparison group
without this disease is selected (controls)

Cohort study Collection of data performed over time in the same defined group of
participants with different exposure status; information about different time
points is either obtained from existing records or reported by participants at
different occasions

Randomized
clinical trial

Persons meeting specified inclusion criteria are enrolled in the study and
randomized into subgroups receiving different treatments

Meta-analysis Joint analysis of previous studies based typically on published results only,
but sometimes also on original data (individual data meta-analysis)

A survey: a study in which information concerning each participant is collected
only once and the participants are selected to reflect the studied population. It can
be used to estimate the prevalence of disease and of risk factors. The estimate of
incidence can be obtained only based on retrospective information about when the
disease started. Similarly, information about changes in the risk behaviour can be
obtained only retrospectively. Therefore, for the current risk behaviour and disease
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status, it is not clear whether disease preceded the risk behaviour or not (Hernan
and Robins 2006; Martin 2008). Some persons might adapt a healthy lifestyle after
developing the disease. Although retrospective information about behaviour before
the onset of a disease can be obtained in a survey, its accuracy depends on the mem-
ory of the participant and the quality of reporting which can be subject to reporting
bias (Hartman et al. 2002). Surveys can be conducted through personal interviews,
mailed questionnaires or on the phone. In particular, the two latter forms are rel-
atively cheap and easy to implement, making the survey design a very attractive
research method when information needs to be quickly obtained and should be rep-
resentative for the population. In some cases, the researcher might not be interested
in the whole population, but in a specific subgroup like intravenous drug users or
prostitutes, he or she would still attempt to obtain a good representation of this sub-
group in the study sample. On the other hand, survey design can also include the
collection of biological samples. In the epidemiology of infectious diseases, biolog-
ical samples are collected in serological surveys assessing for HIV status (Montana
et al. 2008) or vaccination against childhood diseases in the population (Nardone
et al. 2003). Surveys can be used to link seroprevalence of antibodies and informa-
tion about risk behaviours, but again the possibility has to be considered that the
current behaviours might not be related to the disease at all or that the behaviours
might have been influenced by knowledge of the disease status.

Case–control studies can provide neither prevalence or incidence estimates nor
information about absolute or relative risk. However, case–control studies allow
the comparison of exposure status in persons with a disease (cases) and healthy
participants (controls) using odds ratios. The case–control design is especially
advantageous when risk factors for a very rare disease have to be investigated.
Instead of recruiting a very large population for a longitudinal study with the
expectation that some cases of the rare disease will occur over time in the study pop-
ulation, for the case–control study, persons who developed the disease are selected.
For example, rare complications of vaccinations can be studied in case–control stud-
ies. While the identification of cases may sometimes pose diagnostic difficulties, the
main challenge in a case–control study is the selection of controls. The aim in select-
ing controls is choosing individuals representative of the population from which the
cases originated (Wacholder et al. 1992a; Wacholder et al. 1992b). Many approaches
have been proposed to the selection of controls: hospital controls, controls having a
different disease with similar symptoms, best friend controls (Lopes et al. 1996). All
these approaches can be seen as convenience samples. A better approach, but more
demanding and expensive, is to use population-based controls. In order to make
the cases and controls more similar to each other, for example, in terms of gender
or age, the researcher might perform matching – either as frequency matching (the
number of controls in the same age group matched to the number of controls) or
as individual-based matching (one or more controls are matched to each individual
case for all requested characteristics) (Wacholder et al. 1992c).

Cohort study: a distinction should be made between an open cohort which is
defined by a specific framework (for example, all inhabitants of a specific town) and
allows new entries (younger inhabitants who reach the age for inclusion in the study
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or people who move into the studied area) and a more traditional closed cohort
for which a defined group of participants is selected and only loss to follow-up
but no new entries are allowed (Philippe 2001). Cohort studies can provide infor-
mation about the incidence occurring over time as well as the prevalence of the
disease at a given time point. To address the problem of changing cohort size over
time (due to deaths or loss to follow-up), incidence can be measured as incidence
density, where the sum of the times each participant contributed to the study dur-
ing the specific period is in the denominator. Apart from the above distinction,
the cohort study itself can be either retrospective or prospective. A prospective
cohort study is by far the most demanding and the most expensive study design.
Retrospective cohort studies have the advantage of using existing records for a
defined population. These studies are often used to identify occupational hazards
due to biochemical exposures. However, while more convenient, retrospective stud-
ies are restricted to routinely collected information, which may not include many
questions of interest. Through the longitudinal character, cohort studies can pro-
vide clear information about the sequence of exposure and disease. A drawback
is that only very common diseases can be studied with moderate cohort size and
the less frequently a disease occurs, the larger the cohort has to be. Another prac-
tical problem can be the very long duration of a cohort study when development
of the disease occurs over a long process. In infectious disease epidemiology,
cohort studies are commonly used to assess the transmission or the progression
of the disease. Prospective cohort studies were used to study stages of AIDS
(Badri et al. 2006) or seroconversions among HIV serodiscordant couples (Bunnell
et al. 2006).

Randomized clinical trials (RCTs) recruit participants who meet predefined
inclusion and exclusion criteria and then randomly allocate them into groups which
receive different interventions (Moher et al. 2001). At minimum, there are two
groups of participants, one in which the intervention is conducted and one placebo
group, but RCTs can also test several interventions against each other or against
standard therapy or placebo treatment. The control group is necessary because of the
subjectivity of human perception which might result in a mistaken impression that
the treatment is more effective than in the reality. Two other mechanisms to ensure
objectivity of RCTs are randomization and blinding. Randomization should ensure
that the studied groups are comparable and the selection of patients is not influenced
by the expectations of the researcher (Kang et al. 2008). Different techniques can be
used for randomization and it was shown that less rigorous randomization, possibly
including incomplete concealment of the randomization sequence, can affect results
of the study (Schulz et al. 1994; Schulz et al. 1995; Schulz and Grimes 2002a).
To further improve the objectivity, RCTs apply blinding, which means, at mini-
mum, that patients do not know whether they receive active medication or placebo,
or that neither patients nor their doctors (double blinding) know the group of the
patient (Schulz and Grimes 2002b). Sometimes, triple blinding is also used, which
means that during the analysis of the data, anonymous codes are used and only
after the results are obtained the meaning of the codes is revealed. While there is
a strong agreement about the necessity of blinding in RCTs, the blinding is not
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always correctly performed and reported in publications (Haahr and Hrobjartsson
2006).

In the control group, placebo therapy is used, but some problems arise if the
application of placebo has its own effects (Hrobjartsson and Gotzsche 2001).
Another difficulty is when the intervention involves manipulations which are obvi-
ous to the patient. In such case, application of placebo infusions, needle insertion
outside of areas used in standard acupuncture or even surgical scars are some-
times used to blind the patient (called sham procedures (Sutherland 2007)). While
testing against placebo is usually the most desirable way to obtain information
about the true effectiveness of the treatment, this option is unethical when effec-
tive treatment for the studied question already exists because a treatment which is
considered to be effective cannot be withheld from the patient. In some cases, when
the new medication is not expected to be more effective, but, for example, have
fewer side effects or simpler administration, a new medication can be tested in non-
inferiority trials in comparison with the standard medication (Piaggio et al. 2006).
Non-inferiority trials require substantially larger sample sizes than trials oriented
towards demonstrating a difference in treatments, but are increasingly common in
modern pharmaco-epidemiology.

A subtype of randomized clinical trials is the cross-over trial, which is especially
oriented towards the assessment of physiological processes. In these trials, partic-
ipants are randomized for a given sequence of intervention or placebo (Putt and
Ravina 2002). In the simplest case, a participant, after being in the placebo group,
switches to the intervention group and vice versa. In more complex studies, sev-
eral different medications can be applied sequentially. The advantage of cross-over
trials is that patient’s values under treatment can be compared with his/her own val-
ues under placebo; however, their use is limited if the patient can be cured or his
condition permanently changes.

While originally designed for simple one-step interventions, clinical trials can
also be used for the assessment of complex interventions (Campbell et al. 2000).
Complex interventions are defined as a specified sequence of treatments which
might be applied in different combinations to individual patients. Studies assess-
ing the effectiveness of complex interventions usually require a large sample
size.

All the above types of trials are person based in which the unit of evaluation
is a single person. A specifically epidemiological type of an intervention trial is a
community-based intervention (Doyle et al. 2008). In this type of studies, groups
of participants rather than individual patients are randomized; these groups can be
based on geographic or other criteria (for example, minorities can be studied in
specific settings which do not follow a geographic distribution). When the inter-
vention is applied, the results are evaluated as rates on the level of randomization
units.

Another type of epidemiological studies is systematic review, which is a joint
evaluation of several, possibly all existing studies addressing a specific question. It
is called meta-analysis when statistical methods are also used to obtain a combined
estimate from all included studies. Meta-analysis can be based either on published
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estimates or on originally collected data from several studies (more on systematic
reviews and meta-analyses in Blettner et al. 1999).

Some additional study designs are also used in specific fields. For example, nested case–
control studies can be used to address more specific questions based on cases and controls
recruited from an existing cohort study (Ernster 1994; Cologne et al. 2004). To study the
effects of transient exposures (stress events, jogging in the morning or vaccination) as trig-
gers of certain diseases, case cross-over design was proposed (Maclure 1991; Maclure
and Mittleman 2000; Park et al. 2004; Reintjes et al. 2005). In this study the exposure
of the participant at some earlier time point is compared with the exposure during the
time window in which the exposure could potentially trigger the disease. A methodolog-
ical innovation in recruiting survey participants from the so-called hidden populations [for
example, populations with illegal (like intravenous drug users) or socially stigmatized
behaviours (prostitutes, homosexual men)] is respondent-driven sampling (Heckathorn
1997; Heckathorn 2002). This method is based on the idea of “snowball” sampling: the
participant is asked to recruit further persons from the same population, but advanced
methodologies are used to convert the derived estimates into representative estimates for the
whole studied populations (Heckathorn 2007). Developmental psychologists invented the
accelerated longitudinal design also called cohort sequential or mixed longitudinal design
(Prinzie and Onghena 2005). This design uses multiple cohorts which are overlapping with
respect to age at the end of the study. The information from the separate cohorts is combined
to evaluate the trajectory over the whole age spectrum of the participants, which can be sev-
eral times larger than the duration of the observation period (Miyazaki and Raudenbush
2000).

11.5 Ethic in Epidemiological Research

The most crucial ethical requirement for clinical or epidemiological studies is the
informed consent, which assures that study participants are informed about possible
consequences of the study, understand them and agree to participate in the study
(World Medical Association 1964). Historically, the debate about ethical aspects
of research and informed consent was triggered by a study of syphilis infection in
the African-American population in Alabama from 1932 to 1972 (Jones 1993). In
order to assess the natural course of the syphilis infection in untreated patients, no
treatment was provided to the participants, even after an effective treatment was
developed and introduced in the general population. Over the course of the study,
28 participants died directly of syphilis, 100 died of complications, 40 infected
their wives and 19 of their children had been born with congenital syphilis. While
this drastic example is surely an issue of the past, epidemiological studies bear the
potential of abuse, especially when conducted in disadvantaged populations. Recent
reviews of informed consent practices and whether patients are able to understand
them indicate a further need of improvement (Flory and Emanuel 2004; Sugarman
et al. 2005; Hill et al. 2008).

To assist the researchers in the planning of studies, ethical approval by insti-
tutional review boards is provided. This practice is standard in many developed
countries, but in some developing countries these control mechanisms might be
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deficient (Bhutta 2002; Creed-Kanashiro et al. 2005; Marshall 2005; Sumathipala
et al. 2008).

11.6 Causality in Epidemiological Research

Seminal work on the criteria of causality for associations observed in epidemiolog-
ical studies was conducted by a British medical statistician Austin Bradford Hill
(1897–1991). He proposed a list of nine criteria, of which only one was logically
necessary but none was sufficient. More recently, a theoretical work on the scien-
tific foundations of epidemiology, including the understanding of causation, was
requested (Susser and Susser 1996a; Krieger, Zierler 1997). In a recent review,
Parascandola and Weed (Parascandola and Weed 2001) identified five definitions
of causation used by epidemiologists:

• Production: a given variable is understood as a cause when it creates or produces
a specific outcome; this definition was repeatedly criticized because it applies an
equally unclear concept of production to define the causation.

• Necessary cause: only the logically necessary conditions are understood as
causes. This definition is strongly influenced by the notion of scientific deter-
minism. If in some cases the expected outcome does not occur in the exposed
participant, this has to be attributed to other, not yet known deterministic causes.

• Sufficient-component cause, in which several variables play a role as compo-
nent causes and jointly form a sufficient cause. This definition was proposed by
Rothman and Saunders (Rothman and Greenland 2002) and follows older philo-
sophical traditions. Parascandola and Weed (Parascandola and Weed 2001) argue
that this definition is also based on the concept of scientific determinism, since
for a specific patient it implies that he/she either has the sufficient cause or not.

• Probabilistic causation is opposed to the deterministic understanding of science.
According to this definition, cause is a variable or a characteristic which increases
the risk of disease. This definition can be used to accommodate the concepts
of sufficient cause (which raises the probability of outcome to 1) and neces-
sary cause (which raises the probability of outcome above 0) (Parascandola and
Weed 2001).

• Counterfactuals: the definition is based on the idea of comparing the outcomes
under two contrasting scenarios, one including a specific effect and one excluding
it. The definition is not directly opposed to the concept of necessary and sufficient
cause and can also be combined with both the scientific determinism and the
probabilistic causation. It is also not opposed by the other definitions but rather
adds a specific aspect of understanding the causal relationship.

While Parascandola and Weed (Parascandola and Weed 2001) argue in favour
of the probabilistic causation, they also stress that distinction should be made
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between defining causation and recognizing a cause. For the latter the counterfactual
definition can be very helpful.

Another issue which received recent attention is the understanding of proximate
and distal or direct and indirect causes (Susser and Susser 1996a). Susser and Susser
(Susser and Susser 1996b) proposed that after the era of risk behaviours assessed in
the individual patient, social structures on the one side and genetic epidemiology on
the other side will receive more attention in the 21st century. The effects of social
structures were studied in social epidemiology but now they will be combined with
molecular knowledge in multilevel models. The different levels of these models are
also associated with a different understanding of causation (Parascandola and Weed
2001; Susser 2001).

11.7 Systematic Error in Epidemiological Studies

While the issue of causation is related to the more general understanding of epi-
demiological research, at the technical level the issue of a correct measurement of
associations in epidemiological studied receives a lot of attention.

Systematic error (Bias) is a phenomenon which causes a distortion of the result
– the measured effects are either too small or too large.

Bias can occur in the study at different stages: during planning, conducting the
study, analysing the data or publishing the results. Extensive lists of possible bias
were published in the literature (Good 1962; Sackett 1979; Hartman et al. 2002).
Some forms of bias are rather obvious and easily understood, but others require
technical knowledge and reflection. Probably the most commonly discussed bias
refers to the selection of participants for the study: in any study related to health,
persons with a special interest in this area are more likely to participate. This might
not affect the ill cases in a case–control study, but it may affect the selection of
controls. If controls are the most healthy individuals from the population, they might
have fewer risk factors – and in such a case the association between specific risk
factors and the disease might appear too strong. While the selection bias may not be
avoidable, the researcher should be aware of the direction in which such bias would
affect the results. If the bias would affect the results towards a zero effect (odds ratio
or relative risk of 1), and the effect still can be observed, then the researcher can
propose that the effect is “at least” that large. When the direction in which the bias
is most likely to affect the results is towards a smaller effect and no effect is observed
in the study, the study is inconclusive, but such “negative” study will also receive
less attention. The truly difficult case is when the bias is towards a larger effect
and a positive effect is found in the study. Given this relationship, epidemiologists
try to keep unavoidable errors in the direction which does not support the study
hypothesis, and in such a case at least a conservative estimate of the effect can be
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obtained. Finally, it has to be kept in mind that each study has its own potential in
providing systematically distorted results.

11.8 Methodological Issues of Diagnostic Tests

Assessment of any disease is based on diagnostic tests, which is a specific area
of measurement error. There are four basic terms which refer to diagnostic tests:
sensitivity, specificity, positive and negative predictive value (Fig. 11.2 ).

Test
Disease

Positive Negative Sum

Yes True positive False negative All sick cases
No False positive True negative All healthy cases

Sum
All positive 

tests
All negative 

tests
All tests / all 

cases

Sensitivity = True positive/all sick cases
Specificity = True negative/all healthy cases
Positive predictive value (PPV) = True positive/all positive tests
Negative predictive value (NPV) = True negative/all negative tests

Fig. 11.2 Figure for illustration of sensitivity, specificity, positive and negative predictive value

Sensitivity is the ability of the test to detect sick cases. Some of the detected
cases have the disease in reality, but others might be incorrectly classified as
sick. Specificity is the ability of the test to distinguish between false-positive
and truly negative cases.

A method which diagnoses all sick cases as sick and does not include any healthy
cases in this group would be a perfect test and has a 100% sensitivity and a 100%
specificity. However, in many cases either due to technical limitations of the test
or due to overlapping values in both healthy and ill subjects, the sensitivity and
the specificity are interconnected. Increasing sensitivity (i.e. detecting more of the
diseased cases) results in a decreased specificity of the test (along with the higher
detection of true cases, the number of false-positive tests also increases). Balancing
sensitivity and specificity by selecting an appropriate cut-off for positive test is
therefore based on the rationale of the test. For example, a screening test should
have a high enough sensitivity to detect a high fraction of the sick cases. But since
many of the cases might be incorrectly classified as positive, a second test can be
used to confirm the result. This second test should have high specificity in order
to discard the truly negative cases, after which only the truly positive cases should
remain. Since the second test is used only in the subgroup which had positive results
in the first test, the requirements on its sensitivity are not as high. This relationship
points towards the fact that the performance of the test depends on the prevalence of
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the disease in the sample: when the disease is very rare, along with the truly positive
cases, there will be many false-positive cases.

Two other measures were proposed to provide information which incorporates
the prevalence of the disease in the population:

Positive predictive value is the probability of being ill when the test is positive.
Negative predictive value is the probability of being healthy when the test is
negative.

Tests with the same sensitivity and specificity will have a lower positive pre-
dictive value in a population where the disease is less frequent as compared to
a population with a higher prevalence. This relationship is the opposite for the
negative predictive value.

Test characteristics also affect the estimates of prevalence or incidence of a
disease: when a real-world test is used, neither specificity nor sensitivity can be
100%. Therefore some cases will be falsely classified as sick while not having
the disease and some others will be classified as healthy although they have the
disease. When the sensitivity and the specificity are known, they can be used to cor-
rect the prevalence estimate. (For further reading on sensitivity and specificity, see
Loong 2003.)

11.9 Outlook on the Use of Mathematical Modelling
in Infectious Disease Epidemiology

For many research questions, infectious disease epidemiology uses the same meth-
ods as general epidemiology. For example, the estimates of prevalence can be
obtained from surveys and that of incidence from cohort studies. However, the situ-
ation is more complicated for analytical studies, i.e. studies assessing risk factors of
being infected. For communicable diseases, the probability of getting an infection
depends not only on behavioural or genetic factors but also on the prevalence of the
disease. This dependency requires the use of special statistical methods or math-
ematical models to obtain accurate results. Especially models designed to predict
future spread of the disease should consider the relationship between risk of getting
an infection and prevalence of this infection. When a fast investigation is neces-
sary (as in outbreak investigation, see Chapter 9), conducting the analysis without
taking into account the potential dependency between infected persons could be
an option providing initial results. However, when not an immediate intervention,
but estimation of the impact of specific risk factors is necessary, it should be per-
formed taking into account the potential dependency between infected persons.
To address this issue, statistical models incorporating dependency and dynamic
transmission models were developed. Solutions to the dependency issue based on
dynamic transmission models are presented in Chapter 12.
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