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Chapter 1

Present State of Electron Backscatter Diffraction
and Prospective Developments

Robert A. Schwarzer, David P. Field, Brent L. Adams, Mukul Kumar,
and Adam J. Schwartz

1.1 Introduction

Electron backscatter diffraction (EBSD), when
employed as an additional characterization technique
to a scanning electron microscope (SEM), enables
individual grain orientations, local texture, point-to-
point orientation correlations, and phase identification
and distributions to be determined routinely on
the surfaces of bulk polycrystals. The application
has experienced rapid acceptance in metallurgical,
materials, and geophysical laboratories within the
past decade (Schwartz et al. 2000) due to the wide
availability of SEMs, the ease of sample preparation
from the bulk, the high speed of data acquisition, and
the access to complementary information about the
microstructure on a submicron scale. From the same
specimen area, surface structure and morphology of
the microstructure are characterized in great detail
by the relief and orientation contrast in secondary
and backscatter electron images, element distribu-
tions are accessed by energy dispersive spectroscopy
(EDS), wavelength dispersive spectroscopy (WDS), or
cathodoluminescence analysis, and the orientations of
single grains and phases can now be determined, as a
complement, by EBSD.

The first observation of a diffraction pattern
in backscattering mode was reported in 1928 by
Nishikawa and Kikuchi in the same volume where
transmission electron microscopy (TEM) Kikuchi pat-

R.A. Schwarzer (�)
Institute of Physics, Clausthal University of Technology,
D-38678 Clausthal-Zellerfeld, Germany
e-mail: post@robert-schwarzer.de

terns were discussed (Nishikawa and Kikuchi 1928).
The researchers placed a recording film to capture
the pattern in transmission, and then placed a film in
front of the specimen so as to obtain an image from
backscattered electrons. This technique was discussed
in detail by Alam, Blackman, and Pashley in 1954
(Alam et al. 1954) and later investigated by Venables
and co-workers (Venables and Harland 1973; Venables
and Bin-Jaya 1977). The early literature dubbed the
technique high-angle Kikuchi diffraction and it has
been referred to by several additional acronyms in the
past two decades. Those that are most notable, other
than EBSD, include the more accurate nomenclature of
backscatter Kikuchi diffraction (BKD) or backscatter
electron Kikuchi diffraction (BEKD). (Note: Acronyms
of EBSP, BKP and BEKP are also common in litera-
ture and these refer specifically to the image formed
by the diffraction technique—i.e., electron backscatter
diffraction pattern.) The terms “electron backscatter
diffraction” and “backscatter Kikuchi diffraction” are
often used interchangeably in the literature.

Fully automated EBSD has developed into a
mature alternative to X-ray pole figure measure-
ments in quantitative texture analysis without such
constraints as ghost problems, defocusing effects, or
inconsistent data as a consequence of specimen tilts
through large angles. Moreover, automated EBSD has
opened new horizons in quantitative texture analy-
sis because of its outstanding high spatial resolu-
tion, its access to orientation correlations and ori-
entation stereology, its high speed, and its ability
to represent the texture and grain boundary char-
acter distribution visually and quantitatively via an
orientation map. Because SEMs and commercial
EBSD systems are readily available, electron backscat-
ter diffraction is no longer an academic technique

1A.J. Schwartz et al. (eds.), Electron Backscatter Diffraction in Materials Science,
DOI 10.1007/978-0-387-88136-2 1, © Springer Science+Business Media, LLC 2009
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reserved to only a few select research laboratories,
but rather is well on the way to becoming a tool for pro-
cess development and quality control. Additionally, the
technique enables three-dimensional (3D) volumetric
reconstruction of the microstructure from consecutive
surface sections that are created by mechanical serial
section, as described in Chapter 16 by Rohrer and Ran-
dle, or focused ion beam (FIB) milling, as discussed in
the chapters by Zaefferer and Wright; Groeber, Rowen-
hort, and Uchic; and Sintay, Groeber, and Rollett. For
the purpose of 3D reconstruction and analysis, how-
ever, the speed and ease of handling the EBSD system,
as well as the capability to re-examine the results at
any time, are decisive requirements.

Automated EBSD at present is limited to materi-
als in which grain sizes larger than several tens of
nanometers in diameter and several square millimeters
in area can be characterized. Surface strains must not
be excessive, and the specimens must be compatible
with the general requirements of electron microscopy.
In particular, the specimens should be conductive and
should not decompose in vacuum or under the electron
beam. The surface should be reasonably flat and free
from foreign layers.

1.2 Generation and Interpretation of
Electron Backscatter Diffraction
Patterns

EBSD patterns are generated on a phosphor screen by
backscatter diffraction of a stationary beam of high-
energy electrons from a volume of crystal material
approximately 20 nm deep in the specimen, times the
projected area of the incident beam. The characteris-
tic feature of a backscatter Kikuchi pattern is the reg-
ular arrangement of parallel bright bands on a steep
continuous background (Fig. 1.1), rather than a reg-
ular array of diffraction spots as is generated in the
TEM in selected area diffraction from a single crys-
tallite. The intersections of Kikuchi bands form promi-
nent and distinct zone axes.

The geometry of a Kikuchi pattern can be inter-
preted as a gnomonic projection of the crystal lattice
on the flat phosphor screen. The point of impinge-
ment of the primary beam on the specimen surface
is the center of projection. The lattice planes can be

Fig. 1.1 Backscatter Kikuchi pattern from cadmium at 20 keV,
acquired with an analog video camera

Fig. 1.2 Schematic of the diffracting cones with respect to the
reflecting plane, the specimen, and the phosphor screen

imagined to be stretched out to intersect the screen in
the center of the lines of their related Kikuchi bands.
Figure 1.2 contains a schematic showing the incident
beam on the specimen with a given unit cell orien-
tation and a specified diffracting plane giving rise to
backscattered “Kikuchi” diffraction. The two diffract-
ing cones are the edges of the Kikuchi band, and the
plane through the center of these cones is the geomet-
ric projection of the diffracting plane onto the phos-
phor screen.

When more than one such Kikuchi band is consid-
ered, the angles between the projected plane normal
orientations correspond to the interplanar angles, and
the angular width of a Kikuchi band {hkl} is twice
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the Bragg angle ϑhkl. Thus, the width of the bands is
related to the interplanar spacing, dhkl, according to
Bragg’s law:

2 · dhkl · sin ϑhkl = n · λ (1.1)

where n is the order of reflection and λ is the
wavelength of the incident electron beam, which is
dependent on the accelerating voltage of the SEM.
The extinction rules for the expected reflections (i.e.,
Kikuchi bands) of the specific crystal structure are
determined by the structure factor of the crystal. In
addition, higher order reflections may appear as a set of
straight lines parallel to the band edges. A decrease in
accelerating voltage, U, causes an increase in electron
wavelength and hence an increase in the width of the
band, which is, to a first approximation, ϑhkl ∼ 1/U1/2.
An appreciable increase in band width and a deviation
from the usual straight-line approximation to the shape
of real conical sections is observed at low accelerating
voltages, in particular for high-order Kikuchi lines.

This simple geometric model and the kinematical
approximation do not explain the exact intensity dis-
tribution in a Kikuchi pattern. To fully quantify the
intensity distribution, the dynamical theory of elec-
tron diffraction must be employed (Reimer 1985). The
mechanisms that lead to the formation of the char-
acteristic diffraction contrast features in EBSD pat-
terns, including Kikuchi bands as well as the promi-
nent circular Kikuchi envelopes around zone axes—by
appearances like higher order Laue zone (HOLZ) lines
from thin foils in convergent beam electron diffrac-
tion (CBED)—have been described with the applica-
tion of dynamic diffraction. Excellent agreement has
been obtained between experimental patterns and sim-
ulations in extended many-beam dynamical calcula-
tions using the Bloch wave approach (Winkelmann
et al. 2007; Winkelmann 2008), as is discussed in
Chapter 2 by Winkelmann.

1.3 Experimental Set-Up
of an EBSD System

Instrumentation for generating and capturing electron
channeling patterns (ECP) from selected small spec-
imen regions is still available with some commercial
SEMs, but the spatial resolution rarely exceeds 50 �m,

as a consequence of the large spherical aberration of
the probe-forming lens and the pivoting beam. As a
result of the relatively poor resolution and the knowl-
edge that many materials of interest have grain sizes
smaller than 50 �m, the EBSD technique has largely
taken the place of ECPs in materials and earth sciences
investigations. In EBSD, a stationary beam is directed
onto the grain of interest to form a Kikuchi pattern.
The spot size, and hence the interaction volume of the
primary beam with the crystal contributing to the pat-
tern, can be made more than two orders of magnitude
smaller than with ECP. Spatial resolution, as well as
depth resolution in EBSD, depends on specimen tilt,
density of the specimen, and accelerating voltage. The
lowest practical beam voltage is about 3 keV, if a phos-
phor screen without an aluminum top layer is used.

For quantitative texture analysis, a statistically sig-
nificant number of individual grain orientations are
required. The interactive, or manual, collection of such
a database by the operator is both inconvenient and
time consuming. Fully automated methods have been
developed for acquisition and indexing of Kikuchi pat-
terns within the SEM (Adams et al. 1993) and within
the TEM (Zaefferer and Schwarzer 1994; Schwarzer
and Sukkau 1998). A number of commercial systems
are currently available, which can be added to new or
existing SEMs. Automated EBSD systems generally
require little operator input; after the initial set-up of
the system, the only input required is the step size. The
EBSD software controls the SEM and rasters the beam
across the specimen on a user-specified pre-defined
grid, pausing at each point only long enough to acquire
the backscatter diffraction pattern, index the orienta-
tion, and record the x, y coordinates and the orientation
vectors. As discussed in detail below, scanning can be
performed either by translating the specimen in the x
and y directions with respect to the stationary primary
beam with a high-precision computer-controlled spec-
imen stage (Adams et al. 1993); or by stepping the pri-
mary beam under digital computer-control across the
stationary specimen surface in a similar way as in con-
ventional scanning electron microscopy (Kunze et al.
1994). The positions at which diffraction patterns are
measured may constitute some clusters of individual
points, a dotted line, or a raster field on the specimen
surface. For digital beam scanning, a fast and high-
resolution (>12 Bit) digital-to-analog (DA) converter
is recommended. A fine raster grid allows for very pre-
cise positioning of the measured spots on the inclined
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specimen surface, so as to correct for distortions of the
grid due to the steep tilt of the specimen surface and
the image rotation during dynamical focusing of the
probe-forming lens.

1.4 The Components of an Automated
EBSD System

An automated EBSD system consists of three main
parts: the SEM, the pattern acquisition device (or cam-
era), and the software. To achieve the best possible
performance, these parts must be considered simul-
taneously when designing and setting up a system.
In general, it is not recommended that you construct
your own system from scratch. Significant effort is
necessary to ensure the coupled system works syn-
chronously and to develop the complex software for
controlling the SEM functions, the pattern acquisition,
and the data interpretation.

The following intrinsic difficulties of EBSD must be
addressed:

• steep specimen tilt, approximately 70◦ relative to
the incident beam (see Fig. 1.3);

• low contrast and intensity, and high background
noise in the backscatter Kikuchi patterns;

• disposition to pattern degradation by contamination
and deformation layers;

Fig. 1.3 Schematic of the typical EBSD geometry, showing the
pole piece of the SEM, the electron beam, the tilted specimen,
and the phosphor screen

• decomposition and charging of low-conducting
materials under the beam;

• requirements of high speed, high spatial resolution,
and high accuracy of measurement.

1.4.1 The Pattern Acquisition Device

The backscatter Kikuchi pattern is commonly pro-
jected onto a transparent phosphor screen (approxi-
mately 5 cm in diameter), which is about 2 cm away
from the specimen. The screen preferably stands paral-
lel with the primary beam and the tilt axis of the stage,
but can be rotated about 20 degrees from that plane
in any direction. The pattern is either viewed with a
high-sensitivity camera through a window from out-
side the specimen chamber, or the phosphor screen is
placed on a fiber optic bundle, which is directly cou-
pled to the camera sensor. The phosphor screen is gen-
erally matched to the spectral response of the sensor for
optimum performance. Common phosphors employed
for EBSD applications include P20 and P43. P20 has
a short decay time at high current densities, which
occurs in photon counting tubes, but exhibits a long
decay at low current densities. This latter property is
a good match for direct view low light systems. It is
yellow/green emitting at 540 nm and has a decay time
of about 1–10 ms with an efficiency (lumens/watt) of
30. P43 phosphor is preferred for most applications
with TV camera output, because of its efficiency and
linearity. It is also fast enough for most high frame-
rate applications. It is green emitting (548 nm) with
a 1.2 ms decay time and an efficiency of 50. A thin,
reflective, aluminum coating is often deposited onto
the phosphor screen. This coating enhances the bright-
ness of the phosphor by reflecting light back toward the
camera. It also acts as somewhat of a passive energy
filter in that it absorbs low energy electrons before
they arrive at the phosphor screen. The most impor-
tant function of the coating is to ground the phos-
phor screen, as an electrically floating phosphor will
charge and degrade the performance of the SEM and
will interfere with orientation mapping by automated
EBSD. (Alternatively, an indium tin oxide (ITO) layer,
or some other conductive and transparent coating, can
be deposited on the substrate window.)

In most EBSD systems, the acquisition device is
mounted on a retractable stage. This enables a precise



1 Present State of Electron Backscatter Diffraction and Prospective Developments 5

translation of screen and camera at a fixed spacing
from each other along the optic axis of the camera sys-
tem so that the diffraction pattern projected onto the
screen is kept in focus. A travel of several centimeters
is required to provide adequate space for bulky speci-
mens when grain orientations need to be measured to
the edge of the material. The accurate displacement
of the acquisition device can also be used for cali-
brating the EBSD system with the “pattern magnifica-
tion method” or “moving screen method” (Day 1993;
Hjelen et al. 1993). When retracting the screen from
the specimen, the pattern “zooms” out from the pat-
tern center, which can thus be located quite easily. This
feature is used to provide an accurate calibration of
the system. The pattern center and the specimen-to-
screen distance can be accurately calibrated by mea-
suring the locations of several corresponding zone axes
on the non-displaced and the displaced patterns. No
initial estimates of the calibration parameters and no
knowledge of the crystallography of the sample are
required. The displacement should be more or less dou-
ble the initial specimen-to-screen distance for the ref-
erence measurement. However, pattern intensity falls
off with the square of the specimen-to-screen distance.
Furthermore, the precise movement of the device must
be done in situ under vacuum. In order to guarantee a
clean vacuum, a bellows system is recommended over
the method of greased O-rings.

There are several types of camera systems that have
been used for EBSD image detection. Historically,
Peltier-cooled and intensified charge coupled device
(CCD) cameras and silicon intensified target (SIT)
cameras were used for automated work, and the more
expensive slow scan CCD cameras were applied for
high quality imaging and phase identification. Cur-
rently, CCD cameras are used for both rapid scan rate
imaging and for high quality EBSD image collection.
CCD cameras can produce binned images on the order
of ∼100 × 100 pixels at the rate of near 1000 frames
per second with sufficient intensity for reliable index-
ing. The practical indexing limit is currently in the
range of 600–800 images per second, but that number
is likely to continue to increase with more powerful
computers and optimized image-handling algorithms.
To obtain high quality EBSD patterns for phase iden-
tification or publication purposes, there is typically no
on-chip binning performed and the full image is col-
lected using time averaging techniques to obtain suffi-
cient light intensity and contrast.

Some emphasis has to be placed on the light optics.
A high-quality macro lens with a small f-stop (large
aperture, “fast lens”) is a good choice in the case
of a short distance between the phosphor screen and
the camera sensor chip. The sensitivity of the acqui-
sition system can be almost doubled, at the expense
of high cost and practical inconvenience, by coupling
the CCD sensor with a (tapered) fiber optic bun-
dle to the phosphor screen. The highest efficiency is
expected from on-chip deposition of the phosphor or
from direct exposure of the sensor chip to the pattern-
forming electrons. Such a sensor chip will presumably
be placed inside the specimen chamber, either on a
small retractable rod or directly on the specimen stage.

The digital image is the only source of informa-
tion for pattern recognition. Software can correct for
poor image quality or distortions only to some extent.
Hence the camera has to be chosen with care, mak-
ing a trade-off between sensitivity, noise, number of
pixels, image quality, and cost. Almost all current
EBSD systems have moved to video or digital cam-
eras with solid-state sensors, either to intensified or to
integrating CCD cameras. These cameras are economi-
cal, and the sensor geometry is fixed without producing
undue distortions nor “blooming” or burn-in of bright
spots (Schwarzer 1989), as has been the case with for-
mer vacuum tube sensors. It is worth mentioning that
Peltier-cooling of the sensor chip or the photocathode
of the image intensifier, in order to reduce noise, is
ineffective at short exposures of less than a second.

1.4.2 Mechanical Stage and Digital
Beam Scanning

Two computer-controlled sampling modes are used
for automated EBSD: stage-scan mode, in which the
specimen is translated mechanically under the focused
stationary primary beam (Adams et al. 1993); and dig-
ital beam scan mode, in which the focused primary
beam is moved across the stationary specimen surface
(Kunze et al. 1994). The combination of both modes
enables large area scans with high accuracy and speed
whereby small, slightly overlapping fields are sam-
pled by digital beam scan and stitched together after
coarse mechanical steps of the stage from one field to
the next.
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Advantages of the mechanical stage scan include:
the accommodation of large measured fields, only lim-
ited in size by the range of travel of the specimen stage;
step size calibration does not depend on SEM mag-
nification; there are no geometric distortions resulting
from the tilted specimen surface or beam deflection;
and from one measured point to the next, diffrac-
tion geometry is identical, i.e., pattern center posi-
tion, specimen-to-screen distance, background inten-
sity, and focus settings remain constant. Hence, much
less elaborate EBSD software is sufficient. A high-
performance stage, however, is necessary to keep the
specimen surface exactly in the plane of translation.
Step sizes less than 0.5 �m in x and y must be pos-
sible. Such a computer-controlled, high precision x–y
stage is a relatively slow and expensive alternative rel-
ative to the digital beam scan. In addition, the mechan-
ical stage has a higher uncertainty of the measurement
position due to play or lag in the system.

Digital beam scanning, on the other hand, enables
an extremely high speed as well as precision in beam
positioning. It is cost-effective and not susceptible to
breakage. However, the diffraction geometry and pat-
tern center change at each point on the specimen as a
result of the varying beam tilt as the beam is stepped
across and down the specimen (Fig. 1.4). Therefore,

Fig. 1.4 Raster grid on a tilted specimen surface with digital
beam scan

the system has to be calibrated dynamically from spot
to spot (“autocalibration” [Schwarzer 1997]). Other-
wise, errors in calculated grain orientations may eas-
ily exceed several degrees; or indexing of the pattern
may fail in particular at low magnifications and with
increasing distance of the measured location from the
point on which the system had been calibrated ini-
tially. Because of the importance of proper calibration,
dynamic calibration of the pattern center has been per-
formed on commercial systems since the development
of beam scanning in 1994. A simple test for accuracy
of calibration can be made by measuring across a large
field on a single crystal and checking the uniformity of
orientation data. This is also how most systems are cal-
ibrated initially. The necessity of a precise calibration
of the pattern center as well as the diffraction length
(specimen-to-screen distance) has been verified in a
computer simulation for transmission Kikuchi patterns
by Morawiec (1999).

The EBSD software must address two additional
difficulties with the digital beam scan. As a conse-
quence of the steep forward scattering of electrons, the
specimen surface has to be steeply inclined, typically
at about 20◦ to the primary beam (i.e., typically 70º
from horizontal) in backscatter diffraction in order to
generate a Kikuchi pattern of sufficient intensity. When
scanning down the specimen line after line, the primary
beam spot runs out of focus—increasing in diameter—
so that spatial resolution decreases severely. This holds
true for low as well as high magnifications because
the requirements of high resolution scale with useful
magnification. SEM hardware capabilities for dynamic
focusing of most SEMs, however, do not accommo-
date the steep specimen tilts as required for EBSD,
nor do they accommodate specimen tilts about an axis
at an oblique angle to the axis of the specimen stage.
This latter limitation would demand a free port for the
camera on that side of the specimen chamber which is
pointing at a right angle to the stage axis.

Defocusing has a detrimental effect on spatial res-
olution and reliability of indexing, in particular with
fine-grain materials; so that dynamic focusing is indis-
pensable not only at low but also at medium magni-
fications. Pattern quality is a very sensitive indicator
of incorrect focus settings due to the diffuseness of
Kikuchi patterns. The superposition of two or more
diffraction patterns has two adverse effects on index-
ing. First, the small grains contribute less diffracted
intensity to the signal. Their faint patterns are
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overlooked at best, at the expense of the larger grains,
which are covered by the majority of the primary
beam spot. Second, spurious bands from faint pat-
terns may be picked up and enter the set of bands for
indexing. Pattern interpretation may then fail because
of the inconsistency of reflections; or even worse,
a false orientation may be the result. The effect of
spurious reflections on the reliability of indexing has
been clearly demonstrated in a simulation for trans-
mission Kikuchi patterns (Morawiec 1999). The beam
aperture is significantly smaller in SEM with a field
emission (FE) gun, so that the depth of focus is sub-
stantially increased and the demand for dynamic focus-
ing on steeply tilted surfaces is alleviated to the same
extent.

The steep specimen tilt of about 70◦ from horizon-
tal causes a further complication of EBSD: the beam
spot on the specimen is elongated and hence spatial
resolution is reduced in vertical direction by about 3
times. Orientation maps, as well as conventional SEM
images, when taken at the same specimen tilt, are fore-
shortened to the same extent. Therefore, allowance
must be made for this kind of image distortion in
quantitative stereology, either by using different length
scales for x and y or by stretching out the foreshortened
image.

The signal to noise ratio in EBSD patterns is quite
poor. The backscatter Kikuchi pattern is superimposed
on a background, which is almost 25 times higher in
intensity than the useful signal and depends on the
grain orientation, i.e., the actual diffraction pattern.
Moreover, the intensity distribution of the background
changes during digital beam scans with the position of
the beam spot on the specimen surface, as well as with
local specimen density (phase) and surface relief. A
further fluctuation may be caused by variations of the
probe current due to instabilities of the emission cur-
rent of the gun, drift in the alignment of the column,
specimen charging, or build-up of carbon contamina-
tion. The quality of diffraction patterns is improved
significantly by “flat fielding.” In this case, the raw pat-
tern is normalized to a flat field image that contains
the background and image artifacts (e.g., scratches on
the screen, blind or bright dots on the camera chip),
but no features of the Kikuchi pattern. There are sev-
eral ways to obtain such a flat field image: The beam
can be scanned across an area large enough to contain
many grains of different orientations. The Kikuchi pat-
terns of these grains are integrated so that they level

out to form an even background. The primary beam
can also be defocused in spot mode to the extreme so
that the Kikuchi patterns fade away. Finally, the back-
ground can be reconstructed from the actual diffrac-
tion pattern by dedicated software filtering (Field 1997;
Schwarzer and Sukkau 1998). In fast EBSD mode (see
below) with off-line indexing a sequence of patterns, a
flat image can be constructed a posteriori by summing
up and averaging several patterns out of the sequence
that had been acquired at different positions of the
beam spot on the sample. Each of these techniques
have specific advantages and limitations. Defocused
spot mode, for instance, adequately reduces the shad-
ows due to surface relief. Background reconstruction
by filtering is particularly useful in case of a coarse
grain microstructure or a strong texture.

Consequently, advanced EBSD software has not
only to control the digital beam scan or the mechanical
stage scan, but in addition has to control the modes
of SEM operation (switching between imaging and
spot mode) and pattern acquisition (Schwarzer 1997).
Switching the SEM between imaging and spot mode is
necessary for automated experimental flat fielding. The
final lens currents (respectively, the working distances
and magnification) have to be read for autocalibration
and dynamic focusing. The final lens current must be
set by the computer as a function of x–y beam position
for software-controlled dynamic focusing. The accel-
erating voltage is read as a measure of electron wave-
length when the band widths are optionally used for
indexing.

1.5 Spatial Resolution

A high spatial resolution in orientation measurement
is required for the study of fine grain and heav-
ily deformed materials, of recrystallization and grain
growth, of grain boundary characterization, and of
nanomaterials. But why does the spatial resolution in
EBSD fall more than one order of magnitude behind
spatial resolution in conventional SEM imaging, and
still further behind when compared to the spatial res-
olution of a TEM? The inherent resolution of EBSD
is governed not by the diameter of the beam spot
at the point of impact on the surface, but primarily
by the excitation volume—that is, the fraction of the
interaction volume of the primary electrons within the
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Fig. 1.5 Interaction volume, excitation volume and spatial res-
olutions, �, with (a) backscatter Kikuchi patterns from a bulk
specimen in the SEM, (b) transmission Kikuchi patterns from a

thin foil in the TEM, and (c) ion blocking patterns from a bulk
specimen in the scanning ion microscope (schematical represen-
tations)

sample from which the pattern forming electrons are
backdiffracted and leave the crystal without further
scattering. The shading in Fig. 1.5 indicates this vol-
ume fraction. This demonstrates why, for orientation
microscopy in a SEM, it is not wise to reduce the
spot size below the diameter of the excitation volume.
The adverse effects would be a reduced beam cur-
rent, hence less intense patterns, and possibly a strong
increase in contamination rate by polymerization of
hydrocarbons under the beam.

As a consequence of the steep sample tilt, the elon-
gated projection of the beam spot, and the forward
scattering, the spatial resolution in EBSD along the
beam direction on the sample surface, �v, is about
three times worse than �x. The information depth, �z,
is limited by the mean free depth of penetration of the
backscattered electrons in the sampled material at the
actual beam voltage. The excitation volume increases
for light materials and high beam voltages. The TEM,
on the other hand, is operated at a significantly higher
accelerating voltage than the SEM. However, the spa-
tial resolution, �, in microbeam TEM diffraction is
still approximately the diameter of the beam size,
because the sample is thinned to the range of the mean
free path of the energetic electrons, so that only a

small interaction volume can develop (Fig. 1.5b). In
this case, the information depth, dz, equals the foil
thickness.

Spatial resolution in EBSD can be improved to
some extent by lowering the beam voltage from typ-
ically 20 kV down to a few kV. However, beam
brightness and the sensitivity of the phosphor screen,
and hence the pattern intensity, are likewise reduced.
While the resolution within a grain is of low sig-
nificance, it becomes quite critical when the beam
approaches a grain boundary. An intelligent pattern
indexing software program can then improve reso-
lution by taking account of the intensity levels of
superimposed patterns, rejecting less likely orientation
solutions, and comparing orientations in neighboring
pixels.

Spatial resolution with copper is better than 0.05 �m
at 20 kV using a tungsten filament, and currently less
than about 0.02 �m with a field emission (FE) gun, as
a result of the higher beam current in the small probe.
This is roughly the same resolution as that predicted
by Venables and Harland in 1973. Backscatter diffrac-
tion patterns have been found to disappear when a thin
foreign surface layer about twice the thickness of the
Rutherford elastic mean free path is present at a given
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beam energy; i.e., a depth resolution of about 100 nm
is assumed for Al, 20 nm for Ni and 10 nm for Au at
40 kV accelerating voltage and 20◦ angle of incidence
to the surface (Michael and Goehner 1994). Theoret-
ical and experimental values of mean free path relate
to amorphous materials, but can be significantly larger
and orientation dependent in crystals, as a consequence
of the channeling effect. Therefore, real information
depths in EBSD are expected to be larger than these
estimates.

High spatial resolution requires an intense primary
beam spot as well as a small interaction volume of the
primary electrons beneath the specimen surface. The
latter can be reached only by lowering the accelerating
voltage significantly from about 20 kV, as is usual in
present systems with a thermionic cathode, to less than
about 5 kV. A high beam current in a small spot at low
accelerating voltages is the domain of the field emis-
sion SEM. The drawbacks of low accelerating voltages
are the susceptibility of the beam to magnetic stray
fields (hence a small working distance is mandatory,
which, however, may conflict with the design of cur-
rent pattern acquisition systems), the low efficiency of
present phosphor screens, and the high susceptibility
of pattern quality to preparation artifacts or foreign sur-
face layers.

Because spatial resolution depends on the size of
the beam spot rather than on the actual magnifica-
tion of the SEM, a high spatial resolution can be
obtained by correct focus settings, irrespective of low
magnification. Hence, a large specimen area may be
studied by coupling both a mechanical stage and dig-
ital beam scan. The accessible specimen area is lim-
ited only by the largest field of view of the SEM at
the lowest magnification and largest working distance.
By slightly oversampling, i.e., by choosing a density
of the scanning grid high enough to characterize each
grain only a few times on the average, the global tex-
ture of a large area can be measured conveniently by
orientation microscopy. The advantages over conven-
tional X-ray pole figure measurement are numerous.
The selected specimen area is scanned uniformly, and
the scanned area can be adjusted to irregular shapes.
Inhomogeneities in microstructure and texture remain
visible in the orientation maps. Consistent data are
obtained, whereas data from X-ray pole-figure mea-
surement may be more or less biased due to large
variations of specimen tilt, variations of information
depth, and variations of the pole-figure window. The

angular instrument resolution is usually higher (about
0.5◦ with EBSD, whereas X-ray pole figures are mea-
sured with typically 3◦ to 5◦ angular step width). The
X-ray count rate has to be checked for linearity. The
ODF calculation from individual grain orientations
does not suffer from ghost artifacts. Because almost
the same maximum area can be measured with EBSD
with digital beam scan and in X-ray pole figure mea-
surements with an oscillation stage, grain statistics are
similar and depend on the ratio of average grain size
to measured area. Automated EBSD competes well in
speed with X-ray diffraction, but is a more univer-
sal instrument because of the additional capabilities
of the SEM.

1.6 SEM Specifications for Good EBSD
Performance

A high beam current is required in spots from 0.02 �m
(or slightly less) to 0.5 �m in diameter (to match
the material-specific resolution limits of EBSD) at a
medium working distance (to accommodate the attach-
ment of the EBSD system and additional detectors),
and at accelerating voltages between about 10 kV to
30 kV. A further essential requirement is long-term sta-
bility over several hours of the beam current as well as
of the mechanics of the specimen stage. Field emis-
sion guns have a brightness of about 3 orders of mag-
nitude higher than thermionic emitters, but the cross-
over—as the effective source of electrons—is less than
10 nm in diameter, as compared to 10 �m for a LaB6

emitter. FE guns are superior to any thermionic gun
in producing high beam current in small probes of
0.02 �m and less, whereas single-crystal LaB6 emitters
are superior when the beam spot exceeds about 0.5 �m.
SEMs with a field emission source enable high cur-
rents of several tens of nA in beam spots of a few nm
diameter, whereas current in small beam spots drops
dramatically when produced with a thermionic emitter
gun. Therefore, FE SEMs are the first choice for high-
speed and high-resolution orientation microscopy. A
detector with low sensitivity can be offset by a high
beam current only to some extent. It is worth keep-
ing in mind that contamination rate increases rapidly
with current density. Therefore, it is wise to focus the
beam only down into a useful spot diameter according
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to the actual grain size and the physical resolution limit
of backscatter Kikuchi diffraction that is in the range
of some tens of nm, depending on the material and
accelerating voltage. Furthermore, a low beam current
is generally desirable for the production of patterns to
reduce sample damage and charging of low-conductive
materials.

Another invaluable advantage of FE guns is their
much smaller beam aperture and hence their larger
depth of focus. In the range of spot sizes that are of
interest for EBSD, performance depends greatly on the
design of the lens system. FE-SEMs are usually opti-
mized for high resolution at low accelerating voltages
and short working distances. Cold FE guns in particu-
lar suffer from significant current fluctuations and need
a regular reconditioning (flashing) after duty periods of
about one hour. They are therefore not so well suited
for automated EBSD. Schottky FE guns, on the other
hand, can reach an adequate long-term stability of the
beam current. The main drawback of a FE SEM, how-
ever, is the higher costs. Beam currents of thermionic
guns with a conventional tungsten hairpin filament are
about 4 times lower than currents with a LaB6 cathode.
Tungsten filaments are still standard with medium per-
formance SEM since they are fairly economical, need
only a moderately high vacuum in the gun chamber,
and are known for their excellent beam current sta-
bility. In addition, the lifetime of a tungsten filament
may easily exceed 150 hours. When changed on a reg-
ular basis and operated with some care, the lifetime
is a minor source for interruption of long-term scans.
In conclusion, a single-crystal LaB6 gun is a good
economic compromise at present, but the trend goes
definitively to Schottky FE guns.

A great challenge of automated EBSD is the study
of low-conductive surfaces such as minerals, oxides (as
discussed in Chapter 27 by Kim and Szpunar), geologi-
cal samples (as discussed in Chapter 26 by Prior, Mar-
iani, and Wheeler), hard coatings, integrated circuits
with dielectric layers, specimens with non-metallic
inclusions, or embedded samples. There are several
experimental techniques available which intend either
to reduce the resistance of the specimen, to reduce the
probe current density, to increase the secondary elec-
tron emission coefficient, or to compensate for surface
charging (Schwarzer 1994). Charging problems are
alleviated to some extent by the steep inclination of the
specimen surface to the beam. A conductive coating
with carbon—not to say gold or other heavy metals—

as in conventional SEM surface imaging, however, is
prohibitive, since any foreign layer degrades pattern
quality as a consequence of the low information depth
in backscatter Kikuchi diffraction. A low-vacuum in
the SEM specimen chamber is a convenient means by
which to suppress specimen charging as described in
Chapter 25 by El-Dasher and Torres. If available, a
“variable pressure” SEM working at a chamber pres-
sure in the 1 mbar (100 Pa) range and a beam voltage
of about 20 kV or higher is a good choice when insu-
lating materials are in the scope of investigation.

Excessive scattering of the pattern-forming elec-
trons on their path to the phosphor screen is an adverse
side effect of low vacuum that results in a diffuse pat-
tern. Hence, the shortest possible specimen-to-screen
distance and a high accelerating voltage are manda-
tory to reduce this unwanted scattering of the pattern-
forming electrons when working at a low vacuum
in the specimen chamber. With decreasing specimen-
to-screen distance, a larger angular section of the
Kikuchi pattern is captured. The same translation of
the beam spot on the sample with digital beam scan
results in the same travel of the pattern center on the
screen (cf. Fig. 1.4), but angular deviation of the ref-
erence direction increases with decreasing specimen-
to-screen distance. Hence, dynamic pattern center cali-
bration becomes indispensable for correct orientation
measurement the closer the screen is placed to the
specimen.

An essential requirement is a clean vacuum in the
specimen chamber in order to exclude excessive for-
mation of carbon contamination. A turbomolecular
pump backed by a dry roughing pump is therefore
recommended, while greased vacuum sealings should
be avoided. The specimen stage should accommo-
date large specimens and a eucentric tilt from 0◦ to
about 75◦ from the horizontal plane. The x–y transla-
tion should be made in the surface plane of the spec-
imen. A free port of at least 5 cm wide is required
at normal direction to the tilt axis of the stage about
1 cm beneath the eucentric point, for mounting the
camera and the phosphor screen. Finally, a fast SEM
computer interface is mandatory for high speed dig-
ital beam scans, flat imaging, and dynamic focusing.
Unfortunately, most high-performance SEMs today are
not optimized for automated EBSD. Therefore, a trade-
off has to be made between the performance of the
system, the intended applications, and the available
hardware.



1 Present State of Electron Backscatter Diffraction and Prospective Developments 11

1.7 The Radon or Hough Transformation
for Band Localization

The geometry of a Kikuchi pattern is unique for a
particular crystal structure and crystal lattice orienta-
tion. The spacing between a pair of lines, i.e., the band
width, corresponds to the Bragg angle, and the center
line of the band corresponds to the (imaginary) sec-
tion line of the set of diffracting lattice planes with the
screen. Interplanar angles are obtained from the posi-
tions of center lines in the pattern. Hence, it is sufficient
for indexing to know the positions and widths of some
bands in the pattern, because the intersection of bands
correspond to zone axes or poles. The grain orientation
can then be determined with high precision without
having to measure band intensities in addition, whilst
precise orientation determination from spot patterns in
the TEM requires the measurement of spot positions
as well as their intensities (“intensity center method”).
It is worth mentioning here that the angular distance
between crystallographic poles does not depend on the
acceleration voltage.

Unlike the computer, the human eye can easily per-
ceive lines, curves, and other regular motifs in dif-
fuse or noisy images. Therefore, the user of an EBSD
system can interactively extract band positions from a
Kikuchi pattern without complications. The extension
to a fully automated EBSD system, however, is not so
straightforward. The first step for reliable indexing is
to detect bands, and then to select the most suitable
ones without the operator’s interaction. Even though it
seems quite simple to automatically attribute individ-
ual points or segments of a line from a general array of
points to a specific straight line, this challenging task
is still difficult to solve with pattern recognition meth-
ods. The problem is further aggravated with backscat-
ter Kikuchi patterns, because diffuse broad bands with
non-uniform intensity distributions, rather than sharp
straight lines, must be identified on a high background.
Therefore, the usual line filtering, gradient, or contour
tracing methods are not well suited. The Radon trans-
form (Radon 1917; Deans 1983) or Hough transform
(which is a special case of the more general Radon
transform) (Hough 1962) is often superior, if the image
is noisy and if the motifs to be recognized are frag-
mentary; but can be described in a parametric form,
such as straight lines, circles, or conics. A detailed
introduction to the theory and implementations of the

Radon transformation has been given by Peter Toft
(1996).

The polar equation of a straight line is:

r = x · cos θ + y · sin θ (1.2)

r is the distance of the line from the origin, and θ the
angle between the x axis and the normal from the ori-
gin to the line. Let f(x, y) be a 2-dimensional function
(for our purposes a gray-tone image). The mathemati-
cal definition of the Radon transformation of f(x, y) for
projections along straight lines is then given as:

R(ρ, θ ) =
∞∫

−∞

∞∫

−∞
f (x, y)

·δ(ρ − x · cos θ − y · sin θ ) dx dy
(1.3)

The Radon transform R(ρ,θ ) is a 2-dimensional
integral transformation with the kernel δ(ρ–x·cosθ–
y·sinθ ). Here, we consider only a discrete Radon trans-
form, which means the image (i.e., the pattern) is made
up by a discrete array (xr, ys) of image points (so-called
pixels), and the Radon space consists of an array of dis-
crete cells on a Cartesian grid (ρ, θ ). The integrals in
Eq. (1.3) are replaced by sums. When stepping through
the Radon space from one cell (ρ i, θ i) to the next,
the intensity values of all points (xi, yi) on the corre-
sponding Kikuchi line, i, in the pattern are extracted,
accumulated, and then stored in this cell (cf. Fig. 1.6).
A stripe of uniform intensity is so transformed to a
butterfly-shaped peak in Radon space. Lines embedded
in the stripe are mapped to cells of constant high inten-
sity, whereas lines intersecting the stripe are mapped
to cells of reduced intensity, according to their sec-
tion length. If the line or the stripe is fragmented, the
accumulated peak intensity is reduced according to the

Fig. 1.6 The Radon transformation of a straight line
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missing sections, but all co-linear image points are still
taken into account correctly. Allowance is made for the
decrease in line length with increasing distance from
the center of the image frame, as well as for image arti-
facts, by normalizing the Radon transformation on a
Radon transformation of a flat image of the same size.

The task of locating (fragmentary) lines or bands in
the diffraction pattern is thus reduced to the simpler
task of locating isolated peaks in Radon space. An iter-
ation step can considerably enhance accuracy and save
computation time. In a first step, the number of image
points in the initial diffraction pattern is reduced by
a binning operation before carrying out the transfor-
mation. The separation into a high and a low intensity
Radon space, R+ and R–, reduces interference between
dark and bright features in the Kikuchi diffraction pat-
terns, and enables the convenient discrimination of
related dark and bright Kikuchi lines (Schwarzer and
Sukkau 1998). This separation is recommended in par-
ticular for solving transmission Kikuchi patterns and
crisp backscatter Kikuchi patterns. The peaks in R+

space and the cusps in R– space are then used as “path
finders” for one more Radon transformation, but now
along stripes in the initial diffraction pattern enclosing
the roughly located bands.

The concept of the Hough transform (Hough 1962;
Duda and Hart 1972) is similar to the Radon trans-
form. Whereas the Radon transform first accumulates
the pixel intensities along a line in the image and then
attributes this value to a single cell in Radon space,
the Hough transform maps each individual pixel (xr,
ys) separately from the image onto a sinusoidal curve
of constant intensity in Hough space that represents all
possible lines through this pixel. Spurious single pix-
els of high intensity in the image lead to single high-
intensity sinusoidal curves. The sinusoidal curves are
then overlaid. For co-linear pixels in the image, their
sinusoidal curves intersect in a common Hough cell
(ρ l, θ l) and give rise to a spot whose intensity equals
the accumulated intensities along the line in the image.
The detection of a line in the image is thus again
reduced to the much easier task of detecting a single
spot in Hough space. In the case of a Kikuchi band,
a “butterfly peak” is finally formed (Krieger Lassen
1994), as is obtained with the Radon transform. So
far the results of the Radon and the “modified” Hough
transformation of an EBSD pattern are quite similar.

Backmapping can help to concentrate the intensi-
ties in Hough space into the most likely peak of the

lines of every detected band (Krieger Lassen 1998).
A pixel in the image belongs to one line only, unless
it is in the rare case the intersection point of lines
on crossing Kikuchi bands, and hence should not be
mapped into a sinusoid curve, but into a single cell
(ρ l, θ l) on this curve only. Ideally, this is the inter-
section point (respectively cell) of all (virtual) sinu-
soid curves that belong to pixels on the same line in
the image. So it is natural to assume that, after over-
laying all sinusoid curves of a line, this cell attains
highest intensity. A second Hough transformation is
therefore calculated, but now the pixels (xi, yi) in the
image are mapped one after the other by accumu-
lating their intensities only onto these cells (ρ l, θ l),
rather than onto sinusoid curves. The result is a cleaner,
more sparse Hough transformation of the pattern. This
time-consuming procedure, however, is unnecessary
with the Radon transform, since the line intensities
are directly projected into the Radon peak of the band
whereby the motif can be processed, e.g., by interro-
gating the lengths of continuous line sections or the
intensity profile along the lines.

In present EBSD systems, the automated extraction
of band positions from digitized Kikuchi patterns has
replaced interactive measurement of band positions by
the operator except for system calibration or in case of
superimposed patterns.

1.8 Indexing

The bands thus located are sorted according to their
intensities and widths. Indexing is based on the com-
parison of measured interplanar angles (which corre-
spond to the angles between the Kikuchi bands) and
interplanar spacings (which are represented by the
band widths) with theoretical values in a look-up table
calculated in advance for the actual crystal structure.
Typically, the positions of the 5 to 10 smallest and most
intense bands are passed to the indexing routine. Con-
sideration of the first 3 to 4 families of {hkl} planes
is usually sufficient for solving a backscatter Kikuchi
pattern uniquely in the case of high crystal symme-
try such as cubic and hcp, whereas increasingly more
bands and {hkl} families must be checked and selected
in case of pseudosymmetries and lower crystal sym-
metry. The large angular range of backscatter Kikuchi
patterns favors correct indexing. Reference directions
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in the specimen space (e.g., specimen normal direc-
tion and transverse direction in the specimen surface)
are finally indexed, and the crystallographic orien-
tation of the grain is described either in (hkl)[uvw]
notation, by three Euler angles, (ϕ1, 	, ϕ2), or by
the rotation matrix, g, which transforms the speci-
men coordinate system under consideration into the
crystal-fixed coordinate system. A simulated Kikuchi
pattern to this solution is finally displayed on the mon-
itor for comparison with the actual diffraction pattern.
Detailed algorithms for indexing electron backscat-
ter diffraction patterns have been published by many
authors, including a complete description in the first
edition of Electron Backscatter Diffraction in Materi-
als Science (Schwartz et al. 2000).

The maximum number of indexed bands versus the
number of bands that have been considered for index-
ing a pattern can be used as a measure of probability
that a correct solution has been found. There are vari-
ous ways of defining a statistical “confidence index,”
“confidence level,” or “likelihood” (cf. Field 1997).
The quantity is most useful in phase discrimination.

The less perfect the diffracting crystal volume, the
more diffuse the corresponding Kikuchi pattern. The
blur indicates a high density of point defects or dis-
locations, lattice strain, thermal lattice vibrations due
to the Debye-Waller factor, micro-fragmentation of
the lattice, or the superposition of diffraction patterns
from several grains sampled at a time by the pri-
mary beam spot. A diffuse pattern may also result
from a foreign surface layer, such as carbon, of exces-
sive thickness (which may have been deposited inten-
tionally in order to avoid specimen charging), a con-
tamination layer due to poor vacuum conditions, a
deformation layer from inadequate sample prepara-
tion, or a defocused electron beam or EBSD detec-
tor. The blur can be expressed as a quantity, named
“pattern quality,” PQ, (or Image Quality, IQ) by mea-
suring the sharpness of some band edges (profile
analysis) or the height of peaks in Hough space,
or by performing a Fast Fourier Transform (FFT)
(Schwarzer and Sukkau 2003) of either the original
diffraction pattern or the Radon transformation. Pat-
tern quality maps of coarse grain materials clearly dis-
play grain boundaries and surface scratches, and often
show features which look like a dislocation network.
Pattern quality can be used to discriminate between
deformed and recovered or recrystallized grains in a
microstructure.

1.9 Fast EBSD

A high speed of measurement is not only a value by
itself in that the sample throughput of the SEM is
improved, but is also indispensable for dynamic exper-
iments (e.g., in situ tensile and bending tests or hot
stage experiments as described by Wright and Nowell
in Chapter 24 of this volume). For this purpose, a set
of individual spot positions, such as in the vicinity
of triple points, rather than a regular raster field on
the specimen can be selected for consecutive measure-
ments. A short time of measurement will also alleviate
some difficulties with long-term stability of the SEM.

Mesh refinement (Schwarzer 1999), also called
adaptive orientation imaging microscopy (Yang et al.
1999), is an effective means to increase speed. In a first
step, an overview of the microstructure is obtained by
scanning on a coarse raster grid with a step size slightly
smaller than the diameter of the smallest grains. If
intragranular structure is of no concern, it is in princi-
ple sufficient to measure the orientation of each grain
only once. Therefore, a refined mesh is overlaid of half
the step size in the second, and of quarter step size in a
third loop; but only patterns on those intermediate grid
positions will be acquired and evaluated where orien-
tations between neighboring nodal points on the pre-
ceding grid differ by more than a preset value. Hence,
measurements on the refined meshes in the following
passes are concentrated along grain boundaries. Those
grid points which could be skipped from measurement
are assigned the average orientations of their neigh-
bors. The limitations of this approach are set by small
twins that might easily be overlooked in their matrix
grains, and by a wide distribution of grain size when
mesh refinement becomes inefficient, since the starting
mesh grid has to be rather fine in order to observe the
smallest grains.

Geometrical features of interest such as grain
boundaries or triple points may also be extracted from
SE or BSE images of the microstructure by automated
pattern recognition methods and then used to choose
the locations for orientation measurement. The prereq-
uisite of this technique, called the Mesoscale Interface
Mapping System (MIMS; Wu et al. 1999) is a suf-
ficient and unique contrast of the features. Because
grains cannot be discriminated with certainty by ori-
entation contrast in a single (BSE) image, a series of
orientation contrast images must be acquired either
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simultaneously with several BSE detectors placed at
different angular positions to the specimen, or in
sequence with a single BSE detector by varying the
specimen tilt to change orientation contrast from one
image to the next. If grain boundaries or phases can be
recognized by their relief after a slight etch, the relief
contrast in a SE or BSE image can additionally be used
to locate these features in the microstructure.

Until 2000, the speed of on-line orientation
microscopy with an analog camera as the detector was
limited by the video frame rate to less than about 30
orientations per second. There was little motivation to
further increase the speed of the indexing software.
However, after the introduction of digital cameras, the
situation has changed. At present, the acquisition speed
exceeds 750 patterns per second on suitable samples
(Hjelen 2007). Technical details of “Fast EBSD” can
be found in Schwarzer (2008a). The essential points of
this approach are first, the high-speed acquisition and
storing of backscatter Kikuchi patterns as a sequence
of raw, unprocessed bitmap images; and second, the
repeatable off-line evaluation of the original pattern
sequence.

The high sensitivity of the detector is of key
importance for high speed. An enormous advance in
image sensor performance has been achieved recently
mainly due to the demands of small consumer cam-
eras. Although CMOS sensors are superior in speed,
CCD sensors still have a higher quantum efficiency and
are more sensitive. Recent electron-multiplying CCD
(EMCCD) sensors promise some advantages at very
low light levels. A proximity focus image intensifier
between the phosphor screen and the camera can be
used to increase overall sensitivity of the detector.

Pixel binning on the sensor chip is a well-proven
means to increase sensitivity and speed. (Each indi-
vidual photo-sensor on the chip array as well as each
image point is called a pixel.) The pre-amplifier on the
sensor chip is usually optimized for high dynamics and
low noise at full pixel resolution and medium to high
illumination levels. This is adequate for most situa-
tions in machine vision applications. At faint illumi-
nation, however, as is the case in backscatter Kikuchi
diffraction in the SEM, the working point of the pre-
amplifier drops to the flat foot of the current-voltage
characteristic curve; hence the signal from one single
photo-sensor is submerged by noise. If n abutting pix-
els are bundled together on the chip during the read-out
procedure, the current to the pre-amplifier is increased

n-fold so as to be raised above the noise floor. Further-
more, the number of pixels per image to be transferred
to the computer is also reduced by 1/n, thus speed is
likewise increased. Pixel binning ranges from 2 by 2
up to 8 by 8. In principle, a dedicated sensor chip with
a coarse array of pixels and correspondingly increased
pre-amplification would be superior. The filling factor
and capacity per pixel would be higher, with the advan-
tage of higher sensitivity and dynamic range. However,
the commercial demand for this type of sensor is too
small, whereas consumer and machine vision cameras
boast of ever increasing pixel numbers.

The camera interface is an integral component of an
EBSD system and warrants discussion. Frame grab-
bers, as common with conventional analog cameras
and with machine vision systems in industry using
a CameraLink interface, are gradually being replaced
by standardized computer interfaces such as USB-2,
Firewire, and Ethernet. CameraLink has been the inter-
face of choice for professional machine vision applica-
tions until lately. It is a fast and rugged solution, which
complies with several cameras at the same time. The
disadvantages are high costs, clumsy cables, a dedi-
cated frame grabber, and proprietary software.

The main advantages of GigE Vision cameras are
low cost, a high bandwidth that enables a very fast
transfer of the images from the camera to the com-
puter, and thin and inexpensive cables. A cable length
of up to 100 m allows the computer to be installed
remotely from the SEM and the data to be transferred
through an intranet. The digital signal is, in contrast
to analog cameras, little affected by interference with
electromagnetic stray fields. A highly welcome feature
is the standardization of controlling the main camera
functions and data transfer with an easy-to-program
protocol. Cameras conforming to the GigE Vision stan-
dard protocol GenICam (Generic Interface for Cam-
eras) can simply be exchanged without having to
modify the driver or software. This is a particular
advantage for EBSD systems, because camera perfor-
mance makes rapid progress from year to year, indeed
faster than personal computers. Hence, with a GigE
Vision camera as the backbone of an EBSD detector, a
hardware upgrade can conveniently be done from time
to time.

At the time of writing this book, the speed of pattern
solving with high accuracy approaches 600 to 800 pat-
terns per second. According to web sites as of Septem-
ber 2008, commercial manufacturers of EBSD systems
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quote indexing rates of 400, at least 400 orientations,
and 750 acquired patterns per second on suitable sam-
ples. This boost in speed is partially due to improved
performance of the computer hardware. The speed of
numerical calculations scales with typically 2/3 of the
increase in CPU clock rate. Further progress can be
made with fast 16-bit DA converters for digital beam
control, graphic boards with co-processors, and hard
disks. The next generation of solid state hard disks will
remove any practical speed limit in storing Kikuchi
patterns. The high and uneven background in backscat-
ter Kikuchi patterns can be continually corrected in the
camera by subtracting a flat background image pixel
by pixel.

A major step ahead has been achieved by improv-
ing the software. The speed at which a band can
be localized in the pattern scales linearly with the
number of pixels in the pattern and the number of
(ρ, θ ) points in the discrete Radon transformation. The
calculation and evaluation of a Radon transformation
of 100 by 100 points takes on the average about 10
times longer than indexing the detected bands. Thus,
the speed can be quadrupled by simply coarsening
the backscatter diffraction patterns and, in conformity,
reducing the size of the transformation to one fourth.
An unwanted side effect, however, is the much-reduced
angular resolution. Depending on pattern quality, a sin-
gle band can be located in a pattern of 100 by 100
pixels at a typical deviation of 
α = 1.5–2◦, whereas
after coarsening to one fourth of this size the angu-
lar uncertainty will be twice as large or worse. Hence,
the error limits in the indexing routine have to be
widened in order to account for this inaccurate band
localization. Nevertheless, and as a consequence of this
inaccuracy, fewer detected bands are indexed unam-
biguously. Sometimes this leads to wrong orientations
being found, and the fraction of points indexed with
high confidence may decrease significantly. It is worth
mentioning that the grain orientation is calculated as a
best fit from the locations of the n consistently indexed
bands. Therefore, its mean error is by 1/n less than
the mean band deviation. Coarsening the patterns and
Radon transformations and, at the same time, allowing
a lower reliability of orientation data are appropriate
means of increasing speed if only for obtaining a first
impression of the texture and of the quality of sample
preparation.

The process of separate acquisition and storing of
pattern sequences as raw, unprocessed bitmap images

is significantly faster than simultaneous acquisition
and online pattern solving. In addition, offline pattern
solution has many advantages over online orientation
microscopy, in particular, because pattern interpreta-
tion can be repeated at any time by using the original
backscatter Kikuchi sequences (Søfferud et al. 2008).

• Dwell time per pattern is constant, whereas time for
indexing depends on the actual grain orientation and
phase.

• No artifacts are induced, which frequently occurs in
online indexing when synchronization between the
acquisition and interpretation of patterns is lacking.

• The extremely high speed of acquisition is limited
only by the sensitivity of the camera and the speed
of storing the patterns on the hard disk.

• A high acquisition speed is favorable for fast in situ
dynamic experiments.

• A high acquisition speed is economical because the
usage time of the SEM is short.

• Cold field emitters with typically low stability are
accommodated.

• No compromise is made between speed of acquisi-
tion and reliability of indexing.

• Pattern indexing and interpretation can be repeated
at any time by using the original diffraction patterns.

• The setting parameters of the indexing program can
be optimized conveniently after acquisition.

• Reliability of indexing and the presence of a priori
unknown phases can be checked.

• Off-line indexing is based on the same philosophy
as EDS spectral imaging, where complete X-ray
spectra are acquired from 2D arrays of points and
evaluated offline.

Because of these advantages, Fast EBSD with
offline solving of the acquired pattern sequences will
become the standard technique. As an alternative
option, the acquisition, storage, and interpretation of
the patterns can be performed online as well, but at the
disadvantage of reduced speed and reliability.

1.10 Ion Blocking Patterns

Diffraction patterns can be produced not only by elec-
trons or X-rays, but also by ions of several tens of
keV kinetic energy when impinging on a crystalline
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surface. They have been recorded on special photo-
graphic plates, which cover a large solid angle and
are called ion blocking patterns (IBP; Tulinov 1965).
As a consequence of the much shorter deBroglie
wavelength and the specific interaction of ions with
solid crystals, IBP have, at first glance, an appear-
ance substantially different from the electron backscat-
ter diffraction pattern. Instead of broad Kikuchi bands,
the IBPs show narrow straight black bands, almost
lines, with a much higher contrast on a flat background
(cf. Figs. 1.1 and 1.7). However, the geometry of IBP
and EBSP is quite similar. Thus, the crystal structure
and crystal orientation of the diffracting volume can
be determined from the intensity distribution and posi-
tions of the bands in an IBP (Barrett 1979) in quite a
similar way as in an EBSD pattern.

Intense focused ion beams are produced with liquid
metal ion sources or with gas field ionization sources
(Tondare 2005). An outstanding high source bright-
ness of more than 109 A/cm2 sr He+ ions has been
achieved by using a <111> oriented sharp field emit-
ter tip of tungsten so that beam currents up to 100 pA
at an energy spread of less than 1 eV and a beam volt-
age of typically 20–30 kV are practical (Morgan et al.
2006). In addition, because both the chromatic and the
diffraction aberrations of the probe forming lens are
less affected in this set-up, it is expected that it will

be possible to focus the beam from the field ioniza-
tion source into a probe size down to the subnanome-
ter range. Thanks to the small excitation volume (cf.
Fig. 1.5c), a similar high spatial resolution seems
possible in ion imaging microscopy and backscat-
ter ion diffraction, which is significantly better than
in the SEM.

Ion-induced secondary electrons as well as
backscattered ions are used for imaging the specimen
surface in the scanning ion microscope. An excellent
orientation contrast is obtained from polycrystalline
surfaces (Wendt and Nolze 2007; Fig. 1.8). This
is a clear indication of the strong blocking effect.
When the ion beam impinges on the specimen, it is
fanned out over large angles because of the onset of
inelastic scattering. Further propagation of the ions in
the crystal depends on their direction of movement
with respect to the lattice. Ions that propagate at
angles wider than certain classical critical angles of
incidence to densely packed lattice planes or rows of
atoms are blocked and backscattered. Up to certain
critical angles with respect to the lattice, the ions
are channeled deeper in the crystal and experience
less probability of being backscattered. Hence, a low
signal of backscattered ions as well as of secondary
electrons is detected at these angles. This classical
ballistic model of channeling, based on the assumption

Fig. 1.7 (left) Ion blocking pattern from a (100) face when a
200 keV proton beam impinges on a tungsten single crystal, and
(right) the simulated pattern (after Tulinov 1965, Figs. 10 and

11). The photographic plate was positioned substantially paral-
lel to the specimen surface
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Fig. 1.8 Orientation contrast as a function of specimen tilt in
the scanning ion microscope. A polycrystalline copper specimen
has been imaged with ion-induced electrons in a scanning ion

microscope with a Ga+ liquid metal ion source at 30 keV. The
specimen has been tilted about the x-axis of the stage in steps of
5◦

of Rutherford scattering, describes the positions of
bands in the IBP quite well. The quantum mechanical
treatment of ion diffraction must consider a multiple
beam approach (Chadderton 1968). The results corre-
spond to those of the classical treatment, in particular
that the band width of IBP is within the mass invariant
limit of the critical angle, whereas the width of a
Kikuchi band in electron diffraction is given by twice
the Bragg angle.

For recording the 2D intensity distribution of the
backscattered ions, i.e., the ion blocking pattern, an
imaging ion detector is required. Ion-sensitive photo-
graphic plates are an impractical recording medium for

orientation microscopy. Phosphor screens are a proven
means for recording electron diffraction patterns, but
they are damaged by ion bombardment, so that their
sensitivity will drop after exposure to ion blocking
patterns. For long-term operation, an open microchan-
nel plate can serve as an ion-to-electron image con-
verter. The converted IBP is projected on a phosphor
screen and recorded with a (fiber-optically coupled)
CCD camera.

A similar technique as for backscatter Kikuchi
diffraction can be used for the acquisition and indexing
of IBP. Allowance has to be made in the software for
the different background intensities, pattern contrasts,



18 R.A. Schwarzer et al.

Fig. 1.9 Experimental set-up for orientation microscopy with a computer-controlled scanning ion microscope using ion blocking
patterns for grain orientation measurement

and profiles of the Kikuchi bands versus the blocking
bands. A schematic set-up of orientation microscopy
with IBP and a focused ion beam is shown in Fig. 1.9
(Schwarzer 2007, 2008b).

This method promises the following advantages
over EBSD in the SEM:

• It can be technically realized as an accessory to a
scanning ion microscope.

• The sample is tilted at moderate angles of about 45◦

to the primary beam direction to accommodate the
wide-angle pick-up of IBP. As a result, the image
distortion and spatial resolution in beam direction
are markedly reduced as compared to EBSD, where
the specimen is steeply tilted to typically 70◦.

• Sample preparation is less difficult since deforma-
tion layers or foreign surface layers can be removed
at a controlled rate in situ by using a primary beam
of heavy ions until clear blocking patterns have
developed.

• 3D reconstruction of the volumetric microstructure
from planar 2D slices is facilitated by controlled ion
milling. A smooth surface that shows little damage

is produced at a shallow incidence of the beam. For
orientation microscopy, the specimen may remain
stationary in this position or simply be tilted to
a steeper angle to the beam if a higher spatial
resolution is required in ion blocking diffraction.
In a combined SEM-FIB system, on the contrary,
the specimen has to be realigned for grazing inci-
dence FIB surface polishing, requiring subsequent
delicate tilt-rotation movement of the specimen to
return to the EBSD beam position.

• Specimen charging is less harmful than in the SEM
because secondary electrons are released from walls
of the specimen chamber by the impact of scat-
tered ions and neutrals. They reduce positive surface
charging.

Orientation microscopy in a helium ion microscope
(Morgan et al. 2006; Scipioni et al. 2007) affords par-
ticular advantages:

• A gas field ionization source can be operated with a
variety of ionization gases, for example, hydrogen,
oxygen, nitrogen, and noble gases; whereas a liquid
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metal ion source is limited to one species of ions
(e.g., Ga+ or In+) only.

• When using a primary beam of light ions, as for
instance protons or He+, virtually no specimen sput-
tering is introduced during orientation measurement
or during imaging. The contamination rate is low.

• The excitation volume is not significantly larger
than the minimum spot size. Spatial and in-depth
resolution of orientation microscopy with IBP is
expected to approach the subnanometer range.

• By alternating between beams of heavy and light
ions, a sequential in-depth investigation is per-
formed, whereby the specimen is maintained sta-
tionary (3D orientation microscopy).

• Specimens that adversely react to Ga+ ions, such as
aluminum-based alloys, can be investigated.

1.11 Conclusions

EBSD has become the standard technique for orien-
tation microscopy and texture analysis on bulk poly-
crystals at a grain-specific level. Reasons include the
easy operation of commercial EBSD systems, the
wide availability of SEM instruments, and high-speed
data acquisition. Normal and inverse pole figures,
the complete orientation distribution function (ODF),
as well as misorientation distribution and orientation
correlation functions (ODE, MODF, OCF), can be
constructed from the database of individual grain ori-
entations of selected sample areas of any shape. Mor-
phological parameters such as grain size and grain
shape distributions, as well as crystal lattice-related
quantities such as crystal perfection and the fraction
of recrystallized grains, grain boundaries, misorienta-
tions, and the lattice type, can be deduced from a set of
individual grain orientations.

The study of fine grained and heavily deformed
materials, of nanomaterials, of recrystallization, grain
growth, and grain boundary characterization often
demands a substantially higher spatial resolution than
is achieved with EBSD in the SEM. The combination
of scanning ion microscopy and ion blocking diffrac-
tion promises a high spatial and depth resolution down
to the subnanometer range in imaging and diffraction
mode.
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Chapter 2

Dynamical Simulation of Electron Backscatter
Diffraction Patterns

Aimo Winkelmann

2.1 Introduction

To extract the maximum amount of information from
experimental electron backscatter diffraction (EBSD)
patterns, it is necessary to realistically model the phys-
ical processes that lead to the formation of the char-
acteristic diffraction features in the form of Kikuchi
bands and lines. Whereas the purely geometrical rela-
tions in the observed networks of bands and lines can
be explained by mapping out Bragg’s law for the rel-
evant reflecting lattice planes, the dynamical theory of
electron diffraction is needed to explain the observed
intensities. This theory takes into account the fact that
electrons interact strongly with matter, which leads to
multiple elastic and inelastic scattering of the electron
waves in a crystal.

To simulate a realistic EBSD pattern, we will need
to model the very general situation of an incident elec-
tron beam which hits a sample and which subsequently
undergoes elastic and inelastic interactions to result in
the intensity pattern on the observation screen. The
incident primary beam contains electron waves within
a relatively narrow range of energies and directions
(defined by the properties of the electron gun), whereas
the backscattered electrons have a broad spectrum of
energies (due to inelastic scattering) and are distributed
over all possible directions (due to momentum changes
by inelastic as well as elastic scattering). Because the
exact solution of the combined elastic and inelastic

A. Winkelmann (�)
Max-Planck-Institut für Mikrostrukturphysik, Halle (Saale),
Germany
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scattering problem is one of the most difficult problems
in electron diffraction theory, we will use a simplified
model, which is expected to capture the most important
aspects of the problem.

2.2 Model of Electron Backscatter
Diffraction

For a general description of the intertwined elastic and
inelastic redistribution of electrons from the states of
the incident beam to the outgoing states, the quan-
tum mechanical density matrix formalism can be used
(Dudarev et al. 1993). It enables one to describe in a
consistent way the coherent elastic scattering that is
at the heart of the diffraction process, together with
the loss of energy and the increasing randomization of
quantum mechanical phase relationships between the
involved states by inelastic scattering. If the relevant
states and scattering processes are identified, it is in
principle possible to calculate the evolution of the pop-
ulation in those states observed on the phosphor screen
in an EBSD experiment.

The density matrix formalism allows the most gen-
eral description, but a full ab initio treatment of EBSD
intensities is very complicated. To make the dynami-
cal simulations useable in practical situations, we will
apply a simplified model, which captures the most
important aspects of the problem using some reason-
able approximations. Our main approximation will
be that the inelastic scattering, which produces the
sources for the subsequently diffracted electrons, can
be handled independently of the diffraction process
in the outgoing path (Fig. 2.1). This means that no
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Fig. 2.1 Schematic model for the simulation of EBSD patterns:
The multiple elastic and inelastic scattering of primary electrons
leads to an incoherent distribution nB of electrons over energy
and thickness. The diffraction is assumed to take place inde-
pendently for each energy and from each backscattering depth
according to the weight function nB

coherence between the incident electrons and the elec-
trons forming the EBSD pattern is left. We will assume
that we know the distribution nB(θ, φ, θin, φin, E, t) of
inelastically scattered electrons at energy E, in a depth
t inside the sample that are scattered into the direction
(�,�) if the primary beam is incident from the direc-
tion (θin, φin). In this way, nB is assumed to represent
the accumulated effects of elastic and inelastic scatter-
ing from the incident beam; but it also needs to include
those electrons which are lost from the diffracted wave
field by inelastic scattering in the outgoing path. A
practical way to approximately determine nB(E, t),
for instance, is by Monte Carlo simulations. We will
see in the following that the observed EBSD intensity
distributions can be explained without very detailed
assumptions about the function nB , because in an
EBSD experiment, we are actually less interested in the
absolute intensities which are inelastically scattered,
but rather in the small-scale variations that are intro-
duced by dynamical diffraction on a relatively smooth
background of inelastically scattered electrons. In the
following, we will assume that nB(E, t) is given and
we will illustrate what consequences different depth
distributions will have on the dynamical diffraction
intensities.

Under the assumptions of our model, we can sym-
bolically write down the observed intensity IB as an
integral over all inelastically scattered electrons which
are diffracted in the outgoing pathway with initial

distribution function nB from the primary energy E p

down to zero kinetic energy, and which come from the
sample surface up to a maximum thickness tmax:

IB ∝
E p∫

0

d E

tmax∫

0

dt D [nB(θ, φ, θin, φin, E, t)] . (2.1)

The diffraction process of the electrons at energy E
is symbolized by an operator D.

2.3 Dynamical Electron Diffraction
in EBSD

According to our model, we describe the observed
EBSD patterns as a superposition of diffraction pat-
terns from electrons having a fixed energy E. The con-
tributions from different energies are added accord-
ing to the weight function nB . In the following, we
will introduce the theoretical framework necessary to
describe the dynamical diffraction process.

2.3.1 Using the Reciprocity Principle

The reciprocity principle (Fig. 2.2) is based on time
reversal symmetry and states that it makes no differ-
ence whether we calculate the intensity at point D
which is due to the elastic scattering of waves emitted
from point P, or whether we calculate the intensity at
point P which is due to the scattering of waves emitted
from point D (Pogany and Turner 1968).

The tremendous advantage of using the time-
reversed path in Fig. 2.2b comes from the fact that in
Fig. 2.2a we are detecting the intensity at a distance
that is basically infinite compared to the separations
of the scattering atoms. In this limit, a plane wave is
detected at D. Turning this around, it means that we can
start a single plane wave along the direction defined
by the point D and then we calculate how this single
plane wave is scattered by the atoms of the sample.
For perfect crystals, the Bloch wave theory is a con-
venient method to solve this problem. It turns out that
by this approach we not only obtain the wave function
at a single point P, but instead, in a single run we get
the wave function in the whole crystal. In this way, we
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Fig. 2.2 Application of the reciprocity principle for EBSD cal-
culations: (a) EBSD patterns are formed by elastic scattering
of electrons which are emitted into all directions from a point
source at P. These electrons are detected at point D on the phos-
phor screen, which is practically infinitely far away. In this limit,
a plane wave is detected. (b) The problem (a) is equivalent to
starting a plane wave in a single direction from D and detect-
ing the intensity arriving at point P. (c) The big advantage of
calculating the time-reversed problem in (b) stems from the fact
that we need only one initial plane wave. This advantage would
be lost if D is near the crystal surface and we would have to
consider waves emitted into all directions whether we start the
calculation from D or from P

are able to analytically integrate the effects of different
emitters from various depths and positions in the unit
cell.

The reciprocity principle can be used to con-
nect the dominant outgoing diffraction process in
EBSD to other types of methods that are governed
by the diffraction of ingoing electrons. This includes
electron-channelling patterns, where the total number
of backscattered electrons is monitored as a function
of the incidence angle of an electron beam. Impor-
tant conclusions for EBSD can be drawn from pre-
vious studies of electron channelling patterns by the
dynamical theory (Marthinsen and Høier 1986, 1988;
Rossouw et al. 1994; Dudarev et al. 1995). Another
close connection can be seen between EBSD and meth-
ods of transmission electron microscopy (TEM). To
describe TEM, the diffraction and corresponding mod-
ulation in intensity of transmitted plane waves needs to
be calculated. Obviously, this is related to the problem
illustrated in Fig. 2.2b, with the principal difference
that in TEM, the relevant thickness is the thickness of
the sample; whereas in EBSD, the plane wave needs to
be evaluated at the thickness of the emitter at point P.

There exists a number of computational approaches
to describe the diffraction of transmitted electrons.
These approaches include most prominently the mul-

tislice and the Bloch wave approaches. One can in
principle use these existing approaches for TEM sim-
ulations to also simulate EBSD patterns (disregarding
numerical limitations). We just have to appropriately
account for the property of the diffracted wave field
that is observed in EBSD: the probability density inside
the crystal at the atomic positions P.

2.3.2 Bloch Wave Formalism

In our simulations, we will apply the Bloch wave
approach. This theory solves the diffraction problem
for electrons in a perfect crystal lattice by exploiting
the fact that the wave function must have a very spe-
cific form in a three-dimensionally periodic potential.
The use of this method is described in several accessi-
ble reviews (Humphreys 1979; Spence and Zuo 1992).
In the following we will summarize the most important
aspects.

The wave function inside the crystal is described as
a superposition of Bloch waves with wave vectors k( j)

(r) =
∑

j

c j exp(2π ik( j) · r)
∑

g

C ( j)
g exp(2π ig · r).

(2.2)

The aim of this approach is to get the expansion
coefficients c j and C ( j)

g , as well as the k( j). After this
is accomplished, the wave function  is known and,
in the next step, the coupling of the inelastic scattering
processes to the diffractionally modulated probability
amplitude  is taken into account.

The wave function  is a solution of the
Schrödinger equation for an incident plane wave
exp(2π iK0 · r), corresponding to an energy of
h2 K 2

0 /2m:

−h2

8π2m

(r) − |e|V (r)(r) = h2 K 2

0

2m
(r). (2.3)

To proceed with the determination of , one uses
the translational invariance of the crystal to write the
potential as a Fourier series:

U (r) = U c(r) + iU ′(r) =
∑

g

Ug exp(i2πg · r).

(2.4)
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U is a scaled potential which is measured in Å
−2

and which is formed from complex electron struc-
ture factors U c

g = 2m|e|Vg/h2, with Vg being a Fourier
coefficient of the crystal potential in volts and the rela-
tivistic electron mass m. The loss of electrons from the
diffracted coherent population due to inelastic effects
is taken into account by corresponding Fourier coeffi-
cients U ′

g of an imaginary part of the crystal potential.
Substitution of these expressions for the wave func-

tion and the potential into the Schrödinger equation
leads to the standard dispersion relation:

[K2 − (k( j) + g)2]C ( j)
g +

∑

h

Ug−hC ( j)
h = 0. (2.5)

K is the incident electron wave vector inside the
crystal, K 2

0 = K 2 − U c
0 , with the mean inner potential

U c
0 and the electron wave vector in vacuum K0.
Then k( j) is written as:

k( j) = K + λ( j)n, (2.6)

where n is a unit vector normal to the surface. One
can then transform (2.5) into an eigenvalue problem,
which gives the eigenvalues λ( j) and eigenvectors with
elements C ( j)

g (Spence and Zuo 1992). This includes
the effects due to the tilt of the outgoing direction with
respect to the surface (Allen and Rossouw 1989) and
is also valid for reciprocal space vectors g in higher
order Laue zones (HOLZ). The boundary conditions at
the surface determine the coefficients c j in (2.2). These
quantities are given by the elements of the first column
of the inverse of the matrix whose elements are C ( j)

g .
After this, the wave function (2.2) is known.

The Fourier coefficients of the real and the imag-
inary part of the crystal potential can be calculated
from the contributions of the atoms that constitute the
unit cell. These contributions can be obtained from
published parameterizations for the real and imaginary
part of the potential (Weickenmeier and Kohl 1991).

The eigenvalue method described above scales as
N 3 with the number N of the included reflecting planes.
This quickly leads to impractically long computa-
tion times if a large number of reflections has to be
included. This can be overcome by the use of the Bethe
perturbation scheme, which allows the inclusion of the
effects of weak reflections Uh by the transformation
into an effective potential of the strong beams U eff

g

without increasing the matrix dimensions:

U eff
g = Ug −

∑

h

UhUg−h

2K Sh
, (2.7)

where 2K Sh is defined by 2K Sh = K 2 − (K + h)2,
containing the excitation error Sh . For the use of the
Bethe perturbation, beam selection and convergence
criteria have been developed in the context of conver-
gent beam electron diffraction (Zuo and Weickenmeier
1995). Strong and weak beams are selected accord-
ing to their structure factor and the excitation error,
describing how strong the influence of a certain reflect-
ing plane is at the considered point in the diffraction
pattern.

2.3.3 Inclusion of the Backscattering
Process

Using the Bloch wave approach, we can determine the
diffraction-induced changes in the probability of an
electron to leave the crystal from an arbitrary posi-
tion r inside the crystal. The backscattered electrons
start predominantly from the positions of the atoms.
In a first approximation, this simply means that we
need to calculate the probability density ∗ at the
atomic positions P. This is straightforward by using
Equation (2.2) (Allen and Rossouw 1989). For arbi-
trary inelastic processes, the interaction of diffracted
electrons with the crystal can be modelled by general-
ized potentials (Allen and Rossouw 1990). In the case
of backscattering, these potentials have the form of
delta functions (point sources), which are broadened
by the thermal vibrations. The dynamically backscat-
tered intensity integrated from depth t1 to t2 is then
given by (Rossouw et al. 1994):

IDY N ∝
∑

n,i j

Z2
n Bi j (t1, t2)

∑

g,h

C (i)
g C ( j)∗

h

× exp(−Bns2) exp[2π i(g − h) · rn],

(2.8)

with atoms at rn , Debye-Waller factors exp(−Bns2),
and a depth integrated interference term Bi j (t1, t2) of
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the Bloch waves i and j:

Bi j (t1, t2) =

ci c
∗
j

exp[2π i(λi − λ j∗
)t2] − exp[2π i(λi − λ j∗

)t1]

2π i(λi − λ j∗ )
.

(2.9)
Because the wave functions are known to be of the

form in Equation (2.2), the thickness integration for an
inelastic source extending from t1 to t2 can be carried
out analytically.

Using the method described above, the backscat-
tering pattern can be calculated point by point, each
describing a well-defined wave vector direction K0.
The application of the Bethe perturbation scheme
allows the inclusion of a large number of reflecting
planes, so that the large viewing angles in EBSD can
be handled (Winkelmann et al. 2007).

2.4 Applications

In this section we will apply the developed computa-
tional approach to a number of important basic prob-
lems of the EBSD technique.

2.4.1 A Real-Space View of EBSD

To illustrate the basic mechanism behind a typical
intensity distribution in Kikuchi bands, we calculated
a hypothetical nine-beam EBSD pattern of the {110}
and {200} families of lattice planes from bcc iron,
which is shown in the top middle part of Fig. 2.3. It
is one of the very useful properties of the Bloch wave
approach that we can selectively switch off all other
lines in the diffraction pattern because of the one-to-
one correspondence between the Fourier coefficients
(reciprocal lattice vectors) considered in the many-
beam problem and the observed Kikuchi lines. For the
simplified EBSD pattern shown in Fig. 2.3, we can now
calculate the probability density in the crystal that cor-
responds to some typical points in the Kikuchi bands.
Because the considered lattice planes are perpendicu-
lar to the surface, we can show the probability density
averaged along the [001] surface normal direction as a
two-dimensional plot over 3 × 3 unit cells in the other

panels of Fig. 2.3. The crystal surface is viewed from
the direction of the surface normal, the centered atoms
of the bcc cells are drawn smaller.

In the right part of Fig. 2.3, we see the proba-
bility density corresponding to the middle (d, blue
dashed) and to the border (c, red dashed) of a {200}
Kikuchi band. It is clearly seen that in the middle of
the Kikuchi band, the probability density is concen-
trated at the atomic positions; while at the border of
the band, the probability density is focused between
the atomic planes. The same process happens for the
{110} Kikuchi band in the left part of Fig. 2.3, a and b.
One sees how nicely the diffracted probability density
has to conform to the symmetry implied by the respec-
tive lattice planes. This becomes particularly important
near the zone axis in the center (e) of the EBSD pattern,
where the full interaction of all crossing lattice planes
has to be considered. Correspondingly, the probabil-
ity density is confined to the channel along the [001]
atomic columns (lower middle panel of Fig. 2.3; the
remaining intensity between the atoms is due to the
limited number of 9 beams in the calculation).

From the probability density of diffraction we can
draw conclusions regarding the observed intensity in
a typical EBSD pattern. There will be high intensity in
the pattern in directions where the diffraction probabil-
ity density overlaps strongly with those places where
the inelastic electrons are created. These places coin-
cide with the atomic positions in the case of thermal
diffuse (phonon) scattering. In summary, this means
that we should see high intensity in the middle of the
Kikuchi bands (probability density is focused mainly
on the atomic planes), and low intensity at the bor-
der (probability density is mainly between the atomic
planes).

This explanation suffices for the majority of EBSD
patterns taken in standard setups with incidence angles
in the order of 70 degrees. However, under special
experimental circumstances, a contrast reversal of the
observed Kikuchi bands can take place, and the above
explanation has to be extended. In early investigations
of Kikuchi patterns, it has been observed that the con-
trast within a band is reversed for electrons leaving
the sample with low take-off angles when the inci-
dence angle of the electron beam is decreased so that
it impinges more steeply on the surface (Alam et al.
1954). In such a situation, the backscattered electrons
come from a larger depth below the sample surface
(Reimer 1998). Similar contrast reversals of Kikuchi
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Fig. 2.3 Nine-beam EBSD pattern (top middle) of a bcc struc-
ture and diffraction probability distributions at selected direc-
tions, which are marked by solid and dashed colored squares in

the diffraction pattern. The centered atoms in the bcc structure
are drawn smaller

bands have also been observed in transmission electron
microscopy, and theoretical models for the thickness
dependent contrast reversal of Kikuchi bands in trans-
mission electron diffraction were given (Hall 1970;
Chukhovskii et al. 1973).

In the dynamical theory, the contrast reversal with
thickness appears due to the much stronger absorp-
tion of those Bloch waves which travel along the
atomic positions, compared to the Bloch waves which
travel between the atomic planes. This has an impor-
tant consequence if we increase the depth from which
the electron waves start the backscatter diffraction
process.

This is illustrated in Fig. 2.4 by a simple model cal-
culation, similar to the real-space view of Fig. 2.3. This
calculation was carried out for a source which is near
the surface (upper part) and another source which is
deeper inside the crystal (lower part). In the middle

we see the calculated Kikuchi band intensity. On the
left of Fig. 2.4, we see the type II wave field which
is excited predominantly at the edges of a Kikuchi
band. On the right side of Fig. 2.4, we see the type
I wave excited in the middle part of a Kikuchi band.
We emphasize that the elastic diffraction effect of the
excitation of two different types of Bloch waves is
not a function of thickness. What changes is the num-
ber of electrons in both types of fields: in the upper
part, both fields are excited almost equally, and the
increased overlap of the type I field on the right with
the backscattering atoms leads to a high intensity in
the middle of the band. In the situation in the lower
part of the figure, although the type I wave field geo-
metrically still overlaps better with the atomic posi-
tions, this wave field is of very low intensity because
it is absorbed strongly. Effectively, the smaller resid-
ual overlap of the type II field with the backscattering



2 Dynamical Simulation of Electron Backscatter Diffraction Patterns 27

Fig. 2.4 Principle of contrast reversal with increasing thick-
ness. The type I Bloch wave is localized at the atomic planes
and is also more strongly absorbed. Beyond a certain thickness,

the type I wave is almost completely absorbed. Because the type
I wave dominates in the middle of the band, there will be a min-
imum of intensity for a deep source

atoms on the right still leads to a higher signal on the
edges of the Kikuchi band from the deeper source. Cor-
respondingly, we observe a Kikuchi band with inverted
contrast.

2.4.2 Full Scale Simulation of EBSD
Patterns

We now demonstrate that by inclusion of all relevant
lattice planes in a dynamical calculation, we can sim-
ulate a complete EBSD pattern with very good agree-
ment to experimentally measured patterns.

As a first example, we choose molybdenum, with
a bcc structure and a lattice constant of 3.147 Å. The
Debye-Waller factor B was assumed to be 0.25 Å2

(Peng et al. 1996), and all reflections which appear
within 50 degrees from the [001] zone axis to have
a minimum lattice spacing of dhkl > 0.35Å and a
minimum structure amplitude Uhkl > 0.005Å

−2
. This

leads to a set of about 1200 beams, which need to
be taken into account. On average, about 150 beams
were treated exactly in the many-beam problem, the
rest were taken into account by the Bethe perturba-
tion. We assumed that backscattered electrons were
excited from a thickness up to 150 nm. The final

simulated picture has been smoothed according to
an angular resolution of about 1 mrad. The con-
trast has been changed very slightly to correspond
to the measured pattern. The calculation was car-
ried out for 640 × 480 data points and took 3.5
days on a single CPU of a Pentium D 3.4 GHz
processor.

In Fig. 2.5, we show the comparison with an exper-
imental pattern taken at 25 keV incident beam energy.
Apart from the increased noise in the outer parts of the
experimental pattern, it can be seen that the simula-
tion and the experiment match almost perfectly. Also,
the typical ring structures appear in the dynamical cal-
culation. The mechanism that leads to the formation
of the rings can be interpreted as a transmission reso-
nance and has been extensively discussed for the case
of an incident plane wave, which at the resonance angle
θr strongly couples to states bound in the atomic col-
umn along the respective zone axis (Dudarev and Peng
1993b, a). By reciprocity, we can see that this effect
works analogously for the coupling between Bloch
waves moving in the potential of an atomic column and
outgoing plane waves, which form the ring intensity
near the angle θr .

The specific reciprocal lattice vectors that label the
Fourier coefficients of the crystal potential involved in
the transfer of intensity between the atomic column
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experimentMo 25kV

simulation

Fig. 2.5 Full scale many-beam dynamical simulation of an
EBSD pattern from molybdenum and comparison with an exper-
imental pattern. In the calculation, a total of 1200 reflections
were considered; on average 150 reflections were treated exactly,
the others were included by perturbation. A lattice constant of
c = 3.147 Å was used (experimental pattern courtesy of E.
Langer)

and the ring have non-zero components along the
respective zone axis. This is why the rings in EBSD
patterns have been termed “HOLZ rings” for short
(Higher Order Laue Zone). Measuring the diameter of
the HOLZ rings allows the estimation of lattice con-
stants, which has been shown to be useful for phase
identification using EBSD patterns (Michael and Eades
2000). Due to the inherently many-beam nature of the
HOLZ ring effect, it is expected that corresponding
dynamical simulations can be additionally applied to

extract high precision lattice parameters from mea-
sured rings.

2.4.3 The Influence of the Energy
Spectrum of the Backscattered
Electrons

In view of the good agreement of the simulation shown
in Fig. 2.5 with the experiment, it is necessary to
analyze the influence of the energy spectrum of the
backscattered electrons on the diffraction pattern. We
saw that the simulation done at the energy level of the
incident electrons with inclusion of a limited angu-
lar resolution does in fact match quite nicely to the
experiment. Obviously, electrons in a relatively lim-
ited energy range below the incident beam energy are
decisive for most of the observed diffraction features.
Since the width of a Kikuchi band is a function of
the energy of the diffracted electrons, an increasingly
broader energy spectrum will tend to wash out the
diffraction features. A limit on the energy spread which
is compatible with an EBSD pattern can be estimated
by comparison of the finest structures in the exper-
imental pattern with dynamical simulations that are
integrated for a range of energies. We will investigate
such a scenario for the case of GaN thin films, which
show very detailed patterns.

The simulations have been carried out for a limited
field of view of about 25 degrees centered around the
[02̄1] zone axis. We took into account 431 reflectors
with a lattice spacing of dhkl > 0.3Å and a structure
amplitude Uhkl > 0.005Å

−2
. The Debye-Waller factor

B was assumed at 0.25 Å
2
. The calculations were done

for 300 × 300 pixels in 50 eV steps, starting from the
incident beam energy of 20 kV down to 15 kV.

The experimental pattern is shown in Fig. 2.6e.
We see simulated patterns for the energies of 20 kV,
19.5 kV, and 18.5 kV in parts a, b, and c, respectively.
By comparing these simulations with the experiment,
one immediately recognizes that the central dark spot
in the center of the [02̄1] zone axis is becoming smaller
with energy, and at 18.5 kV is already smaller than
observed in experiment. A further reduction of the rel-
evant energy range is supported by the feature which
is indicated by the arrows. This feature is located near
the HOLZ ring around the [02̄1] zone axis, and it is
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experimenteb 19.5kV

20...19.5kV
1.5mrad resolution

d20kVa

c 18.5kV 20...15kVf

Fig. 2.6 Estimation of the influence of an energy spread in
EBSD from GaN: (a, b, c) calculations at the specified energies
(without any image processing). Note the delicately changing
fine structure in the zone axis in the center of the ring, as well
as the change in the feature at which the arrows are pointing. (d)

average of 11 diffraction patterns in 50 eV steps, from 20 kV
to 19.5 kV, with angular averaging according to 1.5 mrad res-
olution. (e) experimental pattern from GaN with incident beam
voltage of 20 kV (courtesy of A. P. Day). (f) average of 100
diffraction patterns from 20 kV to 15 kV
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very sensitive to the electron energy. In the experiment,
we notice a gap in the intensity distribution of this fea-
ture. In the simulation, we see this gap opening at about
19.5 kV, whereas it is clearly closed at 18.5 kV. In this
way, observation of the fine structure in the pattern has
given us a clear indication that electrons in the range of
20 kV to 19.5 kV dominate in producing the observed
features. In order to see how the averaging of such an
energy spread compares to the experiment, we summed
11 patterns in 50 eV steps from 20 kV to 19.5 kV, and
we applied an additional angular averaging according
to a 1.5 mrad angular resolution. This additional angu-
lar broadening takes into account the limited pixel size
of the CCD camera plus a possible additional angu-
lar smearing of the intensity due to lattice defects and
surface contamination. The averaged simulated pattern
compares very well with the experimental observa-
tions. Taking into account that we have not used any
information about the experimental energy spectrum
(we assumed nB = 1 for 19.5 . . .20 kV), the possibil-
ity of obtaining good agreement with the experiment in
a calculation for a single or a very limited number of
energies would greatly reduce the required computa-
tion times. Our observation compares nicely to exper-
imental observations using energy-filtered EBSD from
Si samples. It was found that low loss electrons with
energies not less than about 3% of the primary beam
are predominant in producing the observed contrast
(Deal et al. 2008).

We have seen that the comparison of experimen-
tal and simulated energy dependent fine structure in
EBSD patterns allows important conclusions regarding
the energy spectrum. In many cases, however, EBSD
patterns do not show such relatively sharp features as
in Fig. 2.6e. This is not necessarily due to a broad
energy spectrum, but can also be caused, e.g., by lattice
imperfections. From very general considerations, we
can expect higher density materials to show a broader
energy spectrum due to the increased multiple inelas-
tic scattering (Reimer 1998). This then should corre-
late with a reduced fine structure in these materials. As
an extreme case, we illustrate in Fig. 2.6f that even an
energy spread of 5 kV, from 15 kV to 20 kV (100 pat-
terns in 50 eV steps), still leads to pronounced Kikuchi
bands with an overall character that might resemble
experimental patterns from some materials with not as
much fine structure as GaN or Si. It seems that a rather
broad energy spectrum is compatible with EBSD pat-
terns that do not show higher order fine structure. In

turn this would mean that energy filtering would pro-
duce significantly more detail if the loss of fine struc-
ture were caused by energy broadening alone (whereas
energy filtering would not help if the fine structure
is lost due to lattice imperfections). More systematic
insight is expected in the future if realistic Monte Carlo
simulations of inelastic scattering are coupled with the
many-beam dynamical simulations.

2.4.4 Dynamical Effects of Anisotropic
Backscattering

In this section we will show which qualitative changes
appear in the EBSD patterns if we take into account
that the incident electrons are backscattered with dif-
ferent intensity in different directions. The scatter-
ing at high kinetic energies is strongly enhanced in
the forward direction. Due to the usual geometry of
EBSD experiments using relatively shallow incidence
angles, a significant anisotropy of the initial distribu-
tion of the inelastically scattered electrons with respect
to the detected directions is created. This directly influ-
ences the overall intensity distribution of the observed
EBSD pattern neglecting any diffraction effects: the
patterns show higher intensity towards the forward
scattering direction and significantly decrease in inten-
sity towards larger backscattering angles. However,
within the small angular range of the Kikuchi band
cross sections that we are interested in, this will be a
relatively smoothly varying background, which can be
removed by flat-fielding techniques used for enhancing
the diffraction contrast in experimental patterns.

The anisotropy of each distinctive backscattering
event (emitting an anisotropic coherent wave) also
enters into the dynamical diffraction problem. This
results in selective enhancement or suppression of the
intensity of Kikuchi lines as a function of their ori-
entation with respect to the incoming beam direction.
The mechanism of these excess and deficiency lines
has been discussed for the case of transmission elec-
tron microscopy Kikuchi patterns (Kainuma 1955).

The excess lines usually appear at scattering angles,
which are farther away from the incident beam direc-
tion than the deficiency lines. If the backscattered
electrons with wave vectors near the incident beam
direction have a higher intensity than the wave vectors
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Fig. 2.7 Mechanism of the formation of excess and deficiency
lines in EBSD patterns

for larger scattering angles, the intensity is then asym-
metrically removed by diffraction from the position of
the deficiency line and transferred to the excess line.

In Fig. 2.7, we show the basic ingredients that
are necessary to qualitatively understand the excess-
deficiency effect in electron backscatter diffraction.

The sources S of backscattered electrons are local-
ized at atomic positions inside the crystal. The creation
of the backscattered electron waves is not isotropic,
and a single electron is scattered into the directions A
and B with different probabilities. What is important
for the effect is only that a difference exists between
the numbers of electrons that are initially excited into
the different directions A and B. Subsequently, these
electrons are dynamically diffracted by the surround-
ing crystal lattice. In Fig. 2.7, we show the case that
beams along A will be scattered by lattice plane g,
whereas beams along B will be scattered by –g, cor-
responding to a pair of Kikuchi lines, with a band
of increased intensity between them. The intensities
along k(1)

out and k(2)
out in the EBSD pattern can be thought

to be formed by electrons that are moving into these
directions without scattering, plus electrons that are
dynamically scattered from other initial directions into
these final directions. Assuming equally strong scat-
tering by g and –g, the dynamical diffraction problem
is perfectly symmetric. Correspondingly, the dynam-
ically diffracted intensities in the directions k(1)

out and
k(2)

out would not show an excess-deficiency asymmetry
if we had the same number of A and B electrons. Now
we consider the case in which A is initially stronger

than B. When there are more A electrons than there
are B electrons, a higher number of electrons is neces-
sarily scattered by g away from the initial direction of
the A electrons into the direction k(1)

out , than the number
of B electrons scattered by –g from k(1)

out back to the ini-
tial A direction k(2)

out . By this mechanism more intensity
ends up in direction k(1)

out than in direction k(2)
out , and the

excess E and deficiency D features are formed.
We have demonstrated a simple and transparent

way to incorporate the relevant effects of anisotropic
backscattering into Equation (2.8) (Winkelmann
2008). It was assumed that the beams g are excited
with different strengths according to a function � that
depends on g and the incident and detected beam direc-
tions:

fn(q + g) ∝ Zn · χg(kin, kα
out ). (2.10)

For simplicity, we assumed that the relative strength
of excitation shows a Gaussian distribution as a func-
tion of wave-vector transfer q from some effective inci-
dent beam direction ke ff

in :

χg = 1 + a · exp

(
−(kα

out − ke ff
in + g)2

b2

)

. (2.11)

In this equation, q = kα
out − ke ff

in . The phenomeno-
logical parameters a, b, and ke ff

in have to be chosen
for best agreement with the experiment. The factor
χg describes the deviation from isotropic scattering,
which is obtained by setting all χg = 1. With this, a
refined version of Equation (2.8) results:

I E D
DY N (ke ff

in , ke ff
out ) ∝ A

∑

n,i j
Z2

n Bi j (t)

×
∑

g,h

χgχhC (i)
g C ( j)∗

h exp(−Bns2) exp[2π i(g−h)·rn]

(2.12)
This very simplified model shows the basic proper-

ties necessary for the appearance of excess-deficiency
features in a transparent way, without increasing the
computational load beyond practical limits and without
relying on the exact microscopic details. A compar-
ison of the isotropic and anisotropic models with an
experimental pattern from CaF2 is shown in Fig. 2.8.
The simulation has been carried out at 19.5 kV using
a lattice constant of 5.471 Å, including 673 reflections
with a lattice spacing of dhkl > 0.3Å and a structure
amplitude Uhkl > 0.005Å

−2
. The Debye-Waller factor
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Fig. 2.8 Excess-deficiency
effect in EBSD from CaF2 at
20 kV. Left: experimental
pattern. Right: simulation for
an isotropically emitting
source (top) and for an
anisotropic source (bottom).
The gray and black lines
indicate the relative difference
between excess and deficient
intensity. The
excess-deficiency effect is
semi-quantitatively
reproduced by the anisotropic
model (experimental pattern
courtesy of G. Nolze)

B was assumed to be 0.4Å
2
. We assumed an angular

broadening of 1.5 mrad. For the excess-deficiency
model, we used a = 5000 and b = 4.9Å

−1
. The

anisotropic model reproduces very well the qualitative
changes that are caused by the excess-deficiency
effect. The effect resembles an illumination from the
top, which corresponds to the incident beam direction.
Our model also reproduces the observation that not
all lines are affected equally by the excess-deficiency
effect: line pair C in Fig. 2.8, which runs almost
parallel to the incident beam direction, is not affected
much because the inelastic scattering in our model is
rotationally symmetric around the effective incident
beam direction. This leads to nearly equal intensity
scattered by the corresponding g and –g reflections of
the line pair C.

2.5 Summary

We have seen how the Bloch wave approach can be
used for a dynamical many-beam description of EBSD
patterns. Very good agreement between experiment
and simulation is reached in a number of cases. In
the future, such dynamical simulations might become

a useful tool to push the EBSD technique to new limits
in the characterization of materials.
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Chapter 3

Representations of Texture

Jeremy K. Mason and Christopher A. Schuh

3.1 Introduction

The field of materials science and engineering
is fundamentally concerned with manipulating the
microstructure of materials in order to control their
properties. Electron backscatter diffraction (EBSD)
dramatically enhances our abilities in this regard,
by providing extensive crystallographic orientation
information of a given two-dimensional section of a
microstructure. As this technique has been developed
and combined with chemical analysis and serial sec-
tioning methods, it has become possible to access com-
plete three-dimensional chemistry, phase, and crystal
orientation information; in short, the microstructural
state of a polycrystal may now be completely quan-
tified.

While these techniques allow an unprecedented
opportunity for examining the microstructure-property
relationships of materials, in many cases the control-
ling physics depends on only a relatively small subset
of the available information. For example, a variety of
the effective tensor properties of materials (e.g., elas-
ticity and transport coefficients) as well as inherently
anisotropic, nonlinear properties at the single crystal
level (e.g., plasticity and cracking) are governed pri-
marily by the crystallographic texture of, or the dis-
tribution of crystal orientations within, a polycrystal.
When properties of this type are of interest, it may
be reasonable to simplify the analysis of a material by

C.A. Schuh (�)
Department of Materials Science and Engineering,
Massachusetts Institute of Technology, Cambridge, MA, USA
e-mail: schuh@mit.edu

neglecting the spatial information of the microstructure
and examining only the orientations of the crystalline
grains.

Figure 3.1 illustrates schematically the process
of abstraction that is useful when studying tex-
ture and the effects of texture on material prop-
erties. Figure 3.1(a) shows a complete microstruc-
ture, reconstructed from a progression of EBSD maps
obtained through serial sectioning, where each grain
is colored differently according to its orientation.
The central purpose of texture representation is to
preferentially examine the orientation of the crys-
tallites without concern for their spatial characteris-
tics, e.g., their arrangement, size, and morphology;
to this end, Fig. 3.1(b) shows a schematic repre-
sentation of the distribution of discrete orientations
sampled from a polycrystal. Numerous alternatives
exist for the representation of texture information, and
these will be covered at length later in this chap-
ter. However, all of these alternatives, including that
used in Fig. 3.1(b), significantly distill the dataset
represented by Fig. 3.1(a). Even more selective pre-
sentation of texture information is not only some-
times feasible, but may be necessary; in certain situ-
ations, only a portion of the orientation information
is relevant or readily accessible. For example, many
properties depend predominantly on the orientation
of a single crystallographic axis, as with the c axis
in transversely isotropic crystals. The representation
of these crystallographic axes, or poles, is illustrated
in Fig. 3.1(c).

The paradigm of data reduction and distillation
exemplified in Fig. 3.1 is not only powerful, but neces-
sary. The acquisition of increasing amounts of data, in
and of itself, does not provide the insights that advance
the field. These insights depend entirely upon the depth
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Fig. 3.1 The progressive abstraction of microstructural infor-
mation. (a) Three-dimensional reconstruction of the microstruc-
ture of a commercial austenitic stainless steel, containing infor-
mation on grain size, morphology, and orientation; reproduced
from Fig. 5 of Lewis et al. (2008), with permission of Springer

Science and Business Media. (b) Axis-angle representation of
the texture of a crystalline material, completely characteriz-
ing the crystallographic orientations present. (c) Stereographic
projection indicating the orientation of {001} crystallographic
planes of a material with a copper texture

of our understanding, and therefore on the skillful and
judicious refinement of the data to a form that is both
transparent and useful. Unfortunately, as with many
unintuitive subjects, the essential content may be unin-
tentionally obscured, or even discarded, during the pro-
cess of simplification; in the case of crystallographic
texture, it is altogether too easy to abandon the most
critical information in the interest of depicting the data
in a familiar form.

We explore the abstractions of Fig. 3.1 in this chap-
ter, both in a general sense and with specific emphasis
on forms common in the materials science community.
Since this chapter is intended as an overview of a com-
plex and well-developed field, the reader is referred to
various works in the literature for more complete math-
ematical treatments as the need arises, e.g., Morawiec
(2004) and Bunge (1993).

3.2 Rotations and Orientations

EBSD measures the discrete crystallographic orienta-
tions of volume elements arranged in a regular man-
ner on the surface of a material. The analysis of mate-
rial texture therefore begins with an examination of the
available methods to parameterize discrete crystallite
orientations and present the accumulated orientation
information in a clear and concise format. Of course,
this requires the definition of an orientation, which in
turn requires the definition of a rotation.

3.2.1 Defining a Rotation

While often not appreciated, a certain amount of pre-
cision is necessary in the definition of a rotation to be
able to relate the rotation to the orientation of a par-
ticular object. For example, we may be provided with
a rotation matrix, but unless the quantity on which the
matrix acts and a method for applying the matrix are
specified, the resulting orientation remains unknown.
One difficulty is that two conventions for defining a
rotation appear in the literature, known as the active
and passive conventions.

An active rotation is defined as a transformation of
space relative to a stationary coordinate system. A rota-
tion B then brings the vector u to the vector u′, which
is found by left multiplying the column vector of the
coordinates of u by a suitable matrix B:

u′ = Bu. (3.1)

A second rotation of space A with respect to the same,
stationary coordinate system similarly brings the vec-
tor u′ to the vector u′′, found by left multiplying the
coordinates of the vector u′ with a suitable matrix A:

u′′ = Au′ = ABu. (3.2)

By the associativity of matrix multiplication, the com-
bined effect of these rotations on the vector u may
instead be expressed as a left multiplication of u by
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the single matrix AB; that is, the combined effect AB
of two rotations, B and A, is still a rotation.

A rotation in the passive convention behaves rather
differently, by leaving the space fixed and rotating the
coordinate system by which points are identified. For
an observer attached to the rotating coordinate system,
space appears to rotate in the reverse sense to that of
the active convention. For example, perform the same
rotation B as above, but on the coordinate system rather
than on the space. Then the coordinates of the station-
ary vector v, relative to the rotated coordinate system,
become:

v′ = B−1v , (3.3)

the matrix B−1 performing the inverse operation of
B. This result is generalized to the following rela-
tionship: the matrix transforming the coordinates of
a vector during a passive rotation is the inverse of
the matrix transforming the coordinates of a vector
during the corresponding active rotation. The rotation
AB that transforms coordinates by the matrix AB in
the active convention, then, transforms coordinates by
the matrix (AB)−1 = B−1 A−1 when interpreted in the
passive convention; not only the sense of the individ-
ual rotations is reversed, but the order of application is
reversed as well.

The difference between these conventions is demon-
strated in Fig. 3.2. The active convention is used in
Fig. 3.2(a), where a vector initially on the x axis is
aligned with the z axis by a rotation of π/2 about
the z axis and a rotation of π/2 about the x axis. The
equivalent operation to that in (a) is performed in the
passive convention in Fig. 3.2(b) by applying the indi-

vidual rotations to the coordinate system in the same
sense, but reversed in order; the coordinate system is
rotated by π/2 about the x axis, then by π/2 about
the resulting z′ axis. This operation is equivalent to
that in (a) in the sense that the space in Fig. 3.2(a)
and the coordinate system in Fig. 3.2(b) experience
the same effective rotation by 2π/3 about the [11̄1]
direction. Figure 3.2(c) demonstrates that from the
viewpoint of an observer attached to the coordinate
system, the apparent rotation in Fig. 3.2(b) is exactly
the inverse, namely, a rotation by −2π/3 about the
[11̄1] direction.

While equivalent in the sense that one may be trans-
formed into the other, the interpretation of matrices
expressed in these conventions is clearly different. The
convention used must therefore be clearly specified for
a discussion of rotations to be meaningful. We use the
active convention in the majority of this chapter, for
the reason that we find it simpler to interpret a rotation
performed relative to a stationary frame of reference
than a rotation performed with respect to a frame of
reference that changes with every operation.

3.2.2 Defining an Orientation

An orientation is simply the physical result of a
sequence of rotations. Rotations must be performed
with respect to a coordinate system, usually defined
as that system with coordinate axes aligned along the
edges (often assumed to be orthogonal) of the sample
being examined. The orientation of a crystal is iden-
tified with an active rotation that brings a reference

Fig. 3.2 Comparison of rotations performed in the active and
passive conventions. (a) Rotations in the active convention. A
vector u is rotated by π/2 about the z axis to u′, then by π/2
about the x axis to u′′. (b) Rotations in the passive convention.
The coordinate system is rotated by π/2 about the x axis, then by

π/2 about the z′ axis. (c) Effect of the passive rotations in (b) on
v from the viewpoint of an observer attached to the coordinate
system. The vector v appears to be rotated by −π/2 about the x
axis, then by −π/2 about the z′ axis
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crystal aligned with the coordinate system into coin-
cidence with the crystal embedded in the material. The
matrix corresponding to this rotation is designated by
O, though there could be many equivalent such rota-
tions. For example, the configuration resulting from an
active rotation of a crystal by π/2 about the z axis is
equivalent to that resulting from a rotation by 5π/2
about the same axis. Some of this redundancy is elimi-
nated by considering only rotations by angles between
0 and π , but there is additional ambiguity that depends
on the symmetries of the system.

A reference crystal with cubic symmetry could be
initially aligned with the coordinate system in any of
twenty-four physically indistinguishable ways. Indi-
cating the symmetry operations of the crystallographic
point group by C j , all of the matrices OC j describe
equivalent orientations of the crystal. Furthermore, the
sample often exhibits statistical symmetry in the dis-
tribution of crystal orientations as a result of pro-
cessing history. When this symmetry is present, any
of the symmetry operations Si can be applied to the
sample without changing the observable characteris-
tics, thereby expanding the set of rotations resulting in
physically indistinguishable orientations to Si OC j . A
reasonable discussion of texture requires that an orien-
tation be uniquely identified with just one of these rota-
tions; usually, selecting the rotation with the minimum
rotation angle about an axis lying in the standard stere-
ographic triangle is sufficient. A discussion of more
subtle cases, where this criterion does not uniquely
identify the rotation, is given by, e.g., Grimmer (1980).

3.3 Pole Figures

One of the conventional methods for representing a
texture is by means of pole figures. These originated as
a natural result of diffraction experiments, and reveal
the orientations of particular crystallographic planes
rather than of individual crystals. Despite the develop-
ment of more sophisticated methods of texture repre-
sentation, the use of pole figures persists for a number
of reasons; these include the familiarity of the materi-
als science community with this method of presenta-
tion, the relative simplicity of physically interpreting
the information displayed in this format, and the exis-
tence of many situations in which the orientation of a

particular crystallographic plane controls some prop-
erty of interest.

The orientation of a particular crystallographic
plane is completely specified by a single line, passing
through the origin and oriented in the direction nor-
mal to the plane. This line intersects a unit sphere cen-
tered on the origin in two diametrically opposed points.
Since the line passes through the origin, either one
of these two points uniquely identifies the line. The
orientation of a single crystallographic plane is then
completely specified by the point of intersection of the
normal vector to the plane with the positive hemisphere
of the unit sphere; this point is referred to as the pole.
(Incidentally, for cubic crystals the pole is identical to
the crystallographic axis with the same indices.) An
example of a pole, p, corresponding to a given plane
orientation is shown in Fig. 3.3.

When the poles of a particular crystallographic
plane are considered, and the hemisphere is projected
into two dimensions, a pole figure is obtained. The
most common projection for this purpose is the stere-
ographic projection, which preserves angles but not
area; the angle between two lines drawn on the hemi-
sphere is the same as the angle between their pro-
jections on the plane, though this comes at the price
of changing the apparent density of the poles in the
projection. Occasionally, an equal-area projection is
useful instead of the stereographic; this projection pre-
serves the apparent density of the poles, but distorts the
angles between projected lines. While we use the stere-
ographic projection, several discussions of the benefits

Fig. 3.3 Indication of a crystallographic plane’s orientation by
a point on the surface of a sphere, projected onto a plane by
stereographic projection. The stereographic projection of a point
p may be performed by placing a light source at Q and observing
the shadow cast by the point p onto the plane at p′
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of one projection or the other exist in the literature,
e.g., Neumann (1992), Wenk and Kocks (1987).

The stereographic projection of the point p in
Fig. 3.3 is given by the point of intersection of the
unique line passing through Q and p with the plane of
projection at z = 1. Mathematically, this projection is
given by:

x ′ = 2x

1 + z ,

y′ = 2y

1 + z ,

(3.4)

where x, y, and z are the coordinates of the point p, and
x ′ and y′ are the coordinates of the point p′. Since they
depend on the choice of the point Q and the plane of
projection, other formulas for the stereographic projec-
tion may differ.

As the method delineated above permits a single
pole to be represented as a point in the plane of projec-
tion, a distribution of poles can be represented as a col-
lection of points in this plane. A complete description
of the discrete poles in a polycrystalline sample is pro-
vided by depicting one point per crystal, or one point
per volume element. Schematic {111} pole figures for
a number of commonly observed textures appear in
Fig. 3.4, including the cube, copper, and brass tex-
tures. These projections are conventionally depicted
in the plane parallel to that of a sheet sample, and
the “normal direction” to this plane is labeled “ND.”
The transverse direction of highest symmetry is usu-
ally called the “rolling direction” and is labeled “RD,”
although this notation is used for nonrolled materials
as well.

Since the geometry of the sample indicates a suit-
able set of axes for this projection, any sample symme-
try is generally visible in the resulting pole figures; for
example, samples with orthorhombic symmetry were
used to generate the pole figures of Fig. 3.4, meaning
that a statistically identical pole figure could be repro-

duced from any one of the four quadrants. Although
this symmetry is occasionally exploited and only a por-
tion of the pole figure provided, it is quite common to
find the entire pole figure in the literature.

The same is not true for so-called inverse pole
figures. Whereas a pole figure shows sample direc-
tions aligned with a particular crystallographic pole,
an inverse pole figure does the opposite, indicating the
crystallographic poles aligned with a specified sam-
ple direction. This is often of interest for samples in
which the processing history strongly identifies a sin-
gle direction, e.g., the axis of a fiber or wire, or the
growth direction of a thin film. The procedure for con-
structing an inverse pole figure is quite similar to that
of a pole figure, with one exception; instead of pro-
jecting a crystallographic pole onto a plane determined
by the sample geometry, the vector pointing along a
given sample direction is projected onto planes deter-
mined by the local crystallographic orientation. That
is, the projection procedure illustrated in Fig. 3.3 is
performed for each crystal or volume element, with
the frame of reference always given by the local crys-
tallographic frame. An inverse pole figure is obtained
by plotting the results of all of these projections
together.

Figure 3.5 shows the normal-direction inverse pole
figures for samples with the three textures shown in
Fig. 3.4, namely, the cube, copper, and brass textures.
Since the frame of reference for an inverse pole fig-
ure is always defined by the local crystal orientation,
the symmetry of the crystals is reflected in the inverse
pole figures. As indicated by the fine lines in Fig. 3.5(a,
c, e), the cubic crystal symmetry of the samples with
these textures divides the projections into twenty-four
stereographic triangles, each containing identical ori-
entation information. The crystal symmetry is exact,
rather than statistical, as is the case for sample sym-
metry, allowing the entire inverse pole figure to be

Fig. 3.4 {111} pole figures
for (a) a cube texture, (b) a
copper texture, and (c) a brass
texture. “ND” and “RD”
correspond to the “normal
direction” and the “rolling
direction,” respectively, of a
sample deformed by rolling
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Fig. 3.5 Normal-direction inverse pole figures for the three tex-
tures in Fig. 3.4. The inverse pole figure at the top of a given col-
umn is divided into twenty-four stereographic triangles, with the
standard stereographic triangle outlined. This triangle appears
alone at the bottom of the column. Miller indices in the figure

refer to directions in the local crystallographic frame. (a) A cube
texture, and (b) the standard stereographic triangle of the cube
texture. (c) A copper texture, and (d) the standard stereographic
triangle of the copper texture. (e) A brass texture, and (f) the
standard stereographic triangle of the brass texture

recovered exactly from any one of the stereographic
triangles. Hence, the twenty-four-fold redundancy
strongly encourages presentation by a single stereo-
graphic triangle. The standard stereographic triangle of
the cubic system is that containing the crystallographic
directions {hkl} for which l ≥ h ≥ k ≥ 0, which we
have outlined using bold lines in Fig. 3.5. The
usual presentation of an inverse pole figure provides
only this standard stereographic triangle, as shown
in Fig. 3.5(b, d, f).

It is important to remember that pole figures and
inverse pole figures do not explicitly indicate the orien-
tations of crystals in a polycrystalline sample, only the
orientations of selected crystalline planes or directions.
As suggested by Fig. 3.1, these constructions represent
only a fraction of the orientation information that is
accessible via EBSD. Occasionally, multiple pole fig-
ures, each of a different crystallographic axis, may be
presented as a means of illustrating texture; however,
there is no explicit means to identify the points on two
pole figures originating from a single crystal. There
do exist highly developed methods for determining the
most probable crystal orientation distribution consis-
tent with the pole figures of multiple crystallographic
planes (Bunge 1993), but in general pole figures unnec-
essarily discard a great deal of the available orientation
information. Therefore, methods of texture representa-
tion that accurately reflect the orientations of crystals,

rather than of their planes, are frequently more useful
than representation by pole figures.

3.4 Discrete Orientations

Any real, orthogonal, three-by-three matrix of deter-
minant one corresponds to a proper rotation of space
in the active convention. The group of rotation matri-
ces with these properties is often considered to be the
canonical parameterization of rotations, partly due to
the simplicity of applying a rotation matrix to either a
vector or to another rotation matrix via the matrix prod-
uct. As a result, rotation matrices are quite convenient
for the algebraic manipulation of discrete orientations;
on the other hand, the visualization of a collection of
orientations via rotation matrices is rather difficult.

A unique description of an orientation in
three dimensions requires only three independent
parameters (Wigner 1959). If these can be identified,
they can be taken as coordinates of a three-dimensional
group space in which individual orientations appear
as points. In the case of rotation matrices, each matrix
contains nine components. While the direct use of
these nine components to form a nine-dimensional
group space is unreasonable, there is no obvious way
to use only three of the matrix components to represent
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an orientation (though there is some motivation for
using six [Hopf 1940; Stuelpnagel 1964]). A related
difficulty lies in interpreting the physical effect of a
rotation matrix; at least to the current authors, this
is not transparent except in the simplest cases. The
regrettable result is that the use of this convenient
and familiar parameterization of rotations is sharply
restricted to the algebraic manipulation of discrete
orientations, rather than to their visualization.

Partly for this reason, the materials science com-
munity employs a number of other parameterizations
side by side with rotation matrices, each with their own
particular advantages and weaknesses. The analysis of
texture information requires familiarity with the most
common parameterizations in order to be able to select
the most appropriate one for the application at hand.
We provide a brief overview of these parameterizations
in this section, with particular emphasis on their rela-
tive strengths.

3.4.1 Axis-Angle Parameters

A theorem ascribed to Euler states that every displace-
ment of a sphere with a fixed center is equivalent to
some rotation of that sphere about an axis by an angle
(Euler 1776). Although this description of a rotation
requires four parameters, three for the coordinates of
the unit vector n pointing along the axis of rotation and
one for the angle ω, it has the advantage that the phys-
ical effect of a rotation described by an axis and angle
is easily visualized (see Fig. 3.6[a]). These four param-
eters may be reduced to three without loss of informa-
tion by observing that the constraint on the length of
n allows only two of its three coordinates to be cho-
sen independently. For instance, n may be expressed
in terms of the spherical coordinates θ and φ, at the
expense of introducing an asymmetry into the param-
eters which is inherent to the spherical coordinate sys-
tem. As pointed out by Frank (1988), a more sym-
metric method for combining these four parameters
into three is to multiply n by a simple monotonically
increasing function f (ω):

s = n f (ω). (3.5)

Varying the function f (ω) converts the quantity s into
various neo-Eulerian mappings. The close relationship

Fig. 3.6 Relationship of the vector n and angle ω to the param-
eters of a neo-Eulerian mapping. (a) The result of any series of
rotations is equivalent to some rotation performed about an axis
parallel to n by an angle ω. The vector n can be written in terms
of the spherical angles θ and φ. (b) The corresponding point
in the group space of a neo-Eulerian mapping with parameters
s = n f (ω). The result is nearly as straightforward to interpret as
the description using n and ω directly

between the axis and angle of a rotation and the corre-
sponding point in the group space of one of these neo-
Eulerian mappings is illustrated in Fig. 3.6.

The simplest function of this type is the rotation
angle itself. The vector a then points in the same direc-
tion as the axis of rotation and scales linearly in length
with the rotation angle:

a = nω. (3.6)

We refer to the components of a, and not the four
parameters of the separate axis and angle of rotation,
as the axis-angle parameters because their behaviour
is more reasonable for small rotations and because
they appear more often in the literature. Since n may
point in any direction and ω is constrained to the val-
ues 0 ≤ ω ≤ π , the group space of these parameters
is a solid ball of radius π . Each point on the interior
of this ball corresponds to a unique rotation, and dia-
metrically opposed points on the surface correspond to
the same two-fold rotation. While the redundant points
can be removed by excluding certain portions of the
surface (Altmann 1986), the topological properties of
the space allow small variations in a physical ori-
entation to correspond to discontinuous changes in
the axis-angle parameters as a point jumps from one
part of the group space to another. This behaviour is
rather inconvenient from the standpoint of numerical
calculations.

A more serious drawback of the axis-angle param-
eterization is the complexity of the multiplication
law, or the formula required to calculate the single
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rotation equivalent to two rotations performed in
succession. This difficulty may be addressed by more
deliberate selection of the function multiplying n,
which provides neo-Eulerian parameterizations with
simpler combination laws and certain other useful
properties. As a result, the simplicity of the axis-angle
parameterization is useful when introducing certain
ideas concerning the rotation group, but this parameter-
ization is rarely used for the representation of texture
due to the existence of more attractive alternatives.

3.4.2 Rodrigues Vectors

The Rodrigues vector parameterization is a neo-
Eulerian mapping introduced into the discussion of
texture by Frank (1988). The three parameters of a
Rodrigues vector are constructed by multiplying n by
the tangent of half of ω:

r = n tan(ω/2). (3.7)

As with all of the neo-Eulerian parameterizations, this
vector points in the same direction as the axis of rota-
tion and increases monotonically in length with the
rotation angle ω for angles 0 ≤ ω ≤ π . Hence, the
interpretation of a Rodrigues vector, as with the axis-
angle parameters, is nearly as simple as that of the axis
and angle of a rotation directly. One disadvantage of
this parameterization, though, is that the magnitude
of a Rodrigues vector diverges as the rotation angle
approaches π , meaning that a binary rotation cannot be
represented with a Rodrigues vector. Furthermore, the
unbounded group space brings into question the feasi-
bility of visualizing a texture as a collection of points
distributed throughout an infinite volume.

Nevertheless, certain properties of Rodrigues vec-
tors make this parameterization quite favorable for
the presentation of texture information. These may
be derived from the multiplication law for rotations
expressed as Rodrigues vectors; the result of a rotation
rB followed by a rotation rAis determined by (Moraw-
iec and Field 1996):

rArB = rA + rB + rA × rB

1 − rA · rB
, (3.8)

which is a slight rearrangement of the form appearing
in the literature. Apart from its relative simplicity, the

particular advantage of this multiplication law is that
it may be used to show that the trajectory for a con-
tinuing rotation about a single axis is a straight line in
the Rodrigues space, regardless of the orientation of
the reference frame; similarly, any change of the ref-
erence frame transforms a line into another line, and a
plane into another plane (Frank 1988). The benefit of
these properties becomes apparent when considering
the effect of symmetry on the group space.

The presence of sample or crystal symmetry parti-
tions the group space into distinct regions known as
fundamental zones, defined by the requirement that
they contain a unique point for every physically dis-
tinguishable orientation of a crystal. That is, a given
fundamental zone contains only one of the points
corresponding to the set of symmetrically equivalent
rotations Si OC j . The presence of symmetry thereby
reduces the matter of visualizing the group space to
that of a single fundamental zone, since all of the
texture information is contained in each fundamental
zone. While for most parameterizations the surfaces of
these fundamental zones are curved, it follows from
Equation (3.8) that the boundaries of the fundamen-
tal zones in Rodrigues space are always planar (Frank
1988). The specific forms of these fundamental zones
have been derived for a variety of crystal and sample
symmetries, and are generally finite and bounded by
planar surfaces (Heinz and Neumann 1991; Morawiec
and Field 1996). For materials with sufficiently high
crystal symmetry, this has encouraged the presentation
of texture information in two dimensions by equidis-
tant planar sections of the fundamental zone. This pre-
sentation is used in Fig. 3.7 for a collection of ori-
entations from a copper textured material with cubic
crystal symmetry. Figure 3.7(a) displays the orienta-
tions in the cubic fundamental zone, and Fig. 3.7(b)
gives the conventional sections of this space in two
dimensions.

3.4.3 Quaternions

Although quaternions often receive less notice than
other parameterizations, their attractive mathematical
properties have proven indispensable for a number of
subjects with particular relevance to the analysis of
information accessible via EBSD. For example, Grim-
mer used quaternions extensively to develop the theory
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Fig. 3.7 A collection of discrete orientations from a copper tex-
tured material with cubic crystal symmetry, depicted in the fun-
damental zone of Rodrigues space. (a) The cubic fundamental
zone containing the origin is a truncated cube with six octagonal
faces and eight triangular faces. (b) The distribution is conven-
tionally plotted in equidistant sections perpendicular to the r3

axis

of coincident cite lattices (Grimmer 1973, 1974), and
they appear in the extension of coincident site lattice
theory to triple junctions as performed by Gertsman
(2001a, b). Others have used them to determine the
mean orientation of a grain as calculated from multiple
EBSD measurements (Glez and Driver 2001; Humbert
et al. 1996).

A quaternion q is often interpreted as a vector in
four-dimensional space. For the study of rotations, the
quaternions of interest satisfy the normalization con-
straint q2

0 + q2
1 + q2

2 + q2
3 = 1, which is assumed in

the following. A quaternion is then related to the quan-
tities n and ω of a rotation by:

q = (q0, q) = [cos(ω/2), n sin(ω/2)], (3.9)

where q0 and q are conventionally referred to as the
scalar and vector parts of the quaternion, respectively.
While the description of a three-dimensional rotation
requires three parameters and a quaternion contains
four, we observe that a rotation is completely spec-
ified by just the vector part q, which may be inter-
preted as a neo-Eulerian mapping. Although the scalar
part q0 appears redundant, the properties of this four-
component parameterization strongly encourage the
use of the parameter q0 as well, at the price of a lit-
tle redundancy.

As normalized vectors in four-dimensional space,
quaternions inhabit the region defined as the set of

points at a distance of one from the origin, i.e., the
unit sphere in four dimensions (or S3, for those famil-
iar with this notation). Exactly as for a sphere in
three dimensions, there is no closed path on the unit
sphere in four dimensions that contains a discontinu-
ous change in the values of the quaternion components;
the discontinuous change in the values of the axis-
angle and Rodrigues vector parameters for rotations in
the vicinity of ω = π is simply not present. By includ-
ing all of the quaternions on this hypersphere, though,
every physical orientation is represented twice. Equa-
tion (3.9) indicates that given a quaternion +q, increas-
ing ω by 2π results in the antipodal quaternion –q with
the signs of all the components reversed. Although
these quaternions correspond to distinct rotations, they
clearly result in the same physical orientation (meaning
that one may consider the space inhabited by orienta-
tions as RP3). This may be interpreted as resulting from
the trivial symmetry of three-dimensional space, that
is, a rotation by 2π about any axis results in an indis-
tinguishable orientation. As in Rodrigues space, the
presence of symmetry partitions the quaternion group
space into distinct fundamental zones. Actually, Heinz
and Neumann derived the boundaries of these regions
in Rodrigues space from the properties of the quater-
nion group space (Heinz and Neumann 1991). The
symmetry through a rotation by 2π identifies the fun-
damental zones as one half of the unit sphere, and we
select the half with positive values of q0 for the repre-
sentation of textures. Hence, the parameterization of a
single orientation by two quaternions is not a particu-
larly serious obstacle.

The advantage of writing the quaternion in Equa-
tion (3.9) in terms of half-angle trigonometric func-
tions (and thereby introducing the redundancy in +q
and −q) rather than full-angle functions is that this
form permits the multiplication law to be written in an
exceptionally simple form; a rotation expressed by the
quaternion qB followed by qA results in the quaternion
given by (Altmann 1986):

[qA0, qA][qB0, qB]
= [qA0qB0 − qA·qB, qA0qB + qB0qA + qA × qB],

(3.10)

where quaternions operate to the right. The simplicity
of this multiplication law lies in the fact that the com-
ponents of the resulting quaternion are all linear func-
tions of the components of qB and qA. Although this is
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a feature of other parameterizations as well (e.g., rota-
tion matrices), the quaternion parameterization is the
parameterization of smallest dimension with this prop-
erty (Stuelpnagel 1964). With respect to numerical cal-
culations, this type of multiplication law tends to be
efficient and robust, and there is some indication that
quaternions may even be preferable to rotation matri-
ces for this purpose (Funda et al. 1990).

There remains the matter of visualizing a collec-
tion of points embedded in a four-dimensional space,
i.e., of the necessity of projecting from four dimen-
sions to three, and from three dimensions to two.
While there are many projections of the quaternion
group space with q0 ≥ 0 into three dimensions, we
mention only the orthographic and gnomic projec-
tions (stereographic and equal-volume projections into
three dimensions should generally be considered as
well, though the formulas for these are slightly more
complex [Frank 1988; Neumann 1992]). The first, the
orthographic projection, follows from the observation
that the vector part q of a quaternion q resembles a
neo-Eulerian mapping, for which all orientations may
be plotted in the analog of the representative spher-
ical volume in Fig. 3.6(b). This method is attractive
because there is little additional computation involved,
and knowledge of the vector part allows the final com-
ponent of the quaternion to be quickly reconstructed
by applying the normalization constraint. An example
of this representation for the crystal orientations in a
copper textured material with cubic crystal symmetry
is shown in Fig. 3.8 (a).

Meanwhile, the gnomic projection converts a
quaternion to the corresponding Rodrigues vector. The
projection is performed simply by dividing the vector
part of a quaternion by the scalar part, or r = q/q0.
This suggests that orientation measurements may be
analyzed as quaternions and easily projected to the
Rodrigues space as a final step for the purpose of visu-
alization.

The parameterizations resulting from the projec-
tions suggested above are clearly neo-Eulerian, mean-
ing that a vector within the three-dimensional group
space points along the axis of rotation and scales
monotonically with the rotation angle. In particular,
the value of the rotation angle is constant within a
given spherical shell centered on the origin of any
neo-Eulerian parameterization. This suggests that the
axis and angle of rotations represented by points in
any neo-Eulerian group space will be easily identi-

Fig. 3.8 A collection of discrete orientations from a copper tex-
tured material with cubic crystal symmetry, depicted in (a) the
three dimensions inhabited by the vector part q of a quaternion
q, and (b) in two dimensions as a collection of stereographic
projections of concentric spherical shells of the space in (a).
This presentation is naturally suited to the spherical shape of the
space, and has the advantage that the rotation angle is constant
within a given spherical shell, promoting an intuitive interpreta-
tion of points displayed in this format

fied when the space is sectioned into concentric spher-
ical shells at constant intervals of rotation angle. We
use this presentation in Fig. 3.8(b) by sectioning the
orthographic projection of Fig. 3.8(a) into concentric
spherical shells. Since the symmetry of this texture ren-
ders the upper and lower hemispheres identical, we
use the stereographic projection (given in Equation
3.4) to project only the upper hemispheres into two
dimensions. When this symmetry is not present, the
upper and lower hemispheres may be plotted side by
side. Points within a given stereographic projection in
Fig. 3.8(b) correspond to a particular interval of rota-
tion angle, and their location within the projection indi-
cates the orientation of the rotation axis.

The quaternion parameterization offers some
notable advantages, at the price of requiring four
parameters instead of three. For example, the quater-
nion group space includes points for all distinct
orientations, and does not contain discontinuities in
the parameter values along any trajectory through the
space; these cannot simultaneously be properties of
any three-dimensional parameterization (Stuelpnagel
1964). Furthermore, the bilinearity of the multipli-
cation law markedly simplifies many functions of
orientation when expressed in the quaternion coordi-
nates. The primary obstacle to the use of quaternions
is the perceived difficulty in visualizing the group
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space, though as shown in Fig. 3.8, this is not actually
as difficult as might be expected. While several other
reasons strongly supporting the use of quaternions in
the field of texture analysis exist, these will be become
apparent only in the section on continuous orientation
distribution functions.

3.4.4 Euler Angles

Of the options enumerated in this chapter, the Euler
angle parameterization is the one most conventionally
used for the analysis and presentation of texture infor-
mation. Instead of deriving from an axis and angle
of rotation, this parameterization describes the relative
orientation of two coordinate systems with three pas-
sive rotations (we follow the passive convention with
the Euler angles in order to conform to the major-
ity of the literature on the subject). These rotations
are performed about the z, x ′, and z′′ axes, with rota-
tion angles given by the three Euler angles ϕ1, Φ, and
ϕ2, respectively (Bunge 1993). Applying these rota-
tions in the determined sense and order brings one
of the coordinate systems into coincidence with the
other, as indicated in Fig. 3.9. Meanwhile, plotting the
Euler angles on orthogonal axes forms a group space
that is 2π -periodic along all three axes. Since, in this

Fig. 3.9 Definition of the orientation of a coordinate system,
following the conventional interpretation of the Euler angles.
The orientation is determined as the result of three consecutive
rotations, performed about the z, x ′, and z′′ axes by the angles
ϕ1, Φ, and ϕ2, respectively

Fig. 3.10 A collection of discrete orientations from a copper
textured material with cubic crystal symmetry, depicted in Euler
angle space. (a) The conventional volume used for cubic crys-
tal symmetry and orthorhombic sample symmetry is bounded by
planar surfaces, but contains three fundamental zones. (b) The
distribution is conventionally plotted in equidistant sections per-
pendicular to the ϕ2 axis

space, a cube of edge length 2π contains two points
for every orientation, the Euler angles are generally
restricted to the values 0 ≤ ϕ1 < 2π , 0 ≤ Φ ≤ π , and
0 ≤ ϕ2 < 2π to remove the redundant points. Cubic
crystal symmetry and orthorhombic sample symme-
try reduce the fundamental zone still further, though
the resulting surface in Euler angle space is invari-
ably curved. For this reason, the region defined by 0 ≤
ϕ1 ≤ π/2, 0 ≤ Φ ≤ π/2, and 0 ≤ ϕ1 ≤ π/2 is often
selected instead for these symmetries, despite the fact
that this region contains three points for every orienta-
tion (Wenk and Kocks 1987). The benefit of this choice
is that the planar surfaces permit a natural presenta-
tion in two dimensions by a series of parallel sections,
conventionally selected perpendicular to the ϕ2 axis.
This is the method used in Fig. 3.10 for a collection
of orientations from a copper textured material with
cubic crystal symmetry, where Fig. 3.10(a) displays
the orientations in the Euler angle group space, and
Fig. 3.10(b) presents the corresponding conventional
two-dimensional sections.

One conspicuous feature of this definition is its
asymmetry (Frank 1988). While the neo-Eulerian
parameterizations do not single out any particular
direction in space, the Euler angles more naturally
describe rotations about the x and z axes than about
the y axis. This asymmetry has a number of repercus-
sions, among which is the presence of a singularity
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in the definition of certain rotations, and therefore a
singularity in the group space (Siemens et al. 2007;
Stuelpnagel 1964). This occurs for rotations about the
z axis, for which Φ = 0. When this Euler angle van-
ishes, all ϕ1 and ϕ2 for which ϕ1 + ϕ2 is constant result
in the same orientation. Particularly concerning is that
this non-uniqueness applies to the identity operation
(the non-rotation) as well; the rotation group is a Lie
group, and this requires any proper parameterization
of the rotation group to be reasonably behaved in the
region around the identity (Gilmore 1974). The singu-
larity often appears in functions of orientations param-
eterized by the Euler angles as well; for example, the
multiplication law for Euler angles (Varshalovish et al.
2008) and the kinematic equations (Stuelpnagel 1964)
each contain a singularity when Φ = 0.

More pragmatically, interpreting an orientation
parameterized by Euler angles is not as simple as for
the neo-Eulerian parameterizations. One of the rea-
sons for this difficulty is that instead of a single rota-
tion, as with the alternatives outlined in the previous
sections, the Euler angles require one to envision the
result of three consecutive rotations. Furthermore, the
effect of any of these rotations is not specified by a
single Euler angle, but depends on the preceding rota-
tions because of the use of the passive convention. The
situation is mollified slightly by recognizing that the
first two Euler angles can be interpreted as a variety
of spherical coordinates for the z′′ axis with respect
to the initial coordinate system. The x ′′ axis may then
be established by following the construction given by,
e.g., Wenk and Kocks (1987). Despite this interpreta-
tion, though, the current authors find the neo-Eulerian
parameterizations far simpler.

3.5 Orientation Distribution Functions

Traditionally, diffraction techniques lacked the spatial
resolution to measure the orientations of individual
crystals; instead, a diffraction pattern provided prob-
abilistic information about the orientations of many
grains within the diffracting region. This information
could be used to construct an orientation distribu-
tion function, indicating the probability of finding a
volume element within the material with a particular
crystalline orientation. Often, a continuous probability
distribution of this type is actually more useful for

the analysis of texture information than discrete
orientation measurements. More specifically, given
a set of continuous functions with a few particular
properties, any collection of discrete orientation
measurements may be accurately approximated as a
linear combination of these functions. The coefficients
in this expansion then give an efficient and compact
expression of a texture. Indeed, this relatively simple
principle is the foundation for the whole of classical
texture analysis (Bunge 1993), and continues to
motivate recent developments as well, including,
e.g., microstructure sensitive design, as discussed in
Chapters 12 and 13 of this book.

3.5.1 Circular Harmonics

The expansion of an arbitrary, square-integrable func-
tion f (φ) defined on the unit circle as an infinite lin-
ear combination of sines and cosines, i.e., as a Fourier
series, is well known. We write the normalized, real
circular harmonics as:

Xmc = 1√
π

cos(mφ)

Xms = 1√
π

sin(mφ), (3.11)

with integer index 1 ≤ m; for m = 0, X0s vanishes and
X0c = 1/

√
2π . This notation allows the expansion of

f (φ) to be written in the form:

f (φ) = f 0c X0c +
∞∑

m=1

( f mc Xmc + f ms Xms),

(3.12)
where the coefficients are determined by the inner
product of the function f (φ) with the corresponding
basis function, or:

f mc =
2π∫

0

f (φ)Xmcdφ

f ms =
2π∫

0

f (φ)Xmsdφ. (3.13)

Our purpose in reproducing these formulas is not to
instruct in the principles of their use, but rather to pro-
vide a sense of continuity with harmonics of a more
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direct interest to the representation of texture, namely,
the harmonics on the unit sphere and unit hypersphere.

3.5.2 Spherical Harmonics

Whereas a point on a unit circle is specified by a single
angle φ, a point on a unit sphere is specified by two, the
polar 0 ≤ θ ≤ π and azimuthal 0 ≤ φ < 2π angles.
Now, since the transition from two dimensions to three
involves the addition of the z axis, and a sphere may be
considered as a progression of circles centered on and
perpendicular to the z axis, one expects the spherical
harmonics to be constructed from circular harmonics
modulated by a function of z. This is exactly the case,
as is clear from the real spherical harmonics:

Y mc
l = (−1)m

√
(2 l + 1)(l − m)!

2(l + m)!
Pm

l (cos θ )Xmc

Y ms
l = (−1)m

√
(2 l + 1)(l − m)!

2(l + m)!
Pm

l (cos θ )Xms,

(3.14)
with integer indices 0 ≤ l and 1 ≤ m ≤ l; when m =
0, Y 0s

l vanishes and Y 0c
l is divided by

√
2 to preserve

the normalization. These functions contain the circular
harmonics from Equation (3.11), an associated Leg-
endre function Pm

l of z = cos θ (defined in Bateman
and Erdélyi [1953]; Gradshtein et al. [2000]), and a
normalizing expression. With the spherical harmonics
in hand, any square-integrable function f (θ, φ) on the
surface of a sphere may be written as a linear combi-
nation in the form:

f (θ, φ) =
∞∑

l=0

[

f 0c
l Y 0c

l +
l∑

m=l

( f mc
l Y mc

l + f ms
l Y ms

l )

]

,

(3.15)
where the coefficients are determined by the inner
product of the function f (θ, φ) with the correspond-
ing basis function, or:

f mc
l =

2π∫

0

π∫

0

f (θ, φ)Y mc
l sin θd θd φ

f ms
l =

2π∫

0

π∫

0

f (θ, φ)Y ms
l sin θd θd φ. (3.16)

While Equation (3.15) is an exact expansion for
f (θ, φ), the calculation of an infinite number of coeffi-
cients is not particularly practical. Instead, the expan-
sion is always performed with a finite number of terms
by limiting the index l to values less than or equal
to lmax; this smoothes the resulting approximation,
although limiting the number of terms occasionally
introduces spurious peaks or valleys as well.

The smoothing performed by limiting the number
of terms makes this expansion a convenient method
for finding an approximation to a collection of points
on the surface of a sphere, as, for instance, the dis-
crete poles for a given crystallographic plane. When
normalized, the resulting function is interpreted as the
probability density function of observing a pole in a
particular area of the sphere’s surface. We follow this
procedure to calculate the probability density functions
for the three {111} pole figures of Fig. 3.4, and plot the
results in stereographic projection in Fig. 3.11.

Fig. 3.11 {111} pole figures of the continuous pole distribu-
tions for (a) a cube texture, (b) a copper texture, and (c) a brass
texture, corresponding to the respective discrete pole figures in
Fig. 3.4. The distribution functions are determined by Equa-
tion (3.15), with lmax = 15. Regions of finite probability density

appear in some areas that are empty in the corresponding discrete
pole figures because of the use of a limited number of terms,
while regions of negative probability density were removed by
applying a positivity constraint
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3.5.3 Hyperspherical Harmonics

The transition from the sphere to the hypersphere is
analogous to that from the circle to the sphere; a
point on the unit hypersphere is specified by three
angles, namely, the hyperspherical angle 0 ≤ α ≤ π

where α = ω/2, along with the spherical angles 0 ≤
θ ≤ π and 0 ≤ φ < 2π . The equations relating these
angles to the four coordinates w, x, y, and z of four-
dimensional space (refer to, e.g., Domokos [1967];
Hicks and Winternitz [1971]) indicate that a unit
hypersphere may be considered as a progression of
spheres along the w axis. Exactly as with the spher-
ical harmonics, one expects the hyperspherical har-
monics to be constructed from spherical harmonics
in hyperplanes perpendicular to the w axis, modu-
lated by a function of w. This is visible in the formu-
las for the real hyperspherical harmonics (Mason and
Schuh 2008):

Zmc
nl = (−1)l2l l!

√
2

π

(n + 1)(n − l)!

(n + l + 1)!

× (sin α)lCl+1
n−l (cos α)Y mc

l (θ, φ)

Zms
nl = (−1)l2l l!

√
2

π

(n + 1)(n − l)!

(n + l + 1)!

× (sin α)lCl+1
n−l (cos α)Y ms

l (θ, φ),

(3.17)

with integer indices 0 ≤ n, 0 ≤ l ≤ n, and 1 ≤ m ≤ l;
when m = 0, Z0s

nl vanishes and Z0c
nl is divided by

√
2

to preserve the normalization. The formulas for the
hyperspherical harmonics contain the spherical har-
monics of Equation (3.14), a Gegenbauer polynomial
Cl+1

n−1 of w = cos α (defined in Bateman and Erdélyi
[1953]; Gradshtein et al. [2000]), and a normalizing
expression. The expansion of any square-integrable
function on the unit hypersphere is given in terms of
these harmonics by:

f (α, θ, φ) =
∞∑

n=0

n∑

l=0[

f 0c
nl Z0c

nl +
l∑

m=1

( f mc
nl Zmc

nl + f m
nl Zms

nl )

]

.

(3.18)

Provided that the function is real, the coefficients of
this expansion are real as well, and are given by the
inner products:

f mc
nl =

2π∫

0

π∫

0

π∫

0

f (α, θ, φ)Zmc
nl sin2 αd α sin θd θd φ

f ms
nl =

2π∫

0

π∫

0

π∫

0

f (α, θ, φ)Zms
nl sin2 αd α sin θd θd φ.

(3.19)

Since the quaternion group space is precisely the sur-
face of the unit hypersphere, this expansion allows us
to find a smooth and analytic function for the proba-
bility density of a distribution of crystal orientations
written as quaternions, i.e., a texture. As for the spher-
ical harmonics, the number of terms in the expansion
is reduced to a finite number by limiting the index n
to values less than or equal to nmax; this introduces the
same type of smoothing and oscillations as does the
limitation in l for the expansion of functions on the sur-
face of a sphere.

Fig. 3.12 Continuous quaternion distribution for the crystal
orientations in a copper textured material, corresponding to the
collection of discrete quaternions in Fig. 3.8. The distribution
function is determined by Equation (3.18), with nmax = 24. (a)
A single contour of the distribution function in the space of the
vector part q of a quaternion q. (b) The distribution function,
shown in two dimensions as stereographic projections of con-
centric spherical shells of the space in (a). Regions of finite prob-
ability density appear in some areas that are empty in Fig. 3.8(b)
because of the use of a limited number of terms, while regions
of negative probability density were removed by applying a pos-
itivity constraint
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As an examination of the degree to which Equa-
tion (3.18) is able to reproduce the details of a dis-
crete orientation distribution, we apply the expan-
sion to the collection of discrete quaternions in Fig.
3.8. The result is given in Fig. 3.12, and indicates
that despite the inevitable inaccuracies introduced by
limiting the number of terms, the probability den-
sity function reflects the distribution of the orienta-
tion measurements quite accurately. Though this form
of analytic expression for a texture has only recently
been presented (Mason and Schuh 2008), the guid-
ing principle follows naturally from the well-known
expansions of functions on the circle and the sphere
using the circular harmonics and spherical harmonics,
respectively.

3.5.4 Generalized Spherical Harmonics

One reason that textures have not historically been
treated as quaternion distributions is that Bunge, often
thought of as the founder of modern texture analysis,
instead considered textures as probability density func-
tions in Euler angle space (Bunge 1993). Since the
definition of the Euler angles precludes their interpre-
tation as angular coordinates on the surface of a famil-
iar geometrical shape, the basis functions for the Euler
angles are generally considered to reside in the space
formed by placing the three Euler angles on orthogo-
nal coordinate axes, as in Fig. 3.10(a). These functions,
known as the generalized spherical harmonics, resem-
ble the product of two complex spherical harmonics
with a shared index l and polar angle Φ, and are given
by (Bunge 1993):

T mn
l = eimϕ2 Pmn

l (cos Φ)einϕ1 , (3.20)

with integer indices 0 ≤ l, −l ≤ m ≤ l, and −l ≤ n ≤
l. The function Pmn

l is occasionally referred to as a
generalized associated Legendre function (a definition
and derivation are provided in, e.g., Vilenkin [1968]).
One practical difference with the hyperspherical har-
monics of Equation (3.17) is that the generalized spher-
ical harmonics are complex instead of real, meaning
that the expansion of a function as a linear combina-
tion of the generalized spherical harmonics generally
requires complex coefficients.

A square-integrable function f (ϕ1, Φ, ϕ2) defined
within the Euler angle space is expanded as (Bunge
1993):

f (ϕ1, Φ, ϕ2) =
∞∑

l=0

l∑

m=−l

l∑

n=−l

Dmn
l T mn

l , (3.21)

with complex coefficients Dmn
l . The coefficients of this

expansion are found by taking the inner product of
the function with the appropriate generalized spherical
harmonic (Bunge 1993):

Dmn
l = (2 l + 1)

2π∫

0

2π∫

0

π∫

0

f (ϕ1, Φ, ϕ2)

× T ∗mn
l

sin Φ

8π2
dΦdϕ1ϕ2,

(3.22)

where the factor of (2 l + 1) arises from the fact that the
inner product of a generalized spherical harmonic with
itself is not one, and ∗ indicates the complex conju-
gate. The labor required to calculate these coefficients
is reduced to practical limits by including in the expan-
sion only terms with l less than or equal to some lmax,
at the expense of some accuracy.

The normalized, strictly positive function f (ϕ1, Φ,

ϕ2) may always be interpreted as the probability den-
sity of an orientation occurring in the region of ϕ1,
Φ, and ϕ2 in Euler angle space. This expansion was
applied to the discrete orientations given as points in
the Euler angle space in Fig. 3.10, and the result is
shown in Fig. 3.13. The single contour of the distri-
bution function in Fig. 3.13(a) makes clear the inter-
pretation of the copper texture as a “tube” through the
Euler angle space, while the two-dimensional format
used in Fig. 3.13(b) is the traditional means of report-
ing a texture graphically in the literature.

3.5.5 Symmetrized Harmonics

While the four expansions outlined in this section
apply to any square-integrable function defined on the
appropriate space, the function of interest is usually
not arbitrary. An orientation distribution function must
reflect the crystal and sample symmetries of the mate-
rial being considered. The knowledge that this func-
tion is subject to certain symmetries is quite valuable,
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Fig. 3.13 Continuous Euler angle distribution for the crystal
orientations in a copper textured material, corresponding to the
collection of discrete orientations in Fig. 3.10. The distribution
function is determined by Equation (3.21), with lmax = 12. (a)
A single contour of the distribution function in the conventional
volume used for cubic crystal symmetry and orthorhombic sam-
ple symmetry. (b) The distribution function, sectioned perpen-
dicular to the ϕ2 axis. Regions of finite probability density appear
in some areas that are empty in Fig. 3.10(b) because of the use of
a limited number of terms, while regions of negative probability
density were removed by applying a positivity constraint

since it allows one to use significantly fewer terms in
the expansion than for the general case. The essential
idea is that it is only necessary to use the symmetrized
harmonics, or those linear combinations of harmon-
ics that reflect the symmetries of the system. Any lin-
ear combination of the symmetrized harmonics must
reflect these same symmetries, and furthermore, any
square-integrable function with these symmetries may
be decomposed into a linear combination of the sym-
metrized harmonics. Since the number of symmetrized
harmonics is usually just a fraction of the number of
general harmonics (and decreases further as the sym-
metry increases), the reduction in the number of coef-
ficients to calculate is often considerable.

As an example, consider the rotation of a circle
about an axis perpendicular to the plane of the circle
and passing through its center. If this is a k-fold axis,
then the symmetrized circular harmonics are those of
Equation (3.11), with m equal to an integer multiple
of k. Requiring a function on the circle to conform to
this symmetry causes the coefficients of its expansion
to vanish for all except these values of m, meaning that
the number of coefficients to be calculated is reduced
by a factor of k.

Fig. 3.14 An example of the reduction in the number of har-
monics contributing to the expansion of a function on the surface
of a sphere when cubic point group symmetry is present; blue
and red correspond to positive and negative values respectively.
(a) The nine spherical harmonics defined by Equation (3.14) for
l = 4. The value of the index m is given above the columns, with
the harmonic Y mc

l on the top and Y ms
l on the bottom of a given

column. (b) Only one linear combination of the single harmonics
in (a) satisfies the requirements of cubic point group symmetry,
reducing the number of coefficients to be calculated for l = 4 by
eight

The situation is more complicated for the spheri-
cal harmonics, since the increase in dimension allows
a particular point group symmetry to include multi-
ple rotations performed about different axes. While
the theory underlying the procedure is more involved
(refer to, e.g., Altmann and Cracknell [1965]; Mueller
and Priestley [1966]), the reduction in the number of
coefficients to calculate is considerable, as the exam-
ple given in Fig. 3.14 indicates. Of all the linear com-
binations of the nine spherical harmonics for l = 4
(Fig. 3.14[a]), only one combination satisfies the sym-
metry of the cubic point group (Fig. 3.14[b]). Further-
more, the ability to derive the symmetrized spherical
harmonics is not necessary to reap this benefit, since
tables are available that list the symmetrized spherical
harmonics (Altmann and Herzig 1994).

Of course, the symmetrization of the generalized
spherical harmonics and the hyperspherical harmonics
is of particular interest, because of the utility of these
functions in the expression of texture. Those interested
in the subject should refer to Bunge (1993) for the
symmetrization of the generalized spherical harmon-
ics, and to Mason and Schuh (2008) for the descrip-
tion of the symmetrization of the hyperspherical
harmonics.

3.6 Conclusion

The various representations outlined in this chap-
ter should be considered as methods for the com-
munication of textures, presumably of materials with
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advantageous properties or resulting from particular
processing procedures, as observed through EBSD.
That is, the representation of texture is fundamentally a
means to an end, though one that gives results in accor-
dance with the skill and respect with which it is used.
An appropriate selection of the available information,
given in a representation that clearly emphasizes the
qualities of interest, always reflects the researcher’s
efforts to disseminate his or her results for the benefit
of the research community. While this chapter is noth-
ing more than an outline of a rather extensive field, we
hope that the reader has gained some appreciation for
the representations of textures that are available, and
the fundamental role that they play in the understand-
ing of information acquired through EBSD.
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Chapter 4

Energy Filtering in EBSD

Alwyn Eades, Andrew Deal, Abhishek Bhattacharyya, and Tejpal Hooghan

4.1 Introduction

Most recent advances in EBSD have centered on
increasing automated indexing speed through the
prudent use of modern computing capabilities and
advances in camera technology. Post-processing rou-
tines are also becoming more encompassing and
robust. However, few significant gains have been made
towards obtaining a better understanding of the under-
lying physics of the phenomenon. The community’s
handle on the physics stems largely from lessons
learned in transmission electron microscopy (TEM)
and from electron channeling pattern (ECP) experi-
ments that, while very insightful, do not complete the
picture of EBSD. A better understanding of EBSD
physics may lead to significant advances in the tech-
nology. Accordingly, in this chapter we discuss our
efforts to investigate the formation of EBSD patterns
using an energy filter. Others have attempted to filter
patterns but we are aware of only one previous publi-
cation on the subject (Mancuso et al. 1994). There is
a whole field of work on understanding the formation
of backscatter diffraction patterns and the measure-
ment of energy-filtered patterns at much lower ener-
gies (typically up to 2 keV) than is usual for EBSD.
This research is related to surface science and Auger
spectroscopy. This work is reviewed in Pronin and
Gomoyunova (1998) and will not be discussed further
here.

A. Eades (�)
Department of Materials Science and Engineering, Lehigh
University, Bethlehem, PA,USA
e-mail: jae5@lehigh.edu

We describe experiments with an energy filter to
obtain patterns made with only those electrons with
energies above a selected cut-off. The following results
have been obtained: The Kikuchi contrast is stronger
in filtered patterns. The highest contrast is in pat-
terns formed with electrons having an energy some-
what below the beam energy. Backscattered electrons
of all energies are Bragg reflected and hence contribute
to the Kikuchi contrast of the patterns. However, not all
electrons contribute equally. Electrons very close to the
beam energy give less sharp Kikuchi contrast and elec-
trons far below the beam energy contribute Kikuchi
contrast with a higher diffuse background (i.e., with
a lower contrast). Filtering the pattern reduces both the
depth and the lateral extent of the region contribut-
ing to the pattern, and hence opens up the possibil-
ity of obtaining maps from materials with a smaller
grain size.

4.2 Background

In a scanning electron microscope, the electrons which
leave the sample (secondary electrons and backscat-
tered electrons) have a range of energies from the
energy of the incident beam down to zero. In EBSD
we are not concerned with the lowest energy electrons
(the secondary electrons) because they do not con-
tribute to the patterns. The fluorescent screen that is
used to acquire the EBSD pattern is usually coated with
a thin layer of metal to avoid charging effects in the
phosphors, which are insulators. The secondary elec-
trons do not penetrate through this metal layer, and
even if they did, the energy they would have would
not produce significant luminescence. Thus, only
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backscattered electrons are considered. The energy dis-
tribution of backscattered electrons depends on several
factors (Goldstein et al. 2003): sample tilt, composi-
tion, and the energy of the incident beam. The energy
distribution from several elements under some typical
EBSD conditions (70 degree tilt and a 15 keV beam) is
shown in Fig. 4.1.

Although some microscopists have expressed
doubts, the general character of this distribution of
energies of the backscattered electrons is widely
accepted, based both on the results of Monte Carlo
simulations and on the results of experiments. What
has been less clear is how the electrons across this
broad range of energies contribute to the Kikuchi
bands, which are the important feature of EBSD pat-
terns. Some authors have suggested that the electrons
which contribute most strongly to the Kikuchi contrast
are the electrons at the energy of the incident beam
(Wells 1999). Others (including the lead author of
this paper before the work described here was started)
have felt that electrons of all energies would con-
tribute equally to the contrast, so that the final pattern
would be a superposition of patterns of all the different
energies.

Clearly, for the understanding of EBSD patterns to
be improved it is desirable to have information regard-
ing the way in which electrons of different energies

Fig. 4.1 Graph of the number of electrons leaving the sample
versus their energy. The beam energy is 15 keV and the sample is
tilted to 70 degrees. The graph shows both experimental results
(solid symbols) and the results of Monte Carlo simulations (con-
tinuous lines). Since the experimental results were not measured
in absolute values, a normalization factor has been introduced
to match the overall level of the simulations and experiments.
(Neither the experiments nor the simulations include secondary
electrons)

contribute to the patterns. This requires energy filter-
ing. This chapter discusses energy filtering and the
results of studies using an energy filter. For example, it
will be shown that neither of the suggestions described
in the previous paragraph turns out to be correct.

4.3 Energy Filters

In a typical EBSD system the screen subtends a very
large angle at the sample. Since the distance from
the sample to the screen is often smaller than the
screen diameter, the angle subtended is generally much
greater than 50 degrees. In terms of electron optics, this
is enormous. Even with aberration correctors, cylindri-
cally symmetric electron lenses can handle only a few
degrees at most. Therefore, the designs of energy filters
that will serve in the transmission electron microscope
are of no use for filtering EBSD patterns. We are aware
of only one reasonably simple method for filtering pat-
terns with such a wide angular range, while keeping
the spatial distribution of the electrons: the use of a
retarding grid. The idea is that a fine conducting mesh
is deployed across the space traversed by the electrons.
This mesh is held at a fixed potential. Electrons with an
energy corresponding to a value above the mesh poten-
tial are transmitted while electrons with lower ener-
gies are turned back. This works well with one caveat:
for the energy cut-off to be sharp, the electrons must
approach the grid at normal incidence. If the electrons
are incident on the grid at a variety of angles, elec-
trons are rejected at different energies depending on
their angle. Moreover, the electrons that go through the
grid will be deflected from their original trajectories by
an amount that depends on the angle of incidence on
the grid. Hence a filter design that does not use nor-
mal incidence would give rise to EBSD patterns that
are distorted or destroyed.

There are other methods of retaining angular fidelity
while performing energy filtering. These methods have
generally been applied to analysis in surface science,
in photoelectron spectroscopy, for example (Daimon
and Matsui 2006; Broekman et al. 2005). The imple-
mentation of these spherical and toroidal filters for
application to EBSD would require their modification
to higher energies and would imply building a spe-
cial purpose instrument. A recent publication describes
such an instrument and its first results (Went et al.
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in press). We cannot envisage a device based on these
instruments being fitted as an addition to an existing
scanning electron microscope.

The principle of making a filter with a normal-
incidence grid has been employed for several decades
to perform LEED—low-energy electron diffraction
(for example: van Hove et al. 1986). In the LEED con-
figuration, the problem of achieving normal incidence
is handled by making the grid spherical with the center
at the electron source. Figure 4.2 shows a schematic
LEED configuration. As shown, there are three grids,
not one. The first grid is at ground potential so that the
electron trajectories are not affected by the potentials
present. The second grid is the filter grid; its poten-
tial is set so as to reject electrons of lower energy. The
third grid accelerates the electrons to a high poten-
tial so that when they strike the fluorescent screen
they have sufficient energy to produce a good signal.
In LEED this final acceleration is important because
the electrons from the sample are of a low energy (on
the order of 100 eV). For technical reasons, not rele-
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G3

F

I

A

B

Fig. 4.2 Schematic diagram of a LEED system. The incident
electron beam (I) is provided by an electron gun (not shown) and
is at normal incidence to the sample (S). The first grid (G1) is at
the same potential as the sample so that the trajectories are radial.
The second grid (G2) is set at the filter potential. Electrons with
energies above the potential of G2 (A) are transmitted, but elec-
trons with energies below this potential (B) are rejected. Elec-
trons that get through the retarding grid are accelerated by the
third grid (G3) to hit the fluorescent screen (F). Because of the
spherical geometry, the transmitted electrons travel in straight
lines

vant here, practical systems often use four grids rather
than three.

For present purposes, commercial LEED systems
have the inconvenience that they have the center of the
pattern blocked by the need to provide an electron gun
to put the incident beam at normal incidence to the
sample. The end result is that such systems are typi-
cally mounted on 6-inch or 8-inch UHV flanges, which
would be unsuitable for SEM use. Since an EBSD filter
does not require an electron gun, it might be possible
to make a much smaller unit. As far as we are aware,
this has not been attempted.

An alternative design developed by Staib Instru-
ments (2008) was the one used for the experiments
described here (Hooghan et al. 2004). In the Staib
design, the grid is flat. This has significant advantages
for manufacture, especially in a small system suitable
for filtering EBSD in the SEM. In order to have the
electrons incident on the flat grid at normal incidence,
electron lenses are incorporated in front of the grid.

In the Staib design there are two grids. The entrance
grid guarantees that there is a field-free region above
the sample and that the trajectories of the electrons
will be straight lines until they are through the grid.
Its function is much like that of the first grid in a
LEED system. Following the entrance grid, there are
two cylindrical electrodes. The potentials on these two
electrodes are set by the operator. The effect is to form
electrostatic lenses that focus the electrons, as shown
in Fig. 4.3, so that they are incident on the filter grid
at normal incidence. In that way the cut-off (produced
by the rejection of electrons with energy below the
potential on the filter grid) is sharp. In fact with a
20 keV beam it is estimated that the precision of the
cut-off is 10 eV. Following the filter grid, the elec-
trons are accelerated back to the beam energy prior
to incidence on the fluorescent screen. Between the
grid and the fluorescent screen is another cylindrical
electrode, the function of which is to minimize dis-
tortions in the pattern from edge effects. In practice,
the patterns are not very sensitive to the setting of this
electrode.

The advantages of this design are that it is com-
pact and can be fitted rather easily into an SEM with
a reasonably large port, and that it is simple and easy
to operate. A disadvantage is that the capture angle is
reduced to 30 degrees. Moreover, the focusing elec-
trodes can make the electrons at the cut-off energy inci-
dent on the grid at normal incidence, but electrons at
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Fig. 4.3 The energy filter used for the experiments described in
this chapter. (a) A schematic diagram showing the main compo-
nents of the filter. (b) A photograph of the filter at about the same

scale and with the components in approximately corresponding
positions

higher energies will be focused differently. The lenses
will be weaker for electrons of higher energy; this is
just chromatic aberration. The filtered patterns will be
good representations of the high-pass patterns that are
sought only if the filter energy is close to the beam
energy. The system has limitations when operated with
a wide energy window. The Staib design was originally
intended for use in RHEED (reflection high-energy
electron diffraction), where—much as in TEM—the
range of energies to be filtered is always small com-
pared with the beam energy.

With this system we often had to use long exposure
times. This is not intrinsic to the use of an energy filter
(though inevitably when filtering, some of the signal is
lost); rather it arose from the origins of this filter design
for use with RHEED. In RHEED the signal is always
huge compared with the signal in EBSD and the filter
was not optimized for efficient signal collection.

4.4 Operating the Filter

The filter was mounted on an FEI Dual-Beam FIB,
with a Schottky field-emission gun, and all the results
described here were obtained with that instrument. It
was the only instrument in our laboratory with a port
large enough to mount the filter in a suitable configura-

tion, although it is possible to envision future designs
for much smaller ports. The axis of the filter is hori-
zontal (at ninety degrees to the beam). The filter has no
mechanical alignments. The distance from the axis of
the microscope is fixed, as is the height of the filter. The
distance from the axis is set by the construction of the
device and is within the range of values that the optics
can handle. But to operate the filter correctly, it is nec-
essary to move the sample vertically to the focus point
for the system of lenses. This is easy to do. Two differ-
ent methods both find the appropriate height by turning
the lens settings away from the values they have for fil-
tration. One method sets the lenses so as to make the
illumination on the screen into a small spot and then
adjusts the sample height to bring that spot to the cen-
ter of the screen. Alternatively, if the lens settings are
close to optimal, as the cut-off voltage is brought to the
beam voltage, the pattern disappears from the screen
in some places but not others. This pattern has circular
symmetry when the sample is at the right height but
not otherwise.

The setting of the lenses is more awkward. There
are the two electrodes whose voltages are to be set,
but only one basic condition: that the beam at the cut-
off energy is normal to the grid. This condition can be
detected by sweeping the cut-off energy through the
beam voltage. If the lenses are set correctly, the pattern
disappears all at the same time. When the voltages are
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wrong, some parts of the pattern disappear before oth-
ers. However, the condition is not unique. If one elec-
trode voltage is changed, the “it all disappears at the
same time” condition can be brought back by chang-
ing the other voltage (up to a point). Secondary opti-
mization was based on arranging that the pattern did
not change size as the cut-off was increased. This was
important for the pattern subtraction described below.

Once the lens values have been set at the beam
energy, the power-supply electronics scales the lens
settings with the cut-off voltage so as to keep a sharp
cut-off for all cut-off energies.

4.5 Early Results

Almost as soon as the filter was brought into use, two
results were obtained: one surprising and one not. If a
pattern that has been filtered is compared with one that

has not, there is a marked increase in the contrast of the
filtered pattern (Hooghan et al. 2004). That is to say
that, if a pattern is made with electrons of all energies
from the beam energy down to the detection limit of
the phosphor, that pattern has less contrast than a pat-
tern made with only those electrons with energies close
to the beam energy (see Fig. 4.4). This is not a surprise
since there are several arguments that suggest that low
energy electrons will reduce the contrast: Some peo-
ple have supposed that low energy electrons do not
contribute to the Kikuchi diffraction, but just add to
the background; low energy electrons will —because
of their different wavelengths—put their Kikuchi lines
in a different place from those electrons closer to
the beam energy; an increased probability of thermal
diffuse scatter will increase the background for low
energy electrons and thus reduce the contrast (see more
on this later).

It is worth noting, however, that we have to be
careful when making assertions about contrast. Our

Fig. 4.4 EBSD patterns showing the increase in contrast pro-
duced by filtering. The beam energy is 15 keV. a, b, and c are
unfiltered patterns from silicon, iron, and iridium. d, e, and f are

corresponding patterns with the energy cut-off set to 14.5 keV.
Care has been taken to make a fair comparison of the images
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microscopes are fitted with knobs labeled “brightness”
and “contrast.” When comparing the contrast of one

image with another we have to be sure that the contrast
has not been changed electronically by twiddling the
knobs. To calculate the true contrast, defined as:

C = Signal(maximum) − Signal(minimum)

Signal(maximum)
(4.1)

it is necessary to know the absolute values of the sig-
nals (or, alternatively, the value of the zero of the sig-
nal). Considerable care was taken in all the experi-
ments described in this chapter to do this correctly and
to avoid errors associated with the use of image set-
tings.

As can be seen from Fig. 4.5, filtered patterns have
a contrast which rises to about twice the contrast of the
unfiltered patterns when the filter cut-off is set close to
the beam voltage. It might be supposed that this graph
implies that the contrast in the Kikuchi lines for elec-
trons at half the beam energy and below is the same
as the contrast in the unfiltered patterns, since adding
more such electrons to the pattern by lowering the cut-
off energy does not change the overall contrast. How-
ever, reference to Fig. 4.1 shows that the number of
electrons at these energies is very low and therefore
adding them to the patterns, regardless of their con-
trast, is unlikely to make much difference to the overall
contrast.

Fig. 4.5 Graph of the band contrast in EBSD patterns as a func-
tion of the cut-off energy. The beam energy was 15 keV. Data
correspond to the strongest band from single-crystal samples of
silicon, iron, and iridium. Each curve has been normalized by
dividing the contrast of the pattern by the contrast from an unfil-
tered pattern of the same material

From this information we can conclude that the
strongest contrast in the Kikuchi patterns is produced
by electrons that have a little less than the beam energy.
We are fortunate that this is also the energy at which
there is the largest number of electrons. The drop in
contrast as the cut-off energy is lowered (to the left
of the peak in Fig. 4.5) may be in part because the
diffraction contrast drops as the energy drops due to
enhanced thermal scattering, but may also be in part
because (owing to the change in wavelength of the
electrons) the width of the Kikuchi contrast changes
with energy. In this discussion of contrast we should
bear in mind that electrons of different energies are not
distributed equally across the pattern. Electrons close
to the beam energy are more concentrated at the bot-
tom of the screen, while electrons that have lost a lot
of energy are more evenly distributed (Deal and Eades
2005). However, the band contrast data are not greatly
affected by this since they represent average values.

The surprising early result was that, if the filter is set
to accept only electrons with energies very close to the
beam energy (within, say, 200 eV of the beam energy),
the sharpness of the patterns is reduced (Deal et al.
2008). Making a quantitative measure of sharpness in a
pattern is even harder than measuring contrast. David
Joy has addressed this problem for SEM images and
recommends the use of Fourier transform methods (Joy
2002). However, we were not able to obtain satisfac-
tory results by this means and are forced to present the
results of subjective observation. The result, however,
does seem to be robust and is systematically obtained
over a wide range of samples and operating conditions.

Figure 4.6 shows this effect. Figure 4.6a is a filtered
pattern made with electrons down to 500 eV below
the beam energy, near where the contrast of the pat-
tern is a maximum. Figure 4.6b is a pattern made with
only those electrons within 180 eV of the beam energy.
There is a noticeably greater blurriness in the pattern in
Fig. 4.6b. We believe that we have an explanation for
this result, although it initially took us by surprise.

The starting point for the discussion is the ques-
tion: How wide is a Kikuchi line? Kikuchi lines arise
because of Bragg diffraction; they will appear in posi-
tions where the electrons are incident on planes in
the crystal at the Bragg angle. But Bragg diffraction
describes a physical process, not a mathematical iden-
tity. Therefore, there is a range of angles, about the
Bragg angle, over which there will be diffraction. A
graph of the intensity of the diffracted beam as a func-
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Fig. 4.6 Filtered EBSD patterns from the <114> zone axis of
Si, obtained with a 15 s exposure and (a) 14.5 keV cut-off, (b)
14.82 keV cut-off. Beam energy 15 keV

tion of the angle between the incident electron beam
and the crystal planes is called a rocking curve. The
width of a rocking curve tells how far you can be from
the Bragg condition and still get diffraction from those
planes. The width of the rocking curve is thus related
to the width of the Kikuchi line.

In the transmission electron microscope, dynami-
cal diffraction is well understood (Williams and Carter
1996), so we can use the transmission microscope as a
guide. In the TEM case, it is a well-established result
that the width of the rocking curve (under what are
called two-beam conditions) is independent of thick-
ness for thicker samples, but for thinner samples the
width of the curve is inversely proportional to the
thickness (Hirsch et al. 1977). Specifically, the range
of angles over which there is diffraction in thicker sam-
ples is given by:


θ = 4

gξg
(4.2)

whereas for thinner samples it is given by:


θ = 1

gt
(4.3)

where 
� is the width of the rocking curve, g is the
magnitude of g diffraction vector, 	g is the extinction
distance for that reflection, and t is the sample thick-
ness. The latter result is given in Hirsch et al. (1977) as
well as in Williams and Carter (1996); while the former
is easily derived from the angular range over which
the dispersion surface deviates from the free electron
sphere, or from the width of simulated rocking curves
(Hirsch et al. 1977; Williams and Carter 1996). This
means that for sample thicknesses above about 	g/4
the width of the rocking curve is constant, but below
that thickness the rocking curve increases in width as
the sample gets thinner. This can be thought of as the
effect of imperfect cancellation in the destructive inter-
ference of scattering from a smaller number of atoms.

This result can be related to the EBSD case as fol-
lows: The electrons that have lost significant energy
before they exit the sample may have traveled to
a reasonable depth before exiting, and thus will be
diffracted in a regime where the width of the rock-
ing curve is the constant value related to the extinction
length. However, an electron with an energy very close
to the beam energy can have penetrated only a very
small distance into the sample; as a result, the diffrac-
tion which occurs on exiting the sample is in the regime
where the width of the rocking curve depends on the
thickness (that is, it depends on how little energy has
been lost). This provides a sound explanation for the
blurring that is observed.

These early results already provide an important
advance in the framework for any discussion of the
details of any detailed discussion about the formation
of EBSD patterns. We can summarize the conclusions
thus:

1. There is good agreement (despite some minor
inconsistencies) between the measured distribution
of backscattered electron energies and those pre-
dicted by Monte Carlo methods (Fig. 4.1). There is
no reason to suppose that these results are in error.

2. The strongest contribution to the Kikuchi patterns
that are observed in EBSD comes from those elec-
trons near the peak of the electron-energy distribu-
tion curve: namely, a few hundred volts below the
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beam energy (for a sample tilted to the typical 70
degrees).

3. Any theory or model that is based on the idea that
Kikuchi patterns in EBSD are the result of the
diffraction of only those electrons whose energy
is equal to the beam energy is simply incorrect,
although such models may be useful in some cases.

4.6 Patterns at Different Energies

The energy filter used is a high-pass filter. This means
that the patterns formed are patterns made with elec-
trons having energies above the limit set by the filter.
It is also of great interest to obtain band-pass patterns,
that is, patterns made with electrons having energies in
a window between two chosen values. This is needed,
for example, to see the contribution to the Kikuchi
contrast made by electrons of different energies. This
cannot be done directly, but can be done in principle
by taking two high-pass patterns with different cut-off
energies and subtracting one from the other. For exam-
ple, suppose that the beam energy is 20 keV, then with
the cut-off at 18 keV, the pattern is formed by all the
electrons above 18 keV, in this case, electrons between
18 and 20 keV. If another pattern is obtained with the
cut-off at 17 keV, it will be made with the electrons
between 17 and 20 keV. If, finally, the latter pattern is
subtracted (pixel by pixel) from the previous pattern,
then the result will be the pattern produced by the elec-
trons having energies between 17 and 18 keV.

This procedure has been carried out for single crys-
tals of silicon, iron, and iridium (Deal et al. 2008).
The beam energy was 15 keV and subtracted patterns
were obtained to show the contributions of the elec-
trons with energies down to 11.5 keV. Before present-
ing the results of these experiments, we must make it
clear that, because of the design of the filter, the exper-
iments are difficult; and the results—although clear—
are not as definitive as one would wish. The reason for
this is connected with the very high chromatic aberra-
tion of the filter, as mentioned above. Because the elec-
trons follow trajectories in the filter which depend on
their energy, when the cut-off energy is changed, elec-
trons of the same energies arrive at different places in
the pattern. This means that the principle of subtract-
ing patterns is marred by the aberrations of the filter.

In order to get the best results possible under these cir-
cumstances, very considerable effort was made to find
the operating conditions that minimized these unfortu-
nate effects, and, in addition, only very small energy
windows were used. If the cut-off was changed by
only a small amount, the errors were correspondingly
small and the difference pattern could be assumed to
be a good representation of the pattern formed by elec-
trons of the chosen energy window. Clearly, care was
also taken to normalize the patterns, so that the sub-
traction of the patterns was legitimate. As can be seen
from Fig. 4.1, towards the low energy end of the range
explored (i.e., near 12 keV), the number of electrons is
already quite small. Thus these patterns were obtained
by subtracting two patterns with only a small differ-
ence between them. As always, subtracting two large
numbers to obtain a small difference is a recipe for
large errors and, in this case in particular, a lot of noise.

Results from these experiments are presented in
Fig. 4.7. Again, the samples are silicon, iron, and irid-
ium. Two series of band-pass patterns are shown. One
set shows patterns made with electrons in the 13–
13.5 keV energy window, while the other shows pat-
terns from the 11.5–12 keV energy window. All of
the patterns show Kikuchi contrast. We can conclude
immediately that backscattered electrons of all ener-
gies are diffracted to produce a contribution to the
Kikuchi lines in the patterns. The unfiltered (normal)
EBSD patterns are formed by the sum of the effects of
the diffraction of the electrons of all energies.

However, not all energies contribute equally. First,
there are fewer electrons at lower energies, so they
influence the patterns less. Second, inspection of
Fig. 4.7 shows that the Kikuchi contrast is lower at
lower electron energies. This may be hard to see since
the noise in the lower energy patterns is so much
greater, but it is the case. We offer the following tenta-
tive explanation for this effect. As the electrons leave
the sample and are diffracted, they are subject both to
the elastic Bragg diffraction and also to thermal dif-
fuse scattering (the effect of the atoms being displaced
from their ideal sites by lattice vibration). The effect of
the thermal diffuse scattering, which sends the elec-
trons into random directions, is to reduce the inten-
sity of the Bragg diffraction and to increase the dif-
fuse background. In other words, it reduces the contrast
of the signal. Thermal diffuse scattering is small angle
scattering, so the effect it has in reducing the contrast
will depend on how far below the surface it occurs.
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Fig. 4.7 Band-pass EBSD patterns obtained by taking the dif-
ference between energy-filtered patterns. Beam energy 15 keV.
a and b are from silicon, c and d are from iron, e and f are from
iridium. a, c, and e are made by electrons with energies between
11.5 and 12 keV, b, d, and f are made by those with energies
between 13 and 13.5 keV

Electrons that have lost more energy can have trajec-
tories subject to diffraction as they leave the sample,
starting from deeper inside the crystal. Therefore the
thermal diffuse scattering will have a bigger effect and
reduce the contrast more markedly on electrons that
have lost more energy than electrons that have lost less
energy, and which therefore come from closer to the
surface.

4.7 Localization of the Signal

At least in a statistical sense, electrons that lose less
energy travel a smaller distance in the sample. Thus, if
we use a high-pass filter so that the patterns are made

with only those electrons close to the beam energy,
then we should expect that those electrons will have
traveled shorter distances in the sample and will have
explored a smaller volume of the sample near the point
of incidence. This raises the expectation that filtered
patterns would make it possible to determine the orien-
tations of smaller volumes and to make maps of mate-
rial with smaller grain size. We have performed exper-
iments that confirm these expectations (Bhattacharyya
and Eades 2007, and in press).

These experiments involve taking EBSD patterns
and deciding whether a Kikuchi band is barely visi-
ble or not visible. This is difficult when viewing the
patterns on a high quality monitor, but is quite imprac-
tical when looking at images on paper. Therefore for
this section we are not showing images of the results
used. Patterns may be seen (not entirely satisfacto-
rily) in Bhattacharyya and Eades (in press). In addition
to inspecting the patterns directly, the relevant results
were obtained by measuring the contrast of peaks in the
Hough transform of the images. This has the advantage
of reducing the noise in the patterns. It also makes pos-
sible a statistical estimate of whether a Kikuchi line is
present or not, by comparing the difference between
the Hough values at the positions of the maximum and
minimum of the Hough peak with the variation in the
Hough values in adjacent areas where there is no peak
from Kikuchi lines.

In one series of experiments, thin films of aluminum
were evaporated onto the surface of a silicon single
crystal. EBSD patterns were obtained with a large
beam size, so that no Kikuchi lines from the aluminum
were seen. The aluminum grains were expected to be
much smaller than the beam size. Kikuchi lines from
the silicon (below the aluminum layer) were studied
as a function of the thickness of the aluminum film in
both filtered and unfiltered EBSD patterns.

The most interesting case was for aluminum films
15 nm thick. For these films, silicon Kikuchi lines were
visible in unfiltered patterns, but not visible in patterns
made with electrons close to the beam energy. Careful
measurements of detectability in the Hough transform,
as described above, were used to assess the cut-off
energy in the filter at which the silicon Kikuchi lines
just disappeared from the patterns (Table 4.1).

The systematic way in which this limit energy varies
with the energy of the incident beam is what might be
expected. As the beam energy is reduced, the stopping
power of the electrons is increased. Thus, for a given



62 A. Eades et al.

Table 4.1 Values of the “limit energy”—the cut-off energy
of the filter that just caused the disappearance of the Kikuchi
lines from a (001) silicon substrate below a 15 nm layer of
aluminum

Incident electron Limit energy Difference
beam (keV) (keV) (keV)

12 11.76 ± 0.04 0.24 ± 0.04
15 14.81 ± 0.03 0.19 ± 0.03
18 17.86 ± 0.01 0.14 ± 0.01

energy loss, electrons of lower beam energy will travel
a smaller depth into the sample, and be more likely
to remain confined to the aluminum overlayer. Con-
versely, to penetrate through the overlayer into the sub-
strate, electrons of lower beam energy will need to lose
more energy.

In a separate set of experiments, EBSD patterns
were obtained as the beam was stepped across a grain
boundary in stainless steel. The boundary was ori-
ented across the slope of the sample and the beam
was stepped perpendicular to the boundary: down the
slope. The beam energy was 15 keV. In a sequence of
patterns taken with a shift of 20 nm down the slope
between each pattern, when the patterns were not fil-
tered, Kikuchi lines from both grains were visible in
four patterns in the sequence. In a similar sequence,
when the cut-off energy was set at 14.84 keV, Kikuchi
lines were visible from both grains in only a single pat-
tern. Thus, with this (admittedly rather extreme) filter-
ing, the width of the region contributing to the pattern
has been reduced by a factor of about four.

4.8 Future Energy Filters in EBSD

Practically speaking, the energy filter used in these
studies suffered from a loss of signal, chromatic aber-
ration, a reduced capture angle, and inhibiting geomet-
rical requirements in the SEM. The next generation of
filters should be made with great attention to higher
efficiency of signal collection. To avoid the problems
associated with chromatic aberration, it seems that
there would be an advantage in using a filter of LEED
geometry, if such a device could be made to fit into the
SEM. One possibility is to place the filter extremely
close to the sample, so as to minimize its size for a rea-
sonable capture angle. There are difficulties to over-
come here: The manufacturing demands on the grids

would be severe (they would need to be very precisely
made, but still have a high transparency); the voltages
to be delivered to the grids would make reducing the
size problematic. The filter we used had a fixed geom-
etry and had to be removed from the microscope when
not in use. It would be very helpful to make the filter
retractable, just as unfiltered EBSD systems are. Some
form of alignment, to ensure that the beam intersects
the object point of the filter, might also be required.

4.9 Summary and Conclusions

We have performed a series of experiments with an
energy filter to obtain EBSD patterns made with only
those electrons with energies above a selected cut-
off. These results have confirmed, by and large, what
might have been anticipated: The Kikuchi contrast is
stronger in filtered patterns. The highest contrast is in
patterns formed with electrons having an energy some-
what below the beam energy (about 500 eV below, for
samples at 70 degrees). Backscattered electrons of all
energies are Bragg reflected and hence contribute to
the Kikuchi contrast of the patterns. However, not all
electrons contribute equally. Electrons very close to the
beam energy give less sharp Kikuchi contrast, and elec-
trons far below the beam energy contribute Kikuchi
contrast with a higher diffuse background (i.e., with
a lower contrast). Filtering the pattern reduces both
the depth and the lateral extent of the region con-
tributing to the pattern, and hence opens up the
possibility of obtaining maps from materials with a
smaller grain size.

Realistically, we do not imagine that an energy-
filtered EBSD system will replace the standard system
in most cases. For the majority of users, the increase
in complexity and the inevitable loss of signal will
be too high a price to pay for the improved contrast
and improved spatial resolution. However, on the basis
of our experience it should be possible to design an
improved energy filter that would be both practical and
valuable, both for understanding the fundamentals of
EBSD and for the mapping of still smaller nanoscale
structures.
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Chapter 5

Spherical Kikuchi Maps and Other Rarities

Austin P. Day

5.1 Introduction

Spheres, or more accurately, spherical surfaces, are
important for electron backscatter diffraction (EBSD).
Electron backscatter patterns (EBSPs) and pole figure
and misorientation axis data are ideally suited to dis-
play on the surface of a sphere.

Spherical Kikuchi maps (SKMs) are a simple means
to display the full diffraction pattern for electron
backscatter patterns and electron channelling patterns
(ECPs). This chapter explains a little of their history,
uses, and potential. It also shows new EBSP analysis
results on a spherical surface and a spherical Hough
transform.

There is also a brief discussion of EBSD detec-
tor design, some rarely seen colour forescatter images,
and unusual EBSPs with RHEED-like (reflection high-
energy electron diffraction) spots and lines.

5.2 Electron Backscatter Patterns

Electron backscatter patterns have a surprisingly long
history. The first recognisable EBSPs were taken by
Boersch (1937), although Finch and Wilman (1937)
also produced high-quality patterns using a more
oblique geometry, closer to RHEED (Braun 1999).
Boersch used both planar and cylindrical film to pro-
duce high-quality diffraction patterns from a wide
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range of metals and minerals. Figure 5.1 shows an
example iron pattern (Boersch 1937), and rock salt and
diamond patterns (Finch and Wilman 1937).

5.3 Spherical Kikuchi Maps

Around the 1970s, several laboratories were investi-
gating electron channelling patterns (ECPs; see Joy
1974) and selected area channelling patterns (SACPs).
Hutchinson (Stott et al. 1975) and Lloyd (Lloyd and
Ferguson 1986) took a large number of channelling
patterns, ∼15◦ wide and covering a range of orienta-
tions, and stuck them onto the surface of large spheres
∼37 cm in diameter. Two of these spherical Kikuchi
maps are shown in Fig. 5.2.

5.4 EBSP Detectors

An EBSD detector (for example, Fig. 5.3) consists of a
planar scintillator with a high sensitivity low-light level
camera directly behind it, and either a lens or tapered
fibre optic to transfer light to the camera. A vacuum-
tight enclosure and an insertion/retraction system are
used to position the scintillator in a suitable position.

Most EBSD detectors employ a line-of-sight inser-
tion system, i.e., the detector requires a microscope
port that is directly in line with the specimen. How-
ever, in the case of the detector shown in Fig. 5.3,
a unique bending mechanism was designed by the
author to allow the front part of the detector to pass
underneath the anti-contamination disk found in some
scanning electron microscopes (SEMs). The detector
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Fig. 5.1 (Left) Reflection pattern from iron taken on cylindri-
cal film and covering ∼140◦ vertically. An <001> zone is just
above the centre of the image with a <111> below it, near the
bottom. Taken from Boersch (1937). (Centre) Reflection pattern
from rock salt ∼50 kV, [110] is at the bottom. (Right) Reflection

pattern from diamond (111) face, angle 60◦, 50 kV; <112> is
at the bottom and the (–220) plane is vertical with two {311}
planes running diagonally. Taken from figures 40 and 29 of
Finch and Wilman (1937). With kind permission of Springer Sci-
ence+Business Media

uses a periscopic mirror system (which can be seen
if the detector is partially retracted) to transfer the
diffraction pattern to the camera.

To make the detector vacuum-tight, stainless steel
bellows or sliding O-rings are commonly used. Bel-
lows give the best vacuum, however, they are large and

Fig. 5.2 Spherical Kikuchi maps for ferrite (left, courtesy of
Bevis Hutchinson) and quartz (courtesy of Geoff Lloyd). The
composite ECPs cover 1/24th (ferrite) and 1/6th (quartz) of the
spherical surface. For the ferrite, the four-fold <001> zone can

be seen at the top, and two three-fold <111> zones are at the far
left and right, with a two-fold <110> between them. The quartz
[0001] zone is at the top of the sphere with the –a axis at the
bottom, directly below it
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Fig. 5.3 An example
of a modern EBSD detector
with a planar, rectangular
scintillator, as designed by the
author. The solid angle over
which the EBSP is captured is
shown in green. Image
courtesy of
John Bonevich and
Mark Vaudin, NIST

may vibrate; and, to avoid microphonic pickup when
working at very high magnification, it may be neces-
sary to damp them. A sliding O-ring has the advantage
that it is compact; but it is not ideal for high vacuum,
and occasional leaks may be observed, especially on
larger seals.

For EBSP, the most widely used scintilla-
tor materials are P22G (ZnS:Cu, Al, Au, green
540–570 nm, ∼24% efficiency, ∼35 �s decay time),
P43 (Gd2O2S:Tb, green 545 nm, ∼15%, ∼1.5 ms), and
YAG (Y3Al5O12:Ce, green 550 nm, ∼5%, ∼70 ns).
For low kV work, P15 (ZnO:Zn, blue/green 495 nm,
∼7 �s) can be used. It can be difficult to deposit

powdered scintillators without producing pinholes or
marks, and brushing is usually the best deposition
method, although for circular phosphors, sedimen-
tation/spinning is easier; see Yen et al. (2007) and
Ozawa (2007) for details. To minimise charging, the
phosphor is usually coated with a very thin aluminium
layer which also acts as a mirror for light travelling
away from the camera, thereby increasing the EBSP
signal at the expense of some spatial resolution.

Scintillators are normally circular, square, or rect-
angular. Circular phosphors are easier and cheaper to
produce; however, rectangular ones can be matched
to the CCD (charge-coupled device) chip inside the

Fig. 5.4 Images from a YAG
scintillator showing growth
rings (top left) and a raw
EBSP (bottom left). Two
different YAG screens (right)
show almost identical rings,
but slightly displaced
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camera, so that the whole of the phosphor can be
imaged on the full CCD. Compared to circular phos-
phors, rectangular phosphors use more of the CCD’s
active area and minimise the shadowing of and poten-
tial collisions with other detectors.

Single crystal screens, e.g., YAG (yttrium alu-
minium garnet), can improve spatial resolution in
the EBSP but are an expensive alternative to pow-
dered scintillators. However, some crystals can contain
growth rings, which can be seen in the raw diffraction
pattern, as shown in Fig. 5.4. Software background cor-
rection can be used to remove most artefacts for all
types of scintillators.

5.5 EBSP Imaging and Uniformity

Because an EBSP originates from an (almost) point
source and is imaged on a planar scintillator, it appears
as a gnomonic projection (Randle and Engler 2000)
and is highly distorted near the edges and corners.
This is particularly noticeable when using a rectangu-
lar scintillator.

EBSPs also suffer from non-uniform illumination—
their centre is much brighter than their edges. Part of
this is due to an inherent variation in the EBSP signal
with angle (Reimer 1998); however, there are also con-
tributions from distance effects (1/d2) and vignetting.
Vignetting occurs when apertures in the lens or detec-
tor housing restrict the angles over which light can be
focussed onto parts of the CCD, and results in a lower-
ing of intensity, usually near the EBSP corners/edges.

The use of spherical or cylindrical detection screens
would improve illumination uniformity and minimise
EBSP distortion; however, they are difficult to pro-
duce. In the past, cylindrical film has been used, e.g.,
Boersch (1937) and Alam et al. (1954), but this is not
desirable in a modern, digital microscope.

There are alternatives to the usual phosphor + cam-
era arrangement, and some of the techniques used in
transmission electron microscope (TEM) imaging of
diffraction patterns can be applied in the SEM. In the
TEM, electrons have been imaged by direct exposure
of a CCD or sensor array (Roberts et al. 1982; Spence
and Zuo 1988; Hawkes 2007). Along with energy fil-
tering, this may lead to direct methods for recording
EBSPs and to high-efficiency nonplanar detectors.

5.6 EBSP Simulation

Most EBSD analysis software uses kinematical
Kikuchi band intensities (de Graef 2003) to decide
which bands are most likely to appear in the EBSP,
and employs a look-up table of their interplanar
angles to index the EBSP (Wright and Adams 1992).
However, there are many structures for which the
kinematical model is inadequate. Developments in
dynamical diffraction modelling (Spence and Zuo
1992; Winkelmann 2003, 2004; Winkelmann et al.
2007) have allowed high quality EBSPs to be simu-
lated with extraordinary levels of accurate detail. The
advantages of being able to accurately simulate EBSPs
are:

• Any phase, orientation and EBSD geometry can be
simulated. Also, the sensitivity to key parameters
can be modelled (Villert et al. 2008; Day 1993).

• Simulations can test and benchmark band detection
and indexing algorithms.

• Extremely fine structures can be seen in the simula-
tions that may be blurred in real EBSPs. These fea-
tures can aid in the identification of complex phases.

• Excess and deficiency lines can be simulated
(Winkelmann et al. 2008) to allow accurate fitting
of the experimental EBSPs. Alternatively, simple
empirical models can be used to introduce asym-
metries in near-vertical Kikuchi bands.

Figure 5.5 shows a stereographically projected sim-
ulated ferrite EBSP. The dynamical calculations were
done using Winkelmann’s ECP.EXE program (version
2.90), and took ∼5 hours; ∼400 beams were used.

5.7 Spherical Kikuchi Maps from EBSPs

The manual assembly of a spherical Kikuchi map from
single ECPs, as done by Hutchinson and Lloyd, can
also be done with EBSPs (Day 2008). Since EBSPs
generally have a larger capture angle than ECPs,
fewer patterns are needed to cover the whole sphere,
but distortion in the EBSP (e.g., due to the lens),
brightness/contrast nonuniformities, and the effects of
excess/deficiency lines can become significant factors.

The simplest way to visualise the projection of
EBSPs onto a sphere is to imagine a hollow, rubber
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Fig. 5.5 Simulated 20 kV ferrite EBSP with [001] at the centre and four <111> arranged diagonally around it (and looking like
snow flakes)

cube with six gnomonically projected EBSPs on its
faces; and then to “inflate” it until it is spherical. This
process is shown in Fig. 5.6.

Figure 5.7 shows a single EBSP that has been pro-
jected onto the surface of a sphere, then repeated
using symmetry operations to cover most of the
sphere. Part of the SKM is clearly missing around the

<111> zones, but this can be patched from EBSPs
at other orientations. If the EBSPs are averaged as
they are stitched together, then the effects of the
excess/deficiency lines can be minimised and mea-
sured. Since most EBSD maps produce thousands of
diffraction patterns (which are usually thrown away),
this is an attractive means to squeeze more information

Fig. 5.6 Inflation of a cube to produce a sphere. The process starts with a cube (far left) with six gnomonically projected <001>
EBSPs on it; the cube is inflated until its faces touch the sphere (far right)
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Fig. 5.7 Example showing the creation of a spherical Kikuchi map; starting with a single fcc EBSP (top); repeating it using
symmetry (left); and adding in other EBSPs at different orientations with averaging (right)

from existing data, particularly as the SKM Kikuchi
band intensities, and profiles can be used to improve
EBSP indexing.

This form of image mosaicing is frequently used
in computer vision systems; see, for example, Hartley
and Zissermann (2003) and Capel (2001). For informa-
tion on image warping, see Heckbert (1989) and Wol-
berg (1992). Imiya et al. (2005) discuss how standard
image processing functions can be applied to spherical
images.

For accurate projection of the EBSP onto the spher-
ical surface, it is critical that the EBSP projection

geometry and EBSD detector distortion parameters are
known—a total of ∼11 independent parameters:

• Pattern centre: the point on the phosphor closest to
the specimen.

• Specimen to phosphor distance: sometimes called
the detector distance.

• Radial lens distortion: this can be modelled using an
odd-termed polynomial.

• Misalignment between the EBSP phosphor and the
camera’s optic axis.
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Fig. 5.8 Example EBSP with a grid overlay to show distortion (left) and a 5◦ grid superposed (right). From the inwards displace-
ment and diffuseness of the grid lines near the EBSP periphery (left), there is a degree of distortion and defocus

• Horizontal and vertical skews, EBSP image rota-
tion, and the effective CCD pixel aspect ratio
(including nonparallelism of phosphor and CCD).

Since the pattern centre is our “centre” of projec-
tion, rotations of the EBSP about it generally are not
important. To simplify the model, it can be assumed
that the camera’s centre of distortion is close to the
centre of the image (i.e., the EBSP); which will, in

general, not coincide with the pattern centre. Hartley
and Zissermann (2003) have detailed information and
algorithms for camera calibration.

Figure 5.8 shows an example EBSP with an orthog-
onal test grid superposed over it to show the distortion
in the EBSP. This distortion can partially be corrected
for by a change in the projection parameters, partic-
ularly the screen to detector distance. Simultaneous,
high-precision fitting of many EBSPs using a suitable

Fig. 5.9 Cubic symmetry on a spherical surface as shown by an asymmetric repeating motif (courtesy Peter Quested, NPL). For
cubic materials, a “triangular” motif is repeated a total of 48 times (including reflections) to cover the whole sphere
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camera distortion model may be used to measure dis-
tortion on most EBSD systems.

To increase the speed of the dynamical and SKM
calculations, symmetry may be applied. If the asym-
metric effects of excess/deficiency lines are ignored,
then for cubic symmetry, only 1/48th of the sphere
needs to be calculated. To illustrate this, Fig. 5.9 shows
a cube with a symmetrically repeated motif on its
surface. The main cube symmetry elements are also
shown—mirror planes in yellow, diads (2-fold axes)
as green ellipses, triads (3-fold axes) as blue trian-
gles, and tetrads (4-fold axes) as red squares. For
more details and examples from other Laue and point
groups, see McKie and McKie (1986), de Graef (1998,
2003), and de Graef and McHenry (2007).

5.8 Kikuchi Band Profiles

An EBSP consists of a large number of overlapping
Kikuchi bands whose intensities, as a first approxima-
tion, are summed together. An experimental Kikuchi
band profile (Day 2008) is the intensity averaged along
a length of the band as a function of the angle from
the Kikuchi band centre. For conventional EBSPs, care
has to be taken to correct for the gnomonic projec-
tion. Kikuchi band profiles are generally asymmetric,
as shown in Fig. 5.10 (left); horizontal Kikuchi bands
show the greatest asymmetry.

Kikuchi band profiles have been measured from
single EBSPs (e.g., Alam et al. [1954]; Day and
Shafirstein [1996]); and calculated using dynamical
diffraction (e.g., Reimer et al. [1986]). Relative inten-
sities have been estimated and compared (Prior and
Wheeler [1999]; Wright [Schwartz et al. 2000, p 61])
to values calculated using a kinematical diffraction
model (Peng et al. 2004). Figure 5.11 shows three fer-
rite simulations done at 15, 20, and 25 kV, along with
cylindrical projections and profiles of selected Kikuchi
bands.

Quantitative intensity measurements are not easy to
make (Quested et al. 1988; Day and Shafirstein 1996),
particularly due to the high level of processing during
EBSP capture. This processing consists of:

• Conversion of the (diffracted) electron intensity to
light in the scintillator.

• Light capture effects, e.g., lens vignetting or optical
taper fibre-pixel mismatch.

• CCD camera gain and offset.
• Background correction (subtraction, division, etc.).
• Contrast stretch and possible reduction to 8 bits.

Even though CCD chips are extremely linear, the
other effects may not be. Also, the CCD pixels are gen-
erally square when projected back on to the phosphor,
but the solid angle that they capture varies depend-
ing on where they are relative to the pattern cen-
tre. The choice of the start and finish positions for
averaging has an effect on the measured profile (see

Fig. 5.10 Schematic showing asymmetric Kikuchi band profiles from a real EBSP (left); and how to calculate a profile on a
spherical Kikuchi map
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Fig. 5.11 Ferrite simulations, Kikuchi band projections, and profiles for 15, 20, and 25 kV. The Kikuchi band profiles are cylindrical
projections
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Fig. 5.12 Relative intensities for selected ferrite Kikuchi bands
(the profiles are shown in Fig. 5.11) normalised so that the most
intense is 100%

Fig. 5.10 left), and ideally the whole of the Kikuchi
band should be averaged (Fig. 5.10 right), although
this is difficult without using multiple EBSPs. Recon-
structed spherical Kikuchi maps offer a solution to this
problem.

A comparison of the relative intensities of bands
from Fig. 5.11 to those from a kinematical diffrac-
tion model is shown in Fig. 5.12. There are clear
intensity differences and, since they are only sim-
ple max-min values, these can be more pronounced,
depending on the sharpness of features in the dynam-
ical simulation. It appears that when more reflectors
are used for computation, then sharper features appear
and the discrepancies usually increase. The use of an
average band profile, rather than a single “intensity”
figure, is clearly more appropriate. Contributions from
overlapping Kikuchi bands have a large effect on the
average profile, and deconvolution may help to under-
stand and empirically model the “true” profiles.

5.9 Spherical Kikuchi Map Inversion

The Hough transform is used to analyse planar EBSPs,
but something different is needed for spherical Kikuchi
maps. Imiya et al. (2005) explain how image process-
ing and analysis on spherical images can be done, and
Torii and Imiya (2005) introduce a spherical Hough
transform, which was developed for catadioptric com-
puter vision systems to provide a mobile robot with a
full hemispherical view of its surroundings. By apply-
ing a modified algorithm to spherical Kikuchi maps,
the Kikuchi bands can be “inverted” so that they
become circular disks centred about the plane nor-
mal and of a diameter related to the Kikuchi band
width. The processing is done in a similar way to
the usual Hough transform on flat EBSPs (Hough
1962; Leavers and Boyce 1986; Leavers 1992; Krieger
Lassen et al. 1992; Krieger Lassen 1994). To improve
the calculation speed on the spherical surface, geo-
graphic information systems (GIS) algorithms have
been employed (Samet 2006). This transform has
been named the “SCRUFF” (spherical correlated ran-
domised Hough) transform, to avoid confusion with
the statistical Hough transform and to echo the “Muff”
transform (Wallace 1985).

The “inversion” allows high-order Kikuchi bands to
be more easily identified by minimising band overlap;
it is a partial deconvolution.

A three-parameter SCRUFF transform can be used
to more accurately find the Kikuchi band edges in
SKMs; the third parameter represents the angle by
which the sampling “line” or circle is displaced from
the parent plane (Maurice and Fortunier 2008).

Fig. 5.13 A simulated ferrite
SKM and its SCRUFF
transform. Two bands and
their transforms have been
highlighted in red and yellow
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Fig. 5.14 3D SCRUFF transform for selected angles. An intense white peak occurs when both the Bragg angle and plane normal
are matched

Figure 5.14 shows example 3D SCRUFF transforms
(of the SKM shown in Fig. 5.13), where certain angles
(from the Kikuchi band centre) produce a sharp peak,
indicating that this is close to the Bragg angle for a
particular plane and its normal.

5.10 Uses for Spherical Kikuchi Maps

Spherical Kikuchi maps can be applied to:

• Accurate indexing using calculated or measured
Kikuchi band profiles.

• Phase identification—an approach to whole pattern
matching.

• Strain measurement for polycrystalline materials—
using an SKM from an unstrained specimen as the
reference. Wilkinson et al. (2006) and Villert et al.
(2008) have shown impressive strain sensitivity for
near single crystals; SKMs may help to extend this
to polycrystals.

• Indexing of phases for which crystallographic data
does not exist —ab initio analysis (see le Page
[1992] for TEM details and Day [2008] for an SKM
procedure).

Models, possibly empirical ones, for the effects
of excess/deficiency lines would be extremely useful
(Winkelmann et al. 2008).

For EBSPs, Laue, point, and space group identifi-
cation has been done manually (Dingley et al. 1995;
Michael, in Schwartz et al. 2000); automatically in

Fig. 5.15 Color forescatter/backscatter images from a com-
pressed Waspaloy specimen (left and detail), and a schist thin
section specimen containing quartz, plagioclase, biotite, and

muscovite (right). Images taken using a KE Developments Gen-
eration 5 amplifier. Specimens courtesy of Ken Mingard, NPL,
and Dave Prior, Liverpool University
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Fig. 5.16 COCI produced by combining signals from three diodes (top row); the grey level average is shown at the bottom right.
Gibeon meteorite, image width ∼100 �m. KE Developments Generation 5 amplifier

conjunction with EDX chemical data (Michael and
Goehner 1993; Goehner and Michael 1996); and using
HOLZ rings (Michael and Eades 2000) from single
EBSPs. Methodologies for analysing TEM are more
advanced and widely applied; for example, Steeds
and Vincent (1983), de Graef (2003), and Peng et al.
(2004).

5.11 Colour Orientation Contrast Images

Colour orientation contrast images (COCIs; Day 1993;
Day and Quested 1999) are produced from multiple
forescatter diode images of the same area of the spec-
imen. Examples are shown in Fig. 5.15. There are

usually three diodes and each is assigned a colour
(e.g., red, green, or blue), then mixed together. This
process is depicted in Fig. 5.16, where the separate
forescatter images are shown at the top. It is often
easier to see subtle changes in COCIs, compared to
greyscale equivalents, and the images take only a few
minutes to produce.

5.12 STEM in the SEM

Scanning transmission electron microscopy (STEM) is
normally done in the TEM where large accelerating
voltages are available. In the SEM, this is also pos-
sible using a suitable STEM detector and high sen-
sitivity amplifier. The STEM detector contains solid-
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Fig. 5.17 Molybdenum oxide crystals on carbon film—SE:
secondary electron image; BF: bright field transmission image;
DF: dark field (diffracted) transmission image. Image width ∼40

�m. Taken on a CamScan 3200 tungsten filament SEM using
KE Developments STEM detector and Generation 5 amplifier.
Images courtesy of Jim Greig, CamScan

state diodes, carefully aligned under the beam so
that the bright field (BF) image is formed by the
undeviated electron beam passing through the speci-
men onto the small, central diode. The dark field image
is detected by larger, offset diodes and shows contrast
due to diffraction within the specimen.

Fig. 5.18 STEM image from molybdenum oxide crystals.
Taken on a Supra 40 FEGSEM using a KE Developments STEM
detector and Generation 5 amplifier. Largest crystal ∼7 �m long.
Courtesy of Ken Mingard, NPL

Example STEM images are shown in Figs. 5.17 and
5.18.

Experiments on TEM foils have shown that EBSPs
can be produced in most regions; so combined STEM
and EBSD should be possible. By building a STEM
detector into an EBSD specimen holder, it should be
possible both to map crystallographic orientation and
to look through the specimen. Adjustment of kV and
specimen thickness will probably be necessary. An
EBSD detector positioned under the specimen could
be used to image a diffraction pattern.

5.13 Unusual Features in EBSPs

Reflection high-energy electron diffraction (RHEED)
can be used to monitor surface reconstruction for grow-
ing films (Braun 1999; Ichimiya and Cohen 2004).
RHEED patterns consist of a set of spots, often with
overlapping Kikuchi bands, but the capture angle is
smaller than for EBSP.

In conjunction with the Universities of Strathclyde
and Halle, we have been investigating the possibility
of using RHEED-like spots, observed in GaN EBSPs,
to map surface changes; example images are shown in
Fig. 5.19. Since the diffraction patterns are produced



78 A.P. Day

Fig. 5.19 GaN EBSPs at various kVs; RHEED-like spots are apparent. The spots change with kV and when the electron beam is
moved over the specimen. Specimen courtesy of Carol Trager-Cowan, University of Strathclyde

Fig. 5.20 GaN EBSP taken at 26 kV. Note the black whisker-
like features radiating from the bottom centre of the image. Note:
To allow direct comparison, this series of EBSPs (5–30 kV)

were taken using the same image for background correction; as a
result of this, some phosphor flaws and specimen surface debris
are visible, especially in this image
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in a FEGSEM, the vacuum is not at UHV levels and
surface contamination is a problem. In slow mapping,
it has been observed that the spots disappear after a few
minutes. Spots have also been observed in EBSPs from
other materials, e.g., SiC, WC, and Si. Other features
have also been observed which have been attributed to
surface resonance effects as reported in the RHEED
literature (Ichimiya and Cohen 2004); see Fig. 5.20. It
is interesting to note that these features also appear in
Finch and Wilman (1937); see Fig. 5.1.
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Chapter 6

Application of Electron Backscatter Diffraction
to Phase Identification

Bassem El-Dasher and Andrew Deal

6.1 Introduction

The distribution, morphology, and stability of material
phases govern the bulk properties of virtually all of the
technologically relevant materials used to design engi-
neering components and products. Phase identification
and characterization are therefore critical to the devel-
opment and use of practical materials. In this chapter,
we will focus on the application of electron backscatter
diffraction (EBSD) to phase identification.

Complete phase identification must include two
components that identify the phase uniquely: structure
and chemistry. Strictly speaking, unambiguous crys-
talline phase identification requires determining the
exact periodic, atomic arrangement of the unknown
phase. This is the information contained in the space
group, lattice parameters, and the chemical occupan-
cies of the space group’s atomic positions for a given
phase. Given its diffraction-based origins, the EBSD
technique can directly satisfy the structural determina-
tion component of phase identification, but not with-
out limitations. The complete data set of structural
information contained within an EBSD pattern is diffi-
cult to extract, typically requiring nonstandard set-ups
and/or detectors; and space group and lattice parameter
determination by EBSD has been accomplished only
with meticulous manual scrutiny of the EBSD diffrac-
tion patterns (Baba-Kishi and Dingley 1989a, 1989b;
Baba-Kishi 1998; Michael and Eades 2000; Dingley

B. El-Dasher (�)
Lawrence Livermore National Laboratory, Livermore, CA,
USA
e-mail: eldasher2@llnl.gov

and Wright, Phase Identification Through Symmetry
Determination in EBSD Patterns, in this volume).

For comprehensive phase identification, EBSD
needs to be supplemented with quantitative chemical
characterization. Techniques such as energy or wave-
length dispersive X-ray spectroscopy (EDS or WDS)
are perfect complements to EBSD, as they also require
a scanning electron microscope (SEM), allowing for
simultaneous diffraction and compositional data col-
lection. When the material pedigree is known, how-
ever, this is not necessary, and successful phase differ-
entiation and verification using semi-automated EBSD
was demonstrated over a decade ago (Goehner and
Michael 1996).

Despite its limitations, there are clear advantages to
using EBSD for phase determination. These include
spatial resolution, sample requirements, and the conve-
nience/availability of other SEM techniques for phase
analysis. EBSD lateral spatial resolution, 0.1–0.01 �m
depending on the SEM, is approximately two orders of
magnitude higher than conventional (non-synchrotron)
X-ray diffraction (XRD) methods and two orders of
magnitude lower than TEM, filling the gap between
those techniques. Recently available commercial sys-
tems capable of processing over two hundred pat-
terns per second have also allowed for EBSD datasets
spanning tens of millimeters, effectively sampling an
amount of material as statistically relevant as that
sampled with XRD. Furthermore, EBSD is a bulk
technique, and meticulous preparation, such as that
required for electron-transparent thin specimens for
TEM, is unnecessary. SEM imaging can also provide
morphological information to support an EBSD analy-
sis, and SEMs equipped with EDS or WDS can assess
the chemistry of the phase without additional sample
preparation or transfer to another instrument.
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Combining all these capabilities with the statistical
nature of EBSD also permits the study of previously
inaccessible aspects of multi-phase materials such
as simultaneous phase distribution, volume fraction,
and orientation relationships. Furthermore, coupling
EBSD/EDS with a focused ion beam (FIB) and 3D
reconstruction allows for a full morphological view
that includes phase identification; and chapters by
Zaefferer and Wright; by Groeber, Rowenhorst, and
Uchic; and by Sintay, Groeber, and Rollett describe
this in this volume. While these are advantages over
the “traditional” XRD and TEM analyses, this does not
imply that EBSD is the preferred alternative to either
TEM or XRD, and in many cases, phase identification
benefits greatly from the parallel use of these methods.

For a comprehensive review of EBSD’s application
to studying phase transformation, complete with over
600 references, the reader is directed to a recently com-
piled review by Gourgues-Lorenzon (2007).

6.2 Considerations for Phase ID
with EBSD

There are multiple approaches to using EBSD to
assist with phase identification, and these are typi-
cally dictated by the specific application. Neverthe-
less, there are some fundamental considerations that
equally apply regardless of approach, including: the
use of prior sample knowledge and chemical infor-
mation, basic manual scrutiny of patterns, and semi-
automated database searching to identify an unknown
phase. Before we address these, it is important to stress
that two experimental requirements are essential to any
attempt at phase identification using EBSD, regardless
of the approach:

1. accurate and precise geometric calibration,
2. obtaining the highest quality EBSD patterns.

As discussed in other chapters, the calibration of an
EBSD system is highly sensitive to sample position-
ing and especially to the sample-to-detector distance.
Thus, the possibility of using a fixed set of calibra-
tion parameters (e.g., those established upon instal-
lation) for multiple samples is severely hindered by
the tolerances of these measurements. For example,
EBSD cameras are necessarily retractable, leading to

slight inconsistencies in camera placement upon rein-
sertion, and sample positioning is even less repeat-
able. In modern SEMs, reported working distances are
typically calculations based on ideal alignments and
conditions, and they are often rounded to the near-
est millimeter. These values are therefore not as pre-
cise as needed for placing a sample at exactly the
same working distance, as required for EBSD phase
identification. Changing the beam conditions on an
instrument and refocusing can also result in a slightly
different reported working distance (e.g., 0.1 mm or so
for those that report this precision), even after degauss-
ing. While this is not an issue for most SEM analyses,
it is too imprecise for EBSD phase identification, and
changes in sample and/or detector positions will affect
all subsequent measurements, manual or automated,
for phase identification. It is therefore absolutely crit-
ical to confirm or refine the calibration of the EBSD
system for each phase analysis performed, either with
a known, strain-free crystal phase in the sample or with
a standard material such as copper or silicon.

Obtaining the highest possible quality EBSD pat-
terns from the phase of interest is just as critical. Typ-
ically, this is accomplished by using the CCD camera
in its non-binned state to maximize the angular resolu-
tion of the pattern, although pixel binning may be nec-
essary if sufficient signal is unobtainable. The quality
of flat-fielding (background subtraction) is also impor-
tant, so care must be taken to ensure that static back-
grounds acquired for the procedure are sufficiently free
of crystallographic information and representative of
the intensity distribution for the region examined. It
is also helpful for most analyses to shorten the detec-
tor distance to maximize the pattern’s angular range
and expose as many of the major symmetry elements
of the phase as possible. This is particularly valuable
for lower symmetry phases and semi-automated EBSD
phase identification. Both make use of well-separated
Kikuchi bands to determine symmetry.

Generally speaking, an analysis of a completely
unknown crystalline sample is a rare event. More often
than not, a reasonable amount of prior knowledge
will be available to the investigator. This may include
the sample’s origin, bulk chemistry, thermomechani-
cal history, or even a list of expected phases and mor-
phologies. In many cases, samples are often analyzed
in a comparative set such that much of this informa-
tion can be deduced from a more well-characterized
and known variation. Prior sample knowledge should
be used to thin down the list of phase possibilities.
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For example, commercial engineering materials such
as steels, nickel-based superalloys, and titanium-based
alloys have been heavily characterized over decades.
Consequently, lists of expected phases, morpholo-
gies, chemistries, and occurrences can and should be
extracted from the literature and other sources for com-
parison with an unknown sample. This information
should be consistent with any EBSD results for the
phases in question. If the result of a phase identifica-
tion experiment does not match what is expected based
on prior sample knowledge, the analysis must be scru-
tinized for possible sources of error. If no sources of
error are found, then the existence of the unexpected
phase(s) should be weighed against any other outstand-
ing aspects of the sample, such as material properties,
for validation. In this way prior sample knowledge can
increase the accuracy of an EBSD phase identification
analysis. It is therefore extremely important for ana-
lysts to collect as much information as possible about
the sample prior to the EBSD analysis. This includes
imaging the sample at several magnifications to iden-
tify the morphology and distribution of phases.

Understanding the chemistry of the phase of inter-
est (and of the bulk sample if unknown) is an
important aspect in this approach. Qualitative chemical
information can usually be acquired with EDS. EDS is
well suited to supplement EBSD phase identification
because many modern SEMs are set up for simultane-
ous acquisition. An initial list of elements present in
a phase can be generated with relative ease and rea-
sonable accuracy. A full quantitative analysis is also
possible if standards are available and the elemental X-
ray peaks are well separated in energy. However, it is
important to realize when EDS is inadequate, and when
the substantially better energy resolution of WDS may
be necessary to distinguish between elements with X-
ray peaks close in energy. Similarly, the finer spatial
resolution of Auger may be required if the phase size
is significantly smaller than one micron. The phase
chemistry information obtained with these techniques
can often help narrow the field of possible phases.
Caution should be used, however, with this approach.
Phases in databases are typically reported with a spe-
cific stoichiometric composition, with no information
about the solubility of other elements. As a simple
example, alpha titanium (6/mmm) has a large solubil-
ity for aluminum, which will be detected in an EDS
analysis of alpha in a Ti alloy. A database will typi-
cally list the alpha phase chemistry as pure Ti. Thus,
a database search on phases containing both Ti and

Al will not necessarily yield the alpha phase. As can
be imagined, this problem is compounded for multi-
element alloys containing phases with unknown solu-
bility. In these cases, it is often better to investigate the
structure before assessing the chemistry.

EBSD patterns contain a wealth of structural infor-
mation, and manual scrutiny is a good starting point. A
detailed review of manual pattern inspection and struc-
ture identification is available in the literature (Baba-
Kishi 2002). Symmetry elements such as the mirror
plane, 2-fold, 3-fold, 4-fold, and 6-fold axes of patterns
in Fig. 6.1, may be identified in quality patterns. The
presence or absence of symmetry elements can be used
to narrow down the structure possibilities. For exam-
ple, a 6-fold axis indicates that the crystal structure
is hexagonal, and means that the number of possible
point groups reduces from 32 to 7. On the other hand,
it is helpful to acquire multiple EBSD patterns cover-
ing a significant amount of Kikuchi space to ensure that
a given symmetry element is truly absent. This can be
difficult for phases that have a preferential orientation
in a single sample (e.g., castings, extrusions), and it
may be necessary to analyze orthogonal cross-sections
of the material and/or capture EBSD patterns at vari-
ous stage tilts/rotations to bring different orientations
into view. For semi-automated EBSD analysis, identi-
fying the bands in the patterns is vital to the subsequent
computer analysis. While manual analysis provides the
highest ultimate accuracy (by virtue of providing the
most control), automated band detection is of great
benefit if large numbers of diffraction patterns are to
be analyzed. In such cases, the resolution of the Hough
transform should be maximized to correctly identify
the band positions.

Once the bands in a high-quality, well-calibrated
pattern are identified, automated phase matching can
be performed using a phase database. This method is
similar to the automated indexing of a single phase,
except that the best solutions for multiple phases are
compared against each other to find the best identi-
fication. Available databases can have thousands of
entries, and it is impractical to compare all entries
to the unknown phase, even with modern computing
power. Consequently, information obtained from prior
sample knowledge, morphology, chemistry, and man-
ual scrutiny of the pattern is critical to reduce the
list of phase possibilities in the search, and a typical
refinement reduces the scope of consideration to a few
hundred phases or less. Evidence for correct phase
identification should not be limited to a database match
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Fig. 6.1 Diffraction patterns of the various symmetry elements that can be used to identify phases

on a single EBSD pattern. Different patterns from the
same phase should be compared and produce the same
result (be self-consistent), and the identified phase
should also be consistent with all the parameters used
to refine the search. It should be noted that new phases
are constantly discovered, and it is important to sup-
plement a database with any recent phases from the lit-
erature that might be present in the unknown sample.

6.3 Case Studies

In this section we present three case studies that are
meant to guide the reader through approaches used
to solve phase discrimination problems using EBSD.

While not representative of all the experiments possi-
ble, these case studies are intended to represent typ-
ical applications of EBSD phase identification. The
first of these shows how compositional differences can
be used to discriminate between phases using simul-
taneous EBSD and EDS acquisition. The second dis-
cusses the difficulties in differentiating structurally
similar phases on a size scale that is not amenable to
simultaneous EBSD/EDS. Finally, the third shows how
crystallographic discrimination can be used to yield
quantitative statistical results.

We chose a Ni-based superalloy for each case study
for several reasons. Ni-based superalloys are a class
of engineering materials that have been developed
over decades. The unique ability of these materials to
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maintain desirable properties at temperatures close to
their melting temperatures allow them to be used for
gas turbine components for power generation and air-
craft. The integrity of these alloys at operating tem-
peratures depends on the distribution and interaction
of multiple phases. Consequently, accurate phase iden-
tification and characterization are vital to the suc-
cess and quality control of these materials. Many of
these phases are difficult to distinguish from each
other based upon structure alone, necessitating the use
of complementary analyses to correctly identify the
phases.

6.3.1 Simultaneous EBSD/EDS Phase
Discrimination

There are several precipitates in superalloys that
are difficult to distinguish by EBSD alone. Among
these are relatively large, undesirable M(C,N) carboni-
tride inclusions that form during solidification. These
phases are very stable and are difficult to dissolve in
subsequent thermomechanical processing. Because of
their cubic symmetry they are often confused with the
matrix phase during automated EBSD analyses. How-
ever, their distinctly different chemistries make phase
discrimination possible with simultaneous EDS acqui-
sition and subsequent postprocessing.

A sample of the Ni-based superalloy INCONEL
718 was chosen to demonstrate EBSD/EDS phase dis-
crimination. The sample was metallographically pre-
pared, and subsequent analyses were performed with
a Hitachi SU-70 thermal FEG SEM equipped with
Oxford INCA X-Act EDS and HKL EBSD. Initial
screening of potential phases was accomplished with
backscattered electron imaging. Four potentially dif-
ferent phases were identified based on morphology
and backscattered electron contrast: the large-grained
matrix phase(s); a small elongated light grey phase that
was homogeneously dispersed; a large, dark, blocky
phase; and a bright, globular phase. Based on the phase
morphology and metallurgical knowledge of the alloy,
these were expected to be the 
 matrix, Nb-rich �

precipitates, and Ti or Nb-rich M(C,N) carbonitrdes,
respectively. 
′′, a nm scale phase structurally similar
to the matrix, was not expected to be discernable in the
SEM even if present in the alloy.

A region where all four distinguishable phases
existed was chosen for analysis, shown in Fig. 6.2.
After careful calibration, unbinned patterns from these
phases were taken, as presented in Fig. 6.3. Crys-
tallographic parameters of the four suspected phases,

-Ni, �-Ni3Nb, TiN, and NbC, were taken from the
Inorganic Crystal Structure Database (ICSD). TiN and
NbC are representative chemistries of the phases, since
TiN has solubility for Nb and C and NbC has solu-
bility for Ti and N. The lattice parameters of all three
cubic phases did not vary much, ranging from 0.356
to 0.447 nm. Kinematic simulations produced reflec-
tor lists for each phase, and the cubic phases had the
same strong reflectors with only subtle intensity dif-
ferences. The strong Kikuchi bands in each pattern
were then manually detected. Subsequent automated
phase matching with commercial software identified
the elongated phase as � unambiguously. However, dif-
ferentiation between the other three phases was not
conclusive. These phases were all identified as cubic
by the software, but indexing between 
, TiN, and NbC
was not consistent with the backscattered differentia-
tion of the phases.

To distinguish between the cubic phases in the
material, simultaneous EBSD/EDS acquisition was
employed while mapping the region of interest with a
15 kV electron beam. The microscope settings were
adjusted to obtain a full spectrum X-ray count rate
of 35,000 counts per second with a 28% dead time.
EBSD indexing speed was slowed to approximately
9 points per second to ensure the collection of good
X-ray statistics at each point. The step size for the
map was 35 nm over a 914 × 628 grid. Additionally,
since the cubic phases could not be distinguished well
structurally, only the 
 and � phases were included for
automated differentiation during mapping.

The resulting phase map, together with the Ni, Nb,
and Ti elemental maps, are shown in Fig. 6.4(a). The
EBSD indexing rate was 97% with only minor misin-
dexing at the grain boundaries. These artifacts (less
than 1% of the points) were removed upon initial post-
processing. The 
 and � phases were readily distin-
guished by the automated phase differentiation, and
the high Nb content in the � phase areas supported
the identification of that phase. However, it was very
apparent from the EDS maps of Ni, Ti, and Nb that
the blocky and globular phases had different chem-
istry than the matrix. Higher levels of carbon were
also detected in these regions. Nitrogen could not be
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Fig. 6.2 Backscattered electron image of the region of interest

mapped with any accuracy due to an energy overlap
with Ti. However, the morphology, detected chemistry,
and cubic structure of the globular and blocky phases
were consistent with M(C,N) carbonitrides.

By selective thresholding of the EDS maps and
Boolean operations it was possible to automatically
reassign regions of appropriate chemistry to either the
TiN or NbC phases with postprocessing software. The
result is shown in Fig. 6.4(b), which is a substan-

tial improvement over phase differentiation by struc-
ture alone. A final piece of supporting evidence for
the phase assignments was collected when the mapped
region was examined optically. Cubic nitrides in Ni-
based superalloys are recognizably yellow to orange in
color as seen with a light microscope. Similarly, cubic
carbides are often grey to lavender (Davis 1997), and
the optical image of the region of interest, also shown
in Fig. 6.4(b), is consistent with the phases identified.

6.3.2 Distinguishing � and �’
in Ni Superalloys

Two phases that are difficult to differentiate struc-
turally with EBSD in many Ni-based superalloys are

 and 
′. The 
′ phase, Ni3(Ti,Al), is an ordered pre-
cipitate that forms coherently from the 
 matrix upon
the segregation of Ti and Al. Both 
 and 
′ phases have
cubic crystal structures with lattice parameters that dif-
fer by no more than 0.5% in most commercial alloys.
This small coherency strain, along with differences in

Fig. 6.3 EBSD patterns of four apparent phases in Fig. 6.2: (a) matrix grain, (b) dark, blocky phase, (c) small, elongated phase,
(d) bright, globular phase
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Fig. 6.4 (a) EBSD and EDS maps of the region of interest
(shown in Fig. 6.2) illustrating the initial resultant phase map,
as well as the EDS signal from the Ni Ka, Nb La, and Ti Ka
peaks; and (b) the phase map obtained after incorporating the

EDS information shown in Fig. 6.4(a). Assigned phases are
corroborated by the colors observed in the optical microscope
image

elastic moduli and atomic ordering between the phases,
is a major contributor to the strength of the material.

A sample of commercially available Rene’ 88 bar
stock was used to test the ability of conventional
EBSD to accurately distinguish between 
 and 
′ under
high-resolution SEM conditions. The sample was heat
treated to produce globular/blocky submicron 
′ in a

 matrix. It was then metallographically prepared for
EBSD. Subsequent analyses were performed with the
same instrumentation used in the previous case study.
Backscattered electron imaging, relying on chemical

differences to provide phase contrast, revealed the dis-
tribution of 
′ shown in Fig. 6.5.

After careful calibration, several pairs of non-
binned EBSD patterns were taken from opposite sides
of phase boundaries in parent 
 grains. Over 30
frames were averaged for each pattern to reduce
noise. A representative pair of patterns is presented
in Fig. 6.6(a and b). The sister patterns in the figure
appear almost identical to the eye. However, subtle dif-
ferences between the patterns do exist. Figure 6.6(c) is
a plot of the contrast in the {200} Kikuchi band of both
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Fig. 6.5 Backscattered electron micrograph revealing the 
′

distribution within the 
′ matrix as darker shaded regions

Fig. 6.6 EBSD patterns from (a) 
 and (b) 
′ appear virtu-
ally identical. (c) Shows the plot of the average grayscale value
across the {200} bands, demonstrating the contrast differences
between 
 and 
′

patterns, demonstrating that the band contrast is
slightly stronger for the 
 phase than for the 
′.

As a first attempt at differentiation, the 
 and 
′

phases were kinematically simulated to establish a

reflector list for each phase. There were no apprecia-
ble differences in the generated reflector lists, but the

 phase had slightly larger calculated reflector inten-
sities. From these lists, the number of reflectors was
refined to represent the bands present in the patterns,
and the position of the bands was detected manually
for a pair of patterns. Subsequent computer index-
ing using commercial software could not distinguish
between the patterns with any certainty, which was not
surprising considering the structural similarities of the
two phases.

Automated EBSD indexing and simultaneous EDS
acquisition with a 15 kV beam was attempted next.
However, even by acquiring over 30,000 counts per
second and 500 ms of dwell time per pixel, the phases
could not be distinguished from each other. While ori-
entation was easily determined during EBSD mapping,
the EDS maps did not show Ni, Ti, or Al segregation
above the noise level. This was in part due to the fact
that the size of the 
′ approached the resolution of the
EDS technique, which is generally on the order of a
micron for standard analysis conditions. Detecting sta-
tistically significant segregation at a submicron level in
this sample with EDS required an enormous number of
X-ray counts.

Figure 6.7 shows a successful EDS map taken at
0o tilt without simultaneous EBSD acquisition. The
full-spectrum map was acquired continuously over 40
hours and consisted of well over 2 million frames. Sta-
bility of the region of interest was maintained with
the aid of a stage locking mechanism and drift correc-
tion software. While possible in principle to acquire
an EBSD map at the same time and obtain phase dif-
ferentiation, in practice several difficulties prevented
such a measurement. At the tilts required for EBSD,
sample drift becomes more of a problem, especially
with drift correction currently unavailable in com-
mercial EBSD packages. Additionally, extraordinarily
long dwell times per pixel would have been required
during EBSD to obtain good X-ray statistics, and this
would have led to significant local surface contamina-
tion that degrades and even destroys the EBSD pat-
terns.

Ultimately, the subtle band contrast between the

 and 
′ proved to be the most useful feature for
distinguishing the phases with EBSD. A one micron
square region of the sample was selected for automated
EBSD mapping that included several 
′ precipitates.
Both the 
 and 
′ phases were selected for mapping,
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Fig. 6.7 Backscattered electron image of the region mapped using EDS (top left) and the associated distributions of Al, Ti, and Cr

and the band detection settings were modified to max-
imize the subtle difference in band contrast. The map
step size was 10 nm. As before, direct phase differenti-
ation based on structure was not possible. Figure 6.8(a
and b) shows the backscattered image of the region
compared to the indexed phase map. The poor corre-
lation is obvious, as the differentiation was essentially
random. However, a band contrast map from the same
scan, shown in Fig. 6.8(c), demonstrated the ability of
EBSD automated indexing to detect the subtle differ-
ence in band contrast between the two phases. By sub-
sequently reassigning the phase of each indexed point
based on a threshold value of the band contrast, it was
possible to improve the phase differentiation dramati-
cally, as shown in Fig. 6.8(d).

It is important to note that although band contrast
thresholding worked well for 
 and 
′ phase differ-
entiation, it is generally not advisable to distinguish
phases using band contrast alone. One reason is that
band contrast depends on the phase orientation, since
this dictates which Kikuchi bands are present in an
EBSD pattern. Consequently, the band contrast dif-
ference between two phases may invert for a differ-
ent set of orientations. This is not a concern in the
case discussed, since 
′ precipitates coherently with


. This ensures that within a given parent grain the
same Kikuchi bands are present in the EBSD pat-
terns of both phases, so the band contrast is directly
comparable.

6.3.3 Volume Fraction Determination
in a Multiphase Alloy

By their very nature, EBSD datasets rely on statistics to
yield information such as texture, misorientation dis-
tributions, and grain size. Using EBSD phase identi-
fication capabilities, the type of information yielded
from datasets can be extended to include phase rela-
tions and quantitative distributions. Such a capability is
extremely valuable when studying the material behav-
ior of multiphase systems, and this study is an exam-
ple of employing such an approach with EBSD phase
identification.

For this case, we study Alloy 22 (also referred to
as C22 in the literature), a Ni–Cr–Mo alloy that pos-
sesses one of the highest corrosion resistance prop-
erties of engineering metals. It is primarily specified
for use as an outer barrier in long life (>100 year)
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Fig. 6.8 (a) Backscattered electron micrograph of the region
scanned. The initial phase map from the scan shown in (b) illus-
trates the poor distinguishing ability between the similar g and
g’ phases. Using the diffraction contrast shown in (c) to distin-

guish the phases, a significantly better phase map results (d). The
slight positional shift of the phases near the bottom of the EBSD
map, seen when comparing (a) with (c and d), was due to sample
drift during acquisition

applications where corrosive environments may exist.
Due to its composition, however, Alloy 22 has a
propensity for forming intermetallic secondary phases
(particularly at high temperatures), usually referred to
as tetrahedrally or topologically close packed (TCP),
that are known to decrease its corrosion performance
(Hodge and Kirchner 1976; Heubner et al. 1989).
Accurate estimations of the degree of secondary phase
formation are therefore necessary to forecast the poten-
tial decrease in material performance.

The long timescales involved in Alloy 22 appli-
cations dictate that phase stability models are
required to predict material behavior, and subsequent
validation of these models must then rely on character-
ization of specimens artificially aged at elevated tem-
peratures. Specifically, the extent of the transformed
phases as a function of aging condition must be deter-
mined in order for direct comparisons to model predic-
tions to be performed.

Research on the possible intermetallics that may
form for a multicomponent alloy rich in Ni, Cr, and Mo
indicated that a large number can exist. Fortunately, a
sufficient amount of previous work was found in the
literature that limited the number of potential phases
that may precipitate during the aging treatment to three
distinct types: �, P, and � (Leonard 1969; Raghavan
et al. 1982; Cieslak et al. 1986). While valuable, this
information was insufficient on its own to allow for
immediate data collection, and two other pieces of
information were needed: whether these are the same
phases present in our material, and what method could
be used to distinguish between them (i.e., composition,
crystallography, or a combination of both).

To answer these questions, TEM thin sections were
made from aged specimens. Three distinct types of
secondary phases were observed (Fig. 6.9), and were
determined by indexing their respective diffraction
patterns to be the three TCP phases reported in the
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Fig. 6.9 The three types of secondary phases observed in TEM
thin sections of aged Alloy 22. These were subsequently iden-
tified as (a) rhombohedral � phase, (b) orthorhombic P phase,
and (c) tetragonal � phase

literature. Using EDS, compositional differences
between the three phases were also measured. While
variations existed, these were found to be too small
(within 3%) to be useful when performing EDS dis-
crimination on an SEM (due to the larger spot size).
Fortunately, the three phases were crystallographi-
cally distinct from each other as well as the parent
fcc matrix, allowing for direct discrimination between

Fig. 6.10 Unit cells and crystal structures of the three TCP
phases in aged Alloy 22

them, and their structures are presented in Fig. 6.10.
Armed with this information, we could now attempt to
identify the phases using EBSD.

As these phases are atypical, materials files for each
needed to be created first (these are the files that con-
tain the information required to calculate the interpla-
nar relations used to index diffraction patterns). The
first step to creating these files was looking up the
powder diffraction files (PDF) for the prototype com-
pounds for each of the three secondary phases within
the International Centre of Diffraction Data (ICDD)
database. Within the EBSD data collection software
(TSL OIM 4.6, in this case), the crystal structure was
defined, and the 25 reflector families (planes families)
with the highest intensity reported in the PDFs were
entered. While 25 reflector families is a relatively large
number (cubic systems need at most 7), consideration
of the lower symmetry of the phases as well as the dif-
ferences in structure factor between X-ray diffraction
and electron diffraction meant that we needed to start
by considering an artificially high number of reflectors.

A systematic approach was then needed to whittle
the number of reflectors down, and this was begun by
manual inspection. Patterns were collected from more
than 50 individual secondary phase precipitates as well
as from the fcc matrix. The highest resolution possi-
ble (nonbinned) was used, and the diffraction pattern
from the fcc matrix was employed to precisely cal-
ibrate the pattern center. As one would expect from
three different crystal structures, three distinct types
of diffraction patterns were observed, as shown in
Fig. 6.11. Since only one TCP structure (�) possessed
a rhombohedral structure, it would be the only one with
diffraction patterns with 3-fold symmetry. Restricting
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Fig. 6.11 Examples of the three distinct EBSD pattern types
obtained from precipitates in aged Alloy 22. These were identi-
fied as (a) � phase, (b) � phase, and (c) P phase, as described in
the text

the possible phases solely to the � phase, and itera-
tively down-selecting the number of reflectors, the pat-
tern was indexed to a fit of better than 0.5◦.

To distinguish between the P and � phases was
a greater challenge, and the morphology of the
precipitates was used. The TEM observations sug-
gested that the � phase formed only at grain bound-
aries, and possessed a more rounded (globular)
morphology; whereas the P phase tended to form a
more elongated crystal, and not necessarily at the
boundaries. By limiting the patterns examined to those
obtained from rounded precipitates at grain boundaries
and solely to the � phase, we iterated as we had done
previously with the � phase to down-select the reflec-
tors, again ending with an indexed pattern with a fit
better than 0.5◦.

Comparison between the � and � phase diffraction
patterns and the third, as of yet unindexed pattern type
revealed the presence of significantly stronger higher
order rings in the � and � patterns (Fig. 6.12), allow-
ing us to then restrict the analysis of the P phase to
patterns with either very weak or no rings. Following
the same reflector down-selecting procedure as before,
the patterns were indexed for the P phase.

Though individual patterns were now successfully
indexed, this was accomplished by limiting the possi-
ble phases to a single phase during the indexing. Dur-
ing the automated data collection, however, all four
phases need to be considered as possible solutions for
each pattern. To this end, a final fine-tuning of the
reflectors list for each phase was performed, ensur-
ing that patterns previously associated with a specific
phase were still indexed as that phase, despite the pos-
sibilities of other phase options.

Multiple EBSD scans were then performed on five
Alloy 22 samples, each aged at a different condition
(Table 6.1), and a total of 106 data points per sam-
ple was collected to ensure a statistical significance
to the quantification of the secondary phase content.
A limitation of this approach, however, was immedi-
ately apparent when examining the first dataset: some
intragranular regions of the scan area that had low
image quality (diffraction contrast) were indexed as the
matrix (fcc), while others, usually the larger ones, were
indexed as the � phase, as seen in Fig. 6.13. By return-
ing to the area and manually examining the diffraction
patterns, it was apparent that these were � precipi-
tates with sizes less than 0.5 �m, and convoluted pat-
terns were being generated from these areas, consisting
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Fig. 6.12 HOLZ rings observed in diffraction patterns from both (a) � phase and (b) � phase particles

Table 6.1 Aging conditions of Alloy 22 samples

Sample Temp. (◦C) Time (hours)

A 760 1,000
B 760 2,000
C 760 16,000
D 750 10,076
E 800 1,000

of both � phase and fcc diffraction, and subsequently
being indexed as fcc.

To address this issue, a post-scan processing code
was written to assign low image quality points indexed
as fcc to the � phase instead (Fig. 6.14), similar to that
used in Section 6.3.2. Although no crystallographic

information could be assigned to these points, this
allowed for an accurate representation of the secondary
phase content of the material. It is critical to note that
this was possible only because of a combination of
excellent polish quality and a well-annealed matrix,
since polishing artifacts or defected material regions
would also yield low diffraction contrast, rendering
this analysis incorrect.

In order to determine whether or not the measure-
ments obtained using this method were accurate, the
values were compared to those measured using an
image analysis (IA) procedure applied to backscattered
electron images captured in the SEM. The IA pro-
cedure relies on the contrast difference between the
secondary phases and the matrix, such that by apply-
ing a threshold to the image, the area fraction (and

Fig. 6.13 Diffraction contrast map (a) illustrating how only the coarse intragrain m phase particles are indexable, as shown in (b)



94 B. El-Dasher and A. Deal

Fig. 6.14 An example of how diffraction contrast is used to correctly adjust the phase information: (a) region of interest, (b) phase
map prior to correction, and (c) phase map after correction

Table 6.2 Phase volume fraction determination using EBSD
vs. image analysis

Individual phase volume Total volume
fraction from EBSD fraction

Sample � � P EBSD Image analysis

A 6.7 0.2 0.1 7.0 6.3
B 9.4 0.2 0.2 9.9 10.1
C 20.2 1.4 0.5 22.1 22.5
D 16.6 0.5 0.6 17.8 17.9
E 11.9 0.3 0.2 12.5 12.7

subsequently volume fraction) of all the precipitates
can be measured.

Comparisons of the total secondary phase volume
fraction results using EBSD to those obtained from the
IA procedure are shown in Table 6.2. It can be seen

that the total volume fraction measured using EBSD is
within 10% of that measured using image analysis, val-
idating the approach. More significant, however, is the
fact that the use of EBSD has yielded the volume frac-
tion of the specific phases present, and not just a total.
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Chapter 7

Phase Identification Through Symmetry Determination
in EBSD Patterns

David J. Dingley and S.I. Wright

7.1 Introduction

The established use of electron backscatter diffraction
(EBSD) is now widespread in orientation determina-
tion, orientation mapping (OIM), and when coupled
with X-ray energy dispersive chemical analysis (EDS),
as a tool for phase discrimination (Schwartz et al.
2000). A look back at the early application of the tech-
nique, before full automation, shows that it was used
primarily for extracting the symmetry elements of an
unknown crystal phase. The approach is detailed in
Chapter 3 of An Atlas of Wide Angle Kikuchi Patterns
(Dingley et al. 1994) and applied extensively to an
investigation of an anomalous thin film growing on the
surface of a synthetic nickel sulfide crystal (Baba-Kishi
and Dingley 1987). Both point group and space group
symmetries were extracted. The fundamental limita-
tions that arise from the backscatter diffraction process
itself have been discussed by Baba-Kishi (1986) and
Dingley et al. (1994). In particular, whereas electron
diffraction is exempt from Friedel’s law, the peculiari-
ties of the EBSD diffraction process somewhat negate
this. Friedel’s law states that in X-ray diffraction it is
not possible to distinguish between centrosymmetric
and noncentrosymmetric crystal structures. In electron
backscatter diffraction this should be possible and thus
enable identification of the noncentrosymmetric point
groups (Baba-Kishi and Dingley 1989).

D.J. Dingley (�)
H. H. Wills Physics Laboratory, Bristol University, Bristol BS8
1TL, United Kingdom
e-mail: djdingley@hotmail.com

Since retiring from EDAX-TSL in 2006, Professor
David Dingley returned to the symmetry determination
problem, but now taking advantage of the automation
of pattern recognition developed for EBSD as part of
the technique for orientation mapping. To complete the
work, new computer analysis was needed, and this was
accomplished by the co-author of this paper, Dr. Stuart
Wright. We present the basis of the new method and
a description of its application to test cases where the
patterns were from known crystals. They include the
cubic, hexagonal, and trigonal systems.

7.2 Basis of the Phase Identification
Method

The EBSD pattern is a gnomonic projection of sets of
Kossel cones generated by the diffraction of electron
waves diverging from a point source in the crystal.
When adopted for use in a scanning electron micro-
scope, the source is confined to a small region no more
than 20 nm or so beneath the target point where the
electron beam strikes the crystal. Two Kossel cones
are generated for each set of crystal planes structure
factor values withstanding. Each pair of cones has a
common axis passing normal to the generator crys-
tal plane and each mirrors the other across the plane.
One corresponds to Laue diffraction in the positive hkl
sense, and the other in the negative hkl. The semi-cone
angle is equal to �/2 minus the Bragg angle. It is large
because the Bragg angle is typically less than a few
degrees, so that the projected cones cut the record-
ing film as a hyperbola only a short distance apart.
The lines of intersection of the cones with the film are
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referred to as Kikuchi lines and the region between
them as Kikuchi or diffraction bands. The respective
intensities are a function of the structure factor and
the dynamical diffraction process; see, for example,
the excellent paper by Winkelmann et al. (2007) in
which the theory is described and computer-generated
EBSD images are created which are remarkably sim-
ilar in detail to those in experimental observation. A
high quality pattern from silicon is shown in Fig. 7.1.
It is deliberately taken with the [011] Kikuchi band
cutting the screen vertically to illustrate that the mir-
ror symmetry that exists across this plane in the crys-
tal becomes distorted when projected onto the image
plane. It remains, however, quite easily recognizable
as a symmetry plane. If the crystal phase and the cam-
era geometry are known, the computer methods can
easily extract the true symmetry. The problem that we
address here, on the other hand, is one in which the
crystal phase is an unknown parameter.

The centerline through each Kikuchi band marks the
line of projection onto the screen of the crystal plane
giving rise to the paired Kossel cones. The intersection
points of these lines are zone axes in the crystal. The
arrangement of Kikuchi bands about those zone axes
which correspond to symmetry axes will, after tak-
ing the gnomonic projection into account, exhibit the
exact symmetry of that axis. One can thus immediately

Fig. 7.1 Electron backscatter diffraction pattern from silicon

construe various methods of extracting this symmetry
and thence, by combining the symmetries found about
different axes, discover the crystal class. However, no
symmetry axes may appear, even though the patterns
extend over a wide angular range. This is especially
true for low symmetry crystals. We thus have to take
advantage of other properties of the pattern. In our con-
siderations it is convenient to consider the pattern as a
projection of the low order planes of the crystal lat-
tice. We need to discover the unit cell of this lattice
which best describes its symmetry. In fact, any unit
cell will suffice at first, because by judicious analysis
of any cell the symmetry of the lattice can be found.
New reference axes can then be assigned based on the
symmetry found and a new unit cell constructed. The
new unit cell and its associated symmetry define the
crystal phase.

7.3 Determination of the Crystal
Unit Cell

Michael (2000) was the first to outline a methodol-
ogy for extracting a triclinic unit cell from any EBSD
pattern. He used this as his basis for phase discrimi-
nation. It is based on extracting three noncoplanar lat-
tice vectors from the pattern from which a triclinic unit
cell is constructed. The reduced cell is calculated from
this, the volume of which, by definition, is the small-
est that can be determined for the particular lattice.
The reduced unit cell volume together with chemical
data is used to search a database to identify the crys-
tal phase. This is a phase discrimination method rather
than a phase identification method, as it ultimately
relies on obtaining a match between measured crys-
tal and chemical parameters and entries in a database.
Our approach is different in both concept and method-
ology. The concept is that we aim to determine the
crystal phase without reference to a database or requir-
ing any chemical knowledge in assisting the process.
The new methodology starts as per the Michael (2000)
method, with a requirement to determine first a tri-
clinic unit cell; but differs in that the principal use of
the cell is to determine the symmetry elements of the
crystal. This cannot be done with sufficient precision
using the three noncoplanar lattice vector method of
Michael (2000), because in general the precision in
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lattice spacing measurement obtained from EBSD pat-
terns is low—typically no better than 5%, and is often
considerably worse. In our method we take advan-
tage of the fact that the precision of angles measured
between Kikuchi bands in the EBSD pattern can be
better than 0.5 degrees, that is 0.2%, especially if the
images are recorded at high resolution, 1000 × 1000
pixels; an iterative Hough algorithm is used; and care
is taken in the calibration procedure. The accuracy can
be judged in TSL OIM DC software from the fit param-
eter, which is a measure of the average angular differ-
ence between calculated line positions and actual posi-
tions. A fit value of 0.5 degrees indicates some Kikuchi
bands were determined to a higher precision than this.
We can thus be confident in the measured shape of the
unit cell to this degree. We set one of the vectors of
the unit cell to unity. The relative magnitude of the
other two is then determined from the interaxis angles.
Effectively, by extending the unit cell to form the entire
lattice, we can then extract the symmetry. From this,
as mentioned above, we determine a new unit cell to
better reflect the symmetry of the lattice. This enables
an overlay of the EBSD pattern that would be formed
from such a lattice to be drawn over the observed pat-
tern. The lattice parameter is now fixed by matching
the band widths produced in the overlaid pattern to
those observed, a match being required for all bands
observed. The method by which all of this is achieved,

however, is best described after the details of triclinic
cell determination have been presented.

We note first that an infinite number of unit cells can
be constructed for any given crystal lattice. It requires
the determination of any three noncoplanar lattice vec-
tors. The cell so constructed will in general not be a
primitive cell. That is not an important factor at this
stage. To find just one of these unit cells, we locate
within the EBSD pattern any two zone axes which
have at least three Kikuchi bands passing through
them, with one band in common. This is illustrated in
Fig. 7.2a. The two zone axes in the EBSD pattern are
labeled ZA1 and ZA2. The common Kikuchi band is
band C.

A routine function of all automated EBSD index-
ing programs is that the crystal plane normals for
all detected bands are calculated with respect to an
orthonormal set of reference axes, (normally set to
the SEM specimen stage axes). For all planes pass-
ing through a single zone axis, the plane normals are
of course coplanar. The two sets of plane normals for
ZA1 and ZA2 are shown alongside the EBSD pattern
in Fig. 7.2. The two sets are clearly not in the same
plane. We assign unit magnitude to the common nor-
mal labeled V12 for ZA1 and V22 for ZA2, as unity. The
magnitude of the vectors V11, V13, V21, and V23 are
then determined from trigonometry. They have magni-
tudes relative to the V22 unit vector and, because only

Fig. 7.2 (a) Selection of 2
zone axes in an EBSD pattern
to construct a triclinic unit
cell, (b) definition of vector
normals for the three planes
intersecting at each of the
zone axes, (c) the constructed
three-dimensional triclinic
unit cell
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trigonometry is employed in their calculation, are pre-
cise to the same degree to which the interplanar angles
are measured. We next select the common vector and
one other from each of the two sets to form the three-
dimensional unit cell, as illustrated in Fig. 7.2c. The
cell is triclinic.

7.4 Discovering the Lattice Symmetry

The triclinic unit cell determined from selection of
three arbitrary noncoplanar planes defines the crystal
lattice just as well as any other that could be con-
structed within the lattice, so it can be used as a basis
for indexing the entire EBSD pattern. Of course the
indexing will be with respect to the triclinic cell. We
utilize the EDAX-TSL OIM computer software to per-
form the indexing. First a look-up table is generated
comprising all the possible interplanar angles for the
detected lattice planes within the unit cell. In the OIM
software procedure, all possible sets of three Kikuchi
bands are next selected from the total detected in the
pattern. The plane normals are determined, and for
each set the three interplanar angles are compared with
theoretically calculated interplanar angles in the look-
up table. A consistent match allows the planes to be
identified and hence the bands to be indexed. If a crys-
tal possesses any symmetry other than triclinic, then
more than one consistent match between experimental
and calculated interplanar angles will be found. These
solutions are related by the symmetry of the crystal,
and arise from the initial choice of reference axes. If
the crystal were cubic, for example, the reference axes
1, 2, and 3 could be labeled in 24 different ways, [100]
[010] [001]; [010] [001] [100]; [00-1] [010] [100]; etc.
The different labeling of a triplet results in different
outputs for the orientation of the crystal. The differ-
ent orientations will again be related to the symmetry
possessed by the crystal. In our new procedure the
orientation relationship is calculated between all pairs
of output orientations. Continuing with our illustration
using a cubic crystal, we would expect to find ori-
entation relationships between the different solutions
which, when presented in terms of an axis angle pair,
included rotation angles of 90◦, 180◦, and 120◦, these
being the rotational symmetry values for the 4-fold,
2-fold, and 3-fold symmetry axes of a cubic crystal.
The indices of the corresponding axes will be output in

Table 7.1 Symmetry axes for conventional crystal systems

Crystal
symmetry Symmetry axes

Cubic Four 90◦ axes—<100>

Three 120◦ axes—<111>

Six 180◦ axes—<110>

Tetragonal One 90◦ axis—[001]
Four 180◦ axes—[100], [010], [110], and [1-10]

Orthorhombic Three 180◦ axes—<100>

Hexagonal One 60◦ axis—[0001]
Six 180◦ axes—<11220> and <10110>

Trigonal One 120◦ axis—[0001]
Three 180◦ axes—<10110>

Monoclinic One 180◦ axis—[100]

terms of the triclinic lattice and thus will be different
for each pair of solutions. But that does not matter. We
should also find that a 90◦ axis lies 54.7◦ from a 120◦

axis, 90◦ from another 90◦ axis, 45◦ from a 180◦ axis,
etc. Thus a table can be drawn up of rotation axes and
angles between them. This table is checked against the
set of symmetry relationships that define the conven-
tional crystal systems. The symmetry axes for the con-
ventional crystal systems are given in Table 7.1, and

Table 7.2 Angles between symmetry axes for conventional
crystal systems

Crystal
Symmetry

Symmetry
axes

Angle between
axes

Cubic 90◦ axes

90◦ from other 90◦ axes
45◦ or 90◦ from 180◦ axes
54.7◦ from 120◦ axes

Cubic 180◦axes 45◦ or 90◦ from 90◦ axes
60◦ or 90◦ from other 180◦ axes
35.3◦ or 90◦ from 120◦ axes

Cubic 120◦axes 54.7◦ from 90◦ axes
35.3◦ or 90◦ from 180◦ axes
70.5◦ from other 120◦ axes

Tetragonal 90◦ axis 90◦ from 180◦ axes
Tetragonal 180◦ axes 90◦ from the 90◦ axis

45◦ or 90◦ from other 180◦ axes
Orthorhombic 180◦ axes 90◦ from other 180◦ axes
Hexagonal 60◦ axis 90◦ from 180◦ axes
Hexagonal 180◦ axes 90◦ from the 60◦ axis

30◦, 60◦, or 90◦ from other
180◦ axes

Trigonal 120◦ axis 90◦ from the 180◦ axes
Trigonal 180◦ axes 90◦ from the 120◦ axis

60◦ from other 180◦ axes
Monoclinic 180◦ axis –
Triclinic – –
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the angles between the axes within each crystal system
are given in Table 7.2.

If the symmetry search found all the possible and
only the possible symmetries possessed by the lattice,
then the problem would be solved. However, because
the number of bands detected is limited, and because
of the finite precision in angular measurement between
crystal planes, ambiguities arise and a voting scheme
and weighting procedure have had to be adopted. It is
not necessary to describe the details of this procedure,
as it is better illustrated by examination of the example
cases below.

7.5 Re-Indexing the Pattern According
to the Discovered Crystal Class

At the completion of the procedure, in order to dis-
cover the symmetry elements possessed by the lattice,
a list of potential crystal systems is produced weighted
in order of the degree that each satisfies the rules in
the tables above. The crystal system at the top of the
list is selected first. Let us refer to this as Potential
Solution 1, PS1. We utilize the fact that each symme-
try element will be associated with an axis and an
angle of rotation. The axis will have a known spe-
cific set of uvw indices in terms of the triclinic crys-
tal direction. Let us label these as utvtwt. However, at
this stage we also know the potential crystal class and
thus the rotation axis type associated with each rotation
angle. For example, a 120◦ rotation is associated with
a <111> rotation axis. Let us label these as ucvcwc.
Admittedly there is some ambiguity for the hexago-
nal system as to which set of 180◦ axes are labeled
<10110> and which <11220>, and similarly for the
tetragonal system where there is ambiguity in select-
ing which of the two pairs of 180◦ axes are labeled
<100> and which <110>, but that is an arbitrary
choice always made in labeling such crystals. That
is, there are always two equivalent and equally valid
solutions for these crystals. Convention establishes the
one used. For a given crystal the first such symmetry
axis found can be assigned any ucvcwc value within
the family type. For example, if the crystal system is
orthorhombic and the symmetry axis has a rotational
symmetry of 180◦, then that axis can be assigned [001]
or [010] or [100]. All are equivalent. Other symmetry
axes in that crystal cannot be assigned with such free-

dom. However, their specific indices are predictable
because the angles between the symmetry axes are also
known and we restrict ourselves to a right-handed sys-
tem. Once three such axes are determined, not neces-
sarily orthogonal, then a transformation matrix T can
be calculated relating the triclinic indices utvtwt to the
new crystal indices, ucvcwc. The triclinic indexing of
all the zone axes can then be transformed into that of
the PS1 system. This permits us to re-index the entire
pattern and calculate the orientation in terms of the PS1

crystal system. Likewise, it becomes possible to cal-
culate the relative lattice spacing of any hkl plane in
terms of the lattice parameters of PS1. However, this is
not as straightforward. We first use the inverse of the
transformation matrix T to calculate the indices utvtwt

in the triclinic system of the three reference directions
ucvcwc in the PS1 crystal system [100], [010], [001].
The vector product of the utvtwt values corresponding
to the ucvcwc values [010], [001] yields the plane nor-
mal htktlt for the plane [100] in terms of the triclinic
system. We calculate similarly the triclinic htktlt for the
other PS1 planes (010) and (001). The lattice spacing
d of these planes is found by substituting respectively
their htktlt values for hkl in the general equation for a
triclinic crystal,

1

d2
= 1

V 2
(S11h2 + S22k2 + S33l2

+2S12hk + 2S23kl + 2S13hl)
(7.1)

where V is the volume of the unit cell and is given by

V = abc(1 − cos2 α − cos2 β − cos2 γ

+2 cos α cos β cos γ )1/2 (7.2)

and

S11 = b2c2 sin2 α S12 = abc2(cos α cos β − cos γ )
S22 = a2c2 sin2 β S23 = a2bc(cos β cos γ − cos α)
S33 = a2b2 sin2 γ S13 = ab2c(cos α cos γ − cos β)

(7.3)
a, b and c are the normalized triclinic lattice parameters
illustrated in Fig. 7.2c.

The values of d found are thus relative to that of the
unit vector used initially in construction of the triclinic
unit cell. They are of course the lattice parameters ac,
bc, and cc of the PS1 crystal. If the crystal is cubic,
then the lattice spacing values found will be the same.
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Otherwise, the ratios ac:bc:cc will be in correct propor-
tion or can be scaled to yield the correct proportions.
That is, the correct proportions could be ac:nbc:mcc

where n and m are integers. This follows because the
original triclinic unit cell may have been a sub-cell of
the true unit cell. If this is the case, it is immediately
recognizable when a new EBSD overlay is calculated
based on the PS1 lattice, the normalized lattice param-
eters ac, bc, and cc, and the orientation calculated in
terms of the PS1 crystal. Basically, what happens is
that if the incorrect ratios are used to calculate the over-
lay, the zone axes parallel to the reference crystal axes
will fall in the correct positions, while all others will
be displaced. Increasing m and n successively by 1 and
recalculating the overlay will eventually yield the cor-
rect ac:bc:cc ratio, which happens when all zone axes
appear in the correct positions. This is illustrated later.
A computer routine has been written that makes these
adjustments automatically. The program also allows
for refinement of the ac:bc:cc ratio to take into account
the small measurement errors in calculation of the ini-
tial unit cell.

We proceed with three examples to illustrate the
procedure. Although in all cases the crystal phase was
actually known, this information was not used any-
where in the analysis. In the first example the crystal
phase was cubic, in the second case it was hexagonal,
and in the third case the crystal phase was trigonal.

7.6 Examples

7.6.1 Case 1, A Cubic Crystal

The EBSD pattern from silicon shown in Fig. 7.1 is
used for the first example. It is reproduced in Fig. 7.3.
The Kikuchi band positions used to determine the tri-
clinic unit cell were input manually in this case in order
to restrict the complexity and clarify the figure. Each
band was identified in terms of the generated triclinic
lattice and is shown colored in the figure. The triclinic
unit cell is shown to the right. The two zone axes used
to generate the unit cell are labeled 100 and 001 in the
figure. The third axis, 010, lies at the intersection of the
100 and 001 bands and falls to the left and outside the
pattern, as indicated by the arrows.

The symmetry relationships found from the pattern
are indicated in Fig. 7.4, which is a snapshot of one of

Fig. 7.3 (a) Bands selected to construct the triclinic unit cell,
(b) the triclinic unit cell

Fig. 7.4 Snapshot from computer program showing
symmetries found from examination of the triclinic unit cell, the
relationship between these axes, and their compliance with the
symmetry of the different crystal systems
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the computer program output screens. It is seen that six
180◦ rotation axes were found, three 90◦ axes, and two
120◦ axes. All 180◦ axes lay within 1◦ of 60◦ or 90◦

from any other 180◦ axis, 45◦ and 90◦ from the 90◦

axes, and 35◦ and 90◦ from 120◦ axes. This is entirely
consistent with what is expected in a cubic crystal.
To accumulate votes for a particular crystal system,
all possible sets of three rotation axes were selected.
Whenever all inter-axis angles within a set were con-
sistent with what was possible for a particular crystal
system, that system was credited one vote. This nat-
urally biases the cubic system, so the tally was even-
tually normalized by dividing by the maximum num-
ber of votes possible for that system. In this exam-
ple, the cubic system achieved an unnormalized total
of 234.

Steps in the refinement of the procedure are shown
in Fig. 7.5. The voting procedure clearly identified the
crystal as cubic. The crystal was re-indexed in terms
of the cubic system and a new orientation determined.

Figure 7.5a shows the computer-generated overlay in
which only the band center lines are shown. The input
band positions for the computation were just the eight
bands selected in the initial analysis, Fig.7.3a. The
computation takes into account the symmetry of the
crystal and automatically adds Kikuchi bands that are
symmetrically related to any of the eight input bands.
A total of 13 bands are included, all of the additional
lines corresponding exactly to bands that appear in the
image. The band widths, which are still with respect
to the normalization procedure adopted for the tri-
clinic cell, are now shown in Fig. 7.5b. As expected,
few match. In this case, the widest band of first-order
type was selected. These are the (113) type bands
shown in blue in the solution overlays in Fig. 7.5b.
The lattice parameter was then incremented in units
of 0.01 nm until the band width matched that seen in
the image. In a later development, this has become an
automated process. The result is shown in Fig. 7.5c.
Whereas many computer-simulated band widths now

Fig. 7.5 Solution overlays
after steps in the lattice
parameter refinement process.
(a) Input bands (in red) and
the solution overlay, (b) initial
solution overlay, (c) solution
overlay after adjustment of the
lattice parameter to match the
blue bands in (b), and (d)
solution overlay after
increasing the order of the
bands which do not match
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match those in the image, others don’t. As computed,
these bands have the following indices: {111} for the
green lines, {100} for the red, and {110} for the yel-
low. The order of reflection was accordingly increased
for these bands, with the {111} band width match-
ing correctly when re-indexed as {222}, and likewise
for the {100} bands when re-indexed as {400}, and
{110} when re-indexed as {220}. The final result is
shown in Fig. 7.5d. The overlay is for a lattice param-
eter of 0.54 nm. (A more careful examination of the
{222} band actually shows a contrast change but no
distinct line corresponding to the projection of the
{111} Kikuchi lines, whilst {333} and {444} lines
also appear, though rather faint. However, no {200}
lines are detected, as is expected for the space group
for this crystal 5 43d. The result gives overwhelming
confidence in the correctness of the computer determi-
nation of the crystal system.

The Kikuchi bands detected, including those only
faintly seen, were {111}, {220}, {131}, {222}, {400},
{331}, {422}, {333}, {115}, and {444}. The indices
fit exactly those expected for an fcc Bravais lattice
and, with the exception of the appearance of the {222}
reflection, to the diamond structure. The observation of
the {222} reflection in electron diffraction patterns is
normal and results from a double diffraction effect. We
have, during this analysis, observed that the {110} axes
exhibit 2-fold symmetry, the {100} axes exhibit 4-fold
symmetry, and the {111} axes exhibit 3-fold symme-
try. This is sufficient to identify the point group sym-
metry as m3m.

7.6.2 Case 2, A Hexagonal Crystal

The second example is the identification of the tita-
nium hexagonal alpha phase. The EBSD pattern used
is shown in Fig. 7.6a, overlaid with the Hough detected
bands and with two of the reference vectors of the
generated triclinic cell labeled [001] and [010]. The
third lies outside the range of the image. The rank-
ing provided two solutions with virtually equally good
matches between the calculated overlay and the origi-
nal pattern. They were both hexagonal. The first result
is shown in Fig. 7.6b and includes the bands originally
detected in the pattern plus those that would appear
because of the symmetry and orientation of the crystal.
The a:c ratio of the lattice parameters resulting directly

from the determination of the hexagonal unit cell from
the triclinic cell was 1.13. After refinement to adjust
for the slight misalignment of the zone axes, the ratio
was 1.11. The a lattice vector is larger than the c vec-
tor. The lattice spacing fit in this case was adjusted by
setting the computer to increase automatically both a
and c parameters in proportion until a best match of all
lines was obtained. The result is shown in Fig. 7.6d.
The lattice parameters obtained were a = 0.49 nm and
c = 0.448 nm.

The second solution recorded after the determina-
tion of the hexagonal unit cell is shown in Fig. 7.6e.
It is in a different orientation. Note that the [0001]
zone axis has remained unchanged but, for example,
the [-2113] axis has become the [01-1-1] axis. After
refinement to better fit the zone axes, and automatic
adjustment of band width so that the observed band
width and that in the overlay match, the a:c ratio is
measured as 0.632 and the magnitudes of the vectors a
and c are 0.309 nm and 0.489 nm, respectively.

The above two results are related by a 60◦ rotation
about [0001]. This is precisely the ambiguity referred
to in the section on re-indexing the pattern according
to the discovered crystal class. We note that the second
solution values for the lattice parameters match those
for the conventional titanium unit cell quite well. The
published figures are a = 0.295 nm and c = 0.468 nm,
respectively, and the ratio a:c = 0.63. It is seen that
the refinement in fitting the calculated positions of the
zone axes to those observed, which determines the a:c
ratio as 0.632, is more precise than the fitting of the
band widths. This is as expected and is the reason the
new method of determining the triclinic unit cell was
adopted.

7.6.3 Case 3, A Trigonal Crystal

The final example is taken from a study of alumina.
Three EBSD patterns were investigated and all resulted
in a correct identification of the trigonal lattice to
which this phase belongs. One of the patterns with the
overlay produced after determining the triclinic unit
cell is shown in Fig. 7.7a. Analysis of the symmetry
identified the lattice as trigonal. After zone axis posi-
tion refinement and automatic band width matching,
the resultant overlay is shown in Fig. 7.7c. The higher-
order lines shown were added manually. This analysis
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Fig. 7.6 (a) Titanium EBSD pattern with bands used for deter-
mination of triclinic cell, (b) calculated overlay hexagonal crys-
tal, (c) result of refining a:c ratio (note in particular the difference
in the location of the green overlay lines), (d) final overlay with

calculated band widths, (e) alternative and equivalent indexing
solutions for the titanium pattern as a hexagonal crystal, (f) final
overlay after refinement for alternative indexing
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Fig. 7.7 (a) Alumina EBSD pattern with bands used to form triclinic cell, (b) as computed overlay for a trigonal crystal, (c)
computer overlay after refinement, (d) result of indexing as if the pattern were hexagonal

was straightforward and produced no complications.
However, as mentioned in the introduction, because a
limited number of bands are considered in the analysis,
and because a tolerance of up to two degrees is permit-
ted in interzonal angle measurements, some ambigu-
ity is inevitable. The program in fact lists all poten-
tial solutions, though they are ranked to display only
those with the best fit between overlay and input bands
for each crystal system. In the previous cases we have
shown only the result for the overall best fit system. To
conclude this case study, we include the result for the
second best fit crystal system. It was hexagonal and the
result after refinement is shown in Fig. 7.7d. Only the
center lines along the bands are shown for clarity. The
orientation is the same as when indexed as a trigonal
crystal, but the extra symmetry produced by the hexag-

onal system over that of the trigonal system has intro-
duced additional bands in the overlay that do not exist
in the pattern. It demonstrates clearly that this method
can resolve these otherwise similar crystal systems.

7.7 Discussion

The above results, produced using a development com-
puter program based on the EDAX-TSL OIM DC soft-
ware, enabled some 12 patterns, including those shown
above, to be analyzed in a few hours. In general, the
procedure required little manual input. Special care
was needed in acquiring precise calibration values for
pattern center and camera length, and each pattern was
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inspected prior to launching the analysis to establish
that the Hough transform settings had resulted in pre-
cise location of the diffraction bands. Where this was
not possible, the diffraction bands were located man-
ually. Sometimes the crystal system that accumulated
the greatest ranking even after normalization was not
the correct one. This was immediately apparent when
the computed band positions were calculated and over-
laid on the pattern, and hence caused minimal dis-
traction. The second ranked solution was then cho-
sen. Nevertheless, it indicates that there remains a need
for improvements in the voting and ranking system.
Notwithstanding these anomalies, the results have well
proven that the principal of the method is sound.

The two parts of the lattice parameter refinement
procedure were found to function with differing
precision. The software based on adjusting the ratios
of the lattice parameters until the best match between
calculated and observed zone axis positions was found
gave good results. The precision was found to be
on the order of 0.2%. The fitting of band widths,
however, was less precise, at 5%. The fitting was done
in two parts. First, the unit vector which was used as
the base vector in constructing the triclinic unit cell
was altered to the value measured from the pattern.
All other vectors were then changed in proportion.
Next, a small proportional and sequential change was
made to all calculated band widths and the quality
of overly band widths to observed made by visual
inspection. There is clearly room for improvement
here, and for automation. The difficulty is that the
Kikuchi line profile varies in a nonuniform manner
from bright to dark, and is different for the Kikuchi
lines on the upper side of the band compared to those
on the lower side. It differs also with regard to the type

and order of reflection. A possible solution is to make
use of the HOLZ rings that are frequently observed sur-
rounding the principal zone axes. These are high-order
reflections and are thus considerably more sensitive
to lattice spacing than the zero-order lines that make
up the majority of the pattern. A computer simulation
of these rings would adjust to changes in the lattice
parameters with regard to the Kikuchi band widths pro-
viding a more precise assessment of when the best fit
occurs between the computed overlay and the observed
pattern.
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Chapter 8

Three-Dimensional Orientation Microscopy
by Serial Sectioning and EBSD-Based Orientation
Mapping in a FIB-SEM

Stefan Zaefferer and Stuart I. Wright

8.1 Introduction

Conventional EBSD-based orientation microscopy
is a 2-dimensional (2D) characterization method,
which is applied to plane cuts through a sam-
ple. Statistical stereological techniques can be used
to gain insight into the 3D aspects of microstruc-
ture, as in, e.g., Adams (1986), Adams et al.
(1987), and Howard and Reed (1998); see also the
web site http://www.liv.ac.uk/fetoxpath/quantoxpath-
/stereol.htm. However, there are also a large number
of cases where a true 3-dimensional characterisation
of a sample volume is critical to a correct understand-
ing of the role the microstructure plays in a partic-
ular material property. Also, computer modelling of
microstructure formation processes (e.g., deformation
or recrystallisation processes) profits greatly from real-
istic 3-dimensional input data (e.g., Zaafarani et al.
2006; Zaefferer 2008).

Information that is in most cases missing in 2D
microstructure observations is the full crystallographic
characterisation of interfaces, e.g., grain boundaries.
Grain boundaries are characterised by 5 macro-
scopic parameters, represented by the misorientation
across the boundary (3 parameters) and its plane nor-
mal (2 parameters). In two-dimensional orientation
microscopy, only the misorientation can be determined
unequivocally, while only one parameter of the plane
normal is accessible. In the case of a microstructure
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close to thermodynamic equilibrium, grain boundary
planes can be determined using a statistical argument:
assuming that most grain boundaries will occupy low
energy positions, the traces of different grain bound-
aries will all point to the same grain boundary normal.
The type and density of low energy grain boundaries
can thus be determined (Rohrer et al. 2004). Never-
theless, in nonequilibrium microstructures, and when
local information on the boundary character is needed,
a 3D technique is essential.

Principally, 3D-characterisation of microstructures
can be performed by two different approaches, either
by serial sectioning or by observation with some
sort of transmissive radiation. The latter techniques
obtain the 3D information from bulk samples, either
by reconstruction from a large number of extinction
images taken under different beam incidence direc-
tions onto the sample, or by a ray-tracing technique.
Ray-tracing techniques are suitable for the character-
isation of the microstructure of crystalline materials;
see, e.g., Poulsen et al. (2001), Yang et al. (2004), and
Preusser et al. (2005). The current spatial resolution of
these techniques is in the order of volumes of some
�m3, and the method has been shown to enable in
situ observations of recrystallisation and deformation
processes: for example, Lauridsen et al. (2006) and
Margulies et al. (2001).

Significantly simpler than the bulk methods, yet
comparably powerful (and partly complementary)
methods for the 3D characterisation of crystalline
materials are the serial sectioning techniques. The
techniques simply comprise the removal of slices of
material with some cutting technique, followed by
the recording of the structure of the exposed materi-
als surface with an appropriate microscopic technique.
Finally the 3D structure is reconstructed, e.g., by
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stacking of the recorded images. Serial sectioning tech-
niques are applicable to a very wide range of materials
and material problems, with the only serious disadvan-
tage being that they are destructive.

For serial sectioning a large number of different
methods can be imagined: e.g., mechanical polish-
ing, chemical polishing, or laser or electrical discharge
ablation. For the observation of the serial sections,
all kinds of microscopic techniques are available:
e.g., light optical observations following some etch-
ing procedure, or SEM observations using contrast cre-
ated by backscattered electrons. The main challenge
associated with many of the sectioning methods is
controlling the sectioning depth, obtaining flat and
parallel surfaces, and correctly redetecting and align-
ing the area of observation. On the observation
side, the main obstacle is the nonquantitative con-
trast of many microscopic techniques, which prevents
unique microstructure reconstruction. Finally, most
of the serial sectioning methods are extremely labo-
rious. It should be mentioned that, disregarding all
these difficulties, Rowenhorst and co-workers devised
a powerful 3D system composed of serial section-
ing by mechanical polishing and a combination of
light optical microscopy and EBSD-based orientation
microscopy for section analysis (Rowenhorst et al.
2006).

A technique that avoids, in an ideal way, all of the
aforementioned problems with sectioning and imaging
is the combination of serial sectioning with a focused
ion beam and EBSD-based orientation microscopy in a
combined FIB (focused ion beam)-SEM. The focused
ion beam usually consists of 30 kV Ga+ ions. The
impact of the beam on a sample leads to localised sput-
tering of the target material and can be used to perform
cuts into the material a few nanometres in width. Irra-
diating a material surface in grazing incidence allows
preparation of smooth surfaces that show little radia-
tion damage: e.g., Prasad et al. (2003), Michael et al.
(2003), and Matteson et al. (2002). This technique has
been used extensively for the preparation of TEM sam-
ples as well as the preparation of flat surfaces for met-
allographic investigations. By sputtering of subsequent
parallel surfaces, serial sections can be created with a
precise distance of some 10 nm up to several �m. A
number of papers describe such a technique for the
preparation of serial sections or TEM samples: e.g.,
Sheng et al. (1997), Cheng et al. (1998), and Jin et al.
(2005).

For observation of the microstructures of the serial
sections, EBSD-based orientation microscopy is an
excellent method because it actually allows quanti-
tative characterization of crystalline materials where
areas (or volumes in 3D) belonging to the same grain in
different sections can be easily assembled by their sim-
ilar orientation and crystallographic structure. Orien-
tation microscopy is therefore the predestined method
for three-dimensional microstructure characterisation
based on serial sectioning.

The combination of EBSD-based orientation
microscopy with serial sectioning is currently under
strong development. The papers assembled in a
recent viewpoint set in Scripta Materialia (Spanos
2006) give nice examples. Also, the combination of
orientation microscopy with serial sectioning by FIB
has been described earlier: e.g., Uchic et al. (2004) and
Groeber et al. (2006). Fully automated 3D orientation
microscopy systems combining FIB and EBSD have
been developed in the last few years, first by Mulders
and Day (2005). The present author, in collaboration
with EDAX/TSL and Zeiss, was probably the second
to develop such a system (Zaefferer et al. 2005). An
overview on the technique and on investigations that
have been done with it was recently published by
Zaefferer et al. (2008).

8.2 The Geometrical Set-Up for 3D
Characterisation in a FIB-SEM

A typical instrument for FIB-EBSD tomography con-
sists of a SEM with a FIB mounted to its side at
an angle of usually 54◦ from the vertical. The EBSD
detector may be mounted either below the FIB col-
umn or on the opposite side of it. Both set-ups are
sketched in Fig. 8.1. For EBSD the investigated surface
is usually tilted 70◦ from the horizontal position while
gracing incidence ion milling of the surface requires
the surface to be inclined to 36◦ (= 90◦–54◦). In the
case that the EBSD detector is mounted to the oppo-
site side of the FIB column, the sample has to be
tilted about an axis perpendicular to the electron and
ion beam in order to change between the EBSD and
the milling position. This set-up is therefore called the
“tilt” set-up (Zaefferer et al. 2005, 2008) and is dis-
played in Fig. 8.1a. In the other case, the sample has
to be rotated about an axis positioned at the half angle
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Fig. 8.1 Schematics of the different geometrical set-ups of
the EBSD-FIB tomography. (a) The tilt geometry—the sample
has to be tilted to change between the milling and the EBSD
position, (b) the static set-up—the sample does not have to be
moved at all, (c) the rotation set-up—the sample is rotated to
change between the positions. Details of this rotation procedure

are given in the sketch in figure (f). Figures (d) and (e) show the
edge milling (EM) method and the surface milling (SM) method.
Both methods can be applied to all tomography set-ups, but most
easily for the tilt and static set-ups. For the rotation set-up, dif-
ferent holders are required to switch between EM and SM

between the electron and ion beam (Fig. 8.1c). This
set-up is called the “rotation” set-up (Mulders and Day
2005). A third set-up—which has not, to the authors’
knowledge, been used yet for 3D serial sectioning but
probably offers the most powerful arrangement for 3D
EBSD—is sketched in Fig. 8.1b: here the EBSD detec-
tor is mounted at 90◦ to both the electron beam and ion
beam direction. If the sample is positioned appropri-
ately, no sample movement between the milling and
EBSD position is necessary at all. This set-up is there-
fore called the “static” set-up.

In tilt geometry a sample tilt between milling and
EBSD of 70◦–(90◦–54◦) = 34◦ is required, as illus-
trated in Fig. 8.1a. Since the sampled area usually
cannot be brought into the eucentric tilt position of

the stage, each sample tilt must be combined with an
x-y translation movement of the stage. For the rotation
geometry (Fig. 8.1c and f), on the other hand, the sam-
ple is positioned on a pretilted holder which itself is
fixed to the pretilted stage. The stage is tilted to half
the angle between the EBSD and FIB beam directions,
thus to about 27◦. The holder on the stage is then addi-
tionally inclined 43◦, to reach 70◦. In order to change
between the milling and the EBSD position, the stage
is now rotated about the (tilted) axis by 180◦, usually
followed by a translation in the x-y plane. For both
geometries the fine tuning of the milling or EBSD posi-
tion is accomplished by a beam shift. To this end a fidu-
cial marker is applied to the surface. In the case of the
tilt set-up this may be, for example, a cross milled into
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the surface next to the investigated area. In the case of
the rotation set-up two fiducial markers are necessary
in order to correct the rotation angle.

Both the tilt and the rotation movement involve
inaccuracies (though these are small on modern stage
designs) which may limit the resolution obtainable
with this technique. The inaccuracies are more severe
for the tilt set-up, because the tilt angle cannot be
directly controlled using the fiducial marker approach.
There are, however, ways to measure and at least par-
tially correct this inaccuracy. The determination of tilt
inaccuracy is accomplished by measurement of the
misorientation between neighbouring points in succes-
sive slices. In the orientation map, the correction of
the tilt inaccuracy is easy because the related distortion
of the measurement field is purely linear: a wrong tilt
angle leads to expansion or compression of the mea-
surement field in the direction perpendicular to the tilt
axis. If the angle of tilt is � (= 70◦ for EBSD) and
the tilt inaccuracy is 
�, then the linear distortion of
the measurement area is (l0 + 
l) / l0 = sin�/sin(�–

�), where l0 denominates the extension of the mea-
surement area in the direction of the ion beam, and 
l
is its distortion due to misalignment. For a tilt inaccu-
racy of 1◦ (which is larger than the accuracy of mod-
ern stages), the distortion of the EBSD map is on the
order of 1%. Another effect of the tilt inaccuracy is
the appearance of a certain milling depth inaccuracy.
In fact, the depth inaccuracy increases with increasing
length of the measured area, according to 
l/l = tan

�, where l is the distance on the milled surface mea-
sured along the beam direction. For a tilt inaccuracy
of 1◦, this leads to a milling depth inaccuracy of about
1.7% of the milling area length.

For the rotation set-up, another source of inaccuracy
has to be considered, which is related to the different
working distances which are used for serial section-
ing and EBSD observations. Milling is performed at a
working distance given by the cross-over point of the
ion and electron beam (usually 4–8 mm) while EBSD
is usually carried out at a significantly larger work-
ing distance of more than 10 mm. Nevertheless, Z-axis
movement should be avoided when changing between
the two different positions because the Z position can-
not be easily controlled or corrected during the process.
A wrong Z position results in defocusing of the ion and
electron beam. For the tilt set-up, the no-Z-movement
requirement is easily satisfied: the noneucentricity of
the stage tilt automatically leads to a decrease of the

sample height in the EBSD position. For the rotation
set-up, however, this condition is more difficult to sat-
isfy. Ways to prevent Z-axis movement here are either
to mill outside of the cross-over conditions (which is
not convenient); to design the instrument such that the
cross-over point is sufficiently low (which sacrifices
lateral resolution of the FIB instrument); or to perform
EBSD at a rather small working distance (which sac-
rifices EBSD performance because the EBSD detector
is not illuminated under optimum conditions).

The third measurement geometry, the static set-up,
of course avoids all problems of sample repositioning
because the sample is not moved at all. The sample is
positioned at a 70◦ tilt to allow for an optimum EBSD
take-off angle. At the same time, the sample is rotated
so that the ion beam illuminates this tilted surface at
grazing incidence. Milling then occurs at the edge of
the tilted specimen. Despite the favourable condition
that the sample does not have to be moved, for this
geometry the position of the cross-over point of the
instrument also has to be carefully designed, because
it is essential here that EBSD and milling are both set
up at the cross-over point of the two beams. It is prob-
ably advisable to select a cross-over point at a working
distance of 10 mm of the SEM.

For all the above mentioned geometries two 3D
sectioning strategies are possible. The first, which we
term the grazing-incidence edge milling method (EM),
is illustrated in Fig. 8.1d. The sample is prepared by
mechanical grinding and polishing to produce a sharp
rectangular edge. Milling is performed at the grazing
incidence to one surface of this sample edge. This
method has the advantage of being easy to set up
and allowing investigation of large volumes. In con-
trast, the microstructure to be investigated must be
close to the sample edge, which is not always eas-
ily achieved or even possible at all. In this case, an
alternative method may be applied, the low-incidence
surface milling (SM) method, which is illustrated in
Fig. 8.1e: the sample is tilted such that the ion beam
enters the surface at an angle of 10–20◦. The advan-
tage of this method is that virtually any volume close to
the sample surface can be investigated. The disadvan-
tage is that the milling area needs to be significantly
larger than in the case of EM in order to avoid shad-
owing of the EBSD detector. It should be mentioned
that both the tilt and the static set-up allow free selec-
tion between the EM and SM method. In contrast, for
the rotation set-up, the angle of incidence is fixed by
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the angle of the pretilted holder. Thus, for each milling
situation, a particular holder has to be available.

Besides the geometry of the microscope set-up, it is
also important to consider the geometry of the milled
volume. The most important point here is that the
edges of the milled area may project a shadow onto
the EBSD detector if they are too close to the investi-
gated area. Usually it is required that the milled area
be bounded by side walls that are inclined at angles
larger than 45◦ on all sides, in order to allow shadow-
free diffraction patterns, as shown in Fig. 8.1d. In order
to avoid too extensive milling times, it is reasonable to
remove the shadowing areas with a large ion beam cur-
rent and mill only the investigated surface with a small
ion current, i.e., a finely focused beam. This may be
accomplished by defining a “milling list,” which con-
sists of a series of different milling commands with
various beam currents.

8.3 Automatic 3D Orientation
Microscopy

Automatic serial sectioning and EBSD mapping
requires the synchronisation of SEM, FIB, and the
camera control hardware. All participating processes
are controlled by one 3D measurement program. Once
the software is configured, it runs the milling and
EBSD cycle until a predefined number of cycles has
been reached. For the tilt set-up, a cycle consists of
the following steps: (1) The EBSD camera is moved
to its position in the chamber. (2) The fiducial marker
is detected by image cross-correlation and the sample
brought to its reference position using beam shift func-
tions. (3) A reference image is taken in EBSD position.
(4) Orientation mapping is performed using the prede-
fined camera and mapping parameters. (5) The cam-
era is retracted, the stage is moved to the predefined
milling position, and the FIB gun is switched on if it
was off. (6) The microscope is switched to FIB mode
and the fiducial marker is detected by cross correlation.
A shift of the ion beam brings the milling area into ref-
erence position. (7) A reference image is taken using
the FIB beam to document the milling progress from
the FIB position. (8) The FIB is switched to milling
mode, the beam is shifted one serial sectioning step,
and the commands in the milling list are carried out.

(9) The FIB gun is switched off, if requested, and the
stage is moved back to the predefined EBSD position.

Automatic 3D orientation microscopy puts high
demands on the measurement process: (1) The stage
positioning has to be accurate enough to allow redetec-
tion of the marker in each position within the limits of
the beam shift controls. (2) The precision of the stage
tilt must be high enough to avoid any visible distortion
of the field of view. (3) The stage drift after sample
repositioning must be minimized and the stage must
reliably come to a complete stop within the range of
tens of seconds. (4) The position correction algorithm
must be precise enough to achieve the desired resolu-
tion. (5) The SEM and the FIB must work stably over
long measurement times.

8.4 Software for 3D Data Analysis

Software for the data analysis and display of 3D ori-
entation microscopy should, ideally, be able to ren-
der a 3-dimensional image of the microstructure and
to reconstruct 3D grains and 3D boundaries on the
basis of the measured orientations. A software tool
that fulfils these requirements has been developed by
Rowenhorst et al. (2006). In particular, its boundary
rendering algorithms are extremely elaborate. Besides
colouring grain boundaries according to the position
of the local crystallographic normal vector in a stan-
dard orientation triangle, it also renders, for example,
boundary curvature.

Another software tool has been presented by Mul-
ders and Day (2005). Their software is able to ren-
der 3D orientation images of a microstructure, select
individual grains, and deliver stereological data like
volume, shape, size, and so on. A well-known public
domain software package for 3D rendering is IMOD,
which is based on the construction of 3D wire-frame
models from 2D cuts (Kremer et al. 1996). We used the
software ourselves for the presentation of 3D orienta-
tion data (Konrad et al. 2006). The software, however,
is not based on orientation data but on colour informa-
tion in 2D images; in most cases this has turned out to
be impracticable for orientation microscopy.

The present authors also developed some so far
rather rudimentary software, which will be used to
represent our later examples. It presents the measured
volume by sequential display of 2D microstructure
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images. For preparation of the individual slice images,
the batch processing function of the EDAX-TSL OIM
Analysis software package is used. This function
allows applying similar operations to any number of
measured 2D data sets: for example, clean-up, map
construction, and saving of images to disk. The 3D
software furthermore contains a tool that allows man-
ual selection of grain boundaries or other interfaces.
Subsequently, the local grain boundary normals in the
sample and crystal reference systems are calculated.

An important precondition for proper rendering of
3D data is the precise alignment of the slices. Although
this is achieved to a large extent during the data
acquisition process, the data still show misalignment
between the slices. We therefore developed an align-
ment tool which is based on the calculation of a corre-
lation function:
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Here the three Euler angles of an orientation, φ1,
Φ, φ2, are interpreted as a Cartesian vector. The Euler
vector at a position x, y in the reference orientation
map is subtracted from the one at the position x+i, y+j
in the target map. A term is only added if the misori-
entation between the two compared points is smaller
than a given threshold, 
Rmax, which accounts for the
fact that the microstructure might locally change sig-
nificantly between two subsequent slices. The position
in which the sum over all differences Cij is minimum
produces the best alignment. Note that before Cij is cal-
culated, the Euler angles must be reduced to a single
symmetric variant by multiplication of the orientation
matrix by one of the symmetry element matrices of the
respective crystal structure.

8.5 Application Examples

The measurement examples described in the following
sections have all been collected in the authors’ lab on a
Zeiss-Crossbeam XB 1540 FIB-SEM, which consists
of a Gemini-type field emission gun electron column
and an Orsay Physics ion beam column. For EBSD, a

DigiView camera of EDAX-TSL was mounted oppo-
site to the FIB column on a motorised and computer-
controlled slide. The geometric arrangement is a tilt
set-up, as described earlier. The SEM was operated at
an acceleration voltage of 15 kV, the FIB at 30 kV. The
cross-over point of the system was at 8 mm, the EBSD
working distance was about 12–14 mm.

8.5.1 The 3D Microstructure and
Crystallography of Pearlite Colonies

Pearlite is a lamellar arrangement of ferrite (�-Fe
with bcc lattice structure) and cementite (Fe3C) that
forms in a eutectoid reaction from austenite (
-Fe
with fcc lattice structure). In two-dimensional inves-
tigations, pearlite often exhibits characteristic bending
of the lamella structure, which is related to a signif-
icant orientation change of the ferrite and likely also
of the cementite. The occurrence of bending and of
the related orientation change is an interesting hint of
the physical mechanism of phase transformation. A
3D investigation of the arrangement of pearlite lamel-
lae may yield new and otherwise inaccessible informa-
tion: First, the direction of the maximum orientation
gradients may be determined and spatially correlated
with the strength of the lamella curvature. Second, the
ferrite-cementite phase boundary might be precisely
characterised with respect to the ferrite grain boundary
normal.

For the example presented here, a simple high car-
bon steel Fe 0.49% sample was heated to 950◦C and
then furnace cooled at a rate of 0.1◦C/s. The sec-
tioning was carried out in the EM mode. 50 slices
of 30 × 20 �m were milled with a step size of
100 nm. The milling of each slice took 10 min using
an ion beam current of 500 pA. Additionally, on
each side a coarse milling of 2 min at 2 nA was
applied to remove the shadowing material. Orienta-
tion mapping was performed using a lateral step size
of 100 nm. Only the ferrite phase was indexed, since
cementite did not produce any indexable patterns.
The time for one complete cycle was approximately
35 min, including 16 min for milling and 15 min for
EBSD mapping.

Figure 8.2 displays the results of the measure-
ments in the form of a 3D orientation map where the
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Fig. 8.2 3D orientation map of a pearlite microstructure. The colour is composed of image quality (grey value) and a colour code
for the crystal direction parallel to the X-axis of the sample

colour of each voxel (volume pixel) is a combina-
tion of the diffraction pattern quality, which defines
the brightness of the voxel, and the orientation of the
measurement plane normal, which defines the colour
according to the inverse pole figure colour triangle.
Though cementite could not be indexed, the reduced
ferrite diffraction pattern quality indicates the posi-
tion of the lamellae. The cementite lamellae have a
width of 100–200 nm and a distance varying between
200 and 400 nm. The figure shows the good align-
ment accuracy of the measurement: at many posi-
tions, it is possible to track the pearlite lamella through
all three dimensions. Nevertheless, in areas where
the lamellae are close together, their exact direction
is not clear.

One of the most significant advances of 3D orien-
tation microscopy compared to the 2D technique is
the opportunity to determine grain or phase boundary
planes. Here a semiautomatic tool is applied to mea-
sure the position of the boundary planes. From three
user-selected points on a plane, the plane normal vec-
tor with respect to the sample and crystal coordinate
system is calculated. The results are demonstrated in
Fig. 8.3. Two sets of pearlite lamellae, 1 to 6 and 7
to 10 have been investigated. As indicated by the pole
figures in Fig. 8.3b, in each of the lamellae groups
the ferrite crystals continuously rotate about a (1 1 1)

plane. The rotation pole, however, is different for each
group. The position of the lamellae normals relative to
the sample reference frame is displayed in the pole fig-
ures in Fig. 8.3c. The crystallographic indices of the
ferrite side of the lamellae boundaries are shown in
the inverse pole figures in Fig. 8.3d. The inverse pole
figures show that the ferrite phase boundary is close
to (1 1 1), albeit with a significant deviation of up to
16◦. It has been shown by TEM investigations that the
atomic habit plane of ferrite-cementite lamellae may
be (1 2 5), (1 1 2), or (0 1 1) (see Zhou and Shiflet
[1992] and Spanos and Aaronson [1990], for example),
depending on the orientation relationship between both
phases. While the (1 1 1) plane determined here devi-
ates considerably from these results, it has in fact been
shown that there is not necessarily any correspondence
between the atomic habit plane and the macroscopic
one (Hackney and Shiflet 1986).

8.5.2 Microstructure of “Nanocrystalline”
NiCo Deposits

Electrodeposition from aqueous solution has been
intensively studied as a method to create metal-
lic films with nanocrystalline microstructure: e.g.,
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Fig. 8.3 Ferrite-cementite interface analysis on a 3D orienta-
tion map. (a) Microstructure displayed in reference-orientation
coding (reference: orientation of the lamella-free area in the
upper back corner; maximum misorientation 15◦) with some
cementite lamellae marked. (b) (111) Pole figure of the area of
lamellae 7 to 10 (left) and 1 to 6 (right) indicating that each
pearlite colony is characterised by one common (111) pole as

rotation axis. The common pole is marked by a circle. (c) Stere-
ographic projection of the cementite lamellae plane normals. (d)
Inverse pole figure of the crystallographic ferrite plane normals
of the cementite lamellae. For figures (c) and (d) each lamella
position has been measured several times, indicated by similar
symbols connected by lines

Vicenzo and Cavallotti (2004), Gómez et al. (1998),
El-Sherik and Erb (1995), and Wu et al. (2005). The
deposition parameters, such as solution composition,
current density, and bath movement strongly influ-
ence the developing microstructure. The exact mech-
anisms of microstructure formation are still largely
unknown, partly because a precise characterisation
of the microstructure has rarely been undertaken. In
a recently published work (Bastos et al. 2006) we
applied EBSD-based high resolution orientation map-
ping to obtain a deeper knowledge of the microstruc-
ture of electrodeposited thin films of NiCo. Most of
the investigated films consist of a large volume frac-

tion of columnar crystals with cross sections in the
submicrometer range but lengths on the order of more
than 30 �m, as shown in Fig. 8.4a. For all columnar
grains the <1 1 2 0> direction is close to the growth
direction of the crystal column. Only in niches beside
these crystals do areas of truly nanocrystalline mate-
rial exist. It was furthermore found that the elongated
crystals are in most cases growing in triples of paral-
lel crystals which are related to each other by a twin
orientation relationship. The existence of these triples
can be seen on the free grown surface of the elec-
trodeposited material in the form of 3-fold pyramids,
as shown in Fig. 8.4b. We suspect that the existence of



8 Three-Dimensional Orientation Microscopy 117

Fig. 8.4 (a) Cross section orientation map of the microstructure of columnar-grown NiCo electrodeposited film. (b) Surface mor-
phology of the film, showing the formation of 3-fold pyramids

twins stabilizes the growth of columnar grains by the
formation of low energy boundaries.

3D orientation microscopy was performed on a
full, 100-�m wide cross section of an electrodeposited
material. The sample was manually ground and
polished on the cross sections to produce a sharp
rectangular edge, as shown in Fig. 8.5. 3D orientation
microscopy was performed using the EM method. A
step size of 100 nm in all dimensions was selected and
60 maps covering a volume of 83 × 16 × 6 �m were
measured within less than two days. The results are
shown in Fig. 8.6a as a 3D orientation map, coloured
according to the inverse pole figure of a direction
perpendicular to the growth direction. Random large
angle grain boundaries are coloured black, while all
possible twin boundaries are displayed as white lines.
In the centre of the map a part has been cut out to
expose a typical twin-triple consisting of three grains
with two 56◦ <1 1 2 0> twin relations between them

Fig. 8.5 Secondary electron image of the cross section of the
NiCo thin film ready for 3D orientation microscopy. The inves-
tigated volume is indicated by a black line frame, the growth
direction by an arrow. The rectangular edge has been prepared
by mechanical grinding and polishing
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and an approximately 66◦ <1 1 2 0> relationship on
the remaining boundary. In Fig. 8.6b the block is cut
along the plane that contains this twin triple. The triple
is not growing straight, but is visibly quite heavily
curved. Together with this curvature the orientation
of the triple changes, as shown by the colour code of
the figure, which displays the deviation of the macro-
scopic growth direction from the <1 1 2 0> crystal
direction.

From Fig. 8.6b, note that the grains (1) and (2) exist
as twins with a sharp 57◦ <1 1 2 0> relation when
they first enter into the measurement area (marked as
point A in Fig. 8.6b); note also that grain (2) is not
visible in the figure as it is on top of grain (1). At
point B, grain (3) nucleates and grows for the first
approximately 10 �m as a very thin tube parallel to
grains (1) and (2). Where the grains reach a position for
optimum growth (i.e., <1 1 2 0> parallel to the macro-
scopic GD), grain (3) also expands and grows larger
(point C). At this position the grain boundary char-
acteristics are determined in more detail; the results
are displayed in Fig. 8.7. Between grains (1) and (2)

Fig. 8.7 Grain boundary analysis on the twin triple observed
above. Crystals (1) and (2) form a coherent 57◦ <1 1 2 0>

compression-type twin. Crystal (3) is in a noncoherent twin rela-
tion to crystal (2), but it has no special relationship with (1).
Grains (2) and (3) and (1) and (3) have basal planes as boundary
planes

a {1 0 1 1} coherent twin boundary is found. Grain (3),
although it shows a precise twin orientation relation
with grain (2), does not have a coherent boundary with

Fig. 8.6 3D orientation maps from a NiCo electrodeposited
film. Measurement voxel size 100 × 100 × 100 nm3. (a) The
full measured orientation map coloured according to the inverse
pole figure of the X-direction. General large angle grain bound-
aries (� > 15◦) are displayed in black, all kinds of twin bound-
aries in white. A part is cut-out in the middle to display the
position of one twin triple, marked by a circle. (b) Orientation
map coloured according to the deviation of the crystal <1 1 2 0>

direction from the macroscopic growth direction Y. Areas in gray
indicate crystals with fcc crystal structure. The structure is cut
along the plane marked in (a). The markers A, B, and C indicate
particular positions in the formation of the twin triple. Note that
the scattered white pixels on top of the crystal marked A occur
due to the twin boundary being almost parallel to the cutting
plane
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the latter, i.e., the plane indices on both sides of the
grain boundary are different, the one of grain (2) being
very precisely the (0 0 0 1) basal plane, the other being
some quite highly indexed one. The same is true for
the boundary with grain (1), although this grain bound-
ary does not even show any typical twin orientation
relationship. We conclude that the triple grain arrange-
ment forms low energy boundaries which support the
growth of the triples; see Bastos et al. (2008) for more
information.

8.6 Discussion

8.6.1 Accuracy and Application Limits

The 3D orientation microscopy system fully preserves
the powerful functions of EBSD-based 2D orienta-
tion microscopy and extends them into the 3rd dimen-
sion. Important parameters to assess the performance
of this technique are (i) the spatial resolution, (ii) the
angular resolution, and (iii) the maximum size of the
observable volumes with regard to the long-term sta-
bility of the instrument.

(i)The spatial resolution of the system results from
the lateral resolution achieved on the 2D sections, the
accuracy of alignment of the sections, and the depth
resolution. The lateral resolution of EBSD-based 2D
orientation microscopy is on the order of 30–100 nm
on a FEGSEM (e.g., Zaefferer 2007). During mea-
surement, alignment of the serial sections is achieved
by recognition of a fiducial marker and positioning
it via beam shifts. Additional slice alignment pro-
cedures can be applied in a postprocessing step as
described above. An important prerequisite for appli-
cation of the image recognition tool is that the align-
ment marker lies within the visible image after each
stage repositioning. Current stages allow a sufficiently
high stage positioning accuracy of at maximum 2
�m in the x and y directions and < 1◦ for the tilt
(see point (ii)).

The depth resolution, i.e., the information depth of
EBSD, was found to be less than 10 nm for medium
atomic number materials (Zaefferer 2007). This value,
therefore, defines the lower limit of the achievable 3D
depth resolution. This value is inconsequential because
the slice cutting is less precise than this: it is, for exam-

ple, difficult to prepare thin foils for TEM via FIB
milling with a thickness below 50 nm. The accuracy
of cutting in the automated system is defined mainly by
the FIB image resolution and the accuracy of automatic
image alignment. The pattern recognition precision is,
at best, as good as one pixel in the digital image, pro-
vided that image resolution is high enough. For a 50
pA beam, which is usually used for image alignment,
image resolution is better than 20 nm. Therefore, for a
sufficiently high magnification, it is theoretically pos-
sible to reach approximately 20 nm depth resolution.
In reality, we found that the image recognition is usu-
ally less precise than one pixel, i.e., in the order of
three or four pixels. Thus, a FIB image magnification
of 20,000 × is required to reliably obtain 50 nm image
positioning accuracy. Also, the accuracy of the stage
tilt has an influence on the accuracy of milling, as was
shown in Section 8.2. A deviation of 1◦ from the prede-
fined cutting angle results in a deviation of 170 nm at
the bottom of a 10-�m long milling field. Usually the
tilt accuracy is better, but we believe that a depth res-
olution value of 50 nm represents the best resolution
currently achievable. Most of the studies performed so
far have been carried out with 100 nm step sizes in
all directions, which gives satisfactory section align-
ment. The pearlite lamellae shown in Fig. 8.2 display
a particularly well-suited structure for testing the res-
olution of a 3D EBSD system, because the continuity
of the lamellae is a particularly critical measure for the
accuracy of alignment. In the present example there are
areas where the lamellae appear perfectly aligned, par-
ticularly on the upper part of the measured block. How-
ever, other areas, at the lower part of the milled area
in particular, show lamellae which cannot be uniquely
grouped together.

(ii) The angular resolution of the 2D EBSD tech-
nique is on the order of 0.5◦ for high speed measure-
ments. On a 3D EBSD tilt set-up system, this value
may be larger due to inaccuracy of the stage tilt. By
measuring the orientation variation from slice to slice
inside a well-recrystallised grain of constant orienta-
tion, we found for the authors’ instrumentation an aver-
age tilt imprecision of 0.5◦. For typical orientation
microscopy applications, therefore, the angular resolu-
tion of 3D EBSD is as good as that of the 2D technique.
Since the angular misalignment between two slices
affects all pixels in a map in a similar way, the mis-
alignment can be approximately determined—and thus
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corrected—by calculation of the average misorienta-
tion of all neighbouring points in neighbouring slices,
excluding all points that have a misorientation larger
than a certain threshold value.

(iii) The maximum size of the observable volume
depends mainly on the material and on the time invest-
ment one wants to make. While the width of the milled
surface is virtually unlimited, the height of the observ-
able surface depends on the sensitivity of the sample
material to curtaining. In fact, from a certain distance
to the top edge of the milled area, intense ion beam
scattering prevents the formation of smooth surfaces
and good EBSD patterns, and renders the depth posi-
tion very imprecise. The distance at which curtaining
starts depends strongly on the material, its microstruc-
ture and crystal orientation, the quality of the top
surface, and the milling current. To date, the largest
curtain-free height obtained by the author is larger than
60 �m on an FeNi sample milled with 500 pA beam
current. Other authors (West 2007, private communi-
cation) reached a milling area height of almost 100 �m
on a Ni-base superalloy.

The number and maximum thickness of milled
sections are, like the width, in principle unlimited.
However, with increasing milling depth, the milled
volume has to be increased in order to prevent shad-
ows on the EBSD screen and serious redeposition of
milled material on the sides of the milled volume.
The volume-limiting parameter is therefore the milling
time: a curtain-free area of 20 × 20 �m may be milled
1 �m into a low-alloy steel sample in approximately
15 min with a beam current of 500 pA. The sides of
the volume may be milled with a larger beam current
at a higher rate, since they don’t require any surface
quality. We believe that the largest volume accessible
with the methods presented here is on the order of
w × h × d = 50 × 50 × 50 �m. Other groups have
shown that by using a particular sample preparation
(e.g., a “finger,” prepared by mechanical machining),
still larger volumes can be obtained (Groeber et al.
2006).

Large volumes or high resolution measurements
require long measurement times and therefore long-
term stability of the instrument, in particular, of the
FIB gun. The longest successful measurements per-
formed with the authors’ equipment lasted about five
days. During this time the FIB gun was not continu-
ously switched on but switched automatically off dur-
ing the EBSD measurements.

8.6.2 Materials Issues

On many metals and intermetallics investigated so far
(e.g., various ferritic, austenitic and martensitic steels,
nickel, copper, aluminium, FeAl, CuZnAl), excellent
diffraction patterns were obtained from milled sur-
faces, and the microstructures observed on these were
similar to those prepared by other methods. Neverthe-
less, various problems exist. One is the amorphisation
of certain materials. We have observed, for example,
that Nb-containing Laves-phase precipitates in Fe3Al,
which give sharp diffraction patterns after mechanical
preparation, do not give any patterns when prepared
by milling (Konrad et al. 2006). Similar effects have
been observed on certain carbides. It is known from
silicon, that Ga+ ion beam milling with 30 kV ions cre-
ates an amorphous layer of approximately 20 nm thick-
ness (Kato et al. 1999), which is too thick for EBSD.
On TEM sample preparation, low-kV ion polishing
subsequently reduces the thickness of the amorphous
layer significantly. It is possible, but not yet tested, that
this would help also with 3D orientation microscopy.
A second, serious problem has been observed when
milling steels with metastable residual austenite, for
example low-alloyed TRIP steels. Here, all austenite
transforms under the influence of the ion beam into
ferrite. Up to now, this transformation could not be
avoided by either small beam currents or by low-kV
milling, or by a milling with Ar+ ions. Finally, we
observed that the microstructure of heavily deformed
aluminium may be destroyed by intense ion beam irra-
diation, which can probably be attributed to the forma-
tion of a low-temperature melting Al-Ga eutectic.

8.7 Conclusions

Automated 3D orientation microscopy yields a multi-
dimensional data vector for each voxel of the measured
volume, including the crystal orientation, the crystal-
lographic phase, a value for the lattice defect density,
and, if measured by simultaneous EDS analysis, the
elemental composition. A volume pixel resolution of
100 × 100 × 100 nm3 has been obtained as a stan-
dard but 50 × 50 × 50 nm3 seems to be a realistic
optimum. Other authors have claimed an even better
resolution of 20 × 20 × 20 nm3 (Mulders and Day
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2005). The largest volumes observable are on the order
of 50 × 50 × 50 �m. On particular materials (Ni-based
superalloys), larger volumes have been reported. The
technique works on a large number of materials, but
some exceptions have been found where the material’s
microstructure is significantly changed under Ga+ ion
beam irradiation.

Until recently the measurement time was still long,
from about 30 min to more than 1 h per cycle. Recent
advances in EBSD camera technology and in the opti-
misation of milling strategies have shortened these
times significantly. The EBSD pattern acquisition rate
increased from 70 patterns per second to almost 200
patterns per second. The milling times may be short-
ened by more than a factor of 2. The time per cycle
therefore develops in the direction of 10–30 min.

One main disadvantage of the FIB-EBSD tomogra-
phy is the fact that it is a destructive technique, thus
3D observations of materials processes can not be per-
formed. However, the introduction of computer simu-
lation tools offers the possibility of investigating the
evolution of microstructures. A second serious dis-
advantage is the relatively small volume that can be
observed with the technique. Statistical data, like grain
size distributions or textures, thus may be quite ques-
tionable and must be carefully checked. Here another
powerful technique, the combination of EBSD with
serial sections created by mechanical polishing (MP-
EBSD tomography), allows a large extension of the
observed volume. Unfortunately, this technique (MP-
EBSD tomography) is extremely laborious and is, in
fact, difficult to be automate fully. In comparison to the
newly developed 3D X-ray diffraction techniques, the
strength of the FIB-EBSD tomography technique lies
in its significantly higher spatial resolution, its applica-
bility also to highly deformed or multiphase structures,
and its ease of application.
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Chapter 9

Collection, Processing, and Analysis of Three-Dimensional
EBSD Data Sets

Michael A. Groeber, David J. Rowenhorst, and Michael D. Uchic

9.1 Introduction

Three-dimensional (3D) characterization methods are
required to completely determine microstructural
descriptors such as the true shape and size of fea-
tures, the number of features, and the connectivity
between these features. Experimental methods to char-
acterize microstructure in 3D have undergone dramatic
improvements in the past decade, and there now exists
a host of methodologies that are capable of deter-
mining 3D microstructural information, ranging from
counting individual atoms to imaging macro-scale vol-
umes. The state of the art for this field has been
reviewed recently in a Viewpoint Set for Scripta Mate-
rialia (Spanos 2006).

This chapter focuses on the specific topic of exper-
imental interrogation and analysis of microstructural
features such as grains or precipitates in 3D that
includes crystallographic orientation data. Currently
there are two main experimental pathways to collect
such information. Serial sectioning experiments are
more commonplace, but consume the sample as part
of the experiment; while X-ray methods are nonde-
structive, but typically require the use of high-intensity
X-ray sources. For the X-ray methods, there are a
handful of groups world-wide that are working towards
spatially-resolved crystallographic analyses of grain
structures in 3D using high-intensity X-ray systems
(Schmidt et al. 2004; Lauridsen et al. 2006; Budai
et al. 2004, 2008; Lienert et al. 2007). These meth-
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ods have a significant advantage in that the sample
remains intact after analysis, allowing for the pos-
sibility of time-dependent studies of microstructural
changes due to thermal or mechanical input. Nonethe-
less, these experiments require the high brilliance of a
synchrotron source, which puts significant restrictions
on the general applicability of the methods.

Therefore, the focus of this chapter is on the collec-
tion, processing, and analysis of grain-level data using
more universally-accessible serial section experiments,
where electron backscattered diffraction (EBSD) maps
are used as an integral component of the characteri-
zation method. The incorporation of crystallographic
maps enables a straightforward approach to defin-
ing the individual grains or precipitates that compose
aggregate assemblies, and also allows for orientation-
based data analysis—for example, determining the dis-
orientation between neighboring grains, or assessing
the complete character of grain boundaries (Saylor
et al. 2004a; Kim et al. 2006).

The authors of this chapter have assumed that the
reader has knowledge of most basic aspects of crystal-
lography and is aware of some of the commercial pack-
ages pertaining to EBSD data collection and analysis.
We recommend the first volume of this book to anyone
interested in additional background information.

9.2 Data Collection

Serial sectioning experiments are comprised of two
main tasks—sectioning and data collection—which
are repeated until the desired volume of material has
been interrogated. The sectioning process involves the
removal of a known volume of material, usually with
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the requirement that the newly-exposed surface be as
planar as possible. The amount of material removed,
i.e., the serial sectioning thickness, is primarily deter-
mined by the size-scale of the microstructural features
that are to be examined. A typical rule of thumb is to
acquire a minimum of 10 sections per average feature
if feature shape is to be determined. The section thick-
ness is often a compromise between the desire for high-
fidelity data and the constraints of both personnel and
instrument time to collect the data sets. Note that the
serial section thickness is usually uniform throughout
the experiment to simplify data processing, but fiducial
marks can be added to track differences due to inten-
tional variations or experimental error.

After sectioning, the surface of interest is charac-
terized through standard imaging methods, or other
mapping methods such as EBSD. There are a cou-
ple of factors that one must consider in order to
successfully incorporate EBSD data into a serial sec-
tioning experiment. Obviously, the material sectioning
process must be capable of producing a “low damage”
surface that allows for the EBSD patterns to be suc-
cessfully indexed. For example, mechanical sectioning
procedures often produce some damage, and so
multiple processing steps may be required in order to
minimize surface damage at the completion of the sec-
tioning process, such as the combination of mechan-
ical polishing followed by vibratory, chemical, ion,
or electropolishing. Also, another practical concern is
that EBSD data collection typically adds significant
overhead to the time required to complete an experi-
ment, because of the relatively slow data acquisition
speed compared to standard electron imaging methods.
These time constraints can be addressed by collecting
complementary data, for example, both EBSD maps
and SEM images, where EBSD data is collected less
frequently than the image data (i.e., every nth slice)
(Rowenhorst et al. 2006).

The combination of serial sectioning via mechani-
cal polishing and EBSD mapping was initially demon-
strated by Wall et al. (2001) and Saylor et al. (2001),
and later by groups at the Naval Research Laboratory
to examine grain aggregate microstructures (Lewis
et al. 2006) and martensite precipitates (Rowenhorst
et al. 2006). One significant advantage of using
mechanical sectioning methods to perform this exper-
iment is that the dimensions of the serial sectioning
surface can be very large (>1 mm). This allows for
the characterization of microstructural features that are

typically larger than a few microns in scale. Also,
mechanical polishing equipment is usually available in
most materials science laboratories, and the procedures
for producing high-quality surfaces are well under-
stood. A possible disadvantage is that it may be dif-
ficult with mechanical polishing to consistently obtain
serial section thickness below a few hundred nanome-
ters in scale, although there are examples in the liter-
ature of successful serial mechanical polishing even at
this scale (Lund and Voorhees 2002). Also, at present
this experiment must be performed manually.

In addition to mechanical sectioning, ion-based
micromilling using Focused Ion Beam-Scanning Elec-
tron Microscopes (FIB-SEMs) have also been used
for EBSD-inclusive serial sectioning studies (Groeber
et al. 2004, 2006; Zaafarani et al. 2006). The high pre-
cision of FIB milling can produce a finer serial sec-
tioning thickness than can be performed by mechan-
ical polishing, but the limited milling speed of FIB
microscopes usually results in a much smaller analysis
volume. The surface damage produced by FIB milling
using 30 kV Ga ions can be moderate enough to allow
for EBSD pattern collection from some materials such
as Ni and Fe. It is worth noting that the process for
serial sectioning and EBSD pattern collection has been
automated on two of the commercial microscope sys-
tems. Note that this technique is covered in more detail
in the chapter in this book by Zaefferer.

9.3 Processing Strategies

9.3.1 Registration and Alignment of
Sections

It is often the case that misalignment between sec-
tions occurs during the sectioning experiment and
can cause difficulties in the subsequent analysis of
the dataset. These misalignments can be minimized
through the use of fiducial marks coupled with man-
ual and automated alignment tools during the data
collection process, but can rarely be totally avoided.
This section will address techniques used to adjust sec-
tions after the collection process has completed. First,
the generalized alignment solution is discussed and
then the special condition involving EBSD data is pre-
sented. It is important to note that manual sectioning
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processes are typically more susceptible to misalign-
ment errors. Automated processes, such as FIB-OIM
data collection, can incorporate procedures for very
precise positioning of the sample following move-
ments after sectioning and imaging. In the case of
the FIB-OIM, image recognition software has been
demonstrated to be able to place the sample to within
0.1 microns and 0.1 degrees of the desired posi-
tion, removing nearly all misalignment (Groeber et al.
2006).

The most straightforward registration procedures
involve applying simple translations and rotations to
sections to improve section-to-section alignment. In
the general case, this can be done with images and
image processing techniques like least-square differ-
ence fitting or image convolution. In these procedures,
images are translated (generally at multiples of the
pixel size) or rotated in the plane of the image until
either a minimum difference or maximum product
between pixels in consecutive images is obtained.

Often the registration of separate serial sections
requires more than simple translations and rotations
of the sections to gain proper alignment of the image
stack. This is most prevalent when combining data
collected by different methods, such as micrographs
from a light optical microscope and EBSD scans from
a SEM, where there may be different coordinate ori-
entations, and scaling between pixels. However, these
same techniques can be applied to remove distortions
or drift during data collection within a set of serial
EBSD scans.

The alignment of the images begins by identifying a
number of point features (examples would include the
centers of grains, or triple junctions). One then must
choose a reference frame to which the image is aligned,
either a SEM/EBSD image that is relatively free of
drift, or an optical image (hereby noted as X ′, Y ′). The
points in the EBSD scan (X, Y ) should then be brought
into coincidence with the reference frame. The trans-
formation from the EBSD image to the reference opti-
cal image is given by:

⎡

⎢
⎣

X ′

Y ′

1

⎤

⎥
⎦ = T

⎡

⎢
⎣

X
Y
1

⎤

⎥
⎦ , (9.1)

where T is a two-dimensional transformation matrix of
the form:

T =

⎡

⎢
⎣

t11 t21 t31

t12 t22 t32

0 0 1

⎤

⎥
⎦ .

In the most general case, T describes an affine trans-
formation. An affine transformation is a transformation
that preserves colinearity and the ratio of distances, but
not necessarily angles. Affine transformations can be
considered as linear combinations of image rotation
and independent scaling and shearing in each direc-
tion, combined with a translation. The components of
the affine transformation matrix, T, can be solved using
the pseudo inverse matrix (a least squares fit to a sys-
tem of linear equations).

However, by allowing shearing of the images, it is
not possible to independently determine the rigid rota-
tion of the two coordinate frames, which is necessary
to correct the measurement of the crystallographic ori-
entations between each section. Therefore a limited
transformation matrix can be used that allows only
independent scaling in the x-direction and y-direction,
S; translations in the x-direction and y-direction, P;
and finally an image rotation normal to the sectioning
plane, R. Thus:

T = R P S, (9.2)

where:

R =

⎡

⎢
⎣

cos(θ ) − sin(θ ) 0
sin(θ ) cos(θ ) 0

0 0 1
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0 Sy 0
0 0 1

⎤

⎥
⎦ .

The terms in the transformation matrix are then
determined by a least-squares optimization.

As mentioned, errors associated with translations
and rotations in the plane orthogonal to the sectioning
direction can be corrected in image space by processes
such as least-square difference fitting, image convolu-
tions, and Fourier transforms. However, these methods
may not utilize all of the data in an image equally, and
image conditions can vary significantly between sec-
tions. EBSD data for consecutive sections enables the
use of all data points equally, and generally provides a
more invariant parameter to follow between sections.
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The misorientation between a data point and the cor-
responding data point on a neighboring section can be
calculated for all points in a given section. A param-
eter () can then be created to define the amount of
misalignment between the two sections. The sections
can be translated to locate the position of minimum .
The definition of  is given by:

 (k) =
ymax∑

j=0

xmax∑

i=0

 (i, j, k), (9.3)

where xmax and ymax are the total number of data-points
in the corresponding directions, and  (i, j, k) is given
by:

 (i, j, k)

=
{

1 if M [P (i, j, k) , P (i, j, k − 1)] ≥ 5◦

0 otherwise
,

where M [P (i, j, k) , P (i, j, k − 1)] is the misorienta-
tion between points i,j,k and i,j,k-1.

Following completion of the alignment procedures,
the data set exists in the form of a 3D volume made up
of voxels. Each voxel contains at a minimum the fol-
lowing characteristics: the x, y, and z positions within
the array, and quantities that describe the local orienta-
tion, such as the three Euler angles {φ1,Φ,φ2}.

9.3.2 Segmentation of Grains

Segmentation of individual grains is necessary to allow
for the measurement of each grain as a separate feature.
Additionally, identifying and separating microstruc-
tural constituents provides the ability to investigate
features removed from their surroundings. Grain seg-
mentation is greatly aided by the quantitative orien-
tation information provided by the EBSD maps, as
local orientation information is the most direct means
to group voxels and thus reduce issues of image con-
trast, thresholding, and feature identification. During
segmentation, grains are identified as groups of vox-
els that share a similar orientation. An algorithm for
identifying these groups of voxels has been presented
previously (Groeber et al. 2008; Bhandari et al. 2007).
Commercial analysis packages (TSL, HKL) likewise

use a similar approach to identifying grains. The major
steps of the algorithm are outlined in this section.

The initiation of each identified grain is the selec-
tion of a seed voxel. Generally, it is a useful idea to
select a voxel that has been deemed to be of “good”
quality. Quality is defined by the EBSD data collec-
tion software and refers to the sharpness of the pat-
tern, which is often correlated with confidence in the
assigned orientation. Usually the highest quality data
tends to lie within the center of a grain, and these vox-
els serve as a reliable point to begin grain segmenta-
tion. A grain is then defined as the set of voxels con-
tiguous to and with the same orientation as the seed
voxel. The requirement of the voxels to have the same
orientation (within a defined tolerance) is based on the
fact that all regions within a grain should share a sim-
ilar orientation. A list of voxels assigned to the grain
is created, which initially contains only the seed voxel.
The voxels that neighbor the seed voxel are checked
to determine whether they have a similar orientation.
The misorientation is measured to evaluate the orienta-
tion difference between the seed voxel and each of its
neighbors. The value of the misorientation is given by
the following equation:

θ = min

∣
∣
∣
∣
∣
cos−1

(
tr (OcgAg−1

B Oc) − 1

2

)∣∣
∣
∣
∣
, (9.4)

where Oc is the crystal symmetry operator and gA and
gB are the rotation matrices of voxel A and B, given
by:

gi =

⎛
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⎝

cos ϕ1 cos ϕ2 − sin ϕ1 sin ϕ2 cos 	

− cos ϕ1 sin ϕ2 − sin ϕ1 cos ϕ2 cos 	

sin ϕ1 sin 	

sin ϕ1 cos ϕ2 + cos ϕ1 sin ϕ2 cos 	 sin ϕ2 sin 	

− sin ϕ1 sin ϕ2 + cos ϕ1 cos ϕ2 cos 	 cos ϕ2 sin 	

− cos ϕ1 sin 	 cos 	

⎞

⎟
⎠ ,

where (ϕ1,Φ,ϕ2) are the Euler angles of the voxel. If
the misorientation is less than the defined tolerance
(i.e., ∼5◦), then that voxel is added to the list of vox-
els of the grain being segmented. Each voxel on the
list undergoes the process of checking its neighbor-
ing voxels until no new voxels are added to the list.
After the list is complete, a new seed point is gener-
ated and the voxel assignment is repeated for the next
grain. An option during segmentation is to terminate
the process when no unassigned voxels remain above a
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Fig. 9.1 Schematic illustrating the possibility of accumulated
misorientation. If a tolerance of 5◦ was chosen to segment vox-
els, the red and grey voxels would be assigned to the same grain,
due to the lack of a 5◦ boundary between immediately neighbor-
ing voxels. However, the red and grey voxels could be misori-
ented by as much as 7◦. If a second criterion was used, where
the misorientation between an immediate neighbor voxel (the
red voxel) and the initial seed voxel (the grey voxel) also had to
be below 5◦, then accumulated misorientation would be limited
to 5◦ as well

data quality tolerance. This ensures that no grains can
be formed that include only low quality voxels. Tech-
niques for subsequent treatment of the remaining low
quality points will be discussed in the section on data
clean-up.

Note that the relative degree of misorientation that
“defines” a grain should be carefully considered. For
example, if misorientation is determined by compar-
ing any given voxel with only its immediate neighbors,
rather than also comparing this voxel with the origi-
nal seed point, it is possible that systematic rotations
could result in misorientations inside a feature that are
larger than the defined tolerance allowable between
any two neighboring voxels, as shown in Fig. 9.1. This
effect could become important in a deformed struc-
ture, where the lack of an abrupt change in misori-
entation could allow many voxels to be assigned to
the same grain. Application of a second misorienta-
tion tolerance, referring to the misorientation with the
original seed voxel, will set a limit on accumulated
misorientation.

9.3.3 Clean-Up Routines

There are inevitably data points that are assigned incor-
rect orientations during data collection, as well other
microstructural features that currently cannot be iden-
tified by the EBSD software. Incorrect orientations are
generally either a result of data points falling very near
a grain boundary, where the generated pattern may be
composed of information from both grains, or a layer
of mechanical damage on the surface of the sample
“blurring” the pattern. As a result, the EBSD pattern

for the data point is not likely to match well with
any orientation. Other features, such as precipitates or
pores, may also return low quality values because these
features return either no EBSD pattern or the crystal
structures are not selected for use in pattern fitting.

Ideally data clean-up should be performed in 3D
rather than 2D. Processing each section individually
blinds the cleaning procedure from what is occur-
ring directly above and below the section, which may
change the interpretation of “problematic” data. The
following subsections will discuss processing options
used to clean and reassign portions of the EBSD data.
Figure 9.2 shows some examples of reconstructed and
processed data sets obtained from FIB-based section-
ing and manual polishing.

9.3.3.1 Filtering of Low Quality Data

The segmentation procedure described previously may
produce “grains” that are wholly comprised of low
quality data. These “grains” are often small and may
result from the presence of a pore, carbide, or local sur-
face condition. Also, there may be voxels that are unas-
signed during the segmentation process, if the termi-
nation condition mentioned previously is used. These
low quality or unassigned voxels should be examined a
second time and potentially reassigned, but care must
be taken to ensure that their addition does not signifi-
cantly alter the grain morphologies of the good quality
grains. There are multiple strategies that can be used in
reassigning these points.

One option is to rerun the segmentation process for
selected voxels with an increased misorientation toler-
ance (for example, from 5◦ to 10◦). Often these low
quality points correspond to data that are adjacent to
a grain boundary. It is sometimes the case that these
points produce overlapping EBSD patterns (from the
two grains) and are indexed only slightly off their true
orientation. However, the misorientation tolerance of
10◦ is still relatively small and not likely to cause
points to be arbitrarily assigned to grains.

A second option is to determine the number of con-
tiguous low quality points. This number is important in
providing some understanding of the cause of the poor
quality data. For example, if there is a grouping of low
confidence points located together, then it is likely that
these voxels correspond to a microstructural feature
that could not be indexed successfully (i.e., a void or
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a

b

Fig. 9.2 Sample reconstructions of (top) a nickel-base superalloy obtained through FIB-based sectioning and (bottom) a titanium
alloy obtained by manual mechanical polishing

a secondary phase that was not included in the index-
ing scheme). If the number of voxels that correspond
to this feature exceed the minimum grain size criteria
(see the next section), then these voxels do not need to
be reassigned and can be segmented as with grain seg-
mentation. The feature may not correspond to a grain,
but it is a microstructural feature that may be of interest
for later inspection.

Any remaining low quality voxels should still be
assigned to neighboring grains to create a fully dense

structure. The low quality voxels can be left unas-
signed if there is a desire to track such areas of
low quality. There are multiple options for decid-
ing how to assign these remaining points, each of
which has advantages and disadvantages. The remain-
ing low quality points can be assigned to the grain
with which they share the most surface area, to the
grain which owns the highest quality neighbor of the
unassigned voxel, or to the largest grain which they
neighbor.
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9.3.3.2 Removal of Small Grains

A minimum grain size criterion can be used to filter
any extremely small grains. A grain which contains
less than a defined number of voxels can be dissolved
and its voxels reassigned to neighboring grains in a
fashion similar to the low quality points in the previ-
ous section. The main motivation to remove extremely
small grains is the inability to accurately characterize
features made of so few voxels. However, if the “true”
grain shape is of importance, it may be more prudent
to treat the data set as is and not dissolve small grains;
rather simply omit them from the analysis. The mini-
mum size should be carefully defined and not selected
arbitrarily. One important factor in selecting the mini-
mum size is the number of voxels needed to generate
a reasonable description of grain shape. Another fac-
tor is the fraction of grains that will be removed by the
filter. Generally, it is undesirable to remove a large per-
centage of grains with any one filter. If more than a few
percent of the grains are removed due to the minimum
size criteria, it may be an indication that the resolution
of the data is insufficient.

9.3.3.3 Additional Data Processing Possibilities

There are a variety of additional data processing proce-
dures that can be applied to the 3D EBSD data, many of
which are simple extensions of the 2D filters supplied
in commercial EBSD analysis programs. For exam-
ple, the average orientation of each grain can be calcu-
lated and assigned to all the voxels that constitute that
grain. The average orientation is the orientation that
minimizes the total misorientation with all the voxels
in a grain. The average orientation can be solved for
numerically, as shown by Barton and Dawson (2001).
Generally, an adequate initial estimate of the average
orientation can be obtained by transforming the orien-
tation of each voxel into a single fundamental zone and
finding the center of mass of the resultant point cloud
in orientation space. Additionally, the data set can be
scanned for grains are that are fully contained within
another grain and as a result have only one neighbor.
These grains could potentially be small subgrains that
are misoriented only slightly beyond than the misorien-
tation tolerance. Data sets may also contain grains with
special boundaries (i.e., twin boundaries) that can be
identified and omitted from certain analyses if desired.

Grains sharing these special misorientations can be
merged together to leave only general grain boundaries
in the data set. These processing possibilities are pro-
vided as selected examples and not meant to comprise
a full list of the options available to further process 3D
EBSD data.

9.4 Analysis Capabilities

The direct measurement of microstructural parame-
ters in 3D allows one to describe these features with-
out the need for stereological interpolation, and also
enables a higher order characterization (i.e., distribu-
tions and correlations). Additionally, if each individ-
ual constituent of the microstructure (i.e., grains) is
characterized independently, this allows one to develop
distributions of parameters, rather than simply aver-
age values. This more detailed description can provide
information about the higher order moments of the dis-
tributions. Segmented grains coupled with EBSD data
provide the opportunity to quantify a number of param-
eters that define the morphology and crystallography
of a material. In this section, examples of some mor-
phological and crystallographic parameters will be pre-
sented as they relate to a variety of materials.

As an aside, it should be mentioned that there are
a number of factors to consider when undertaking
a statistical analysis of grain structure, in order to
ensure that the results are not biased by the analy-
sis procedure. These issues have been discussed in the
peer-reviewed literature, and it is highly recommended
that anyone interested in such an analysis should first
review this work (Zhang et al. 2004; Humphreys 1999;
Kral et al. 2000; Ralph and Kurzylowski 1997).

9.4.1 Morphological Descriptors

9.4.1.1 Grain Size and Volume

Grain volume can be calculated simply by summing
the number of voxels that are assigned to each grain.
Each voxel has an associated volume given by:

Vvoxel = δε2, (9.5)
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Fig. 9.3 Plot of equivalent sphere radius (ESR) for a nickel-base superalloy along with three fit theoretical distributions

where δ is the section thickness and ε is the step size
of the 2D EBSD map. The grain volume is calculated
by:

Vgrain = Nv · Vvoxel , (9.6)

where Nv is the number of voxels in the grain. In addi-
tion to measuring the true grain volume, the equiva-
lent sphere radius (ESR) can be calculated (Groeber
et al. 2008). The distribution of ESRs is useful for
comparison with classical descriptions of grain size
(or radius), which often involved some extrapolation
from 2D. Additionally, various theoretical distribu-
tions have been developed to fit the ESR distribution
(Zhang et al. 2004; Feltham 1957; Hillert 1965; Louat
1974). Figure 9.3 shows a sample distribution of ESR
for a nickel-base superalloy along with fit theoretical
distributions.

9.4.1.2 Grain Shape

The irregular geometries that are typical of grains in
some materials make grain shape a difficult parame-
ter to describe unambiguously. This is especially true
because of the lack of general shape descriptors, in
which most descriptions of shape involve combining

groups of size parameters to generate a unitless value
(Russ 1998). Examples of possible shape descriptors
include: length/width (aspect ratio), area/convex area
(solidity), and length/fiber length (curl). A common
practice is to fit an ellipsoid (or ellipse in 2D) to the
grain (Saylor et al. 2004b; Brahme et al. 2006). While
there are obvious objections to the ellipsoid represen-
tation (mainly the lack of dense packing), the ellip-
soid has been accepted as one of the current standards.
Other dense packing polygons (i.e., the Kelvin polyhe-
dron) do fill space, but generate separate issues relating
to their size and neighbor distributions. A system-
atic method of generating ellipsoidal inclusions from
voxel data obtained by serial-sectioning has also
been developed (Li et al. 1999). In this method, the
zeroth-order moment (I0), first-order moments (Ix,
Iy, Iz), and second-order moments (Ixx, Iyy, Izz) are
first calculated for each grain by adding the contri-
bution of each voxel belonging to an identified grain.
The coordinates of the centroid for the best-fit ellip-
soid are computed from the zeroth- and first-order
moments as:

xc = Ix

I0
, yc = Iy

I0
, zc = Iz

I0
. (9.7)

Next, the principal directions, corresponding to
the principal axes of the ellipsoid are calculated
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Fig. 9.4 Plot of the distribution of grain aspect ratios for a nickel-base superalloy

from the eigenvalues and eigenvectors of the second-
order moments Ii, j , i, j = 1, 2, 3. The major axis (2a),
minor axis (2c), and intermediate axis (2b) of the ellip-
soidal grain are solved from the relations of the princi-
pal second moments of inertia as:

a =
[

A4

B · C

] 1
10

, b =
[

B4

A · C

] 1
10

, c =
[

C4

A · B

] 1
10

,

(9.8)
where A, B, and C are given by:
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15

4π

)

·
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2

)
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(

15

4π

)

·
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)

,

C =
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15

4π

)

·
(

I2 + I3 − I1
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)

,

In some, if not most, cases the ellipsoidal repre-
sentation of grains is an oversimplification and the
error should be quantified. Correspondingly, an accu-
racy indicator in the ellipsoidal representation can be
developed (Groeber et al. 2008). The best-fit ellip-
soid based on the moment analysis is scaled slightly
to be of the same volume as the grain, with the same
aspect ratios and orientation. The fraction of the grain’s
voxels that lie within the best-fit ellipsoid is calcu-

lated. If the grain is perfectly ellipsoidal, then the
value of this quantity would be very near 1 (with
the voxel size controlling the nearness to 1). Decreas-
ing values indicate more complex and likely concave
shapes that are poorly represented by an ellipsoid.
Figure 9.4 shows a sample plot of the distribution of
grain aspect ratios for a nickel-base superalloy. It is
important to note that the further investigation of 3D
data sets may likely lead to more sophisticated mea-
sures of grain shape. However, at present, the ellipsoid
representation has been selected as a starting point,
and the measurement of the associated errors has been
attempted.

9.4.1.3 Number of Neighbors

In addition to the shape of grains, the number of near-
est neighbors is another example of a parameter that
cannot be determined directly from 2D measurements,
but is easily determined in 3D. The grain IDs, which
are assigned during the previously described segmenta-
tion process, allow this process to be easily automated.
Here, all the voxels belonging to a grain are checked
to see if they neighbor another grain. The grain IDs
of each voxel’s neighboring voxels are checked. If a
neighboring voxel has a differing ID (i.e., belongs to
a different grain), then the two grains are neighbors.
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Fig. 9.5 Distribution of the number of neighbors for grains in a nickel-base superalloy

This process is exceedingly useful because it not only
determines the number of neighbors, but it identifies
the grain connectivity in the structure, which allows
for further automated investigation of any parame-
ter involving neighbor interactions. Note that when
checking neighboring voxels, only voxels that share a
common face, not a common edge or corner, are con-
sidered. This requires that the grains share some actual
area and avoids counting grains that meet only at an
edge or a point. Figure 9.5 shows a sample plot of
the number of neighbors distribution for a nickel-base
superalloy.

9.4.1.4 Correlations Between Parameters

The correlation or mutual relationship between param-
eters is important because it provides additional
information regarding the morphology and spatial
arrangement of grains. The grain connectivity coupled
with the parameters of each individual grain allows
for the relationships between parameters as well as the
clustering of critical grains to be studied. It is desir-
able to quantify the degree of correlation between two
selected parameters. A quantity called the correlation
ratio, η2, can be used for this purpose (Kenney and
Keeping 1947). The correlation ratio is a preferred

metric in comparison to the correlation coefficient, r,
because it can be used with nonlinear relationships.
The correlation ratio is the square of the correlation
coefficient (r2) if the relationship is linear. If the rela-
tionship is nonlinear, the magnitude of the correlation
ratio is larger, but retains a value between 0 and 1. The
formula for the correlation ratio is given by:

η2 =

Nb∑

b = 0
nb (ȳb − ȳ)2

Ng∑

i = 0
(yi − ȳ)2

, (9.9)

where Ng is the total number of grains, Nb is the num-
ber of bins, nb is the number of observations in a given
bin b, and

ȳb =

nb∑

i = 0
ybi

nb
, ȳ =

Nb∑

b = 0
nb ȳb

Nb∑

b = 0
nb

.

The correlation ratio can be thought of as the per-
cent of the total variance of the dependent variable
accounted for by the variance between groups of the
independent variable. It is evident from the equation
that if there is a large difference between the mean of
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Fig. 9.6 Plot showing the correlation between number of neighboring grains as a function of grain diameter for a nickel-base
superalloy

the whole data set and the means of the individual bins,
then the correlation ratio will be high. Figure 9.6 shows
a correlation plot relating number of neighbors to grain
size for a nickel-base superalloy.

9.4.2 Crystallographic Descriptors

9.4.2.1 Classical Measurements

Many of the traditional analyses of 3D EBSD data are
directly analogous to the traditional two-dimensional
counter analyses. For example, the volume fraction
of a particular phase is analogous to the orientation
distribution function (ODF), since the area fraction is
exactly equal to the volume fraction for a random sec-
tion through a material. However, the 3D analyses can
often add information to the 2D analyses; for exam-
ple, only through a 3D analysis can the preferred mor-
phological orientation, such as that measured by the
ellipsoid of fit, be correlated with the crystallographic
texture measured in the ODF.

Other measurements have 2D to 3D analogs related
through stereological relationships that give a statisti-

cal equivalence of the properties. An example of this
would be the distribution of misorientations across
grain boundaries in a material. In a random 2D section
the crystallographic misorientations across the grain
boundary can be easily measured. Ideally, the distribu-
tion is weighted by the surface area of a grain bound-
ary per unit volume; the 2D section only reveals the
grain boundary length. However, if a large number of
boundaries are collected in one 2D section with a simi-
lar misorientation, one can apply the stereological rela-
tion, SV=4BA/π , where SV is the grain boundary sur-
face area per unit volume, and BA is the grain boundary
length per unit area as measured on a random 2D slice
through the microstructure (Russ and DeHoff 1986).
Note that a very large number of grain boundaries are
required in the 2D section in order to obtain a statis-
tically significant number of boundaries for each mis-
orientation type for this analysis to be valid. In the case
of a 3D reconstruction, the measurement of the misori-
entation distribution is relatively straightforward since,
as discussed above, the grain nearest neighbor misori-
entation and the grain boundary areas can be directly
calculated from the 3D reconstruction; thus the misori-
entation distribution function can be directly measured
without assumption.
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9.4.2.2 Fundamentally 3D Measurements

There are many analyses that can only be measured
directly through 3D reconstruction of the material. In
a very general sense, these analyses can be seen as the
correlation of a specific 3D geometry with the crystal-
lographic orientation. One of the most relevant appli-
cations of this is the determination of crystallographic
interface orientations, which requires directly correlat-
ing the crystallographic orientation of an object with
the local interface normal.

One of the most common visualization techniques
for 3D objects is to form a surface mesh of the object so
that its exterior interface is described as a 3D mesh of
discrete interconnected triangles. The conversion from
a regularly gridded 3D array of data (such as a stack
of images) is most often accomplished using a fast-
marching cubes algorithm that converts the volumetric
regular array data form to a surface mesh (Lorenson
and Cline 1987). Often it is necessary to apply some
degree of surface smoothing in order to remove pixel-
like artifacts from the surface mesh.

Once the surface is described in terms of a set of tri-
angles, the properties of these triangles can be used to
quantify the interfaces of the 3D reconstruction, partic-
ularly the local interface normal. The normal n̂ and the
area A of each triangle in the surface mesh is given by:

n̂ = e
⇀

1 × e
⇀

2∣
∣e

⇀

1 × e
⇀

2

∣
∣ ; A = ∣∣⇀e 1 × ⇀

e 2

∣
∣/2, (9.10)

where e
⇀

1 and e
⇀

2 are the two edge vectors of the
triangle.

One powerful construction that can be formed from
this type of data is the interface normal distribution
(IND; Kammer et al. 2006). The IND is constructed by
first placing the collection of all the interface normal
vectors onto a unit sphere. The normals are then binned
(weighted by the surface areas of the triangles) accord-
ing to orientation, then normalized by a random distri-
bution of orientations. Therefore, an orientation on the
spherical histogram that has a strong intensity corre-
sponds to a large surface area that shares that orienta-
tion. This spherical histogram is then projected to a 2D
plot using a stereographic projection (typically along
the +z direction, but this is a matter of how one wants
to represent the data), preserving the angular relation-
ships between the orientations in the plot producing the
IND plot. It should be noted that if the binning of the

data occurred on the projected data space of the stere-
oplot, rather than on the unit sphere, the intensities of
the histogram would be altered by the nonequal-area
nature of the stereographic projection. Because the bin-
ning of the data occurs on the unit sphere, this arti-
fact is avoided and a randomly distributed shape (like a
sphere) would have a flat intensity. For INDs that con-
tain peaks, the exact shape of the peaks on the stere-
oplot would still be slightly altered by the projection,
especially close to the center poles and edges of the
stereoplot. The stereographic projection has extremely
large distortions for orientations that have a –z compo-
nent. To avoid this, often it is necessary to project each
hemisphere separately; however, this can be avoided if
there is crystallographic symmetry, which allows the
plot to be compressed to a stereographic triangle.

The inclusion of the local crystallographic orienta-
tion along with the local interface normal means that
the interface normals can be expressed in the crystal-
lographic coordinate system as well, creating a crys-
tallographic interface normal distribution (CIND). The
only variation in the construction of the CIND is that
before the normals are binned on the unit sphere, they
are rotated to the crystallographic coordinate system
using the Euler angles of the object in question. There
are two analyses that especially lend themselves to
this type of construction: the examination of individual
objects and the examination of the overall crystal inter-
face texture in a sample, which we will briefly review.

Rowenhorst et al. (2006) used the CIND analy-
sis to examine the facet planes on individual coarse
martensite crystals. Using mechanical serial sectioning
with optical micrographs, combined with EBSD scans
every 10th section, they formed a 3D reconstruction
of several coarse martensite variants, including their
average crystal orientation (see Fig. 9.7a). For each
individual crystal in the reconstruction, a CIND was
produced, which revealed three distinct peaks within
the CIND. These peaks corresponded to three facets
on the martensite crystals (see Fig. 9.8). The average
crystallographic normal for each facet was determined
by fitting a plane (representing a single normal value)
to each one of the peaks. The CIND plots revealed
that not only were the shapes of the martensite vari-
ants similar, but also the variants formed similar facet
planes. This article also introduced a unique visualiza-
tion technique in which the interfaces of the marten-
site crystals were colored according to the local inter-
face crystallographic normal. The coloring scheme is
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a b

Fig. 9.7 Reconstruction of two coarse martensite crystals in
HSLA-100 steel. (a) Color indicates the crystallographic direc-
tion that is parallel with the Z-axis. The difference in color indi-
cates that the martensite crystals represent separate martensite

variants. (b) Color indicates the crystallographic orientation of
the local interface normal at each local patch of the interface.
Note that while the crystals represent different variants, the crys-
tal facets have similar crystallographic normals

similar to that used to create an inverse pole figure
(IPF). In an IPF each point in the image is colored
(using the standard triangle color legend) according
to the crystallographic direction that points along the
direction normal to the image plane. In the recon-
struction, each point on the 3D interface was colored
according to the crystallographic direction that is par-
allel with the surface normal (see Fig. 9.7b). This visu-
alization contains essentially the same information as
the CIND construction, with the advantage of directly
showing how the crystallographic normal of an inter-
face corresponds to specific morphological features,
but lacking the quantitative nature of the CIND plots.

Saylor et al. (2004a) significantly expanded on
the CIND construction to include not only the inter-
face distribution of grain boundaries in polycrystalline
MgO, but to include the full five parameter space of
the grain boundaries, constructing the grain boundary
character distribution (GBCD). By examining the full
five parameter space, they were able to determine not
only the interface texture for the system, but also the
interface texture for particular grain misorientations.
Since this initial study, the GBCD has been determined

for many more materials systems including Al, Ni, Cu,
Brass, and Ti-6-4 (Saylor et al. 2004a; Randle et al.
2008a, 2005, 2008b).

9.5 Summary

This chapter discusses the collection, processing, and
analysis of 3D data from serial-sectioning experiments
of grain-level microstructures, where the experiments
included the collection of crystallographic information
via electron backscatter diffraction (EBSD). Impor-
tantly, the collection of EBSD maps enables the unsu-
pervised segmentation of grains—a process that can be
very difficult in experiments that contain only image
data. Furthermore, the 3D morphology of grains can
be linked to the crystallography in a way that allows
the grain surfaces to be investigated in a very robust
manner. These are two very important advancements
made possible by EBSD.

In particular, this chapter has focused on key issues
that arise when undertaking a serial sectioning experi-
ment and in subsequent postprocessing and analysis of
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Fig. 9.8 Crystallographic interface normal distribution (CIND)
plots of the martensite crystals shown in Fig. 9.7, where the
upper and lower CINDs correspond respectively to the purple

and yellow crystals in Fig. 9.7a. The peaks in the CIND indicate
the average orientation of the facet planes of the crystals; peak
intensities indicate multiples of a random distribution (MRD)

the data. Important factors such as stack alignment and
registry, feature segmentation, and data clean-up have
been discussed. Selected analysis techniques have also
been presented to characterize the geometric properties
of individual grains and their boundaries. The quan-
titative analysis of 3D microstructural data is a topic
of contemporary interest, and the field is developing
at a rapid pace. The authors have attempted to pro-
vide a current snapshot of their own research, although
admittedly these advances have only scratched the sur-
face with regards to the wealth of potential infor-
mation that can be garnered from these robust
data sets.

References

Barton NR, Dawson PR (2001) A methodology for determin-
ing average lattice orientation and its application to the
characterization of grain substructure. Metall Trans A 32:
1967–1975

Bhandari Y, Sarkar S, Groeber M, Uchic M, Dimiduk D, Ghosh
S et al (2007) 3D polycrystalline microstructure reconstruc-
tion from FIB generated serial sections for FE analysis.
Comp Mater Sci 41:222–235

Brahme A, Alvi MH, Saylor D, Fridy J, Rollett AD et al (2006)
3D reconstruction of microstructure in a commercial purity
aluminum. Scr Mater 55:75–80

Budai JD, Yang W, Larson BC, Tischler JZ, Liu W, Weiland
H, Ice GE et al (2004) Three-dimensional micron-resolution



9 Collection, Processing, and Analysis of 3D EBSD Data Sets 137

x-ray laue diffraction measurement of thermal grain-
evolution in aluminum. Mater Sci Forum 467–470:
1373–1378

Budai JD, Liu W, Tischler JZ, Pan ZW, Norton DP, Larson BC,
Yang W, Ice GE et al (2008) Polychromatic x-ray micro- and
nanodiffraction for spatially-resolved structural studies. Thin
Solid Films 576:8013–8021

Feltham P (1957) Grain growth in metals. Acta Metall 5:97–105
Groeber MA, Haley B, Uchic MD, Ghosh S et al (2004)

Microstructural characterization using 3-D orientation data
collected by an automated FIB-EBSD system. In: Ghosh S,
Castro J, Lee JK (eds) Proceedings of NUMIFORM 2004,
AIP Publishers Melville, New York

Groeber MA, Haley BK, Uchic MD, Dimiduk DM, Ghosh S
et al (2006) 3D reconstruction and characterization of poly-
crystalline microstructures using a FIB-SEM system. Mater
Charact 57:259–273

Groeber MA, Uchic MD, Dimiduk DM, Ghosh S et al (2008) A
framework for automated analysis and simulation of poly-
crystalline microstructures, part 1: statistical characteriza-
tion. Acta Mater 56:1257–1273

Hillert M (1965) On the theory of normal and abnormal grain
growth. Acta Metall 13:227–238

Humphreys FJ (1999) Quantitative metallography by electron
backscattered diffraction. J Microsc 195:170–185

Kenney JF, Keeping ES (1947) Mathematics of statistics. Van
Nostrand, Princeton, NJ

Kim C-S, Rollett AD, Rohrer GS et al (2006) Grain boundary
planes: new dimensions in the grain boundary character dis-
tribution. Scr Mater 54:1005–1009

Kral MV, Mangan MA, Spanos G, Rosenberg RO et al (2000)
Three-dimensional analysis of microstructures. Mater Char-
act 45:17–23

Kammer D, Mendoza R, Voorhees PW et al (2006) Cylindrical
domain formation in topologically complex structures. Scr
Mater 55:17–22

Lund AC, Voorhees PW (2002) The effects of elastic stress on
coarsening in the Ni-Al system. Acta Mater 50:2085–2098

Lauridsen EM, Schmidt S, Nielsen SF, Margulies L, Poulsen
HF, Juul Jensen D et al (2006) Non-destructive characteri-
zation of recrystallization kinetics using three-dimensional
x-ray diffraction microscopy. Scr Mater 55:51–56

Lewis AC, Bingert JF, Rowenhorst DJ, Gupta A, Geltmacher
AB, Spanos G et al (2006) Two- and three-dimensional
microstructural characterization of a super-austenitic stain-
less steel. Mater Sci Eng A 418:11–18

Li M, Ghosh S, Richmond O, Weiland H, Rouns TN et al (1999)
Three dimensional characterization and modeling of parti-
cle reinforced metal matrix composites, part 1: quantitative
description of microstructure morphology. Mater Sci Eng A
A265:153–173

Lienert U, Almer J, Jakobsen B, Pantleon W, Poulsen HF, Hen-
nessey D, Xiao C, Suter RM et al (2007) 3-dimensional
characterization of polycrystalline bulk materials using
high-energy synchrotron radiation. Mater Sci Forum 539–
543:2353–2358

Lorenson WE, Cline HE (1987) Marching cubes: a high reso-
lution 3D surface construction algorithm. Comput Graphics
21:163–169

Louat NP (1974) On the theory of normal grain growth. Acta
Metall 22:721–724

Ralph B, Kurzylowski KJ (1997) The philosophy of microscopic
quantification. Mater Charact 38:217–227

Randle V, Hu Y, Rohrer GS, Kim C-S et al (2005) The dis-
tribution of misorientations and grain boundary planes in
grain boundary engineered brass. Mater Sci Technol 21:
1287–1292

Randle V, Rohrer GS, Hu Y et al (2008a) Five-parameter grain
boundary analysis of a titanium alloy before and after low-
temperature annealing. Scr Mater 58:183–186

Randle V, Rohrer GS, Miller H, Coleman M, Owen G et al
(2008b) Five-parameter grain boundary distribution of com-
mercially grain boundary engineered nickel and copper. Acta
Mater 56:2363–2373

Rowenhorst DJ, Gupta A, Feng CR, Spanos G et al (2006)
3D crystallographic and morphological analysis of coarse
martensite: combining EBSD and serial sectioning. Scr
Mater 55:11–16

Russ JC, DeHoff RT (1986) Practical stereology. Springer,
New York

Russ JC (1998) The Image processing handbook. CRC Press,
Boca Raton, FL

Saylor DM, Morawiec A, Cherry KW, Rogan FH, Rohrer GS,
Mahadevan S, Casasent D et al (2001) Crystallographic
distribution of grain boundaries in magnesium oxide. In:
Gottstein G and Molodov DA (eds) Proceedings of the first
joint international conference on grain growth. Springer Ver-
lag, Aachen, Germany 449–454

Saylor DM, El-Dasher BS, Rollett AD, Rohrer GS et al (2004a)
Distribution of grain boundaries in aluminum as a function
of five macroscopic parameters. Acta Mater 52:3649–3655

Saylor DM, Fridy J, El-Dasher BS, Jung KY, Rollett AD
et al (2004b) Statistically representative three-dimensional
microstructures based on orthogonal observation sections.
Metall Trans A 35A:1969–1979

Schmidt S, Nielsen SF, Gundlach C, Margulies L, Huang X, Juul
Jensen D et al (2004) Watching the growth of bulk grains
during recrystallization in deformed metals. Science 305:
229–232

Spanos G (2006) Foreword: scripta materialia viewpoint set on
3D characterization and analysis of materials. Scr Mater 55:3

Wall MA, Schwartz AJ, Nguyen L (2001) A high-resolution
serial sectioning specimen preparation technique for appli-
cation to electron backscatter diffraction. Ultramicroscopy
88:73–83

Zaafarani N, Raabe D, Singh RN, Zaefferer S et al (2006) Three-
dimensional investigation of the texture and microtexture
below a nanoindent in a Cu single crystal using 3D EBSD
and crystal plasticity finite element simulations. Acta Mater
54:1863–1876

Zhang C, Suzuki A, Ishimaru T, Enomoto M et al (2004) Char-
acterization of three-dimensional grain structure in poly-
crystalline iron by serial sectioning. Metall Trans A35A:
1927–1932



Chapter 10

3D Reconstruction of Digital Microstructures

Stephen D. Sintay, Michael A. Groeber, and Anthony D. Rollett

10.1 Motivation

The main motivation for this chapter is a decidedly
practical one, in that many questions can be asked
about the effect of microstructure on materials’
response. Often, the use of simple average quantities
such as “grain size” is inadequate; instead one may
need to consider the possibility that the full three-
dimensional (3D) microstructure is important. Cal-
culations by hand being self-evidently impracticable,
computers must be used, and thus a digital microstruc-
ture is required in which all relevant microstructural
features are fully described. We find sufficient com-
plexity in materials with predominantly single-phase
grain structures, perhaps containing dispersions of
second phase particles. Other chapters, however,
describe more complex microstructures based on,
e.g., titanium alloys. Reconstructing polycrystalline,
single-phase microstructures in 3D is thus the main
focus of this chapter. The statistics required to perform
the numerical procedures raises some interesting
issues and a more general motivation to prove that
the general stereological problem of reconstructing
3D microstructures is solvable, based on limited
cross-sectional information. Our conclusion is that,
notwithstanding the known difficulties associated with
the general problem (Cruz-Orive 1976a, 1976b), the
constraint imposed by the fully space-filling nature of
grains means that the dimensionality of the problem is
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reduced, which allows the numerical fitting procedures
to produce meaningful results.

There are many ways to tackle the challenge
of generating three-dimensional representations
of microstructure based on EBSD, even setting
aside other approaches such as synchrotron-based
microscopy. The obvious approach, and one that is
the focus of other chapters in this book, is to generate
direct images with serial sectioning and reconstruct
the 3D image, either from the stacks of EBSD scans,
or from some mix of more traditional images from
secondary or backscatter electron imaging. In this
chapter, however, we present a summary of how to
generate synthetic microstructures that are based on
EBSD data in order to obtain the required information
on grain shape, orientation, and grain boundary
character. The motivation for such an approach is
the ability to generate many different representative
microstructures, all of which match statistically
the measurements on the material of interest to a
predetermined degree of accuracy.

10.2 Background

Clearly, matching all aspects of a microstructure in a
single procedure is unrealistic, and so the procedures
outlined here represent various degrees of coordina-
tion between, say, grain shape and orientation or grain
boundary character.

10.2.1 2D–3D Inference

The statistical reconstruction method described here
is based on limited cross-sectional information from
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a given material; it is essential, however, that cross
sections are made on more than one sectioning plane,
and preferably in three orthogonal planes. Statistical
methods for reconstructing microstructures have been
developed in a number of fields, especially for model-
ing geological materials (Fernandes et al. 1996; Oren
and Bakke 2002, 2003; Sundararaghavan and Zabaras
2005; Talukdar et al. 2002a, 2002b, 2002c, Talukdar
and Torsaeter, 2002) . Saylor et al. proposed a method
of constructing 3D polycrystalline models of materials
based on the microstructural features observed in
three orthogonal sections (Saylor et al. 2004b). In this
report the microstructural features of interest include
size and shape of grains, misorientation distribution,
orientation distribution, and the relative placement of
grains with respect to size. The procedure outlined
by Saylor, along with adaptations for elongated grain
shape noted by Brahme et al. (2006) is the basis for
one of the procedures described here. Groeber (2007)
also offers a methodology for inferring 3D structure
from 2D measurements.

There is a substantial literature on the general stere-
ological problem of reconstructing 3D microstructures
based on limited section information. When treat-
ing microstructures as collections of general particles
whose size, shape, and orientation are to be recon-
structed (without regard to their packing), the prob-
lem is known to lack a solution (Cruz-Orive 1976a).
However, for particles that are monodisperse (in size
and shape), this problem is well known and has semi-
analytical solutions for which the names Cahn and
Saltykov are well known in the materials literature
(Cahn and Fullman 1956; Saltykov 1958). For a his-
torical overview, see Underwood (1970). In contrast
to these more general cases, polycrystalline grain
structures have an added constraint, since grains are
not independent particles (i.e., low volume fraction),
because they fill space. This constraint enhances the
ability to accurately reconstruct a 3D distribution from
2D observations (Przystupa 1997). This chapter will
attempt to address the previously less investigated
problem of space-filling particles (i.e., grains).

10.2.2 3D Polycrystal Microstructure
Generation

A number of authors have proposed methods for
generating synthetic or reconstructed 3D digital

microstructures and provided examples of their oper-
ations. Saylor et al. (2004b) focused their efforts on
single-phase, nearly equi-axed polycrystals. Brahme
et al. (2006) extended this work to build microstruc-
tures with highly elongated grains in one direction to
match microstructures in as-rolled metals. Here the
application was to simulate the recrystallization pro-
cess where heterogeneous nucleation on the prior grain
boundaries was important. Dawson’s group has also
proposed methods for instantiating polycrystal and
polyphase microstructures (Han and Dawson 2005).
Recently, Groeber et al. have proposed an alternative
approach to the problem of packing ellipsoids in order
to match microstructural characteristics (Groeber et al.
2008b). Again, we emphasize that these approaches are
focused on space-filling polycrystalline microstruc-
tures, in contrast to the broad range of previous work
that has focused almost entirely on (porous) compos-
ites; see, e.g., the text by Torquato (2001). It is also
important to acknowledge the extensive effort that has
been made to model materials properties in two dimen-
sions, notably the OOF project (Garcı́a et al. 2004).
The OOF project provides tools for converting (2D)
images to a mesh that describes the geometry of the
microstructure, which in turn provides the basis for
finite element modeling of materials behavior such as
(thermo-)elasticity.

10.3 Data Collection and Analysis

10.3.1 Data Sources

Data collection is the foundation of all reconstruc-
tion attempts. The techniques and parameters should
be selected appropriately to accurately capture the dis-
tribution of the features of interest. For example, if
grain size and shape in a deformed microstructure are
of interest, then a relatively coarse step size might be
appropriate; but if the grain boundary normal distribu-
tion is the key feature, then a finer step size will be
needed to capture the distribution of the inclination of
the grain boundary planes. There are a number of tech-
niques that can be utilized when collecting microstruc-
ture data. Standard imaging methods and specialized
mapping methods all offer a view of the grain and par-
ticle structure of a sample. As mentioned previously,



10 3D Reconstruction of Digital Microstructures 141

the investigatory technique should be selected with
consideration of both the goal of the collection and
analysis process, and the structure of the material itself.
Standard imaging techniques (i.e., optical, SEM, or
ion imaging) are relatively fast and generally produce
high resolution images. However, these techniques
can struggle with producing images suitable for easy
feature identification, depending on the material. In
contrast, mapping methods like EBSD provide a quan-
titative and correlated data form that enables straight-
forward, automated feature segmentation, albeit with
longer acquisition times and lower resolution. There
are some examples of combining these different meth-
ods. For example, optical microscopy and EBSD maps
have been used in conjunction to reconstruct serial sec-
tion data (Rowenhorst et al. 2006; Dillard et al. 2007).

10.3.2 Identifying Features

Feature identification is a critical step in any charac-
terization or representation process. Precise segmenta-
tion is important to ensure accurate quantification of
features, and automation of the process is vital to limit
bias and make segmentation of large data sets practical.
The data format collected is generally the largest fac-
tor in dictating the feature identification technique(s)
used. Images are an older form of data and have fueled
an entire field of research regarding image segmenta-
tion. Many researchers have developed techniques for
segmenting images with various goals, and the book by
Russ (2006) provides an overview of the possibilities
and complications of image segmentation. Data from
mapping methods like EBSD is a newer data form and
has been shown by a number of researchers to be a
pathway to fast, automated segmentation (Humphreys
1999; Groeber et al. 2008a; Saylor et al. 2004b; Lewis
et al. 2006). The 3D EBSD chapter by Groeber et al. in
this book describes an algorithm for the development
of an automated segmentation routine utilizing the data
obtained by EBSD.

10.3.3 Statistical Description of Features

Segmented grains coupled with EBSD data provide
the opportunity to quantify a number of parameters

that define the morphology and crystallography of a
material. The microstructure reconstruction methods
that are presented in this chapter are predicated on
the statistical description of grains. In this work, the
grains and/or particles are represented by ellipses in
the 2D scans and are assumed to be sections through
ellipsoidal grains in 3D. While there are obvious
objections to the ellipsoid representation (mainly the
inability to fill space), the ellipsoid has been accepted
as one of the current standards. Dense packing with
monosized polygons (i.e., the Kelvin polyhedron) can
fill space, but there are challenges to work with if a
range of sizes and neighbor distributions is required, as
is self-evident in modeling realistic polycrystals. Once
the grains are segmented, each grain is essentially a
group of pixels identified as belonging to the same
feature. An ellipse can be fit to each group of pixels
by the method(s) described by Li et al. (1999); Saylor
et al. (2004); and Groeber et al. (2008a) and can also
be found in many commercial software programs (e.g.,
Image J). Following the ellipse fitting process, the var-
ious parameters that define the ellipse can be used to
define aspects of the grain’s morphology. For example,
the area of the grain can be obtained directly from the
area covered by the group of pixels, but the lengths,
ratio, and orientation of the principal axes obtained
from the fit ellipse better describe the grain morphol-
ogy. In addition, the number of neighboring features
and the crystallographic differences between them can
also be quantified. It should be noted that while the
methods presented here have been developed for the
ellipse-ellipsoidal grain shape assumption, it is con-
ceivable that similar methods could be developed for
other geometrical representations. The availability of
simple analytical expressions for calculating the sepa-
ration and overlap between pairs of ellipsoids, as well
as the reasonable fit to the experimental grains, led to
the choice of the ellipsoidal grain shape assumption.

10.4 Methods for 3D Structure Inference

This section will describe two possible methods for
the generation of a probable set of ellipsoids, based on
the experimental measurements of orthogonal 2D sec-
tions. The two methods were applied to two different
microstructures, which can be seen in Fig. 10.1.
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Fig. 10.1 Representative images of 2D microstructures used to
generate 3D synthetic structures by means of top Monte Carlo-
based histogram fitting and bottom observation-based domain
constraint. Figure 10.1Aa shows the RD–ND section and 10.1Ab
shows the ND–TD section of a 7075 aluminum alloy. The

microstructure shown in the top images was experimentally mea-
sured, while the microstructure seen in the bottom image is
the result of a section through a synthetically generated 3D
microstructure
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10.4.1 Monte Carlo-Based Histogram
Fitting

In this section we give an example of generating a
set of 3D (ellipsoidal) grains using statistical distri-
butions calculated on three 2D, orthogonal, EBSD-
based micrographs of the material. The grain size dis-
tributions for the three orthogonal planes of a rolled
aerospace aluminum alloy are shown in Fig. 10.2.
Matching the statistics in the generated 3D struc-
ture to the measured 2D statistics is accomplished
through a multi-step process that includes: (1) generat-
ing representative ellipsoids (in terms of size and shape
distributions), (2) placing those ellipsoids into a vol-
ume, (3) allowing that volume to be filled with vox-
els that are grouped as grains, and (4) modifying the
grain structure by use of a (isotropic) Monte Carlo
grain growth (Rollett and Manohar 2004). The first
step in this process is the focus of this section, while
the latter steps will be discussed in the following
sections.

The first step in creating a synthetic microstruc-
ture is to generate a set of 3D ellipsoids based on
the orthogonal 2D grain size distributions as seen in
Fig. 10.2. The transition from 2D to 3D is accom-
plished by assuming that the grain shape is that of an
ellipsoid and considering that the observations on the
2D sections are only a portion of the true size and shape
of the actual grain. The probability distribution func-
tions (PDFs) of the ellipse dimensions obtained from
the sliced ellipsoids are given as:

f ′(a), f ′(b), (10.1)

where a and b are the semi-axes of an ellipse, and the
prime accent indicates that it is from a slice. In this case
the ellipse dimensions are assumed to be independent,
and that a > b. References to the cumulative distribu-
tion function, CDF, utilize the same notation but with
a capital “F.” Figure 10.2 also shows a complication
in the 2D observations (for this material) in that the
grain size in the RD dimension is larger than the image.
In this particular example, optical microscopy gives

Fig. 10.2 Here a set of PDFs and CDFs compare the grain size
distributions from the OIM data and from the ellipsoids gener-
ated to represent the data. In the upper series of images PDFs
are shown to compare the grain size in the TD, RD, and ND

directions respectively. In the lower series of images CDFs of the
same are shown. The data for the generated ellipsoids is obtained
from a list of 10,000 representative ellipsoids
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an average grain length of 2 mm. Thus an accurate
description of the grain size in the RD is not avail-
able from conventional EBSD. To deal with this lim-
itation, a grain aspect ratio of RD:ND = 12:1 was
assumed, which allows the reconstruction to proceed
appropriately.

The purpose of ellipsoid generation is to create a
set of ellipsoids that can be packed into a desired vol-
ume. The ellipsoids should have an appropriate shape
and size with respect to each other and with respect
to the volume that they are being placed within. The
first step of the process is to define the actual size of
each of the three semi-minor axes of the representative
ellipsoid. Multiple strategies are available, as discussed
elsewhere in this chapter. They range in complexity,
and the measure of accuracy is ultimately determined
by the size and shape of the grains in the final digital
microstructure.

In the first strategy, the lognormal nature of the data
is emphasized and the dimensions are chosen based on
sampling a lognormal distribution repeatedly. In the
reconstruction of the rolled alloy, a form of the dis-
tribution of grain size in ND is normalized and pro-
grammed directly. It is then sampled to obtain the ND
dimension of a representative ellipsoid. The TD and
RD dimension are then obtained by multiplying the
ND dimension by a value chosen from a distribution
of the aspect ratios, where the TD direction distribu-
tion has a mean value of 4.0 and the RD direction
distribution has a mean value of 12.0. This simple strat-
egy relies on the observation of a mean value of the
aspect ratios to completely define an ellipsoid, which
represents a grain in the volume. There is, however, no
attempt to check if the final size and shape distributions
of the ellipsoids generated are actually representative
of the input grain size and shape distributions. In this
approach the ellipsoid shape and size is normalized, as
is the volume that they are placed within. They must
be rescaled by selecting an appropriate microns/voxel
ratio in the final step of structure generation. The total
number of ellipsoids generated is actually determined
by the size and shape of the volume that they are placed
within.

In the second strategy the input data is used directly
to create a CDF (i.e., F(TD)) of grain size where the
range of the CDF is 0 to 1 and the domain is scaled
in micrometers. In this case the ND and TD data are
used directly and the RD is simulated by multiplying

the ND distribution by the chosen RD:ND aspect ratio,
12.0. To select the ellipsoid size from the CDFs, a value
from 0 to 1 is chosen as a sample along the ordinate of
the distribution. Then the appropriate value from the
abscissa is read as depicted in Fig. 10.3. The distribu-
tion for each direction is sampled and multiplied by an
arbitrary constant to account for the fact that that the
CDF is generated from a 2D section. In this approach
the total number of ellipsoids generated is specified as
input to the program and it proceeds to optimize the
list such that they are a good match to the input data.
The optimization is accomplished iteratively and the
first step is to create an initial list of ellipsoids and then
slice each of them many times and extract the 2D CDFs
of grain size on each section. The RMS error between
the list and the input data is computed such that

error =
√√
√
√

3∑

i=1

(Fi list − Fi data)2, (10.2)

where i is an index on the semi-axis. The initial list
is then modified by generating a new ellipsoid in the
same manner as before and then randomly choosing
an ellipsoid to replace from the list. The ellipsoid is
replaced only if the new ellipsoid lowers the error

Fig. 10.3 Sampling of the CDF to generate an ellipsoid using
the properties of the CDF of the ellipses as obtained from OIM
data is shown here. In the first step (1.) a value from 0 to 1 is cho-
sen along the ordinate, and in the second step (2.) the appropriate
value of the grain size is read from the abscissa
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of the system. The program completes when it has
performed the number of user-specified iterations. The
result of this method can be observed directly by com-
paring the PDFs and CDFs of the data and the simu-
lated ellipsoids directly as can also be seen in Fig. 10.2.
The distributions in both the ND and TD directions are
well matched to the input data.

10.4.2 Observation-Based Domain
Constraint

The elemental assumption of this method is that the
entire (and infinite) set of all possible ellipsoids can
be bounded by observations of ellipses on experimen-
tally collected, orthogonal 2D sections to leave a “most
probable” set of ellipsoids. Factors such as the distri-
butions of size, shape, and orientation of the ellipses
on the 2D sections are used to assign probabilities to
groups of ellipsoids. This type of approach is funda-
mentally different from the analytical developments
made by Cruz-Orive (1976b) and DeHoff (1962), in
that an exact solution is not the goal; rather, a probable
set is desired. An initial description of this technique is
introduced by Groeber (2007).

In order to assign probabilities to groups of ellip-
soids, the infinite domain of ellipsoids must be initially
truncated and discretized. A five-dimensional space
is created to define the ellipsoids. Three dimensions
correspond to the orientation of the principal axes of
the ellipsoid and are inherently bounded by the finite
dimensions of Euler space, which describe the orienta-
tion of the ellipsoid (i.e., its principal axes). The other
two dimensions correspond to the two aspect ratios of
the ellipsoid. The aspect ratio dimensions are not inher-
ently bounded, but can be truncated by using the 2D
observations to make assumptions about reasonable
upper and lower bounds. By definition, the upper limit
of the two aspect ratio dimensions is 1 (i.e., a sphere)
and the lower limit can be set to be the smallest aspect
ratio observed in the 2D sections. In practicality, the
accuracy of the estimated lower limit will be directly
related to the number of observations and thus, it may
be prudent to reduce the minimum observed value by
an additional 25–50%. The volume of the ellipsoids is
treated only as a distribution within each discrete bin in

the 5D space, not as its own dimension. This is because
volume only isotropically scales the dimensions of an
ellipsoid and any resultant elliptic section, which has
no effect on the following process.

The development of a probable set of ellipsoids
is undertaken as an iterative process because of the
inability to decouple the influences of ellipsoid shape
(aspect ratios) and orientation on the resultant distri-
bution of ellipses. The iterative process initiates by
calculating a probable orientation distribution for the
ellipsoids with an assumed uniform shape distribution.
Then the shape distribution is updated using the cal-
culated orientation distribution. Iteratively, each distri-
bution is updated using the most recently calculated
instance of the other distribution until a level of con-
vergence is reached. Some details of the calculations
are offered here, as well as the process of extrapolation
of the individual ellipses.

Calculation of a probable orientation distribution
requires sectioning a large number of ellipsoids within
each discrete orientation bin and observing their resul-
tant elliptic sections. Each ellipsoid is assigned a set
of aspect ratios in accordance with the shape distri-
bution, which is initially uniform. A two-dimensional
histogram of resultant ellipse orientation and resul-
tant ellipse aspect ratio is created for all ellipsoids in
each of the orientation bins. An example histogram is
shown in Fig. 10.4. The histograms for each bin are
then compared to the same histogram made from the
actual observations on the experimental 2D sections.
The simulated histograms are fit to the experimental
histogram by a least squares method to determine the
probability of each orientation bin.

Upon calculating the orientation probability dis-
tribution, the shape distribution can be updated by
sectioning a large number of ellipsoids within each dis-
crete shape bin, represented by a set of aspect ratios.
Each ellipsoid is assigned an orientation in accor-
dance with the previously calculated orientation dis-
tribution. A two-dimensional histogram of resultant
ellipse aspect ratio and resultant ellipse normalized
size is constructed for all ellipsoids in each of the
shape bins. The normalized size is the area of the resul-
tant ellipse divided by the average resultant ellipse
area. An example histogram is shown in Fig. 10.5.
The histograms for each bin are then compared to
the same histogram made from the actual observa-
tions on the experimental 2D sections. The simulated
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Fig. 10.4 Density plot of ellipse principal axis orientation vs.
aspect ratio. The top third of the plot shows ellipses on the plane
normal to the z-direction, the middle third shows ellipses on
the plane normal to the y-direction, and the bottom third shows

ellipses on the plane normal to the x-direction. The x-axis refers
to the x-component of a unit vector oriented along the major axis
of the ellipse. The y-axis is the aspect ratio (b/a) of the ellipse

Fig. 10.5 Density plot of ellipse normalized size vs aspect
ratio. The top third of the plot shows ellipses on the plane normal
to the z-direction, the middle third shows ellipses on the plane
normal to the y-direction, and the bottom third shows ellipses on
the plane normal to the x-direction. The x-axis is the ellipse area
divided by the average ellipse area. The y-axis is the aspect ratio
(b/a) of the ellipse

histograms are fit to the experimental histogram by a
least squares method to determine the probability of
each shape bin.

While sectioning the ellipsoids to determine a
probable orientation and shape distribution, the distri-
bution of fractional section size is constructed for each
shape bin. The fractional section size is defined as the
resultant ellipse area divided by the maximum possible
resultant ellipse area for a given ellipsoid. The frac-
tional section size distribution is used to extrapolate
the individual experimental ellipses. The shape of each
experimental ellipse’s parent ellipsoid is predicted by
the probability of an ellipsoid of a given shape produc-
ing the experimental ellipse (i.e., its normalized size
and aspect ratio). Once the parent ellipsoid’s shape is
assumed, the distribution of fractional section size for
that shape can be used to convert the experimental sec-
tion’s area to the maximum possible section area for
the parent ellipsoid. With an assumed shape and max-
imum possible section size, everything necessary to
fully define the parent ellipsoid is available. This pro-
cess is carried out for each experimental ellipse, result-
ing in a set of “probable” ellipsoids whose statistics
can be used to generate synthetic 3D volumes. Figure
10.6 shows the results of the observation-based domain
constraint process for a sample microstructure.
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Fig. 10.6 Results of the observation-based domain constraint
method. The upper right image is the true 3D shape distribution
(ellipsoid aspect ratios). The upper left image is the “probable”

shape distribution calculated by the method. The lower image is
a comparison of the true 3D grain size distribution (equivalent
sphere radius) and the calculated “probable” size distribution

10.5 Generation of 3D Structure

10.5.1 Packing of Ellipsoids

After generating a set of ellipsoids that is representa-
tive of the 3D grains and/or particles, the focus must
be shifted to the placement of the ellipsoids in the
volume. There are multiple issues to consider when
packing the ellipsoids. The density of the objects rep-
resented by the ellipsoids is one of the largest fac-
tors in developing the packing algorithm. For exam-
ple, ellipsoids representing particles of a low volume
fraction phase will certainly be placed differently than
ellipsoids representing grains in a fully dense poly-
crystalline material. In the fully dense grain example,
care must be taken to pack the volume as densely as
possible, but minimize overlap between ellipsoids in
order to retain each ellipsoid’s prescribed shape. In
both cases, the local neighborhood of the ellipsoid (i.e.,
neighboring ellipsoids) must also be addressed during
placement. The low volume fraction particles should
be spaced equivalently to the experimental/reference

data and the densely packed grains should neighbor
grains of similar sizes and shapes as seen in the exper-
imental/reference data.

Two inherently different, but viable options for
ellipsoid packing will be discussed here. The first
approach involves overpopulating the volume with
a large number of ellipsoids. This approach is pre-
sented in greater detail elsewhere (Saylor et al. 2004b;
Brahme et al. 2006). A large set of representative ellip-
soids, generated by either of the methods discussed in
the previous section, are placed into the model vol-
ume. The ellipsoids should have a total volume much
larger than the volume to be filled and are allowed
to overlap and extend outside of the volume. A sim-
ulated annealing procedure can then be employed to
determine an “optimal” set of ellipsoids. An optimal
set of ellipsoids would maximize space-filling, while
minimizing overlap of ellipsoids. Saylor et al. (2004b)
and Brahme et al. (2006) outline the development of
a penalty function that promotes optimal space filling.
It is easy to imagine the adjustment of this function
to address the less dense packing of the distant par-
ticle case. At present, only the space-filling nature of
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the ellipsoids is addressed in this technique, and not
the local neighborhood of an ellipsoid. However, it is
conceivable that penalty functions could be developed
to encourage the desired clustering or spacing of ellip-
soids of given sizes or shapes. Once an active set of
ellipsoids is selected by this method, a voxelized struc-
ture is generated using cellular automata (CA), where
the centroid for each ellipsoid is a seed point in the
simulation and voxels are added starting at this seed
point until the entire structure is filled. The growth is
constrained initially such that only those voxel loca-
tions that are located inside the ellipsoids are added.
When each ellipsoid is completely filled, then the con-
straint is dropped and the remaining free volume is
consumed.

A second approach to the ellipsoid packing prob-
lem is to sequentially place the ellipsoids while using
statistical descriptors from the experimental/reference
data as constraints. One such implementation of this
approach is presented by Groeber et al. (2008b). Here,
the set of representative ellipsoids should have a total

volume much nearer to the model volume than the
first approach. The ellipsoids are allowed to extend
outside the volume, as in the first approach, and
thus the total volume should be some small amount
above the model volume. Each ellipsoid is randomly
placed in a sequential fashion and checked against
a number of constraints to determine if its current
position is acceptable. Constraints can include, but
are not limited to: overlap limits, number of neigh-
boring ellipsoids, and size distributions of neighbor-
ing ellipsoids. This approach generally yields opti-
mal space-filling through the overlap limits, and
produces realistic neighborhoods by constraining
placement to locations that improve the surroundings
of previously placed grains. Though this technique
presents some advantages over the previous, there are
complications that arise as well. In any sequential
process there should be concerns about a failure to
locate a suitable position, especially near the end of the
process. Generally, the process is more efficient and
successful when the largest grains are placed first,

Fig. 10.7 The effect of MC relaxation on grain shapes and sizes
is illustrated with two examples of before and after images. (a)
In the upper pair of images, a grain changes shape to accommo-

date its neighbors. (b) In the lower pair, a very thin grain rapidly
shrinks in response to a large curvature driving force
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when there is sufficient room left for their placement.
Additionally, the number of constraints greatly affects
the feasibility of locating a suitable position, and thus
should be optimized.

10.5.2 Relaxation of Boundaries

An artifact of the constrained CA process and the
sequential grain placement process is that the grains
are very close in shape to the ellipsoids used to
model the grains, which means that the triple lines
and quadruple points where boundaries intersect will
deviate from the equilibrium dihedral angle. Therefore
the grain shapes are relaxed using an isotropic Monte
Carlo (MC) grain growth model (Rollett and Manohar
2004). Figure 10.7 depicts a series of images that high-
light the effect of the MC procedure on the shape of
individual grains. In the upper series the grain shape
and size have both changed, but the changes are mod-
erate as compared to the lower series where the entire
grain is nearly consumed during MC relaxation. In
general MC relaxation will relax the ellipsoid geome-
try, allow the grain boundaries to become more natural,
and allow the grain size distribution to become more
natural; but it will also cause the grains to quickly lose
their anisotropic shape.

10.6 Quality Analysis

10.6.1 Size Distribution Comparison

Measuring the “size” of a grain may appear to be a
simple matter at first sight. Even in 2D sections, how-
ever, computing the circle-equivalent diameter yields a
(slightly) different result than the average linear inter-
cept (Underwood 1970). In 3D, one must be concerned
with all three dimensions, of which measuring the vol-
ume and surface area of a grain is intuitively obvi-
ous. Less obvious is how best to measure the linear
dimension of a grain, since there are so many possibil-
ities (linear intercept, sphere-equivalent radius, etc.).
The recent publication by MacPherson and Srolovitz
(2007) on the theory of grain growth has, however,
pointed out to the materials science community that

Fig. 10.8 Plot correlating the ratio of square root of surface
area and mean width (x-axis) to the ratio of cube root of volume
and mean width (y-axis). For reference, some basic geometric
structures (i.e., the tetrahedron, the octahedron, etc.) are plotted
as well. This type of analysis serves to offer some basic informa-
tion about typical grain shapes (Uyar et al. 2008)

“mean width” is not only a useful measure of inte-
gral curvature of objects such as grains, but is also
unique in its property of additivity. Hadwiger (1957)
showed that there is only one measure in each dimen-
sion that has the property of additivity, which means
that the volume/area/mean width of the union of two
overlapping objects is the sum of the separate quan-
tities, minus the volume/area/mean width of the over-
lapping region. This suggests that the distributions of
the three basic quantities (volume, area, and mean
width) should be part of the validation of a digital
microstructure. Moreover, ratios between pairs of these
quantities, as shown in Fig. 10.8, also provide basic
information on the shape of objects (Uyar et al.
2008). Fitting to distributions of such ratios may also
be part of the development of grain geometry in
3D models.

10.6.2 Shape Distribution Comparison

A typical approach to quantifying the shape of grains
is to fit an ellipsoid and report the aspect ratios (Groe-
ber et al. 2008a; Saylor et al. 2004b). This approach
is useful in describing the distribution of the amount
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Fig. 10.9 Example of results from a moment invariant analy-
sis. The upper set of plots is from an experimentally collected
volume (Groeber et al. 2008). The lower set of plots is from
a synthetic microstructure generated with the goal of matching

the experimental volume’s statistics, using methods presented by
Groeber et al. (2008). The analysis highlights the need (and abil-
ity) to look past lower order descriptors like aspect ratios

of elongation of the grains. However, aspect ratios
are ambiguous in reference to many aspects of shape.
For example, it is possible for an ellipsoid and a
rectangular prism to have the same set of aspect
ratios. The local curvatures of grain boundaries are
often disregarded when a “simple” geometric feature
is fit to represent a grain. It is this issue that makes
shape one of the more complicated parameters to
describe.

MacSleyne et al. (2008) have presented a method
for distinguishing shapes by using higher order
moments and moment invariants. The moment invari-
ant technique creates a three-dimensional moment
invariant space to represent a grain’s shape rather than
the limited two-dimensional space defined by a pair of
aspect ratios. In the moment invariant space, shapes
with similar aspect ratios lie on the same arc, but are
separated along the third dimension, �3. Addition-

ally, combinations of the calculated moments can yield
interesting insights into the types of shapes present
in the structure. An example of a moment invari-
ant analysis is shown in Fig. 10.9. The analysis pro-
vides the distribution of aspect ratios, which appears
roughly equivalent for the two structures. However,
when the value of �3 is compared, there is a notice-
able shift in the distribution between the two struc-
tures. Finally, the largest difference between the two
structures can be seen in the comparison of the dis-
tribution of V/Vconv. Vconv is the volume of the con-
vex hull of the grain and V is the volume of the
grain itself. The ratio of these two volumes is bounded
by 0 and 1 and compares the relative concavity of
the grain. It should be clear that the aspect ratio
comparison alone does not accurately highlight many
of the differences between the shapes of the two
structures.
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10.6.3 Neighborhood Comparison

The local neighborhood of a grain can be a compli-
cated aggregate of features that can be described by
a number of different parameters. For example, the
morphological descriptors of the neighboring features
could be reported, or their crystallographic relation-
ship to the reference grain could be of more inter-
est. Additionally, the approach to describing the local
neighborhood of a grain is likely to vary with the type
of microstructure and data being investigated. A grain
structure which has been segmented is likely to have
a known connectivity of grains and contiguous neigh-
bors can be characterized. In the case of low volume
fraction second-phase particles, the nearest neighbors
may not be known, and a two-point statistics approach
(Tewari et al. 2006) may be better suited.

For describing the morphology and connectivity of
a grain’s neighborhood, there are multiple distributions
that can be created. First, the distribution of the num-
ber of neighbors can be generated for all grains, as well
as correlated to grain size by grouping grains of sim-
ilar size. In addition to number of neighbors, the size
distribution of the neighboring grains can also be con-
sidered. The size distribution of neighbors, when cor-
related to the size of the reference grain, offers insights
into the tendency of grains of certain sizes to clus-
ter together (i.e., the Aboav-Weaire law). The shapes
of neighboring grains can be correlated to the refer-
ence grain’s shape to quantify the clustering of similar
shaped grains, which may evolve during recrystalliza-
tion or deformation.

The crystallographic description of individual
boundaries will be discussed in the next section, but
there are other parameters that describe the crystal-
lography of local grain aggregates to varying degrees.
The misorientation distribution function (MoDF) can
be calculated for the entire structure, which gives some
insight into the local textures present in the material.
However, the MoDF does not provide any knowledge
of the spatial distribution of the misorientations in the
MoDF. The known connectivity of the grains allows
for the spatial description of the misorientations. For
example, one could calculate the fraction of a grain’s
neighbors that have a critical misorientation value, be
it high, low, or special. This approach could then be
expanded to include secondary neighbors (i.e., neigh-
bors of neighbors) and would ultimately offer a more

local estimate of the clustering of grains with similar
orientation. Two-point statistics can also be employed
to describe distributions of orientations as well.

10.6.4 Boundary Structure Comparison

In order to generate a complete 3D microstructure,
one must add grain (crystal lattice) orientations to
the description. The current state of the art is that
the grain geometry is created first and then a set of
orientations is optimized with respect to texture and
grain boundary misorientation (Saylor et al. 2004b;
Groeber et al. 2008b). The procedure relies on simu-
lated annealing and is computationally straightforward
on modern personal computers. This procedure has at
least two significant limitations, however. The first is
that it assumes that size and shape are uncorrelated
with orientation. This is not always the case; however,
Bozzolo et al. (2005) have demonstrated that in tita-
nium that has been deformed and then recrystallized
there are texture components that are more dominant
in the small grains and vice versa. The second limita-
tion is that it ignores the fact that grain boundary prop-
erties depend on the interface normal as well as the lat-
tice misorientation across them. The full description of
grain boundary character requires, in fact, five macro-
scopic parameters, as discussed in detail by Rohrer and
Randle in Chapter 16 of this volume. Fitting orienta-
tions to include both texture and misorientation and
interface normal distributions needs to be developed.
Implementing such an algorithm in voxel-based repre-
sentations requires some method to compute the local
interface normal (Bullard et al. 1995). Alternatively,
interface normals can be straightforwardly computed
in a surface or volumetric mesh representation of a
microstructure.

10.7 Thoughts on Current Conditions
and Future Work

Everything that has been described up to this point
deals with grain size and shape, grain orientation (tex-
ture), and intergrain misorientation. There are several
important aspects of microstructure that have not yet



152 S.D. Sintay et al.

been addressed. Grain boundaries require five param-
eters to describe their macroscopic degrees of free-
dom (crystallographically), which are addressed by
Rohrer and Randle in this volume. Polycrystals are
known to exhibit strong preferences for certain inter-
face normals (Saylor et al. 2004a). A more complete
fitting procedure for grain orientations in synthetic
microstructures will account for the complete five-
parameter grain boundary character. Deformed solids
and even annealed polycrystals exhibit orientation gra-
dients within grains. Mechanical properties can depend
on the presence of such gradients, as seen in strain gra-
dient theories of solid mechanics, for example. Recrys-
tallization during annealing occurs when boundaries
move in response to differences in stored energy, and
orientation gradients can give rise to such differences.
Yet another issue that will need to be addressed is that
of grain shape. It is convenient to use the ellipsoid as a
surrogate for actual grains, but real grains are far from
ellipsoidal in reality. It would be useful to be able to
work with more sophisticated surrogates for shape as
presented by MacSleyne et al. (2008).
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Chapter 11

Direct 3D Simulation of Plastic Flow from EBSD Data

Nathan R. Barton, Joel V. Bernier, Ricardo A. Lebensohn, and Anthony D. Rollett

11.1 Introduction

Given high quality EBSD scans of microstructures,
researchers naturally wish to assess the properties and
performance of the material. For virtually all aspects of
material behavior, this involves a model for the mate-
rial’s response, and considerable uncertainty in the pre-
dictions arises from uncertainties in both model form
and model parameters. Classical crystal viscoplastic-
ity is often used to assess the plastic flow behav-
ior of polycrystalline materials (Kocks et al. 1998);
but more sophisticated approaches are under active
development. For example, Arsenlis et al. (2004) have
included the effects of detailed dislocation density evo-
lution, including dislocation flux terms that capture
heterogeneity in the flow; and Acharya and Beaudoin
(2000) have examined interactions between lattice cur-
vature and hardening. Once a modeling framework has
been chosen, including both the material model and
the method for solving the boundary value problem,
a key consideration becomes the numerical accuracy
of the solution. Ideally, observations should not be
influenced appreciably by inadequacies in the imple-
mentation of the model or convergence of the results.
However, even relatively simple material models can
require substantial computational resources to achieve
proper convergence of the results. Here we focus on
a relatively simple material model and a particularly
challenging microstructure to illustrate some of the

N.R. Barton (�)
Lawrence Livermore National Laboratory, Livermore, CA
94550, USA
e-mail: barton22@llnl.gov

current limitations in analysis. The degree to which
a model captures heterogeneous material response
depends directly on the microstructural discretization.

A crystal-based restricted slip rigid-viscoplastic
material model is used to predict the steady-state
plastic flow in the microstructure. The multiphase
microstructures in titanium alloys motivate most of
the simulations, with variations in the thermome-
chanical processing path producing a wide variety
of microstructures for these materials (Lüetjering and
Williams 2003). Heterogeneity of the flow in lamellar
microstructures has been studied previously (Barton
and Dawson 2002). Even for microstructures without
lamellar features, complex heterogeneous plastic flow
arises from the strong plastic anisotropy in the � phase
and the relative geometric softness of the � phase. Here
we examine microstructures with equiaxed � grains,
with some attention paid to heterogeneities of the sort
that might be associated with the creation of defects
such as voids and cracks. Creation of such defects
is of ongoing interest (Sinha et al. 2007). It is well
known that compressive deformation modes in materi-
als with highly anisotropic microstructural constituents
can produce substantial tensile hydrostatic stresses
(Dao et al. 1996) that are implicated in the forma-
tion of defects. For comparison of finite element-based
and Fourier transform-based modeling approaches, a
single-phase microstructure of a BCC material is also
considered.

Three-dimensional calculations are desirable for
accurate treatment of realistic microstructures, and
researchers are actively exploring methods for three-
dimensional microstructure creation, given experimen-
tal measurements from EBSD scans and other sources.
See Chapter 10 by Sintay, Groeber, and Rollett in
this volume for discussion of three-dimensional
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(a) (b) (C)

Fig. 11.1 Data from EBSD scans of Ti-6Al-4V covering (a)
1.725 mm on a side with 3.5-micron step size, and (b) on a per-
pendicular face 0.5 mm on a size with 0.5-micron step size. For
parts (a) and (b), lattice orientations in the � phase are colored

according to the crystallographic axis aligned with direction nor-
mal to the scan plane. Part (c) shows the phase distribution for
the scan in part (b) with � being green and � being blue

microstructure reconstruction. In some cases, inves-
tigators wish to build a computational mesh with
elements conforming to grain boundaries (Maniatty
et al. 2008). This is likely to increase the rate of
convergence with mesh refinement, and may have dis-
tinct advantages if stress concentrations in the elastic
loading range are of interest. To simplify examination
of mesh convergence, we use logically regular grids
with serrated grain boundaries and mixed-material
elements at phase boundaries. This seems to be ade-
quate for examination of behavior under steady plastic
flow. Note that in general the rate of convergence with
mesh refinement depends significantly on the quantity
of interest, with overall response converging in many
cases more quickly than subgrain deformation features
(Barton and Dawson 2001a, 2001b).

11.2 Material and Microstructural Model

In general, the slip and twinning modes in tita-
nium alloys depend strongly on alloying and tem-
perature (Paton et al. 1973). While twinning is of
interest in commercial purity titanium (Bozzolo et al.
2007, for example), alloys such as Ti-6Al-4V do
not tend to produce appreciable amounts of twinning
during deformation at room temperature and quasi-
static strain rates. While this simplifies analysis in
some regards, considerable complexity remains in the
observed microstructures. Figure 11.1 shows EBSD
scans of a relatively simple Ti-6Al-4V microstructure.
Long-range correlation of the orientations of the
� phase can be observed, presumably correlated

to the prior high temperature � grain structure.
Figure 11.2 shows a scan for a sample with a differ-
ent final heat treatment. Direct numerical simulation
of three-dimensional microstructures such as the one in
Fig. 11.2 are currently beyond generally available com-
putational resources, and one must resort to modeling
assumptions to treat deformation partitioning in such
structures. We will examine direct numerical simula-
tions of a microstructure such as the one in Fig. 11.1,
but with a somewhat larger volume fraction of � phase

Fig. 11.2 Data from a different heat treatment than the one
shown in Fig. 11.1, using the same color mapping as in Fig. 11.1.
A relatively small fraction of � phase points were indexed and it
is assumed that index failures occur preferentially in the � phase
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(a)

(b)

Fig. 11.3 Lattice orientation
distribution functions for (a) �
and (b) � phases, plotted as
multiples of a uniform
distribution

in order to examine effects of interest for connected or
nearly connected soft phases.

Orientation distribution functions for the � and
� phases can be determined from data shown in
Fig. 11.1(a). Due to the long-range spatial correlations
in the lattice orientations, these EBSD data are supple-
mented by bulk X-ray diffraction using high energy X-
rays from the Advanced Photon Source at the Argonne
National Laboratory. Surface and bulk diffraction data
are consistent, and the orientation distribution func-
tions reduced from X-ray diffraction data, using pole
figure inversion techniques based on finite element dis-
cretizations in Rodrigues space (Barton et al. 2002;
Bernier et al. 2006), are shown in Fig. 11.3.

11.2.1 Three-Dimensional Microstructure
Generation

Three-dimensional microstructures are generated by
matching certain experimentally measured distribu-
tions. Grain size distributions from the EBSD scans are
sampled to generate grains, and these grains are then
packed into a spatial domain larger than the desired
computational domain. Various heuristics are used in
the particle packing process and in subsequent manip-
ulations in order to generate morphologies and final

phase volume fractions of interest. By packing parti-
cles in order from largest to smallest, tighter packings
may be achieved. Once a packing of grain centroids has
been generated, standard convex hull analysis pack-
ages can be used as the basis for construction of full
microstructures. The tessellation algorithm employed
takes account of the grain size data used in the original
packing of grains. These techniques are not the focus
of this chapter, and might best be replaced by direct
measurement of three-dimensional microstructures.
The three previous chapters in this volume contain a
more detailed discussion of microstructure generation
techniques. Here we are interested in behavior of the
models under challenging computational scenarios,
and somewhat idealized microstructures are adequate.
For models that require periodic boundary condi-
tions, microstructure generation from distributions of
microstructural features is likely to remain of interest.
One such modeling framework is based on fast Fourier
transform (FFT) algorithms and will be discussed
below. For synthetic microstructure generation,
multi-point correlation functions have some desirable
properties (Yeong and Torquato 1998).

Figure 11.4 shows one instance of the microstruc-
ture used in most of the calculations here. Plots in
Fig. 11.4 are from a logically regular finite element
mesh with 128 elements per side (2097152 elements
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(a)
(b)

Fig. 11.4 Phase distributions
in an idealized multiphase
titanium microstructure with
� and � being green and blue,
respectively; � volume
fraction is roughly 15%. The
plot in (b) shows the finite
element mesh on one face of
the domain, indicating the
degree to which elements are
preferentially located in the �
phase

total). To capture localization of the deformation in
the � phase, elements are preferentially placed in
the � phase. A standard arbitrary Lagrangian-Eulerian
advection scheme accomplishes this task (Benson
1992, 1998). Use of advection here effectively allows
us to hold the material and microstructure fixed while
distorting the mesh to pull elements preferentially into
the geometrically softer � phase. Because mesh con-
nectivity does not change during this process, mesh
distortions limit the achievable relative size of ele-
ments in the �. The efficacy of this local refinement
method is demonstrated in Fig. 11.5, which shows
results on a regular Cartesian mesh (Fig. 11.5[a]) and
on an advected mesh (Fig. 11.5[b]). The advected mesh
with more elements in the thin � phase regions cap-
tures more strain localization and detailed features
of the response with the same number of computa-
tional degrees of freedom. Advection may be used
during the simulation of the deformation with crys-
tal level material models (Barton et al. 2004), perhaps
with elements preferentially advected based on plastic
shearing rates. However, the computational framework
used here cannot at this time combine advection with
boundary conditions appropriate to quasi-static defor-
mation. As discussed below, adaptive mesh refinement
may be a better technique for capturing localization in
high fidelity simulations.

11.2.2 Micromechanical Model

The model employs standard restricted slip crystal
plasticity described in considerable detail elsewhere

(Hosford 1993; Kocks et al. 1998; and the references
contained therein). That is, plastic deformation occurs
by a linear combination of shearing modes on a set
of slip systems defined with respect to the crystal lat-
tice. The specific formulation here is similar to those
described by Barton and Dawson (2002) and Bar-
ton et al. (2004, 2008). While the rigid-viscoplastic
response is of interest for steady plastic flow, the for-
mulation includes elasticity, and the elastic degrees of
freedom are driven to steady state using a specialized
algorithm. Lattice orientations and state variables asso-
ciated with material hardness are all held constant as
the steady plastic flow solution is determined. All slip
systems follow power law kinetics with a rate sensitiv-
ity of 0.05. The � phase deforms plastically using 12
{110}<111>, 12 {112}<111>, and 24 {123}<111>

slip systems. Plastic deformation in the � phase
occurs by slip on 3 basal {0001}<112̄0>, 3 prismatic
{101̄0}<112̄0>, and 12 pyramidal {101̄1}<1̄1̄23>

slip systems. All slip systems other than the �

pyramidal slip systems are assumed to have the
same strength, with the pyramidal systems five times
stronger. These strengths are consistent with the
range of values deduced from experimental results
for multiphase titanium alloys (Bieler and Semiatin
2002).

As noted below, rigid-viscoplastic material mod-
els create challenges related to incompressibility and
numerical conditioning—the solution of the elasto-
viscoplastic problem is typically less challenging.
However, the solution of the rigid-viscoplastic prob-
lem allows for direct comparison between FFT- and
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(a)

(b)

Fig. 11.5 Plots of total slip system activity for (a) a uniform
Cartesian mesh and (b) an advected mesh, both having 96 ele-
ments per side. Slip activity is normalized by the average rate,
so that the average becomes white on the indicated color map.
Blue indicates zero slip activity, and values greater than or equal
to twice the average are plotted in red

finite element-based methods and allows for evaluation
of the response of a fixed as-measured microstructure.

11.2.3 Finite Element Model

Various finite element formulations are in use for
micromechanical simulations of the sort performed
here. See Benson (1998) for a discussion of the use of
formulations with advection capabilities in microme-
chanics simulations. Other methods also use shap-

ing of microstructures and mixed material elements
to circumvent some of the challenges in discretizing
microstructures (Barbe et al. 2001). In the formulation
used here, mixed material elements employ a uniform
strain partitioning assumption among the material vol-
ume fractions, and material volume fractions are com-
puted accurately from the underlying microstructural
description.

Elastic effects in the material model tend to reg-
ularize the behavior, but the convergence rate of the
parallel iterative linear system solver does diminish as
the simulation approaches steady plastic flow, adding
substantially to the computational expense. The lin-
ear solver is based on an algebraic multi-grid tech-
nique, as described by Henson and Yang (2002). The
solver shows good performance versus system size
over the range examined here—computational cost is
nearly linear in the total number of degrees of free-
dom. The formulation with elastic effects also proves
useful in low symmetry materials, such as CaIrO3 post-
perovskite (Miyagi et al. 2008), with a paucity of plas-
tic deformation mechanisms.

Direct simulation of the rigid-viscoplasticity prob-
lem is conducted elsewhere using hybrid finite element
formulations to improve numerical behavior (Beau-
doin et al. 2000; Sarma and Dawson 1996; Beaudoin
et al. 1993), and specialized finite elements have in
some cases been employed to improve treatment of the
flow of an incompressible fluid (Mika 1999; Dawson
et al. 2002). In general, crystal rigid-visocplasticity
solutions are a challenge to obtain, particularly in the
face of highly anisotropic constituents and multiple
phases with disparate effective strengths.

11.3 Simulation Results

Simulation results in this section focus on the isochoric
compression of the microstructure shown in Fig. 11.4.
In all plots, the compression direction is vertical. All
exterior faces are forced to remain planar, though
velocity components in the plane need not be zero.
Periodic boundary conditions are not currently avail-
able in the computational framework used here—see
for example the work of Maniatty et al. (2008) for an
example of the use of periodic boundary conditions in
finite element simulations of polycrystals.
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Even with the use of advection to concentrate
elements in the geometrically softer � phase, most fea-
tures of the microstructural response do not show con-
vergence with 128 elements on a side of the cube.
Figure 11.6 shows volume averages for the axial com-
ponent of the deviatoric stress and for phase-specific
average slip activity. Slip activity is defined as the sum
of the magnitudes of shear rates over a phase or slip
system type. With mesh refinement, simulated defor-
mation becomes more localized and the average stress
magnitude diminishes. The finite element formulation
strictly enforces compatibility and naturally tends to
be closer to an upper bound result when there are
insufficient degrees of freedom. Note that due to the
nonlinearity of the viscoplastic response, average slip
activity can increase even as average stress magnitude
decreases. In this case peak slip rates increase substan-
tially with mesh refinement, as shown in Fig. 11.7. In
this and other plots of slip system activity, values are
scaled by the average activity in the simulation with
128 elements on a side. The mesh refinement studies
are not continued to higher mesh refinement because
of computational costs. The simulation with 128 ele-
ments on a side required 159 hours on 200 proces-
sors running at 2.2 MHz. Obtaining a converged steady

plastic flow solution requires 25 time steps with typi-
cally three iterations per time step and typically 1500
to 2000 iterations in each execution of the iterative
linear system solver. In light of these computational
demands, current efforts are focused on more effec-
tive preconditioners for the system solve and on more
robust finite element formulations. Spurious fluctua-
tions in the pressure field persist over the range of mesh
refinement examined here, and a specialized formula-
tion may produce marked increases in convergence rate
with mesh refinement.

Note from Fig. 11.7 that mesh refinement produces
both a sharpening of features existing at coarser refine-
ments and the introduction of localization features not
observed at coarser refinements. The introduction of
new localization features is in fair measure due to
resolution of fine details in the idealized microstruc-
ture. This points to the potential importance of high-
resolution microscopy for materials that potentially
contain such features.

The amounts of basal and non-basal slip activity
in the � phase are shown in Fig. 11.8. Data such
as these may be useful in assessing the propensity
of given microstructural features to initiate damage
such as microstructural level cracks and voids. Higher
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Fig. 11.6 Volume averages versus mesh refinement; with (a)
showing axial deviatoric compressive stress and (b) showing
phase specific slip system activities. Slip activity is relative to

the applied macroscopic deformation rate. Stress is scaled by the
strength of the nonpyramidal slip systems
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(a) (b)

(c)

Fig. 11.7 Total slip system activities as a function of mesh refinement for (a) 32, (b) 64, and (c) 128 elements per side; using the
same color mapping as in Fig. 11.5
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Fig. 11.8 Probability density for basal slip activity versus non-
basal slip activity in the � phase, with axes scaled to cover a
range up to six times the nominal deformation rate; versus mesh
refinement for (a) 32, (b) 64, and (c) 128 elements per side. Map-

ping from probability to color emphasizes lower probabilities, as
shown in the color map; bins without contributions are shown in
white



162 N.R. Barton et al.

probabilities along the horizontal axis, corresponding
to negligible basal slip, are attributed to basal slip con-
tributing only three of the eighteen total slip systems.
That is, the material contributing to the horizontal axis
is deforming by a combination of prismatic and pyra-
midal slip with negligible basal slip. Increased mesh
refinement captures substantially broader dispersion in
the slip rates. As with the total slip activity data, the
spatial distribution (not shown) of the relative amount
of basal slip shows both refinement of features and the
development of new features with mesh refinement. At
higher mesh refinement, the solution includes appre-
ciable amounts of material deforming almost exclu-
sively by slip on basal systems, and these types of
features in distributions could have implications for
damage initiation on the basal planes in the � phase.
Even in compression, tensile hydrostatic stresses on
the order of the effective flow strength or higher can
be produced in materials with highly anisotropic con-
stituents, such as the one examined here. Such effects
are worth detailed examination employing methods
that are not prone to spurious fluctuations in the
pressure field. Assuming converged solutions may be
obtained, predicted distributions of features in the
mechanical response might come to play an important
role in assessments of as-measured microstructures.

11.4 Directions for Further
Computational Development

Given the computational expense of using general-
purpose finite element programs to solve rigid-
viscoplasticity problems, alternative approaches are
attractive. One promising approach is based on
FFT (Moulinec and Suquet 1998; Lebensohn 2001;
Lebensohn et al. 2004), which generally scales bet-
ter with problem size than finite element implemen-
tations. The computational framework is also dramat-
ically simpler given the special purpose nature of the
code base and the use of a Cartesian regular grid. These
benefits come with some sacrifice in flexibility—one
cannot, for example, examine details of incipient plas-
ticity in advance of fully developed plastic flow.

Direct comparison of results from FFT and finite
element simulations is hampered by differences in
boundary conditions. The FFT method must employ
periodic boundary conditions, and many finite element

codes, including the one used here, do not implement
equivalent boundary conditions. Some comparison can
however be made by invoking Saint Venant’s principle
(von Mises 1945) for columnar geometries and sur-
rounding the lateral faces of the domain in the FFT
simulation by “void” cells. In this way, microstructures
under uniaxial tension may be simulated. The serial
FFT implementation is, however, bound by memory
constraints, and the simulation shown in Fig. 11.9
is limited to roughly two million FFT points. Thus
the domain has 512 points along the axis and 64
points across each lateral dimension. In both lateral
dimensions, there are void points to simulate traction-
free lateral surfaces, leaving 60 points for resolv-
ing the microstructure. Adequately resolved and con-
verged simulations should show similar responses in
the middle section of the computational domain, even
though the boundary conditions at the ends differ in
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Fig. 11.9 Magnitudes of the deviatoric stress from (a) FFT- and
(b) finite element method-based simulations, with the color map
ranging from 0 to 3.25. Differences are shown over the surface
and on interior slices in (c) with the color map ranging from -2.7
to 2.7. All values and differences are relative to the slip system
strength
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their details between the FFT- and finite element-based
simulations.

For these tensile simulations, the microstructure is
composed of single phase BCC material with twelve
slip systems all having the same strength. This rela-
tively low anisotropy material system is used because
mesh refinement limitations in the tensile geometry
do not allow for adequate resolution of deformation
heterogeneity in highly anisotropic and multi-phase
materials. The FFT-based method does not treat mixed
material cells, and so both the FFT- and FEM-based
simulations are performed without mixed material
zones. That is, the grain boundaries are stair-stepped.

While some of the features observed in Fig. 11.9
are similar, it is clear that more mesh resolution and
perhaps better convergence is needed before defini-
tive comparison may be made. Parallel FFT methods
are available, and use of these methods in the rigid-
viscoplastic polycrystal context is actively being pur-
sued. Elasto-viscoplastic FFT formulations are also
actively being pursued, and the availability of such
methods would greatly ease comparison between FFT
and FEM techniques, given the challenges associated
with solving rigid-viscoplasticity problems. As shown
in Fig. 11.10, the results are more similar with stronger
enforcement of incompressibility of the flow in the
FEM method. In the figure, the penalty refers to a
scaling of the bulk modulus to more strictly enforce
incompressibility. Mathematically, this is equivalent to
a dramatic increase in the time-step size and tends to
speed the approach to a steady plastic flow. However,
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Fig. 11.10 Normalized differences between FFT and FEM
results as a function of position along the long axis of the sample.
FEM results in Fig. 11.9 are for the 103 penalty case

penalization to enforce incompressibility is limited by
the performance of the iterative parallel linear system
solvers employed here.

Some of the differences are due to oscillations in
the FFT results (Fig. 11.9[a]), with these oscillations
tending to diminish with mesh refinement. The remain-
ing differences are concentrated at grain boundaries
and at exterior surfaces. The strongest differences are
associated with regions in the FEM calculation having
relatively large volumetric deformation rates (incom-
pressibility errors), but not all differences may be cor-
related with these errors. Given the stair-stepped nature
of the boundaries, these effects are worth pursuing with
finite element meshes that conform to grain boundaries
(Maniatty et al. 2008).

Differences may also be due to the manner in which
stress equilibrium and compatibility are enforced. As
noted above, the finite element formulation enforces
compatibility by construction. Stress equilibrium is
enforced in a weak sense. Within the discretization
error, stress equilibrium is enforced quite accurately—
the solution procedure achieves quadratic convergence
using a Newton-Raphson approach combined with
consistent tangent stiffness matrices from the material
model implementation. The biggest weakness in the
FEM approach here for rigid-viscoplasticity is the dif-
ficulty in strictly enforcing incompressibility (or equiv-
alently, in finding the true steady flow solution).

In contrast, the FFT model used here (based
on the augmented Lagrangian algorithm of Michel
et al. [2000]) consists in an iterative search of a
compatible strain-rate field and a stress field in equi-
librium. Both fields are related at each Fourier point
by a rigid-viscoplastic local constitutive relation. The
convergence of the method is achieved when the
compatibility and equilibrium conditions are fulfilled
within a certain threshold (see Michel et al. [2000]
and Lebensohn et al. [2008] for details). Overall, dif-
ferences in the results from the two methods may be
attributed to differences in the strategies for solving
the challenging rigid-viscoplasticity problem. The two
methods may well be converging to the same solution,
but along different paths, given the differences in how
the conditions are enforced. It is worth noting that the
FFT method enjoys a strong advantage in computa-
tional performance, with the FFT calculation requiring
three orders of magnitude less processor time than the
FEM calculation. This advantage would likely dimin-
ish substantially in comparison to a more specialized
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finite element program, especially one better suited to
incompressibility.

Adaptive mesh refinement (AMR) offers another
attractive avenue of pursuit. Within the context of
more general purpose finite element implementations,
this would allow resolution of detailed features of the
microstructural response without limitations on rela-
tive grid size from mesh distortions attendant upon
the advection-based technique employed in the previ-
ous section. However, substantial effort is required for
implementation of AMR in an implicit finite element
code, and such capabilities are not widely available.
The movement toward scientific software development

for enhanced interoperability (Kumfert et al. 2006) will
hopefully help facilitate the union of computational
capabilities evolving out of distinct specialty areas.
Use of interoperability strategies combined with shar-
ing of code bases could aid substantially in advancing
capabilities for simulations in micromechanics.

Ultimately, the mechanics community is looking
toward multi-scale embedding techniques to enhance
the fidelity of simulations at the scale of engineering
components. Capabilities are being developed which
can inform constitutive models directly from experi-
mental measurement of microstructural features, with
most of the capabilities focused on measured distri-

(b)(a)

(c)

Fig. 11.11 Embedded multi-scale simulation using adaptive sampling to embed a polycrystal plasticity calculation. Orientation of
the fine-scale distribution functions is indicated in part (a); parts (b) and (c) show effective plastic strain rates
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butions, such as lattice orientation distribution func-
tions (Dawson et al. 2005; Maudlin et al. 1996). There
is, however, the possibility of moving toward direct
multi-scale embedding of as-measured microstruc-
tures. Direct embedding with full computation of the
fine-scale microstructure at every coarse-scale inte-
gration point is quite expensive (Han and Dawson
2007). Adaptive sampling techniques largely circum-
vent the expense of direct embedding while maintain-
ing good error control (Barton et al. 2008); and work
is under way to combine them with fine-scale simu-
lations of polycrystal plasticity, which could include
as-measured morphological information of the sort
obtained from EBSD scans. Parallel implementations
of FFT-based methods may prove particularly attrac-
tive as the embedded fine-scale model.

As an example of the adaptive sampling-based
embedding technique, we show results for simulations
based on measured orientation distribution functions
for Ti-6Al-4V, similar to those shown in Fig. 11.3. Cur-
rent simulation results are based on a uniform strain
assumption in the polycrystal. As such, they are known
to be deficient in capturing deformation heterogene-
ity; but they do capture some aspects of anisotropic
response in the polycrystal, leading to a propensity to
form long-range strain localizations. The actual orien-
tation distribution functions are obtained from a win-
dowed portion of the EBSD scan shown in Fig. 11.1,
with fine-scale evaluations using 1302 � and 600 �

weighted crystal orientations. Use of this windowed
region captures some aspects of the long-range order-
ing of the lattice orientations. These fine-scale orien-
tation distributions are then embedded into the coarse-
scale model with perturbations that tend to smear the
texture in a way that reproduces the measured bulk dis-
tributions (Fig. 11.3). As shown in Fig. 11.11(a), these
perturbations are ordered over lengths in the coarse-
scale sample corresponding roughly to the long-range
ordering which is assumed to arise from prior �

grain size. The compression specimen shown in Fig.
11.11(a) is 1/3 inch in diameter and 1/2 inch high.
The coarse-scale mesh contains roughly 350,000 finite
elements with 8-point quadrature. With 1902 distinct
crystal orientations effectively informing each quadra-
ture point, there are more than 5.3·109 crystals in the
calculation. The power of the adaptive sampling tech-
nique lies in the fact that only a small fraction of the
polycrystal level calculations must be performed over
any given time step.

As shown in the figure, strain localizations form at
multiple scales over the specimen. Longer-range local-
ization arises from the frictional contact between the
compression specimen and the platens. Shorter-range
localizations are correlated with the assumed prior �

grain size. Localizations at this scale are observed
during compression tests of this material. Multi-scale
embeddings of this kind are effective for a variety of
applications (Barton et al. 2008; Bernier et al. 2008;
Knap et al. 2008). We hope that with active develop-
ment, more details of as-measured microstructure may
be used to efficiently inform engineering scale compu-
tations. Even with efficient embedding techniques, the
desire for high fidelity engineering scale simulations
serves to highlight the need for efficient computational
methods at the polycrystalline scale.

11.5 Conclusions

As in previous investigations, the use of an
elasto-viscoplastic crystal model allows for poly-
crystal calculations in a finite element formulation
without specialized element types. However, results
for steady plastic flow calculations point to the need for
more widespread use of formulations that can treat the
flow of nearly incompressible materials. Calculation
of the response at fixed microstructure is a particularly
challenging case, and the presence of elasticity in
the model improves numerical behavior considerably
when the material is allowed to harden and reori-
ent, forming grain substructure as the deformation
progresses.

Given a reasonable desire to assess fixed as-
measured microstructures, it is worth further pursuit of
specialized methods. Enhancements in computational
abilities and speeds could also directly benefit efforts
aimed at high fidelity multi-scale embedding. Even
with significant improvement in computational abili-
ties, lath-type microstructures will remain challenging
for some time to come, given the number of degrees of
freedom needed to resolve the microstructural details
(Barton and Dawson 2002). Many issues remain in the
model forms appropriate to such microstructures, with
slip system behavior potentially being influenced by
reductions in dislocation mean free path due to the pre-
ponderance of domain boundaries. In this context, it
is worth pursuing specialized linking assumptions that
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homogenize with an accounting for the geometry of the
fine microstructural details (Lebensohn 1999).

Techniques for microstructural characterization,
including full three-dimensional characterization, will
continue to provide opportunities to test and inform
modeling frameworks (Spanos et al. 2008). Detailed
EBSD scans offer one avenue of pursuit with the poten-
tial for comparison with models that can account for
detailed dislocation interactions (Kysar et al. 2007;
Arsenlis et al. 2004). X-ray-based techniques using
high brilliance third generation synchrotron sources
are now able to determine full three-dimensional orien-
tations and lattice stretches nondestructively (Larson et
al. 2004; Yang et al. 2004). Resolution and collection
times for these techniques continue to improve. For
example, these methods are now able to collect grain
scale lattice stretch data from in situ loading, and to
observe changes in lattice stretches in parent and prod-
uct domains as twins form. X-ray methods may soon
be able to observe variations in the strengths of slip
and twinning modes in situ as a function of tempera-
ture and alloying, and thus help to fill a long recog-
nized need (Brechet et al. 1994). Such developments
are for now best viewed as complimentary to EBSD-
based measurements, given the advantages retained by
EBSD in spatial resolution.
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Chapter 12

First-Order Microstructure Sensitive Design Based
on Volume Fractions and Elementary Bounds

Surya R. Kalidindi, David T. Fullwood, and Brent L. Adams

12.1 Introduction

Prior chapters of this book have focused largely on
the experimental aspects of EBSD technique. We shift
our attention here to a mathematical framework for
establishing invertible linkages between the mesoscale
internal structure of the material and the macroscale
properties exhibited by the material. It is noted that
the current practice in engineering design does not pay
adequate attention to the internal structure of the mate-
rial as a continuous design variable. The design effort
is often focused on the optimization of the geomet-
ric parameters of the component being designed using
robust macroscale numerical simulation tools, while
the material selection is typically relegated to a rela-
tively small database. Furthermore, material properties
are usually assumed to be isotropic, and this signifi-
cantly reduces the design space. Since the majority of
commercially available metals used in structural appli-
cations are polycrystalline and often possess a non-
random distribution of crystal lattice orientations (as
a consequence of complex thermomechanical loading
history experienced in their manufacture), they should
be expected to exhibit anisotropic properties.

A new mathematical framework called microstruc-
ture sensitive design (MSD) has been developed
recently to facilitate a rigorous consideration of the
microstructure as a continuous variable in engineering
design and optimization. In this chapter, we will limit

S.R. Kalidindi (�)
Department of Materials Science and Engineering, Drexel
University, Philadelphia, PA 19104, USA
e-mail: skalidin@coe.drexel.edu

our attention to 1-point statistics (i.e., volume frac-
tions) of lattice orientation (also called the orientation
distribution function, or ODF; see also Chapter 13) in
fcc and hcp polycrystals and the first-order bounding
theories for estimation of the macroscopic elastic and
plastic properties of these materials. Consequently, the
theories discussed in this chapter are referred to as first-
order MSD. Consideration of higher-order details of
the internal structure together with higher-order com-
posite theories for improved estimates of the macro-
scopic properties will be presented in the next chapter.

First-order MSD aims to optimize the performance
of structural components made from polycrystalline
metals through an efficient consideration of the com-
plete set of all theoretically feasible crystallographic
textures. It is fully acknowledged that a large number
of these crystallographic textures are not yet achiev-
able in practice by currently known manufacturing
options. Salient features of first-order MSD include:
(1) construction of texture hulls (Adams et al. 2001,
2004; Kalidindi et al. 2004; Proust and Kalidindi 2006;
and Wu et al. 2007) that represent the complete set
of theoretically feasible crystallographic textures, and
(2) delineation of first-order property closures (Adams
et al. 2004; Knezevic and Kalidindi 2007a; Lyon and
Adams 2004; Proust and Kalidindi 2006; and Wu
et al. 2007) that identify the complete set of theoret-
ically feasible combinations of macroscale properties
of interest in a given application (e.g., for a selected
first-order bounding theory). The primary advantages
of the MSD approach lie in its (a) consideration of
anisotropy of the properties at the local and component
length scales, (b) exploration of the complete set of rel-
evant microstructures (due to the use of microstructure
hulls and property closures) leading to global optima,
and (c) invertibility of the microstructure-property
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relationships (due to the use of spectral methods in rep-
resenting these linkages).

12.2 Quantification of Microstructure

The local state space describing the set of distinct
orientations relevant to a selected class of textures
is referred to as the fundamental zone (FZ) (Bunge
1993). The fundamental zones in the Euler space
(using Bunge-Euler angles: ϕ1, 	, ϕ2 [Bunge 1993])
for selected classes of textures are described below. In
the convention used here, the first symmetry refers to
the symmetry at the crystal level (resulting from the
atomic arrangements in the crystal lattice), while the
second refers to symmetry at the sample scale (result-
ing from processing history). Examples include the
following.

Cubic-Orthorhombic:

FZ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

g = (ϕ1,	, ϕ2)|0 ≤ ϕ1 < π
2 ,

cos−1

(
cos ϕ2√

1 + (cos ϕ2)2

)

≤ 	 ≤ π
2 ,

0 ≤ ϕ2 ≤ π
4

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎭

(12.1)
Hexagonal-Orthorhombic:

FZ =
{
g = (ϕ1,	, ϕ2)

∣
∣0 ≤ ϕ1 ≤ π

2 , 0 ≤ 	 ≤ π
2 ,

0 ≤ ϕ2 ≤ π
3

}

(12.2)
Hexagonal-Transversely Isotropic:

FZ =
{

g = (	,ϕ2)
∣
∣
∣0 ≤ 	 <

π

2
, 0 ≤ ϕ2 <

π

3

}

(12.3)

In this chapter, our interest will be limited to 1-point
statistics of microstructure. For single-phase polycrys-
talline metals, the relevant 1-point statistics are those
of the lattice orientations of the constituent grains
and are efficiently captured as an orientation distribu-
tion function ( also commonly referred to as crystallo-
graphic texture. or sometimes simply as texture). The
ODF, denoted as f(g), reflects the normalized probabil-
ity density associated with the occurrence of the crys-

tallographic orientation g in the sample (Bunge 1993)
as:

f (g)dg = Vg

V
,

∫

F Z

f (g)dg = 1 (12.4)

In Eq. (12.4), V denotes the total sample volume and
Vg is the sum of all sub-volume elements in the sample
associated with a lattice orientation that lies within an
incremental invariant measure, dg, of the orientation of
interest, g. The lattice orientation, g, is usually defined
by a set of three angles called the Bunge-Euler angles
(Bunge 1993), i.e., g = (φ1, Φ, φ2). The Bunge-Euler
angles define a specific sequence of three rotations that
would bring the crystal and sample reference frames
into coincidence. The local properties depend strongly
on the local crystallographic orientation, and therefore
the overall behavior of the material is strongly influ-
enced by the distribution of the crystallographic orien-
tations inside the polycrystalline material.

12.3 Microstructure Sensitive Design
Framework

MSD (Adams et al. 2001, 2004; Kalidindi and
Houskamp 2007; Kalidindi et al. 2004; and Sintay and
Adams 2005) starts with efficient spectral representa-
tions of the microstructure distribution functions. For
example, the ODF can be expressed in a Fourier series
using generalized spherical harmonics (GSH), T μv

l (g),
as:

f (g) =
∞∑

l=0

M(l)∑

μ=1

N (l)∑

v=1

Fμv

l T μv

l (g) (12.5)

Note that it is customary to place a certain arrange-
ment of dots on top of the T in conveying the spe-
cific symmetries being implicitly invoked in the selec-
tion of an appropriate Fourier basis. In this chapter,
we will add those descriptions whenever needed (espe-
cially in the discussion of the case studies). Equa-
tion (12.5) facilitates visualization of ODF as a point
in Fourier space whose coordinates are given byFμv

l .
Recognition of the fact that ODF provides information
only about the volume fraction of the various orienta-
tions present in the polycrystalline sample permits an
alternate mathematical description as:



12 First-Order Microstructure Sensitive Design 171

f (g) =
∑

k

αk δ
(
g − gk

)
, 0 ≤ αk ≤ 1,

∑

k

αk = 1

(12.6)

The Dirac-delta function δ
(
g − gk

)
in Eq. (12.6)

represents the ODF of a single crystal of orientation gk ,
and αk denotes its volume fraction in the polycrystal.
Let k Fμv

l define the Fourier coefficients of the single-
crystal ODFs. It is then possible to define a convex and
compact texture hull (Adams et al. 2001), M, as:

M =

{

Fμv

l

∣
∣
∣
∣F

μv

l =∑
k

αk
k Fμv

l ,k Fμv

l ∈

Mk, αk ≥ 0,
∑

k
αk = 1

}

,

(12.7)

where

Mk =
{

k Fμv

l

∣
∣
∣Fμv

l = 1
(2 l+1) T μv

l

(
gk
)

gk ∈ F Z
}

(12.8)

The bar on top of the GSH in Eq. (12.8) denotes
the complex conjugate. It should be recognized that M
represents the complete set of all theoretically feasi-
ble ODFs, several of which have not yet been realized
in practice or even targeted for manufacture by mate-
rials specialists. Examples of texture hulls, projected
into selected subspaces, are presented in Figs. 12.1 and
12.2. It is important to recognize that all textures that

Fig. 12.1 The texture hull in the first three dimensions of
the Fourier space for the cubic-orthorhombic textures (Kalidindi
et al. 2004)

can be physically conceived will have representations
inside these hulls. Just as important is the notion that
points outside these hulls do not correspond to any
physically conceivable textures.

The first-order bounds for certain components of the
macroscopic elastic stiffness tensor, C∗

i jkl , in the sam-
ple reference frame can be expressed as (Hill 1952,
1963; Paul 1960; Proust and Kalidindi 2006):

(〈S〉)−1
i j i j ≤ C∗

i j i j ≤ 〈Ci ji j
〉

(12.9)

max
(〈

Cii j j
〉
, (〈S〉)−1

i i j j

)
−√
i
 j ≤ C∗

i i j j ≤

min
(〈

Cii j j
〉
, (〈S〉)−1

i i j j

)
+√
i
 j ,

when i �= j, wi th 
i = 〈Ciiii 〉 − (〈S〉)−1
i i i i ,

(12.10)

whereSi jkl denotes the components of the local elas-
tic compliance tensor, 〈.〉 denotes the volume average,
and (〈S〉)−1

i jkldenotes the components of the inverse of
the volume-averaged elastic compliance tensor. These
bounds can be used to delineate property closures,
which identify the complete set of theoretically achiev-
able combinations of selected macroscale properties
in a given material system through a consideration
of the complete set of textures (i.e., all elements of
the texture hull). All of the volume-averaged quan-
tities needed in these expressions can be computed
highly efficiently using spectral representations of
microstructure-property linkages.

As a specific example, consider the computation of
the volume-averaged compliance tensor components.
The local elastic compliance tensor in the sample ref-
erence frame is defined using a coordinate transforma-
tion law for fourth-rank tensors as:

Si jkl = gipg jq gkr gls Sc
pqrs, (12.11)

where Sc
pqrs is the local elastic compliance tensor in

the local crystal reference frame, and gi j are the com-
ponents of the transformation matrix defined in terms
of the Bunge-Euler angles (Bunge 1993). The Si jkl(g)
functions defined in Eq. (12.11) can be represented in
a Fourier series using GSH functions as:

Sabcd (g) =
4∑

l=0

N (l)∑

μ=1

M(l)∑

ν=1

abcd Sμv

l T μv

l (g), (12.12)
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Fig. 12.2 Selected three-dimensional projections of the texture hull for hexagonal-orthorhombic materials. The sections repre-
sented are: (a)

(
F11

2 , F12
2 , F11

4

)
, (b)

(
F11

2 , F12
2 , F12

4

)
, and (c)

(
F11

2 , F12
2 , F13

4

)

where abcd Sμv

l are referred to as the elastic Fourier
coefficients, and the details of their computation have
been reported in the published literature (Wu et al.
2007). The volume-averaged value is then computed
by exploiting the orthogonality of the Fourier basis as:

〈Sabcd〉 =
∮

Sabcd (g) f (g)dg

=
4∑

l=0

N (l)∑

μ=1

M(l)∑

ν=1

1
(2 l+1) abcd Sμv

l Fμv

l
(12.13)

Equations (12.8) and (12.13) embody one of the
central features of MSD. They provide an efficient
linkage between the complete set of feasible ODFs and
the corresponding feasible combinations of macroscale
elastic properties. Of particular significance is the fact
that unlike the Fourier representation of the ODF, the

representation for properties often extends to only a
finite number of terms in the Fourier expansion. As
shown in Eqs. (12.12) and (12.13), in consideration of
elastic properties the only relevant Fourier coefficients
are those that correspond to l ≤ 4. The main advan-
tage of the spectral methods described herein lies in
the fact that we are able to formulate highly efficient
structure-property relationships. The ideas presented
here have also been successfully extended to plastic
properties of polycrystalline fcc and hcp metals (Proust
and Kalidindi 2006; Wu et al. 2007).

12.4 Property Closures

Property closures delineate the complete set of theo-
retically feasible effective (homogenized) anisotropic
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property combinations in a given material system, and
are of tremendous interest in optimizing the perfor-
mance of engineering components. Let P and Q denote
two effective anisotropic elastic-plastic properties of
interest at the macroscale. The delineation of the first-
order closures for (P,Q) can be visualized through the
following sequence of computations. We start by iden-
tifying the subset of textures (regions inside the texture
hull) that are theoretically predicted to correspond to
a selected value of one of the effective properties of
interest (say, P = P̃), based on the elementary bound-
ing theories (by solving equations of the type shown
in Eq. [12.13]). Restricting our attention to this sub-
set of textures, we evaluate the maximum and mini-
mum values of Q that are theoretically feasible. This
step often requires the use of sophisticated optimiza-
tion algorithms. Let Qmax and Qmin represent these
values, respectively. Note that (P̃ , Qmax) and (P̃ ,
Qmin) constitute two of the points on the boundary of
the property closure sought. By exploring P̃ between
its own theoretically feasible maximum and minimum
values, one can delineate the complete first-order prop-
erty closure. It should be noted that these computa-
tions can be fairly involved and may require substan-
tial computational time and effort. Further details of
these procedures can be found in the published liter-
ature (Knezevic and Kalidindi 2007b; Knezevic et al.
2008; Proust and Kalidindi 2006; Wu et al. 2007).

Figure 12.3 depicts an atlas of
(
C∗

1111, C∗
1313

)
clo-

sures that have been produced for a broad range
of cubic materials. The shaded areas inside the clo-
sures represent all of the possible combinations of

Fig. 12.3 Atlas of
(
C∗

1111, C∗
1313

)
closures for a broad selection

of cubic materials

the selected elastic stiffness components that can be
obtained according to the first-order bounding theo-
ries for the particular material. Figure 12.3 reveals
that the shapes of the property closures shown can be
broadly classified into two groups. These correspond to
materials with the A = 2C44

/
(C11 − C12) ratio being

greater and smaller than 1, respectively. For example,
Mo and LiO exhibit values of A < l, while all of the
other materials in Fig. 12.3 exhibit values of A > 1.
Note also the relative (normalized) size of the closure
scales with the magnitude of (A-1). For example, Tung-
sten, with an A ratio close to 1.0, exhibits the small-
est closure; while MgAl2O3, with an A ratio of 2.43,
exhibits one of the larger closures obtained. Obviously,
with larger closures there exists a higher potential for
improvement of performance in a given design appli-
cation.

As an example of a closure of plastic properties, we
present in Fig. 12.4 the

(
R1, σy1 /s

)
closure computed

for fcc metals using the MSD methodology. The R-
ratio represents the ratio of the true width strain to the
true thickness strain in a tensile test, and is an exam-
ple of an effective plastic property of the metal that is
typically of interest in metal shaping operations. The
R1 value corresponds to tensile loading in the e1-axis;
σy1 /s denotes the tensile yield strength along the e1-
axis normalized by the slip resistance (assumed to be
the same for all slip systems in fcc polycrystals).

As a final example, we present in Fig. 12.5 the first-
order closure for the ultimate tensile strength (σUTS)
and the yield strength (σy1). Note that the evaluation of

Fig. 12.4
(
R1, σy1 /s

)
closure for all fcc metals
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Fig. 12.5 First-order closures for the ultimate tensile strength
(σUTS) and the yield strength (σy1) in OFHC Cu and 5754-O Al,
based on Taylor-type models and a consideration of all theoreti-
cally possible textures (i.e., the elements of the texture hull). The

textures that are theoretically predicted to correspond to salient
points of interest on the boundary are depicted. Textures A, C,
and E are for OFHC Copper, while textures B, D, and F are for
5754-O Al



12 First-Order Microstructure Sensitive Design 175

σUTS requires simulation of large plastic strains in ten-
sion, while capturing the details of texture evolution.
This was accomplished using a simple Taylor-type
model in computing the closure presented in Fig. 12.5.
It is observed that the closures for the two metals
selected in this study are strongly influenced by the
strain-hardening parameters.

The examples described above clearly demonstrate
the ability of the first-order MSD to facilitate solutions
to inverse problems in microstructure design in which
the goal is to identify the textures that are theoretically
predicted to satisfy a set of designer specified crite-
ria on anisotropic macroscale properties and/or per-
formance. More recently, the ability to interface the
MSD framework with the finite element (FE) model-
ing tools used typically by the designers has also been
demonstrated (Houskamp et al. 2007). This new MSD-
FE framework facilitates a rigorous consideration of
microstructure in a broad class of mechanical problems
involving elastic-plastic design and optimization.
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Chapter 13

Second-Order Microstructure Sensitive Design
Using 2-Point Spatial Correlations

David T. Fullwood, Surya R. Kalidindi, and Brent L. Adams

13.1 Introduction

In this chapter we are concerned with second-order
interrelations between structure, properties, and pro-
cesses of materials. Structure can be described in many
different ways. The most common metrics of structure
involve “first-order” (volume fraction) information:
for example, the orientation distribution function.
Such metrics serve well as the basis for property
relations that do not depend significantly upon the
geometrical placement of the material constituents.
However, many properties (such as those relating
to failure) depend critically upon the geometrical
distribution of particular material components, and
hence benefit enormously from knowledge of the
“higher order” structure.

Examples of higher order structure information
include clustering, periodicity, and connectedness.
These all describe geometrical relations between mate-
rial components. In order to be applicable to structure-
property relations, these abstract terms must be tied to
quantifiable structure metrics. Many such metrics are
available, such as nearest-neighbor measures, chord-
length, etc. (Torquato 2002). One particularly use-
ful system of metrics is that of n-point correlations.
These constitute a hierarchy of metrics that begin at the
1-point (volume fraction) level, and can be extended to
arbitrary levels of sophistication in geometrical infor-
mation. Loosely, an n-point function describes the

D.T. Fullwood (�)
Department of Mechanical Engineering, Brigham Young
University, Provo, UT 84602-4201, USA
e-mail: dfullwood@byu.edu

probability (or probability distribution) of finding a
chosen set of local material states (or constituents) at
the n vertices of a chosen polytope that is thrown ran-
domly into a material sample. A more rigorous defini-
tion will be given in the next section.

For practical purposes, information concerning the
structure of real materials is generally captured in dig-
ital form—i.e., at a finite number of points. Hence it is
clear that for a large enough value of n, the n-point cor-
relations will contain all of the structure data. However,
the amount of data required to define higher order cor-
relations becomes prohibitive. If the number of local
states of interest in the material is N and the number
of points in the discrete material domain is S, then we
require on the order of (8S)n−1 N n data points to fully
define the correlations (before reducing this number by
considering interrelations between the functions). Thus
one typically deals with correlations of the minimal
order required to provide relevant statistical informa-
tion. It should be noted that the n-point functions of a
given order contain all of the information for correla-
tion functions of lower order. In this chapter we devote
our attention almost exclusively to 2-point correlation
functions. These represent a huge gain in usable infor-
mation over the 1-point statistics, without being too
numerically cumbersome.

It is worth stating clearly the limitations of the
information contained in the 2-point correlation func-
tions. While they can be shown to contain useful clus-
tering and periodicity information, they contain very
little directly accessible connectedness information.
One may infer some connectedness information from
reconstructed structures, although in general this will
involve making certain assumptions about the structure
which may or may not be reasonable.
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In the sections below we define the 2-point statistics
and demonstrate the structure information contained in
the statistics; we discuss how to collect these statistics
for practical purposes and then apply them to structure-
property relations.

13.2 Definition and Properties of the
2-Point Correlation Functions

In order to define 2-point correlation functions we first
introduce the microstructure function (Adams et al.
2005; Fullwood et al. 2007). This will form the basis
for a definition of correlation functions in general.
Consider a material representative volume element
(RVE) with position vector, x, and a single local state
variable, h ∈ H ; for example, H might represent the
set of all possible orientations that a crystalline struc-
ture might take, in which case h would represent the
orientation at a given point. Then the microstructure
function m (x, h) is a distribution function on the local
state space for each point in the RVE:

m (x, h) dh = dVh

V
= f (h) |x dh (13.1)

where dVh represents the volume of material in volume
element V that is in a state which lies in a neighborhood
dh of h. Such a description allows for a continuous
state space (such as orientation), but also permits mul-
tiple states to exist at a single “point” (or measurement
region) of the sample. In the case that only a single
state is present at each point, the structure is termed an
eigen-microstructure; such is the case for most studies
of material structure in the literature. The connection
with f (h) |x allows us to interpret the microstructure
function simply as a spatially resolved 1-point distri-
bution.

The motivation for this definition stems from the
fact that material information is generally derived from
data gathered in a neighborhood, rather than a single
point. This is obvious for a local state such as orienta-
tion, which is in fact defined in terms of relative posi-
tions of atoms in a neighborhood; but it is also true that
instruments gather information from an area or vol-
ume determined by their resolution rather than from
a single point. This definition also leads to a concise

definition for the 2-point correlation function in the
RVE, �:

f2(h, h′|r) = 1

Vol (�)

∫

�

m(x, h)m(x + r, h′)dx

(13.2)

It will be noted immediately that the term on the
right hand side of this equation is a convolution of the
two functions m (x, h) and m

(
x, h′). Thus we may use

the usual convolution theorem of Fourier analysis to
determine the function f2 as is often used for autocor-
relations (Rust and Donnelly 2005).

In order to subsequently benefit from the efficien-
cies of fast Fourier transforms (FFTs), we first dis-
cretize the function m (x, h) in the real space, �n . This
is consistent with many characterization techniques
that read data from a discrete grid of the material sam-
ple. The state space, H, is also often discretized, but
this is not necessary to accomplish our current goal.
Thus, let us suppose that the real space is discretized
into a regular grid, with individual bins enumerated
by s = 0 . . . S − 1. We will write mh

s = m (xs, h). The
vectors r will also take discrete values, enumerated
by t, such that f hh′

t = f2
(
h, h′|rt

)
.

To simplify the index notation we will momentarily
assume that the RVE is a 1D space, but it will be obvi-
ous how to generalize to higher dimensions. Then Eq.
(13.2) becomes:

f hh′
t = 1

S
mh

s mh′
s+t (13.3)

where rt take values on a lattice of the same spacing
as xs and the summation convention is assumed on
repeated indices within the same term (in this case, on
s) throughout this chapter, unless specified otherwise.
If we take the Fourier transform of both sides and use
the convolution theorem, then (no summation on k):

Fhh′
k = Mh

k Mh′
k (13.4)

where Fhh′
k and Mh

k are the Fourier transforms of f hh′
t

and mh
s , respectively; the overbar indicates a complex

conjugate; and there is no summation over the ks on the
right hand side. The result is that in practice we may
efficiently obtain the 2-point correlation function using
pointwise multiplication of the FFTs of the microstruc-
ture function, and an inverse FFT. This is dramatically
more efficient than a brute force approach.
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For completeness, we briefly mention that all higher
order correlation functions may be calculated in a sim-
ilar manner. For example, the 3-point correlations may
be calculated as (no summation on k or k’):

Fhh′h′′
kk ′ = Mh

k Mh′
k−k ′ Mh′′

k ′ (13.5)

13.2.1 Boundary Conditions

Using FFTs to calculate correlation functions implic-
itly assumes periodic boundary conditions. A different
boundary condition may be applied by using padding
(see, for example, Walker[1996] for a discussion of
padding). One commonly used definition of the 2-point
correlation function that does not involve periodic
boundary conditions is given by (Adams et al. 2005):

f2
(
h, h′|r) = N�|r

∫

�|r
M (x, h) M

(
x + r, h′) dx

(13.6)

where �|r = {x ∈ �|x + r ∈ �}. In the continuous
case the normalization factor is given by N�|r = 1

V�|r
.

In the discrete 1D case of S points, the normalization
factor is given by 1/(number of points sampled); i.e.,
N�|r = 1

/
(S − t) where t takes the integer values from

0 to S-1. If we pad our discrete 1D example with S-1
zeros then the resultant calculation for f2 effectively
calculates the integral in Eq. (13.6) without the normal-
ization factor; hence the FFT results must be normal-
ized by 1/(S-t). Note that one issue with these boundary
conditions is that the values of f2

(
h, h′|r) for larger

values of |r| are sampled with significantly less fre-
quency than those for smaller values of |r|; neverthe-
less, they are given equal importance. For example, in
the discrete 1D case, the vector between the first and
last point on the domain is only sampled once. To deal
with this issue, it may be assumed (for example) that
values of |r| above 1/2 the size of the domain should be
ignored, as being insufficiently sampled to be statisti-
cally meaningful (the value of 1/2 is an arbitrary value
that may be chosen more carefully, depending upon the
level of statistical confidence required). If this same
approach is taken in the case of the unpadded FFT, it
will also reduce the effect from the assumed periodic-
ity, since the smaller r-vectors will cross the boundary

of the domain for a smaller proportion of the S sample
points.

13.2.2 Properties of the 2-Point Functions

From the definition of the 2-point functions it is clear
that f hh′

t = f h′h
−t where the index “-t” refers to the neg-

ative of the vector rt . For a discrete state space, H,∑

h′
f hh′
t = f hwhere f h is the usual (1-point) distribu-

tion function.
For eigen-microstructures it is clear that f hh′

0 ={
f h ifh = h′

0 otherwise.
For a random medium, it is also true

that f hh′
t→∞ = f h f h′

.

13.2.3 Visualization of the 2-Point
Functions

Recent advances in orientation imaging microscopy
(OIM) and related techniques now enable ready deter-
mination of the 2-point statistics without undue effort
(Gao et al. 2006). 2-point data is often collected from
2D sections of material samples. For example, suppose
that we collect OIM data and subsequently generate
a grain map as shown in Fig. 13.1a. We may bin the
grain sizes and choose a particular bin as relating to
local state, h (see Fig. 13.1b). Then the 2-point corre-
lation function f hh

t (also known as an auto-correlation
function, since it is the correlation between a certain
state and itself) is shown in Fig. 13.1c. Note the inver-
sion symmetry in the plot. One should also note that
the “hot-spot” in the center of the figure captures the
average shape and size of the grains included in our
selection of local state.

The complexity of dealing with data captured by 2D
contour plots or 3D plots has led to a common repre-
sentation of the 2-point data using a reduced function
f2
(
h, h′|r) which may be visualized using a line-plot.

In this view the correlation functions are defined with
respect to vector magnitude r, thus ignoring all direc-
tional information. One may obtain the line plot by
taking data along rays from the center of Fig. 13.1c
and then averaging over all such rays. An example for
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Fig. 13.1 (a) Grain map for
rolled steel (created from
OIM data); (b) grains within a
selected size range; (c)
contour map of 2-point
statistics for the
autocorrelation of the selected
grain size

a 2-phase composite is given in Fig. 13.2b. Various
structure properties may be read from the graph. The
value at a radius of zero gives the volume fraction of
the phase. The first minimum indicates the diameter
of the average fiber (for this carbon fiber composite),
and the first maximum indicates the spacing between
the fibers. These interpretations of maximum and min-
imum points do not necessarily work well for other
structures, but happen to define a good metric for the
particular structure in Fig. 13.2a.

13.2.4 Metrics from 2-Point Correlations

Various rigorous metrics may be extracted from the
2-point correlation functions that relate to the mate-
rial structure. These are generally easiest to define on
the directionless statistics just defined. For example
(Tewari et al. 2004), L0 may be defined as the point
at which the slope of the line is 1/10th of the original
slope; L∞ may be defined as the point where the line
plot comes within 2% of its asymptotic value; and λ∞
may be defined as the wavelength of the dominant fre-
quency of the line plot at large values of r. These met-
rics all relate to clustering of the material constituents.
Other metrics are available (see, for example, Torquato
2002); we merely mention here that they exist.

13.2.5 Collecting 2-Point Correlations
from Material Samples

The process of collecting 2-point correlation data from
a 2D sample of material is straightforward from the
definition of the functions. However, the collection of
3D data using 2D characterization methods requires
more thought. We wish to fairly sample vectors rt in all
three dimensions using data obtained from 2D planes.
The most obvious cutting scheme to provide such sam-
pling is to determine an axis in the sample frame and
cut along a number of planes that contain the axis.
Tewari et al. (2004) assert that three such planes (at
60◦ to each other) are generally sufficient to obtain an
unbiased estimator of the 3D 2-point correlations. The
number of such planes required will, however, clearly
depend upon the anisotropy of the medium.

One issue with such a cutting scheme is that it does
not provide an unbiased set of 3-point statistics should
the engineer wish to extract such functions from the
data later. 3-point functions can clearly be extracted
from planes of data, since any three points must lie in
a plane. An alternative cutting scheme that gives bet-
ter 3-point data might be arrived at by requiring that
the plane normals give an optimal covering of the unit
sphere. An example of such a cutting scheme is given
in Fig. 13.3a, with normals to the planes shown on the
unit sphere in Fig. 13.3b (Homer et al. 2006). Example
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Fig. 13.2 (a) Cross section
of carbon fiber composite; (b)
autocorrelation for
directionless 2-point statistics.
The units along the x-axis are
in pixels from the original
image

Fig. 13.3 (a) Cutting
scheme to arrive at planes
whose normals best cover the
unit sphere (b); (c) example of
2-point cross correlations
taken from 3 planes of OIM
maps of silicone steel cut
according to this scheme

2-point correlations for three of the planes are shown
in Fig. 13.3c.

13.3 Structure Property Relations

Homogenization relations, linking a material’s prop-
erties at the mesoscale to those at the macroscale,
are fundamental tools for design and analysis of
microstructure. Such relations are often achieved
through perturbation expansions (Beran 1968;
Dederichs and Zeller 1973; Phan-Thien and Milton

1982; Willis 1981). Recent advances in this field have
successfully applied spectral techniques to Kroner-
type perturbation expansions for polycrystalline
and composite materials to provide efficient inverse
relations for materials design.

The Green’s function solution often used in these
methods provides a natural link between terms of the
series expansion and correlation functions that con-
tain different orders of geometrical information. Such
a framework may be applied to a range of material
properties with the same basic equations; these include
fluid flow, diffusion, electricity, magnetism, and elas-
ticity (Milton 2002). In this chapter we focus on
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elasticity, and in particular the stiffness tensor of a
material; other properties may be obtained by an anal-
ogous route. In keeping with standard notation we will
write the stress, strain, and displacement within the
material as �, �, and u, respectively; the local stiff-
ness tensor is C(x), and the reference stiffness tensor
for the perturbation analysis is CR .

13.3.1 Localization Tensors

We employ an additive decomposition of the strain
field in the sample into an average quantity and a per-
turbation from the average as:

� (x) = 〈�〉 + �′ (x) ,
〈
�′〉 = 0 (13.7)

The angled brackets indicate ensemble averaging,
which is taken to be equivalent to volume averaging
using the ergodic assumption for homogeneous mate-
rial. The local perturbation in the strain field can be
expressed in terms of a fourth-rank polarization tensor,
a, that we will refer to as the localization tensor:

�′ (x) = a (x) 〈�〉 , 〈a〉 = 0 (13.8)

Then using εi j = (ui, j + u j,i
)
/2 and �(x) =

C(x)�(x), the conservation principle ∇ · � = 0 leads
to a differential equation that we may solve using the
Green’s function method to obtain:

aklmn (x) =
∫

V

1

2

(
Gki,l

(
x − x′)+ Gli,k

(
x − x′))

[
C′

ijmn

(
x′)+ C′

ijpq

(
x′) apqmn

(
x′)
]

,j
dx′

(13.9)
where C′ (x) = C(x) − CR , G is the Green’s function
tensor, and commas before indices indicate differenti-
ation with respect to the subsequent index. The value
for “a” can be repeatedly substituted into the right hand
side of the equation to obtain a series that may be writ-
ten in condensed form as:

a = −�C′ + �C′�C′ − . . . (13.10)

where � is the integral operator containing the Green’s
function. Note that the Green’s function has a singular-
ity (Gki,l

(
x − x′)→ ∞ as x − x′ → 0). A common

approach to dealing with this issue is to evaluate the
integral in Eq. (13.9) using integration by parts over
a volume Ṽ that lies between two spherical surfaces
centered at x − x′ = 0 with radii approaching 0 and
∞, respectively. Expanding only the first term of the
series in Eq. (13.10) (the other terms follow in a similar
manner):

a (x) = E
〈
C′〉− EC′ (x)

− ∫
Ṽ

�
(
x − x′)C′ (x′) dx′ + . . . (13.11)

where the first term on the right is an approximation
for the integral on the outer sphere in the case that the
local states are randomly distributed at infinity, and the
second term gives the integral on the vanishingly small
sphere. Clearly the first term is zero if CR = 〈C〉. The
tensors E and � gather the Green’s function terms:

Ekli j = Lim
x̃→0

⎛

⎝
∫

S

1

2

(
Gki,l

(
x − x′)

+ Gli,k
(
x − x′)) njdS

)

�kli j
(
x − x′) = 1

2

(
Gki,lj

(
x − x′)+ Gli,kj

(
x − x′))

(13.12)

For an isotropic reference tensor defined by param-
eters � and , it may be shown that � is given by
(Torquato 2002 p 533; Kröner 1986 p 260):

�i jkl = −1

8πμ (λ + 2μ) r3

⎡

⎢
⎣

(λ + μ)
(
δi jδkl − 3δi j nknl − 3δklni n j+

15ni n j nknl
)− μ

(
δikδ jl + δilδ jk

)−
3
2λ
(
δikn j nl + δiln j nk + δ jkni nl + δ jlni nk

)

⎤

⎥
⎦

(13.13)
where n = r/|r|. Also, E is given by:

Eijkl = 1

15μ

{
λ + μ

λ + 2μ
δi jδkl − 3λ + 8μ

λ + 2μ
Ii jkl

}

(13.14)

where I is the fourth-order symmetrized tensor iden-
tity:

Ii jkl = 1

2

(
δikδ jl + δilδ jk

)
(13.15)
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The Kroner type expansions are commonly used to
provide effective medium properties. However, in the
form given in Eqs. (13.8, 13.11) they may be used
to determine local strain fields from a knowledge of
the applied macroscopic strain, and the local material
structure. By considering the effect of material struc-
ture on the local stress and strain fields, it is possible
to determine patterns in the structure that may lead to
local “hot spots.” Furthermore, the resultant stress and
strain distributions may be studied for input into fail-
ure analysis frameworks, for example. Such analysis
may be undertaken with much greater efficiency if the
integrals are written in spectral form.

13.3.1.1 Spectral Form

Consider the formula for the localization tensor as
given in Eq. (13.11). Let us assume that CR = 〈C〉 so
that we can ignore the first term on the right hand side.
Equations of this type have benefited from rewriting
in spectral form in various previous studies (Adams
et al. 2005; Fullwood et al. 2008). One benefit of
a spectral formulation is the ability to split material
data from structure data for efficient design studies.
Another immediate benefit may be seen in the calcula-
tion of the final term of the equation. The convolution
can be efficiently calculated using fast Fourier trans-
forms if the data is in discrete form. Let us combine
the E and � terms back into a single term, �, as in
Eq. (13.10), for simplicity of notation. Discretize the
values of this integrand on a regular grid as follows
(normalized to remove the requirement for an extra
normalization term on the integrals):

� (r) ≈ 1

�3 �t �t (r) , �t =
∫

R(�)
� (r) �t (r) dr

(13.16)

where χt (r) is the indicator function for the spatial cell
around discrete point rt , taking the value 1 for vectors
lying in the cell, and 0 for vectors lying outside it; and
�3 is the volume of one of these uniformly sized cells.
If values of x are defined on a discrete grid (obviously
of the same spacing as r) and enumerated by s, then
(summation on t):

as = −�t C′
s−t (13.17)

From the definition of the microstructure function,
m, we may write C′

s−t = C′hmh
s−t , allowing us to

rewrite the localization relation with the structure (m)
and material (�, C) parameters separated:

as = �t C′hmh
s−t (13.18)

Taking the Fourier transforms of both sides and
using Plancherel’s theorem and the convolution theo-
rem (no summation on k):

Ak =
∑

j

�̃k
(
C̃ j
)∗

M j
k =

∑

j

Z j
k M j

k (13.19)

where C̃ j is the FFT of C′h , �̃k is the FFT of �t , and
M j

k = �s
(�h

(
mh

s

))
; �h indicates FFT with respect to

variable n, and the asterisk indicates complex conjuga-
tion. This is a very efficient way to calculate the local-
ization tensor for each point in the material. Not only
does it dramatically cut down the number of opera-
tions involved in the original convolution (in the spatial
dimensions), but it also enables dramatic compression
of the data in the material (j) dimension(s).

Figure 13.4 demonstrates the results for local strain
using the localization tensor calculated via the method
above. In Fig. 13.4a the cubic model used in the com-
parison is shown. The sample consists of two isotropic
phases with a low contrast (of order 1.5) between the
stiffnesses of the two, and with 75% volume fraction of
the stiffer phase. The strain in individual cells as cal-
culated using finite element analysis is compared with
the result from the localization tensor in Fig. 13.4b,
and the distribution of strains as calculated via the two
methods is shown in Fig. 13.4c. In this exercise care
has been taken to accurately calculate the integrals of
the Green’s function in the region of the singularity
(using Monte Carlo integration). Only the first term
in the series was used; higher accuracy would result
from taking a higher number of terms from the series
in Eq. (13.10). Nevertheless, the results give good cor-
relation with the FE calculations (within around 4%
error).

13.3.1.2 Calibration Techniques

One method of avoiding the issues associated with the
Green’s function singularity is to take the form of the
Green’s function solution and calibrate the variables
to finite element (FE) results using a set of “basis”
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Fig. 13.4 (a) Cubic structure
comprised of two isotropic
phases with 75% volume
fraction of the stiffer phase
and applied strain of 1% in the
z-direction; (b) FE results of
strain in individual cells vs.
results from the spectral
model developed above; (c)
distributions of strain in the
stiff and soft phases as
calculated by FE and the
spectral method

geometries that represent a range of real structures. The
form of the equations is given by (Binci et al. 2008):

aŝ = I − Jh
ŝsmh

s + Lhh′
ŝss ′mh

s mh′
s ′ − . . . (13.20)

where the J and L terms are calibrated to FE results.
Such an approach gives excellent results for a range of
microstructures, as demonstrated in Fig. 13.5.

13.3.2 Effective Tensors

As mentioned earlier, the perturbation expansions
developed above are typically used to produce relations
for effective property tensors. If we use the relation for
effective stiffness tensor, C∗:

C∗ 〈�〉 =〈C�〉 = 〈C (�′ + 〈�〉)〉 = 〈C�′〉

+〈C〉〈�〉 = 〈Ca〉〈�〉 + 〈C〉〈�〉
⇒ C∗ = 〈Ca〉 + 〈C〉

(13.21)

This leads to the usual Kroner-type expansion for the
effective elastic stiffness tensor C∗ in terms of the local
property, C, and often written as (Kröner 1967):

C∗ = 〈C〉 − 〈C′�C′〉+ 〈C′�C′�C′〉− . . . (13.22)

If the series is truncated after the first term, we have
the usual upper bound theory in terms of the volume
fraction of the local states. The subsequent terms intro-
duce increasingly higher order geometrical statistics.

Splitting the Green’s function operator as for the
localization tensor, we may rewrite Eq. (13.22) as
(Fullwood et al. 2007):

C∗ = f hCh − f h
(
C′h)E

(
C′h)

+ ∫

R(�),r �=0
f hh′

(r)
(
C′h)� (r)

(
C′h′)

dr + . . .

(13.23)
where r = (x − x′).

Consider the formula for effective stiffness as given
in Eq. (13.23). The correlation functions, f, may be cal-
culated rapidly using FFTs. For the other terms, the
idea is to gather function values into arrays that may
take some time to compute, but once available, lead
to rapid computation of relations, hence making opti-
mization algorithms (with repeated function calls) pos-
sible. This facilitates determination and search of the
property closure. For the tensor, �, we derive a spec-
tral form analogous to that for � in Eq. (13.16). Then:

C∗ ≈ f hCh − f h
(
C′h)E

(
C′h)

+ { f hh′
t

} (
C′h)�t

(
C′h′)+ . . .

(13.24)



13 Second-Order Microstructure Sensitive Design 185

Fig. 13.5 Distributions for strain in the stiff and soft phases of
two isotropic materials distributed in different structural arrange-
ments (as shown), for both weak and moderate contrast between

the properties of the isotropic phases, as calculated using FE and
using the spectral calibration method

We may collect the terms that are constant for the
given material:

�h = (C′h)E
(
C′h) , �hh′

t = (C′h)�t

(
C′h′)

(13.25)

Then we have what amounts to an algebraic expres-
sion for C∗ with the material information effectively
separated from the geometry data contained in the cor-
relation functions, f:

C∗ ≈ f hCh − f h�h +
{

f hh′
t

}
�hh′

t + . . . (13.26)

Optimization of material properties may be effi-
ciently performed by searching over either the material
or geometry space represented by these terms.

When using regular grid points to evaluate these
integrals, particular care must be taken in the region

Fig. 13.6 Upper and lower bounds (straight lines) and esti-
mates calculated using FE (asterisks) and the spectral method
(circles) for a random mixture of isotropic phases of varying vol-
ume fraction. The contrast in stiffness between the phases is just
over 3 (as seen from the extremes of the plot)
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of the origin. For example, in Eq. (13.26) the cell relat-
ing to t = 0 must be included, and may require Monte
Carlo integration about the point r = 0 for an accu-
rate result. For other values of t, regular grid points
may be used if chosen carefully. The reference ten-
sor is often taken to be the average stiffness tensor
in the material. If the component stiffness tensors are
not isotropic, one may use various techniques to assign
an isotropic stiffness as close as possible to the aver-
age of these tensors (Gazis et al. 1963; Norris 2006).
An alternative strategy is to choose a tensor “mid-
way” between the extremes of the stiffness tensors of
the material components (Kalidindi et al. 2006). Using

this method resulted in good approximations for effec-
tive tensors of structures composed of two isotropic
components of weak and medium contrast and vary-
ing volume fraction and heterogeneity, as shown in
Fig. 13.6.

13.4 Microstructure Design

First-order microstructure sensitive design (MSD) was
introduced in the previous chapter. The concepts may
readily be extended to higher orders, based upon the

Fig. 13.7 Cubic structures that give properties at various points on the boundary for the C11 vs. C66 property closure for copper;
the various colors represent 4 different orientations of the copper crystals
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framework described above (Fullwood et al. 2007;
Kalidindi et al. 2006). Second-order property closures
may be created by truncating the series for effective
properties at the second-order as the basis of the map
from the microstructure hull to the property space.
The efficiency of the calculations using the spectral
methods described in this chapter enables the map to
be inverted as the basis for structure design.

Using the notation introduced above, the hull of all
possible microstructures is given by the usual set of
constraints on the microstructure function (in the dis-
crete space):

∑

h

mh
s = 1, 0 ≤ mh

s ≤ 1 (13.27)

If spectral analysis is used during the design pro-
cess, these constraints may be translated into a set
of constraints in the relevant Fourier space (see, e.g.,
Niezgoda et al. 2008).

To produce a closure we must determine a pair of
properties of interest (for a 2D closure; higher dimen-
sion closures may of course be defined), with equa-
tions analogous to Eq. (13.26). Then, using the Pareto
front or other optimization techniques (Fullwood et al.
2007), the microstructure hull may be searched for the
boundaries of the property closure.

The property closures are then used to resolve the
inverse design problem for optimal properties. Various
examples have been solved in the literature (Adams et
al. 2001. 2004; Fullwood et al. 2007; Kalidindi et al.
2004). In Fig. 13.7 we demonstrate a series of structure
designs that correspond to points on the boundary
of a property closure for C11 and C66 of a single-
phase copper material with four possible crystal orien-
tations. Once an ideal property combination has been
identified within the closure by a designer, a struc-
ture (almost certainly nonunique) that corresponds to
the given properties may be identified using linear
combinations of structures already identified on the
boundary.

By using the efficient spectral methods developed
above, and the 2-point correlations, a powerful frame-
work is available for materials analysis and design.
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Chapter 14

Combinatorial Materials Science and EBSD: A High
Throughput Experimentation Tool

Krishna Rajan

14.1 Introduction

The impact of EBSD in combinatorial experimenta-
tion lies in its value as a nondestructive focused probe
for high throughput screening of materials libraries
via backscattered diffraction. The types of informa-
tion gathered by EBSD are of course well documented
(especially in the present and the previous companion
volume [Schwartz et al. 2000]). From the perspective
of high throughput screening EBSD:

• the symmetry of the backscattered diffraction pat-
terns provides orientation information (assuming
one knows the crystal structure), and of course
serves as the foundation for texture analysis;

• the symmetry information, when coupled with the
measurement of the spacing of the Kossel type
lines associated with EBSD, can help to serve as
a phase identification, or more accurately a phase
selection tool, in those cases where we have some
a priori knowledge of the phases likely to occur
(Laigo et al. 2008; Zaldı́var-Cadena and Flores-
Valdés 2007; Perez et al. 2006; Fischer et al. 2006;
Silva et al. 2006); and

• orientation imaging can be used to delineate grain
boundaries and, when integrated into edge detection
algorithms, can serve as a rapid grain size assess-
ment tool

K. Rajan (�)
Department of Materials Science and Engineering, Iowa State
University, Ames, IA 50011–2300, USA
e-mail: krajan@iastate.edu

The mechanics of texture analysis and phase iden-
tification are discussed elsewhere and will not be the
topic of this chapter. We will instead focus on the chal-
lenges associated with combining accuracy and high
throughput methods in order to fully advance EBSD
in the field of combinatorial methods. This discussion
will begin by defining the terms “combinatorial” and
“combinatorial experiments,” followed by some exam-
ples of the use of EBSD in chemical and process-
ing libraries. Using selected works in the literature as
examples, we then discuss the types of advances in
EBSD research that are needed to fully exploit EBSD
in high throughput experimentation.

14.2 Introduction to Combinatorial
Methods

Combinatorial materials science offers an exciting
experimental strategy for rapidly surveying a wide
array of materials chemistries and process variables
coupled to their screening structure and properties.
Adapting approaches used in synthetic organic chem-
istry for applications such as pharmaceutical sci-
ences and chemical discovery, materials scientists have
developed a variety of approaches to create solid-state
libraries in the attempt to rapidly examine a broad
range of materials characteristics, with the hope of
accelerating the discovery of new materials and/or
new materials properties (Rajan 2008). The concept
of combinatorial libraries in the area of solid state has
been popularized over the last decade, by borrowing
from similar work in the field of organic chemistry
(Liu and Schultz 1999). The goal of combinatorial
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experimentation in engineering is to recreate the diver-
sity in the chemistry and structure, and hence the
properties, of materials found in nature. The litera-
ture in this field is vast and continues to grow rapidly
as different approaches to generating combinatorial
libraries are explored and adapted to address a variety
of materials systems and materials properties (Seyler
et al. 2007; Kim and Maier 2006; Lin et al. 2007;
Martin et al. 2008; Lu et al. 2006; Lu 2006; Bhat
and Genzer 2006; Guerrero-Sanchez et al. 2006; Chen
et al. 2008; Chambers and Taylor 2007; He et al. 2007;
Ludwig et al. 2007; Guo et al. 2007; Yoo et al. 2007;
Miller et al. 2007; Cooper and McGinn 2006; Behrens
et al. 2006; Garoli et al. 2006; Laurila et al. 2004;
Sambandam et al. 2006; Adomaitis 2007). The concept
of generating combinatorial libraries is some respects
is simple, but the implementation is not trivial because
different experimental strategies have to be developed
that are specific to the class of materials being stud-
ied and the properties being measured. One illustrative
example is the work of Jayaraman and Hillier (2005),
who developed a method for synthesis of multicompo-
nent gradient libraries for combinatorial catalyst dis-
covery. They used a “gel-transfer” synthesis method
that involved localized diffusion of aqueous precur-
sor metal salts into a hydrated gel to establish spa-
tially varying concentration fields. Electrodeposition
was then used to transfer the gradient in metal pre-
cursors to a surface. An optical screening technique
based upon the pH-sensitive fluorescence of quinine
was used to visualize the spatial onset of reactivity on
the ternary catalyst gradient (see Fig. 14.1).

The logic of examining these resulting chemical
arrays is to associate the signal of the property or char-
acteristics used in the screening technique to that of the
known variations in chemistry that are produced in the
combinatorial experiments. The appeal of combinato-
rial arrays lies in the fact that this association between
property and chemistry can be made very quickly. Such
chemistry-property associations are predicated on the
fact that the probes used to make such measurements
can be focused onto the specific areas of the combi-
natorial spread. The same applies to probing structure,
and hence the advent of EBSD as a focused probe for
diffraction information makes it another valuable tool
in the field of combinatorial materials science.

The reader is directed to a number of recently pub-
lished review articles that also provide a large bibliog-
raphy of information (Xiang 1999; Xiang and Takeuchi

2003; Cawse 2003; Journal of Measurement Science
and Technology 2005; Zhao 2006; Potyralio and Maier
2007; Narasimhan et al. 2007). Irrespective of the type
of materials systems used, libraries of materials in thin
film, particulate, or bulk forms can be created.

Whatever form the material is in, combinatorial
libraries fall into two broad geometrically based cat-
egories, “discrete” and “continuous” (Fig. 14.2). The
former involves spatially resolved variations in chem-
istry resulting in 1-dimensional (1D) or 2-dimensional
(2D) arrays, very similar to the microarrays used in
organic chemistry. Apart from having discrete wells
or containers for each chemistry (which may be gen-
erated by a number of means, for example, robotic
deposition), one can also generate a variety of discrete
patterns on a substrate by lithographic techniques, or
by assisting self-assembly processes that result in dis-
crete arrays. A good example is shown in the work
of Saalfrank and Maier (2004) in the field of cataly-
sis, in which they used liquid phase synthesis to pre-
pare libraries using pipetting robots. These discrete
arrays were subjected to reacting gases and the simul-
taneous evaluation of catalytic activity on materials,
emissivity-corrected infrared thermography was cho-
sen. With infrared thermography, the heat of reactions
is monitored and this provides excellent information
on the relative catalytic activity of all the materials on
a catalyst library. Continuous libraries effectively cap-
ture unbroken gradients in chemistry or other materials
attributes (e.g., microstructure), which can be achieved
in a number of ways depending on the material, rang-
ing from thickness gradients to thermal and thermome-
chanical gradients. In this chapter, we present selected
examples of how EBSD can be applied to rapidly track
orientation, phase formation, and/or grain size in dis-
crete or gradient microstructures resulting from both
chemical and processing libraries; and discuss the data
analysis challenges associated with high throughput
EBSD.

14.2.1 High Throughput EBSD Screening

14.2.1.1 Analysis of Chemical Libraries

Diffusion couples provides one method of creat-
ing phase libraries, and EBSD has been used as a
means of rapidly screening the local changes in the
microstructure to identify phase formation associated
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Fig. 14.1 (a) Composition of the PtxRuyRhz gradient as a func-
tion of the distance in x and y directions: (a) Pt, (b) Ru, and (c)
Rh, shown as contour maps. Compositions at numerous points
along the gradient surface were measured using X-ray energy
dispersive spectroscopy (EDS) to construct these maps (from
Jayaraman and Hillier 2005). (b) Summary of results showing

the regions of lowest onset potentials for various fuels: (a) H2,
(b) CO, (c) methanol, and (d) ethanol. The solid outline indi-
cates a mapping of the gradient sample onto this ternary compo-
sition diagram. Regions outside this outline were not present in
the sample gradient (from Jayaraman and Hillier 2005)
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Fig. 14.2 A classification
chart of experimental methods
for generating combinatorial
libraries for bulk, particulate,
and thin-film materials (from
Rajan 2008)

Fig. 14.3 EBSD identification of phases in the Cr-Pt-Ru
ternary system in the diffusion multiple. The EBSD analysis also
helps locate the interface between the A15 and the � phases—the
SEM image alone cannot differentiate them (Zhao et al. 2004)

with interdiffusion (Zhao et al. 2003, 2004a, 2004b).
As shown in Fig. 14.3, EBSD has been used to iden-
tify phases in the Cu-Pt-Ru ternary system, and also
to help locate the interface between phases, via solid-
solid diffusion couples. Phase identification is accom-
plished by a direct match of the diffraction bands in
an experimental EBSD pattern with simulated pat-
terns generated using known structure types and lattice
parameters. This approach has also been used to screen
diffusion couples as a way to develop phase diagrams.
It should be emphasized that such an approach requires
that the EBSD data be coupled with other microan-
alytical techniques such as EPMA to map elemental
chemistry across these diffusion couple-based combi-
natorial libraries. EBSD can thus potentially be used
to develop phase diagrams; and when coupled to spa-
tially resolved property screening, one can in principle
generate structure-property libraries via combinatorial
experimentation (Zhao 2004).

Cha et al. (2006) have used EBSP combined with
detailed thermochemical calculations to quantitatively
assess phase equilibria at liquid-solid interfaces. Their
work provides a good example of how, through care-
fully controlled experiments, EBSD can serve as a
powerful tool to map phase equilibria (Fig. 14.4). They
show how different types of titanium oxide phases can
be distinguished (Fig. 14.5).
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Fig. 14.4 Typical EBSD patterns across phase boundaries in
combinatorial chemical library (Zhao et al. 2003)

While bulk diffusion couples can be viewed as gra-
dient chemical libraries, EBSD has also shown to have
value as a high throughput screening tool for thin films.
For instance, Davydov et al. (2004) have used EBSD to
track orientation effects associated with thin film com-
binatorial arrays related to chemistry and film thick-
ness. They used this approach to explore the structural
quality of the Au and Ni single- and bi-layered combi-
natorial library on a GaN/sapphire substrate. This was
investigated as a function of the metal ratios and thick-
ness using XRD, EBSD and TEM. For the best struc-
tural quality, it was found advantageous to first deposit
a thin layer of nickel onto the GaN.

14.2.1.2 Microstructural Gradients

There are numerous studies reported in the literature
which have used EBSD to track spatial variations in
microstructure due to processing. While they are not
called “combinatorial,” such studies in fact address
some of the challenges in sampling and analysis of data
in a high throughput manner. In the following discus-
sion, we provide some illustrative examples.

This example of gradients in bulk materials can be
juxtaposed with the work of Bastos et al. (2008) on
thin films. They have linked high throughput EBSD
with microstructural variations in 3D using focused ion
beam techniques (Fig. 14.7). They were thus able to
establish growth mechanisms for columnar grains. The
work of Mateescu et al. (2007), however, has pointed
out that the use of a FIB can influence the quality of
EBSD patterns and should be taken into consideration
during the sample preparation process (Fig. 14.8).

Mingard et al. (2007) have used EBSD to rapidly
gather information on grain size and related param-
eters. As they note, the automated nature of EBSD
can provide a much greater amount of information
which is less susceptible to experimental uncertain-
ties due to etching or identification of twin boundaries
or illumination effects. Using deformation-induced
microstructural gradients associated with nickel-based
superalloys, they showed, for instance, that EBSD
could be used to distinguish twins and resolve much
smaller grains, resulting in a difference of up to 50%
in detailed optically measured grain size (Fig. 14.6).

Fig. 14.5 Equilibrium
relations between Ti and O in
liquid iron, comparing EBSD
results (indicated by large
grey dot) with conventional
thermodynamic
measurements (Cha et al.
2006)
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Fig. 14.6 EBSD map of
grain orientation in a section
of a uniaxially compressed
nickel-based superalloy
sample (top), and
corresponding fluctuations in
mean grain size (d(ceq))
(Mateescu et al. 2007)

14.2.2 Informatics and Data

The role of data analysis is an integral part of high
throughput analysis via EBSD. While the examples
provided above are illustrative of the experimental
issues, we conclude this chapter with a discussion on
some of the data analysis and information processing
(informatics) issues that are important to consider.

One needs to couple EBSD not only to other exper-
imental data, but also to microstructural simulation
data. One of the challenges in doing this is the size
of the data sets that can result from such an analysis.
For example, Lewis et al. (2008) described the quan-
titative 3D analysis of the correlations between real
(experimentally determined) microstructural features
in a stainless steel alloy and the mechanical response.
The three-dimensional grain structure of the austenite
phase in this alloy was determined using serial section-
ing techniques which combined optical microscopy
with electron backscattered diffraction (EBSD). The

spatial and crystallographic information was incorpo-
rated into a 3D reconstruction of the microstructure,
and each individual grain and twin was assigned crys-
tallographic properties based on the averaged orienta-
tion values for each grain, as measured by EBSD. A
volume measuring 243 × 243 × 158 �m was recon-
structed, containing 138 individual grains. This dataset
was used as input for image-based finite element simu-
lations. The volume analyzed here consists of 312,500
voxels measuring 3.6 × 3.6 × 3.3 �m each, rep-
resenting a total volume of 9.3 × 106 �m3. Using
algorithms developed for microstructural analysis and
visualization, grains and twins can be viewed individu-
ally, and sections or ‘‘slices” of the microstructure can
be viewed in any orientation (Fig. 14.9).

Due to the large size of these datasets and the
number of different variables to be examined, scien-
tific visualization techniques alone do not give suffi-
cient insight into the relationship between mechanical
response and microstructure. Instead, visualization
techniques can be used to provide a qualitative

Fig. 14.7 Three-dimensional
orientation gradient map for a
maximum gradient of 20◦

from the grain average
orientation. Possible twin
boundaries are shown in
white, high-angle grain
boundaries in black, and
low-angle grain boundaries in
grey (Mateescu et al. 2007)
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Fig.14.8 Influence of FIB milling current on EBSD image
quality (IQ) for Al, Cu, and Au (Mateescu et al. 2007)

understanding of trends and correlations, which can
subsequently be examined more quantitatively using
feature tracking and image-based data mining tech-
niques (Fig. 14.10).

In the 3D microstructure studied here, it was deter-
mined that a uniaxial stretch condition resulted in
high-stress regions associated with proximity to grain
boundaries; whereas for an imposed simple shear,
high values of von Mises stress occurred within
the grain interiors. In addition, by discriminating
between edge and interior points in a 3D reconstruc-
tion, artifacts resulting from boundary conditions were
identified. This example serves to show how data
mining/informatics methods are critical to analyzing
EBSD-based data sets that involve large amounts of
data.

Another application of data mining occurs when
one has to screen large numbers of individual EBSD
patterns. It is important to remind ourselves that one
of the major reasons for the wide adoption of EBSD
as a standard analytical tool in materials characteri-
zation has been its ability to gather data in a high
throughput manner. Hence EBSD qualifies itself as
a high throughput experimentation (HTE) technique.
With this high speed data acquisition come new chal-
lenges that need to be addressed. For instance, as noted

Fig. 14.9 3D reconstruction of three grains in the microstruc-
ture. (a) Location of high-stress triple junction (marked by “x”).
(b) Contour of von Mises stress from the simulation superim-
posed on grain reconstruction. (c) Locations of all points with
von Mises stress >288 MPa (shown in red) (Lewis et al. 2008)

by Trimby et al. (2002), high throughput can come
at the expense of high accuracy. They conducted sys-
tematic studies to explore the impact of speed of data
acquisition on the accuracy of analysis. They showed
that for routine texture, grain size, and high angle
boundary misorientation, there was minimal penalty
on the statistics. However, when needing to resolve
very low angle boundaries, then the data collected at
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Fig. 14.10 Von Mises stress
vs. distance from nearest grain
boundary for all data in 3D
simulation. Points on the edge
of the reconstructed volume
are shown in grey; “interior”
points are shown in a different
color for each grain. For
simplicity, a 50% sampling of
points is shown. (a) Uniaxial
stretch, x-direction, (b) simple
shear (ezy) (Lewis et al. 2008)

slower rates significantly improved the accuracy (e.g.,
2000 points/hour vs. 84,000 points/hour).

Brewer et al. (2008) have significantly explored
this issue much further by quantifying the impact of
uncertainty due to specific contributions of the EBSD
pattern. As they have noted, a high rate of pattern col-
lection, combined with complications due to EBSD
patterns with missing information, incorrectly indexed
information, and/or overlapping EBSD patterns (due
to small grain size), makes it a challenge to identify
the key components of the microstructure (e.g., phase
identification, orientation) that can help extract accu-
rate information. Techniques such as principal com-
ponent analysis (Suh et al. 2006; Rajan 2005; Sieg
et al. 2007; Brewer et al. 2008) reduced a large set
(thousands) of individual EBSD patterns into a core
set of statistically derived component EBSD patterns

that could subsequently be indexed. They also showed
that these patterns are higher in signal-to-noise ratio
than any given single pattern, and can be used to dis-
tinguish phases with similar crystal structures. Math-
ematically, principal component analysis (PCA) relies
on the fact that most of the descriptors are interrelated,
and that these correlations in some instances are high.
PCA is used to make new variables (principal compo-
nent: PC) from linear combinations of existing vari-
ables (Fig. 14.11).

14.3 Summary

The integration of EBSD techniques into combina-
torial experiments is still an evolving field. In this
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Fig. 14.11 Spectrum images
from polycrystalline Al
sample: (A) Euler orientation
map; (B) EBSD component
map using the five unique,
actual EBSD pattern
contributions to the signal;
(C) all EBSD components
generated by multivariate
analysis (Brewer et al. 2008)

chapter, we have provided examples of how it is used
for screening structure, orientation, and grain size.
The definition of “combinatorial” has been broadened
to include any method by which discrete or gradient
changes in chemistry, orientation, or other microstruc-
tural metrics are created. The role of EBSD in all cases
is to systematically track in two or three dimensions
these various microstructural characteristics. By link-
ing this information to other spatially resolved probes
that can assess properties, EBSD becomes a critical

technique in the establishment of structure-property
combinatorial libraries. The broader impact of EBSD
and combinatorial experimentation is its advancement
as a tool for high throughput experimentation that
generates large amounts of data at a very rapid rate.
The challenges are then how to develop data analy-
sis techniques that can assist in the analysis and inter-
pretation of such data in a rapid manner. It is here
that informatics-based methods using data mining, for
instance, offer powerful solutions.
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Chapter 15

Grain Boundary Networks

Bryan W. Reed and Christopher A. Schuh

15.1 Introduction

Statistical information about grain orientations
within a polycrystal has been available to materials
researchers for many decades. In particular, the
orientation distribution, or crystallographic texture
information, has been measured using X-ray diffrac-
tion techniques since about 1950. Consequently, the
role of texture in materials performance and design
is widely appreciated and commonly taught in the
core Materials Science curriculum. However, texture
data represent only “one-point” statistics, and do not
capture microstructural geometry or topology.

The landmark achievement of EBSD was the abil-
ity not only to measure crystal orientations, but to map
them spatially. This technology dramatically expanded
the amount of statistical information available about
microstructures. Notably, the one-point distribution of
grain orientations can be expanded to include two-
point, three-point, or higher-order correlations among
grain orientations; we may construct not only distribu-
tions of orientations, but of pairs or triplets of them,
for example. Indeed, so overwhelming is the possible
space of statistical information available from a single
EBSD dataset that the field has yet to develop com-
mon techniques and tools for managing and analyzing
it. This will remain an active area of materials research
for the foreseeable future.

B.W. Reed (�)
Lawrence Livermore National Laboratory, Livermore,
CA 94550, USA
e-mail: reed12@llnl.gov

EBSD provides two broad classes of combined
orientation and spatial information. First, traditional
geometrical aspects of the grain structure, such as
grain size and shape distributions, can not only be
measured from EBSD data, but augmented by local
grain-specific knowledge of their orientation. This
information may be used to predict or understand, e.g.,
volumetrically averaged bulk properties such as effec-
tive elastic constants. The use of EBSD data in these
applications is discussed elsewhere in this volume (see
Chapters 12 and 13).

Second, the coverage of a large section of
microstructure with EBSD permits study of the topo-
logical aspects of the microstructural elements, and
connectivity among elements related by their orien-
tations or crystallography. For example, clusters of
grains related by specific misorientations, or networks
of grain boundaries of related symmetries can be iden-
tified and quantified using, e.g., neighbor distribution
information, number of faces per grain, or distribu-
tions of branching features such as triple junctions and
quadruple nodes. These elements of the microstructure
tend to be especially relevant for properties involving
path dependence, as for transport or damage propa-
gation across a specimen. Such topological issues of
microstructure, and their analysis with EBSD, are the
focus of this chapter.

Concurrently with—and spurred by—the develop-
ment of EBSD, materials scientists have increasingly
focused attention on the importance of microstructural
topology in governing materials properties. Examples
in this regard include the development of polycrys-
talline high-Tc superconductors, in which a network of
grains related by low-angle misorientations is required
to pass supercurrent, or grain-boundary engineered
metals that resist intergranular damage propagation
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by incorporating a high fraction of “special” damage
resistant grain boundaries (Frary and Schuh 2003b;
Gaudett and Scully 1994; Krupp et al. 2005; Randle
2004; Schuh et al. 2003a; Schwartz et al. 2006; Wells
et al. 1989). This shift in focus has also led to the
integration of statistical physics concepts into materi-
als science, including notions borrowed from percola-
tion theory and network science (Basinger et al. 2005;
Bouchaud 1997; Fullwood et al. 2006; McGarrity et al.
2005; Meinke et al. 2003; Nichols et al. 1991a, 1991b;
Romero et al. 1996; Schuh and Frary 2006; Schuh et al.
2003c; Van Siclen 2006; Wells et al. 1989). This repre-
sents a potentially revolutionary paradigm for materi-
als design, as the “universal” concepts from statistical
physics may unify our view of disparate materials and
properties.

In the following sections, we briefly review some
of the local microstructural elements that are amenable
to analysis and quantification by EBSD, and progress
to the study of their connectivity and topological char-
acteristics. We then address the issue of connecting
these microstructural measures with properties, and
conclude with some comments on the frontier areas of
research in this field.

15.2 Measurement and Classification of
Local Network Elements

15.2.1 General Definitions for Single
Boundaries

In specifying the mathematical elements of a grain
boundary network, we will start with some definitions.
A grain is a contiguous three-dimensional region con-
sisting of a single phase with a crystalline orientation
constant to within some tolerance (typically ∼1–2◦ for
a well-annealed polycrystal), while a grain boundary is
a contiguous two-dimensional region where two grains
meet. This definition of grains does not distinguish
between grains and subgrains; what would often be
called a twin subgrain of a larger grain is considered
here to be a separate grain.

Two-dimensional cross sections of grains, and the
corresponding one-dimensional cross sections of grain
boundaries with triple junctions at their end points, are
easy to identify in high-quality EBSD data sets. The

tolerance is typically set to be compatible with the
point-to-point experimental uncertainty in the orienta-
tion, which varies with the signal-to-noise ratio in the
measurement. Transitivity is usually enforced, i.e., if
pixels A and B belong to the same grain, and B and C
belong to the same grain, then so do A and C, even if
the misorientation between A and C exceeds the toler-
ance. This avoids the situation represented in Fig. 15.1.
As a result, boundary identification algorithms never
find isolated boundaries nor boundaries that abruptly
end in the middle of grains; all boundaries end either
at triple junctions or at the edge of the measured region.
Various algorithms exist for identifying and dropping
out single-pixel noise, and it is highly recommended
that these be applied prior to any grain boundary net-
work analysis, lest single-pixel grains dominate the
statistics. A simple method is to identify pixels that
(1) have poor signal quality and (2) are surrounded by
pixels of significantly different orientation, and then to
overwrite each such pixel with the orientation from its
best-quality neighbor.

Fig. 15.1 An example of what it means to enforce transitivity
in grain identification. Each pixel in an EBSD scan is labeled
with an angular orientation (simplified to a single angle for pur-
poses of the figure; real grain orientations are three dimensional),
with a random error ∼0.5◦. A local grain-boundary-finding algo-
rithm with a 1◦ threshold would identify the bold edges as grain
boundaries. A global algorithm would take the output of the local
algorithm and enforce minimal transitivity. Under the global
algorithm, the bold edges would not be considered grain bound-
aries, and it is impossible for a boundary to end in the middle
of a grain. The pictured situation can arise from both statisti-
cal measurement fluctuations and localized plastic deformation.
Analysis of grain boundary network topology usually uses some
version of the global algorithm and is typically performed on
well-annealed polycrystals that rarely exhibit this problem in any
case
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The categorization of grain boundaries is described
elsewhere in this volume and will be briefly summa-
rized here. Suppose each grain A, B, C, . . . has its ori-
entation represented as a rotation A, B, C, . . . (which
may be a matrix, a quaternion, a Rodriguez vector, or
a set of Euler angles; see Chapter 3). Then the misori-
entation is a rotation specified in the reference frame
of one of the grains by, for example, MAB = A–1B (this
convention, and the alternate convention MAB = BA–1,
are both widely used; either is acceptable so long as
consistency is maintained).

For a given grain boundary, the misorientation is
usually almost constant as a function of space and time
and is typically considered a property of the entire
grain boundary rather than of one localized piece of it
at a given time. This is important, as this property is not
shared by the grain boundary plane normal n̂ AB(�r , t),
which can vary extremely rapidly for a highly faceted,
fast evolving boundary. Thus, while it is recognized
that both MAB and n̂ AB are important for the atomic
structure, energy density, and mobility of a bound-
ary, for purposes of studying the network topology the
attention of the field has traditionally focused almost
exclusively on MAB. There is also a practical concern,
as the MAB are much easier to determine from EBSD
scans than are the n̂ AB (see Chapter 16 by Rohrer and
Randle).

The misorientation between two adjacent EBSD
pixels will fall into one of the following categories:

1. Subthreshold: smaller than the ∼1◦ threshold
described above. In this case the two pixels are part
of the same grain.

2. Low-angle boundary (LAB): greater than the
threshold but smaller than some moderately small
angle, typically set at ∼15◦, above which the dislo-
cation cores making up the boundary are considered
to overlap (Read and Shockley 1950).

3. Coincident-site-lattice (CSL) boundary, with MAB

within some acceptable error (such as the Bran-
don criterion [Brandon 1966] θmax = 15◦/�1/2) of
a low-� CSL misorientation.

4. Otherwise unique or symmetric non-CSL high-
angle boundary, which can occur in some materials
(Lejcek and Paidar 2005; Randle 2006; Zhao et al.
1988).

5. General high-angle boundary (GHAB), i.e., any-
thing not covered by the above categories.

For any given material, some misorientations corre-
late to significantly enhanced properties with respect
to impurity segregation and embrittlement, cracking,
coarsening, diffusion, or other properties associated
with grain-boundary-mediated failure and material
property degradation. These misorientations, and the
boundaries that have them, are termed special, while
other boundaries are general. “Special” does not nec-
essarily mean that a boundary does have enhanced
properties, but rather that portions of it could have
enhanced properties, should their boundary planes fall
into the right orientations.

15.2.2 Structures with More than
One Boundary

A key insight of grain boundary network analysis is
that often the properties of a single boundary are rel-
evant to material performance only in the context of a
network. There are two complementary ways in which
the network is important. First, there are many situ-
ations in which we are concerned with, e.g., trans-
port or damage propagation along contiguous paths
of grain boundaries. These are called “direct lattice”
properties. Second, many problems involve the com-
plementary issue of transport across grain boundaries.
Examples include electrical conductivity or supercon-
ductivity, where general boundaries are more disrup-
tive to current flow than are special ones. These are
called “dual lattice” properties, as they involve con-
nectivity not among the grain boundaries directly, but
among grain centers. A cartoon illustrating the direct
and dual lattices for a hexagonal grain boundary net-
work is shown in Fig. 15.2.

In a later section, we will clarify the connection
between the structure of the boundary network, the
dual network, and various properties that rely upon
them. Central to understanding the structure-property
connection are the rules by which grains and grain
boundaries can connect together in the network. The
basic elements of boundary connectivity are the triple
junctions, the one-dimensional edges of grain bound-
aries where three grains and three boundaries meet;
and the quadruple nodes, the zero-dimensional points
where four grains, six boundaries, and four triple junc-
tions meet.
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Fig. 15.2 Illustration of a hexagonal lattice (solid black lines)
that represents a network of grain boundaries in a 2D section of
a polycrystal, and the corresponding “dual lattice” (dashed red
lines) that defines the topology of transgranular paths

Triple junctions and quadruple nodes cannot be con-
structed arbitrarily; they are subject to constraints (see
Fig. 15.3). For example, consider the � combination
rule (Gertsman 2001b; Miyazawa et al. 1996). If three
CSL boundaries (�a, �b, and �c) in a cubic mate-
rial meet at a junction, their � numbers must satisfy
the relation ab = m2c, where m is a common factor
of a and b. Thus �3-�3-�9 and �9-�9-�9 triple
junctions are allowed, while �3-�3-�3 and �3-�5-

Fig. 15.3 Three grains (A, B, and C) at a triple junction with
orientations A, B, and C, have a necessary connection among
their misorientations MAB, MBC, and MCA, even if the orienta-
tions themselves are completely uncorrelated. The triple junction
is a triangle in the dual network of Fig. 15.2

�7 triple junctions are crystallographically impossi-
ble. The rules are relaxed somewhat when deviations
from the ideal cases are considered (Frary and Schuh
2003a), but the ideal CSL boundaries are rigidly con-
strained.

Note the immediate practical implication: The
strongest boundaries in many cubic materials are the
�3 twin boundaries, but since it is impossible for three
such boundaries to come together in a triple junction, it
is impossible to make a nontrivial grain boundary net-
work entirely out of the strongest boundaries; weaker
boundaries must be included in the mix.

Beyond the triple junction constraint in Fig. 15.3,
there are potentially an infinite number of higher-
order constraints analogous to the � combination rule.
While some of these constraints will be redundant, the
examples in Fig. 15.4 show a trend: as we make the
network more complex, the locally-derived constraints
from one level of complexity never exactly capture all
of the constraints for the next higher level. In the first
row of Fig. 15.4, we see a triple junction that satisfies
the � combination rule, yet is mathematically impossi-
ble because we have overspecified the crystallographic
boundary types. In the second row, we see a quadru-
ple node in which every triple junction is valid, yet
the quadruple node is illegal (Gertsman 2001a). The
third row shows a cluster of five grains in which every
quadruple node is legal, yet the greater structure is dis-
allowed (Reed et al. 2004). In short, we may identify a
hierarchy of local constraints on the way that different
boundary types may be combined into a network. In
the next section we shall see how some of these con-
straints imply a degree of short- and long-range corre-
lation in the boundary networks of real materials.

15.3 Geometry of the Network Structure

The assignment of grain boundaries as either “spe-
cial” or “general” arose historically as a means of sim-
plifying the overwhelmingly complex grain boundary
network into a simple statistical description, in which
the fraction of special grain boundaries becomes the
essential state variable. This binary description leads
naturally to the use of tools from statistical physics,
most notably percolation theory, which is extremely
well developed for binary systems (Grimmett 1989;
Stauffer and Aharony 1994). Consequently, much of
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Fig. 15.4 Examples of impossible constructions in a cubic
polycrystal. Left column: Dual network. Right column: �3n con-
nectivity diagram (each node is a potential grain orientation and
each link is a single �3 operation [Reed et al. 2004]). First row:
The � combination rule is satisfied, but the construction is still
impossible because there is no allowable assignment of specific
�3 operators to each link. The pictured assignment (which is
forced, modulo an arbitrary choice of convention, by the �27a
boundaries) fails because node D links to two different nodes (B
and C) through the same �3 operator. Second row: Even though
every triple junction in the 4�3 − 2�9 quadruple node satisfies
the � combination rule, the global construction is impossible
because it implies that the �3n diagram must have a loop, which
is illegal for this group. Third row: A cluster of five mutually-
adjacent grains with all �9 boundaries. Even though all of the
quadruple nodes are perfectly legal, the global construction is
impossible because it forces one node to have five neighbors
when there are only four distinct fundamental �3 operations.
Adapted from Reed et al. (2004)

our understanding of grain boundary network struc-
ture is built upon the concepts of percolation theory. In
this section we briefly review the standard geometri-
cal percolation problem as it applies to grain boundary
networks, focusing upon what this approach teaches

us about the clustering of grain boundaries. We then
review the effects of crystallographic constraints as
described previously, and how these affect the structure
of grain boundary clusters and the percolation transi-
tion.

15.3.1 Percolation Measures of the Grain
Boundary Network

As noted above, the basic state variable used in grain
boundary percolation problems is the fraction of spe-
cial boundaries in the network. Conventionally a num-
ber fraction, p, is used to appreciate the statistics of
grain boundary connectivity (although EBSD software
more routinely outputs a length fraction). The basic
components of percolation theory include the percola-
tion threshold and a set of scaling relationships. These
can be understood most easily by considering what
happens in a microstructure if we begin from a net-
work comprising only general boundaries (p = 0), and
progressively substitute in special boundaries (progres-
sively increase p). For now, let us imagine that the spe-
cial boundaries are placed randomly into the network.

For low values of p, the special boundaries will tend
to be isolated from one another, and only rarely con-
nect together. As p rises, gradually the special bound-
aries become connected into small contiguous groups,
or clusters. These clusters grow in size and in topo-
logical complexity as p increases. Put another way,
the average cluster radius of gyration increases, or
the mean connectivity length of the special boundaries
rises with p. In fact, in percolation problems it is estab-
lished that the connectivity length, ξ , increases as a
power-law:

ξ ∝ (pc − p)−ν . (15.1)

This power law diverges to infinity at a critical value
of p, called the percolation threshold, pc. This critical
point thus separates those microstructures which have
an infinitely connected path of special boundaries (at
high p) from those that do not (at low p). There is also
a complementary power law and percolation threshold
for the general boundaries, the fraction of which is q
= 1–p, with qc the percolation threshold for general
boundary connectivity.
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Equation (15.1) is just one of many similar power-
law scaling relationships that describe the statistics of
grain boundary clusters and their properties. Related
equations describe the distribution of cluster sizes,
the strength or size of the largest percolating clus-
ter, the fractal nature of clusters, and other statistical
properties of the boundary network. Interestingly, the
power-law equations that capture all of these details
are considered “universal” for all geometrical perco-
lation problems, and numerical values for the power-
law exponents are known and tabulated. The power-
law exponents do not change with details of the grain
structure, including grain size or shape, but only with
the dimensionality of the microstructure.

Grain boundary cluster statistics have been quite
thoroughly studied in two dimensions. For exam-
ple, Frary and Schuh (2005b) used computer simula-
tions of various microstructures to explore percolation
and scaling of special and general grain boundaries.
Complementary experimental studies (Schuh et al.
2003a, 2003b) have provided software tools that ana-
lyze boundary clusters directly from EBSD datasets.
Percolation, clustering, and scaling laws have also
been addressed in three-dimensional simulated struc-
tures in Frary and Schuh (2005a, 2005b), and three-
dimensional experimental data are also beginning to
emerge (King et al. 2008).

The scaling laws and percolation threshold offer a
simple statistical means of assessing how connected
the special and general boundaries are in a given
microstructure or family of microstructures. This has
important implications for the structure-property rela-
tionship of polycrystals, as we will discuss in a later
section.

15.3.2 Crystallographic Constraints

In the above discussion of percolation and scaling,
it was convenient to envision grain boundary types
being randomly distributed in the network. In real-
ity, they are not randomly distributed, and in fact can
never be randomly distributed by virtue of the corre-
lations described earlier; misorientation conservation
rules govern the assembly of boundary clusters. Some
of the early EBSD studies of grain boundary connec-
tivity drew attention to this specific issue, by looking

at, e.g., the coordination of special grain boundaries at
triple junctions.

Figure 15.5 illustrates the so-called triple junction
distribution for a variety of FCC metals, as measured
using EBSD in Schuh et al. (2005). This plot indicates
what fraction of the triple junctions, Ji, are coordinated
by i special boundaries, given a special boundary frac-
tion p. Shown for comparison are expectation curves
for a boundary network assembled at random; the devi-
ation of the experimental data from these curves illus-
trates the effects of crystallographic constraints on the
local clustering of boundaries at their nearest-neighbor
connection points.

The basic trend in Fig. 15.5 is seen repeatedly in
polycrystals, even when the definition of boundary spe-
cialness is changed. For example, in networks differ-
entiated only on the basis of low vs. high disorien-
tation angles, a similar triple junction distribution is
found (Frary and Schuh 2004). In general, it seems
that crystallography tends to suppress pairs of special
boundaries (J2), in favor of triplets (J3) or “dangling
ends” (J1). There is an intuitive reason for this: spe-
cial misorientations tend to be related to one another,
so that the product of two special misorientations has
an enhanced probability of being special itself. Con-
versely, general boundaries tend to collect in pairs at
triple junctions. This amounts to a bias in the types
of grain boundary clusters that form in polycrystals,
which is readily seen upon inspection of the network.
For example, Fig. 15.6 compares two simulated grain
boundary networks from Frary and Schuh (2004); the
network on the left was assembled at random, with-
out heed of crystallographic constraints, while that on
the right is a realistic microstructure where the bound-
ary types were based on misorientation calculations
of the crystal orientations. In each figure, only gen-
eral boundaries are shown; the assembly of these into
clusters is clearly affected by the crystallographic con-
straints, which favor the formation of longer, stringier
clusters.

Similar analyses of grain boundary clusters have
led to a more sophisticated understanding of the
microstructures produced by multiple twinning. Many
materials exhibit simple twinning patterns, in which
individual “parent” grains are segmented into par-
allel bands alternating between two twin-related
orientations (Fig. 15.7 [a]); that is, the parent grain
contains twin subgrains separated by �3 twin bound-
aries. This kind of simple back-and-forth twinning
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Fig. 15.5 Experimental data
acquired by EBSD on 70
different FCC metals,
including aluminum, copper,
nickel, and iron alloys,
showing the distribution of
triple junction types in the
microstructure. The value of
Ji indicates the fraction of
triple junctions with i special
boundaries, given a special
boundary fraction p. The blue
solid curves show the
expected trends for a network
assembled at random; the
deviation of the experimental
data from these trendlines is
an effect stemming from
crystallographic constraints,
which generally dictate that
when two special boundaries
meet at a junction, they are
very likely to be mated with a
third special boundary. After
Schuh et al. (2005)

Fig. 15.6 Simulated grain boundary networks reproduced from
Frary and Schuh (2005b). Both networks have 50% special
boundaries (p = 0.5), but only the general boundaries are shown
here. The network shown in (a) is random, meaning that no
crystallographic constraints are enforced, while that shown in
(b) enforces complete crystallographic constraints. The result-
ing cluster topologies are quite different, with general bound-
aries favoring longer and stringier clusters when crystallographic
effects are included

is common in many deformation scenarios, with a
strong bias towards twinning in certain orientations.
While the parent grain/subgrain description is conve-
nient for such microstructures, it becomes more awk-
ward for the complex twin-related grain clusters that

can occur in some grain boundary engineered materi-
als (Fig. 15.7[b]), where twinning occurs on many dif-
ferent boundary planes, and boundaries of type �81
or higher can arise from the indirect interaction of �3
misorientations. These clusters have been referred to as
twin-related domains (TRDs; Reed and Kumar 2006),
and they can be identified as clusters of �3n bound-
aries in the dual network (Gertsman and Henager 2003;
Kopezky et al. 1991). Any two grains in the TRD will
have a �3n misorientation. Usually this misorienta-
tion very closely approximates the theoretical ideal,
because the TRDs typically grow from a sequence of
annealing twinning events, each of which usually cre-
ates a nearly perfect �3 misorientation. Conversely,
the boundaries between TRDs are usually general,
which accounts for the extended, “stringy” appearance
of large general boundary clusters in these materials.
The literature suggests that TRDs define a characteris-
tic length scale in the cluster size distributions (Reed et
al. 2008) and that percolation behaviors approach uni-
versality above this scale.
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Fig. 15.7 Examples of twinned microstructures. (a) Schematic
of a typical grain-subgrain geometry dominated by back-and-
forth twinning on parallel {111} planes. The associated twin
subgrain boundaries generally play a negligible role in the larger
network connectivity. (b) Schematic of a complex twin-related
domain with each grain twinning more or less isotropically on
different {111} planes. This results in a complex intra-TRD net-
work that can play a decisive role in breaking up the larger scale
random boundary clusters. (c, d) �3n connectivity diagram (see
Fig. 15.4) for the microstructures in (a, b). The complexity of the
right hand column is of an entirely different order. (e, f) Example
EBSD inverse pole figure maps of each type of microstructure

Methods have been developed for identifying TRDs
and for characterizing their internal crystallographic
relationships with a simple graphical representation
(Fig. 15.7[c, d]; Reed and Kumar 2006; Reed et al.
2004). In this representation, each grain orientation is
a node (color coded to match the grains in Fig. 15.7[a,
b]), each link is a �3 misorientation, and two nodes
separated by n links have a misorientation of �3n. The
rules for drawing the graphs ensure that all crystallo-
graphic constraints are satisfied within the TRD.

Crystallographic constraints require some modifica-
tion to the percolation-theory description of the bound-
ary network. In general, because crystallographic con-
straints promote longer and stringier clusters of general
boundaries, they tend to favor percolation of general
boundaries at lower general boundary fractions, q.
Conversely, crystallographic constraints generally lead
to clumping of special boundaries in relatively com-
pact cluster structures, which means that larger special
fractions, p, are required to achieve percolation.

The percolation thresholds of grain boundary net-
works have been well studied both in two and three
dimensions, and for different crystallographic tex-
tures, and with various definitions of boundary special-
ness. A recent compilation of the resulting percolation
thresholds is provided by Frary and Schuh (2005a),
from which Table 15.1 is taken. In general, all of these
studies reveal that grain boundary networks, as com-
pared with randomly assembled networks, require a
greater fraction of special boundaries to effect perco-
lation transitions. For practitioners of “grain bound-
ary engineering,” this has important implications as to
what special fraction, p, constitutes success in the exer-
cise of microstructure design. This issue will be made
clearer in the following section, where we discuss how
the grain boundary network structure impacts the prop-
erties of polycrystals.

15.4 Microstructure-Property
Connections

The connection between the grain boundary network
structure and the properties of a polycrystal can gen-
erally be regarded as a composite problem, where we
wish to develop a proper “average” of the properties of
the grain boundaries in the network. In a simple binary
classification scheme using special vs. general grain
boundaries, these “average” or “effective” properties
are a function of the fractions of these two species, as
well as their topological arrangements. Much of the
development on this topic is mathematically focused
and therefore beyond our immediate scope. Instead,
our purpose is to briefly highlight some of the major
defining features of microstructures and their proper-
ties, and the methods used to quantitatively connect
them.
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Table 15.1 A compilation of percolation thresholds after Frary
and Schuh (2005a) for grain boundary networks in both 2D and
3D, and with different textures and rules for boundary special-

ness. The thresholds for both special and general boundaries are
listed

2D networks 3D networks

qc,general pc,special pc,special qc,general

Randomly assembled 0.653 0.653 0.775 0.775
Fiber textured 0.601 0.689 0.711 0.842
General textured 0.676 0.663 0.818 0.835
Multiply twinned 0.659 0.666 0.789 0.801

15.4.1 Composite Averaging vs.
Percolation Theory

In the introduction, it was hinted that some proper-
ties are strongly dependent upon the topology of the
grain boundary network (or the dual network), while
others are more amenable to simple composite aver-
aging schemes. The main consideration that separates
these classes of properties is the property contrast, or
the degree to which special and general grain bound-
aries differ in a given property. For example, there are
some material/property combinations for which low-�
boundaries differ by many orders of magnitude from
their high-� counterparts, e.g., diffusion, diffusional
sliding, or intergranular cracking rates in FCC met-
als (Lim and Raj 1984; Watanabe 1983). Such prop-
erties are said to have “high contrast.” Conversely, for
other properties such as fatigue cracking the � number
appears to have only a subtle effect, i.e., the system is
“low contrast” (Gao et al. 2007).

In general, when properties exhibit low contrast,
they are less dependent upon microstructural topology;
when the properties of any two boundaries are similar,
the details of how they connect have a relatively small
influence on the average properties of the network. In
the limit where special and general boundaries have
the same properties, their relative spatial arrangements
are arbitrary as far as the average system properties
are concerned. Low contrast systems are thus relatively
simple to model from a structure-property connection
perspective, and usually quite simple effective medium
approaches give remarkably reasonable results.

An example of a low contrast situation on a simple
two-dimensional grain boundary network is shown in
Fig. 15.8 (a), which represents a concentration gradi-
ent for simulated diffusion across a network of grain
boundaries (Chen and Schuh 2006). Here the sys-

tem has about 30% special grain boundaries (p =
0.3), through which impurities diffuse ten times more
slowly than they do through the general boundaries.
The diffusivity contrast ratio of 10 is considered low,
and the resulting diffusion profile is quite planar; as
a result, one can easily define an average concentra-
tion gradient, and by extension an average diffusivity
for the entire network. Figure 15.8(c) shows the net,
or effective, diffusivity of such a network, as the frac-
tion of special boundaries is varied over the full range.
Because the contrast is low, a straightforward effective
medium-type average yields an excellent fit to the data
(shown by the solid line).

Because grain boundaries have such a broad range
of possible structures, it is more common that they
exhibit high contrast in properties. The same example
from above, using a more realistic diffusivity con-
trast of 108, reveals new complexities in the structure-
property connection. Figure 15.8(b) shows the concen-
tration profile for such a network, again given 30%
slow-diffusing special boundaries (p = 0.3). Due to
the high contrast, the concentration gradient cannot
be simply described with an average plane, because
the local undulations and variations across the network
are of the scale of the entire gradient. This interest-
ing effect speaks to the importance of topology: for
high contrast systems, details of connectivity domi-
nate the effective properties of the grain boundary net-
work. In this case, effective medium models are insuf-
ficient to describe the average properties because they
do not properly capture the percolation threshold of the
system. The corresponding effective diffusivity of the
network from Fig. 15.8(b) is shown in Fig. 15.8(d),
showing a rapid change in diffusivity at the percola-
tion threshold at ∼65% general boundaries. For such
high contrast systems, percolation theory can be used
to reasonably capture the structure-property connec-
tion. Much like the geometrical properties of the grain
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a b

c d

Fig. 15.8 Illustration of the role of property contrast in the
structure-property relationships of polycrystals. These simula-
tion data are from Chen and Schuh (2006), and consider inter-
granular diffusion on a simple 2D boundary network. In (a) and
(c), the situation of low property contrast is considered, where
the special boundaries are only 10 times more slowly diffusing
than the general ones. As a result, the concentration gradient is
on average quite linear (a), and the effective diffusivity of the

network varies smoothly with the special boundary fraction, p
(c). In (c) the predictions of standard effective medium theory are
shown as a solid line, and match the simulations quite well. In
(b) and (d), the high contrast case is shown, for which the situa-
tion is less well behaved and the effect of a percolation threshold
is seen. In (d) the line shown is the prediction of a generalized
effective medium theory that incorporates a percolation thresh-
old. After Chen and Schuh (2006)

boundary clusters described earlier, the physical prop-
erties also generally scale as power laws in (p-pc),
and equations taking the form of Eq. (15.1) gener-
ally describe the effective properties of networks with
excellent accuracy.

The introduction of percolation concepts into grain
boundary network analysis provides a necessary con-
ceptual underpinning for the practice of grain bound-
ary engineering. As noted earlier, for many properties
including intergranular cracking and corrosion, super-
conductivity, and creep, “grain boundary engineered”
materials often exhibit improved properties by large
margins (e.g., up to orders of magnitude) as compared

with nonengineered counterparts of the same composi-
tion (Krupp et al. 2003, 2005; Lehockey et al. 1998a,
1998b; Michiuchi et al. 2006; Shimada et al. 2002; Spi-
garelli et al. 2003). As suggested by Fig. 15.8(d), grain
boundary engineering can be so remarkably effective
because of the presence of a percolation threshold;
a small change in microstructure (an increase in the
fraction of special boundaries) can yield a large prop-
erty change only in the vicinity of the threshold, for
a high contrast system. In short, grain boundary engi-
neering permits one to shut down long-range damage
pathways, or open long-range conduction pathways,
through microstructures.
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A beautiful mathematical feature of percolation the-
ory is that the direct and dual lattices are intimately
related, and understanding percolation on one of these
is tantamount to understanding it on both. In two-
dimensional situations in particular, the percolation
thresholds are simply complementary, i.e., pc

direct +
pc

dual = 1. Thus, there is great generality in grain
boundary network studies; those that study an inter-
granular process are relevant to transgranular proper-
ties, and vice versa.

The question remains as to how to identify the high
and low contrast regimes, and how to handle sys-
tems intermediate to these two limiting cases. Fig-
ure 15.9 shows the general effect of contrast on the
structure-property relationship, as studied for the case
of diffusion in two-dimensional networks in Chen and
Schuh (2006). Here the goodness-of-fit (R2) of analyt-
ical models based on effective medium theory and per-
colation theory to numerical simulation data are pre-
sented. The main point of this graph is the comple-
mentary nature of these two modeling approaches: for
low contrast systems, topology is apparently unimpor-
tant and the effective medium theory is exact; while at
high contrast, topology dominates the problem and the
scaling laws of percolation theory become essentially

Fig. 15.9 The general effect of property contrast on the
structure-property relationships of grain boundary networks,
showing the coefficient of determination, R2, which describes
the degree of accuracy with which a given model represents
the true effective properties of a network. At low contrast, sim-
ple effective medium theories (composite averages) are remark-
ably accurate; while at high contrast, percolation theory scaling
equations are more useful. Generalized effect medium theories
(GEM) combine features of both models and capture both types
of behavior, at all contrast levels. After Chen and Schuh (2006)

exact. Outside of these regimes, either theory quickly
loses accuracy. Figure 15.9 can be used as a general
guideline for the choice of a model to connect struc-
ture and properties in GB networks.

For the intermediate range, there are some proposed
models that combine percolation theory with more
traditional composite averaging schemes to provide
a structure-property prediction that spans all possible
property contrast ratios. One example that has proven
valuable for simulated grain boundary networks is the
so-called generalized effective medium (GEM) theory
of Mclachlan (1987). This model empirically adapts
the effective medium theory to incorporate the perco-
lation threshold and critical scaling exponents of per-
colation theory. As shown in Fig. 15.9, such a model
can be quantitatively descriptive for virtually any grain
boundary network. Further, this type of model can be
extended beyond the simple binary “special” vs. “gen-
eral” approach to include a broader spectrum of grain
boundary types. In Chen and Schuh (2006), the GEM
model was extended to an arbitrary number of differ-
ent grain boundary types, and validated against simu-
lations on ternary grain boundary networks.

15.4.2 Crystallographic Correlations

The crystallographic correlations described at length
above tend to shift the percolation threshold by pro-
moting connectivity among special grain boundaries.
Fortunately, however, these correlations are short-
range, and they do not alter the critical scaling laws
associated with percolation (Frary and Schuh 2005b).
This is good news for modeling the structure-property
connection, because although the specific numerical
value of the percolation threshold shifts due to crystal-
lographic effects, the shapes of the effective property
curves are unchanged. An example of this is illustrated
in Fig. 15.10 for the case of grain boundary diffusional
creep, from Chen and Schuh (2007). Here the effective
creep viscosity is plotted for both a randomly assem-
bled network and one with proper crystallographic cor-
relations. Although the percolation threshold is differ-
ent, the same scaling laws apply near the threshold
(i.e., the same curvatures are present in the sigmoid),
and the same analytical model can be used to describe
both curves.
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Fig. 15.10 Example of percolation data for grain boundary net-
works, illustrating the role of crystallographic constraints. These
data for Coble (diffusional) creep are from computer simula-
tions on 2D hexagonal grain boundary networks. The effect of
crystallographic constraints is to shift the percolation threshold
somewhat, but the shapes of the curves (and the exponents of the
power laws that describe them) are unchanged. After Chen and
Schuh (2007)

15.5 Conclusions and Future Outlook

The field of grain boundary network analysis is moving
quickly; not many years ago, there were very few prac-
titioners in this particular subfield, but there seems to
be a growing realization about the importance of cor-
related percolation in the performance of a material.
Thus we conclude with a few observations about the
possible future course of the field:

• Most published experimental studies of grain
boundary network statistics rely exclusively on
two-dimensional cross sections via EBSD. Yet the
boundary networks in most materials are irre-
ducibly three-dimensional, which introduces sig-
nificant complexity. Advances in serial sectioning
and digital reconstruction techniques, as well as
advanced X-ray diffraction methods, now permit
access to fully three-dimensional data sets com-

pletely describing the grain structure of a material.
Percolation problems change subtly going from two
to three dimensions; it is quite possible that both
the special boundaries and the general boundaries
may percolate over a very wide range of special
boundary fractions. The three-dimensional struc-
ture of twin-related domains also remains somewhat
mysterious, and could be elucidated with such new
tools.

• Early in this chapter we introduced a classification
scheme for grain boundaries, much as the field has
always done in order to simplify the description of
the boundary network. Future advances in this field
will rely upon progressively adding more details
to this classification scheme, including boundary
plane inclinations, orientation of boundaries with
respect to, e.g., an external stress axis, and ther-
modynamic state variables such as the degree of
boundary relaxation. Although some of the effec-
tive medium type modeling approaches laid out
in this chapter can be extended from the binary
case to include more differentiation in boundary
properties, there is a significant experimental chal-
lenge to assess connectivity among boundaries that
are not merely special or general, but which lie
on a multidimensional spectrum of structure and
properties.

• Whereas some properties are primarily concerned
with connectivity on the direct lattice (intergranular
pathways) and others are more appropriately treated
on the dual (transgranular paths), many properties
involve both lattices simultaneously. For example,
stress corrosion cracking is one of the best-known
examples of a property that can be manipulated
broadly through grain boundary engineering, and it
implicitly involves intergranular damage propaga-
tion coupled to a force transmission network across
the grain boundaries. In percolation theory corre-
lated problems are relatively common, but correla-
tions between direct and dual lattices are essentially
unstudied. The aims of the materials science com-
munity therefore require study of this new statistical
physics problem.

These problems represent some of the most immedi-
ate needs of the community working on grain boundary
networks. As always, access to improved experimental
tools based on EBSD will drive continued progress on
these problems.
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Chapter 16

Measurement of the Five-Parameter Grain Boundary
Distribution from Planar Sections

Gregory S. Rohrer and Valerie Randle

16.1 Introduction: Grain Boundary
Planes and Properties

Although EBSD is essentially a surface measurement
technique, strategies have been developed to extend
its capabilities to the characterisation of microstruc-
ture in three dimensions. These developments have
been realised because advances in both EBSD technol-
ogy and computing power have rendered the collection
of large data sets a routine matter. There are sev-
eral scientific motivations for characterizing the three-
dimensional structure of polycrystals by EBSD. In this
chapter, we describe the application of EBSD to the
measurement of internal interface planes by applica-
tion of both serial sectioning and also a stereological
technique known as the “five-parameter analysis.”

An interface (referred to as a grain boundary where
it exists between crystals of the same phase) has five
geometric degrees of freedom, as described below.
Usually, three independent parameters are used to
describe the misorientation between grains, and two
independent parameters describe the orientation of the
boundary plane (Wolf and Lutsko 1989). Whereas
the misorientation is accessed readily by EBSD per-
formed on a single section through the specimen, the
boundary plane orientation is not so readily available,
because the boundary surface itself is buried. Fur-
thermore, a single grain boundary, having by defini-
tion a fixed misorientation, usually consists of many

G.S. Rohrer (�)
Department of Materials Science and Engineering, Carnegie
Mellon University, Pittsburgh, PA 15213, USA
e-mail: gr20@andrew.cmu.edu

differently oriented boundary plane segments, as illus-
trated in Fig. 16.1. For these reasons measurement
of boundary plane crystallography has tended to be
neglected. However, both atomistic simulations and
a slowly increasing amount of experimental evidence
demonstrate that boundary plane crystallography has
a fundamental influence on grain boundary proper-
ties such as energy, mobility, corrosion resistance, and
segregation (Randle 1997). A few modern examples,
which demonstrate these links, are:

• The effect of grain boundary orientation on energy
has been illustrated in NiAl (Amouyal et al. 2005).
The boundary energy was found to vary with incli-
nation, and twist boundaries had higher energies
than tilt boundaries. The data were obtained from 43
grain boundaries via a combination of EBSD, serial
sectioning, thermal grooving, and scanning probe
microscopy.

Fig. 16.1 (a) Schematic shape of a single grain from a dense
polycrystal. (b) Representation of a three-grain junction within
a polycrystal. The view is exploded so that the internal inter-
faces can be seen. The external surfaces are shaded and the inter-
nal surfaces are triangulated. The jth triangular facet on the ith
grain is shaded and an enlarged view of this facet is shown in (c)
(Rohrer et al. 2004)
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• In directionally solidified pure copper it was found
that the corrosion resistance of grain boundaries
was correlated to the interplanar spacing at the
boundary, but not the �-value, for [110] tilt bound-
aries (Miyamoto et al. 2004). This work was car-
ried out on 26 grain boundaries in tricrystals, by
X-ray back reflection Laue diffraction combined
with atomic force microscopy measurements on
corrosion grooves.

• In bicrystals of an Fe-Si alloy, grain boundaries with
[100] tilt misorientations, symmetric tilt bound-
aries, and asymmetric boundaries formed with a
(110) plane were found to be resistant to segrega-
tion (Lejcek et al. 2003).

• Studies of grain boundary wetting by liquid cop-
per in an iron alloy indicated that the propensity
for wetting increased with the grain boundary free
volume and the atomic roughness of the surfaces
comprising the boundary (Wynblatt and Takashima
2001). The data were obtained by EBSD and serial
sectioning from 975 boundaries.

• A different experimental approach to the study of
grain boundary planes is to adapt EBSD to measure
the indices of intergranular fracture surfaces. Using
this method it was found that in TiO2 there was
reduced segregation to low energy boundary planes
(Pang and Wynblatt 2005).

Boundaries which have improved properties com-
pared to those of a random boundary have come to be
known as “special” boundaries. It used to be thought
that special boundaries were low-� coincidence site
lattice (CSL) boundaries. Now it is realised that the ori-
entation of the boundary plane has a greater influence
on properties than does the misorientation (Rohrer
et al. 2004).

16.2 Serial Sectioning

Unless the component grain boundaries in a speci-
men have a predefined or easily measurable geome-
try, such as bicrystals, tricrystals, columnar grains, thin
films, fracture surfaces, etc., a serial sectioning proce-
dure has in the past been used to obtain the orienta-
tion of the boundary plane. Figure 16.2 illustrates the
parameters required to specify the orientation of a sin-

Fig. 16.2 The parameters required to specify the crystallo-
graphic orientation of a single boundary plane (thin lines). The
sample reference frame (thick lines) is xyz and the grain bound-
ary trace vector on the specimen surface is l’ij, the “trace angle”
and the “inclination angle” are � and �, respectively, and the
section depth is t

gle boundary plane. The sample reference frame is xyz,
the grain boundary trace vector on the specimen sur-
face is l’ij, the grain boundary plane normal is n’ij, the
“trace angle” and the “inclination angle” as illustrated
in Fig. 16.2 are � and �, respectively, and the section
depth is t. Also required is a means of calibrating accu-
rately the depth of section removed, and ensuring accu-
rate registration between successive sections. If these
parameters are obtained manually, data sets tend to
be small because these operations are tedious. In the
1990s information on the crystallographic indices of
planes from several metals was obtained (Randle 1995,
1997).

More comprehensive analysis of serial section data
has made it possible to determine the inclinations of
many thousands of grain boundaries, and therefore
determine the five-parameter grain boundary charac-
ter distribution (GBCD; Saylor et al. 2003, 2004a).
Each grain boundary trace on a two-dimensional sec-
tion plane is approximated by a series of short tan-
gent lines. When traces from the same interfaces are
located on two adjacent layers, the interface can be
represented by a series of triangles joining two pixels
on one layer with a third pixel on an adjacent layer,
as illustrated in Fig. 16.3. The normal of each triangle
is therefore known, and as long as the grain orienta-
tions have been measured by EBSD, it is also possi-
ble to determine the misorientation. With information
from a sufficient number of triangles, the GBCD can be
calculated.
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Fig. 16.3 (a) A superposition of the grain boundary traces from
adjacent layers in the microstructure of MgO. The vertical sepa-
ration is about 5 �m. (b) Illustration of the formation of triangles
between traces on adjacent layers, with known lattice misorien-
tation and orientation

16.3 Single-Surface Trace Analysis

More recently, interest has been generated in exploit-
ing the information provided from the grain boundary
trace direction on the specimen surface, and dispensing
with the serial sectioning step. This is because there
are unavoidable geometrical errors involved in serial
sectioning and three-dimensional reconstruction. For
example, the assumption has to be made that the inter-
face is planar within the section depth. These errors are
an order of magnitude greater than errors in a single
section plane. Serial sectioning is also laborious and
time consuming.

The crystallographic boundary trace direction plus
the misorientation between neighbouring grains pro-
vides four out of the five boundary parameters. The
“trace vector” l’ij (Fig. 16.2) can be calculated from

EBSD data in the coordinate systems of both inter-
facing grains, where it is referred to as lij (note that
throughout this chapter, primed vectors denote the
sample reference frame and unprimed vectors denote
the crystal frame). Because lij lies in the grain bound-
ary plane it is orthogonal to the boundary plane nor-
mal vector nij and it must be true that lij•nij = 0. This
condition can be used to check if the boundary plane
normal could be <111>, for example, in one or both
grains. If lij•<111> �= 0, then the boundary cannot be
{111}. On the other hand if lij•<111> = 0, then the
boundary plane might be on {111}. If the condition
applies in both interfacing grains, then it is likely that
the boundary is either a coherent twin (if the boundary
is a �3), or a {111} twist boundary (if the boundary
has some other misorientation about [111]). This cal-
culation therefore supplies valuable information about
the boundary plane crystallography: what the plane
cannot be and what it is likely to be (Randle, 2001).
In previous work where the method was rigorously
tested and validated, for �3 boundaries analysed in
brass, only 10% of the cases were ambiguous in terms
of recognising the type of �3 (coherent or incoherent)
by the single-surface trace analysis compared to a full
serial sectioning analysis (Randle and Davies 2002).

The methodology for identifying the possibility of
twinning in this way has been automated by use of an
algorithm, which extracts the boundary trace position
from EBSD orientation maps. This algorithm has been
used to investigate twinning in zirconium, nickel, and
copper (Wright and Larsen 2002) and to study the rela-
tionship between precipitate-free zone width and grain
boundary type in an aluminium alloy (Cai et al. 2007).
More significantly, it is used as part of the procedure
to determine automatically all five boundary parame-
ters from a single section (see Section 16.4).

The automated boundary trace reconstruction rou-
tine works on an orientation map in which grains have
been identified as groups of similarly oriented points,
from which grain boundaries are defined according to
a preset tolerance. Triple junctions can then be located
and a first attempt at reconstructing a boundary trace is
made by joining the two neighbouring triple junctions,
as shown in Fig. 16.4a. However, the grain boundary is
rarely a straight line between the two junctions, and so
the reconstructed trace needs to be segmented to follow
more closely the true boundary. This is done by locat-
ing the point on the true boundary furthest from the
reconstructed boundary. If the perpendicular distance
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Fig. 16.4 Illustration of the boundary trace reconstruction rou-
tine. (a) First reconstruction attempt, by joining adjacent triple
junctions. (b) Segmentation of the reconstructed trace. (c) Small
map wherein reconstructed boundaries are superimposed on true
boundaries. Grains are coloured randomly

between this point and the reconstructed boundary
exceeds a predefined tolerance, then the reconstructed
boundary is split into two line segments, as shown on
Fig. 16.4b. This procedure is repeated until all points
on the reconstructed boundary are within the tolerance
distance of the true boundary.

Figure 16.4c shows a small map wherein recon-
structed boundaries are superimposed on true bound-
aries. To minimise errors, a small step size needs to be
used to generate the EBSD map in order to reproduce
the boundary positions as faithfully as possible, given
the discrete nature of the measurement grid. Then
the segmenting process must aim to reproduce the
true boundary, rather than any “noise” on the bound-
ary length. It is therefore essential that a small toler-
ance, e.g., twice the map step size, is chosen to recon-
struct boundaries. The expected error for a boundary of
length six times greater than the scan step size would

be ± 2◦ (Wright and Larsen 2002). Finally, an average
orientation from each neighbouring grain is associated
with each segment of the reconstructed boundary trace.
Measurement points between one and five steps from
the boundary are used in the averaging.

16.4 Five-Parameter Stereological
Analysis

16.4.1 Parameterization and
Discretization of the Space of
Grain Boundary Types

For evaluation of the five-parameter GBCD, we choose
lattice misorientation (
g) and grain boundary plane
orientation (n) to parameterize the function (
g,n),
which is the relative areas of grain boundaries within a
polycrystal distinguished by 
g and n. For all of our
calculations, we parameterize the lattice misorientation
using three Eulerian angles φ1, Φ, and φ2. However,
for display of the data, we choose the angle/axis sys-
tem θ /[uvw], which is more intuitive. The grain bound-
ary plane orientations are parameterized using spher-
ical angles θ and φ in both the calculations and the
display of the data. In the complete domain, these five
angular parameters, φ1, Φ, φ2, θ , and φ range from 0
to 2�, �, 2�, �, and 2�, respectively. For most crystal
systems, this complete domain contains many indis-
tinguishable, symmetrically related parameter config-
urations. Therefore, one can choose a sub-domain that
reduces some, but not all, of the degeneracy in the cal-
culations. In our calculations, we use a sub-domain in
which the misorientation parameters range from zero
to �/2, �/2, and �/2 for φ1, Φ, and φ2, respectively.
This sub-domain is 1/64th of the entire range of pos-
sibilities and is a convenient choice because it is the
smallest volume that contains an integer number of
fundamental zones and can still be partitioned in a sim-
ple way. For the cubic system, there are 36 general
equivalent grain boundaries for any particular set of
parameters in the subdomain (Moraweic 2004, Rohrer
et al. 2004).

To partition the misorientation subdomain into cells
of equal volume, we equally partition φ1, cos(Φ), and
φ2. In this case, there are D3 cells with 
φ1 = 
φ2 =
�/2D and 
cosΦ=1/D. The cells in Euler space can
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Fig. 16.5 The parameterization of λ(Δγ , n) into (a) three lat-
tice misorientation parameters and (b) two boundary plane ori-
entation parameters. (b) Definition of the spherical angles used
to parameterize n. The range of n is partitioned so that all of the

cells have the same width in φ and cosθ and the same area on
the surface of the hemisphere. In the misorientation space, there
are D3 cells and for each of these cells, there is a hemisphere of
boundary plane normals with 4D2 cells

be visualized as a three dimensional rectangular par-
allelepiped, as illustrated in Fig. 16.5a. For each cell
in the misorientation space, there is also a distribu-
tion of grain boundary normals, n. For centrosymmet-
ric crystals, the two spherical angles (θ and φ) in the
range between 0 and �/2 and 0 and 2�, respectively,
reproduce the domain of n (it is assumed to have a
center of symmetry and only the upper hemisphere of
surface orientation space is considered). So that each
cell has the same area on the surface of a unit sphere,
the domain of n is parameterized by cosθ and φ, as
illustrated in Fig. 16.5b. If there are D cells for every
�/2 radians, then there will be a total of D•4D cells,
each with the size 
cosθ = 1/D and 
φ = 2�/4D.
With the five-dimensional grain boundary parameter
space divided into cells of equal volume, each cell has
the same probability of being populated by a random
choice of parameters.

Based on the parameterization described above,
there are 4D5 equal volume cells in the subdomain.
The appropriate resolution for the five-dimensional
space should lie in the range between 5◦ and 10◦. The
rationale for this is that grain boundary properties are
known to vary over intervals smaller than 10◦, but mea-
suring grain boundary plane orientations with an accu-
racy greater than 5◦ is currently difficult because of the
number of required observations. With a resolution of
5◦, D = 18 and with 10◦, D = 9 and for these choices,
there are 7.5 × 106 and 2.4 × 105 cells in the subdo-
main. For the cubic case, the number of distinguishable
cells is 2.1 × 105 and 6.5 × 103, respectively. This pro-
vides guidance for the number of observations required
to reliably determine the GBCD. Because the number

of distinguishable bins at 5◦ resolution is 32 times that
at 10◦, many more observations are needed at higher
angular resolution.

16.4.2 Measurement of the Grain
Boundary Characterization
Distribution

Hilliard was the first to describe a stereology to mea-
sure the distribution of interface normals in the sample
reference frame (Hilliard 1962). Adams later general-
ized this approach in his description of the “intercrys-
talline structure distribution function” (Adams 1986).
The method was first applied to study cavitation dam-
age in polycrystalline Cu (Field and Adams 1992) and
has more recently been adapted to the misorientation
reference frame (Homer et al. 2006). The common
feature of these methods is the representation of the
interface plane distribution function as a finite har-
monic series whose coefficients are determined from
the observations of boundary traces from multiple
oblique sections. Saylor and Rohrer described an alter-
nate approach for determining interface distributions
in the crystal reference frame and used this to measure
grain shapes in a composite (Saylor and Rohrer 2002).
The method was extended to the misorientation refer-
ence frame to measure λ(
g, n) (Saylor et al. 2004b).
In this work, the grain boundary plane distribution is
represented as a discrete quantity in the misorientation
reference frame and a statistical procedure is used to
reconstruct the true distribution from the observations.
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In contrast to the earlier work, it is assumed that grain
orientations are randomly distributed so that data from
a single section plane can be used. Larsen and Adams
showed that using the same assumption, the original
stereology based on a harmonic series representation
could also be used to reconstruct the grain bound-
ary plane distribution using data from a single section
plane (Larsen and Adams 2004). Since this time, the
series method has been applied to study an Al-Zn-Mg
alloy (Cai et al. 2007) and the discrete approach has
been applied to a wide range of materials (Rohrer et al.
2004); in the section below, the discrete approach is
described.

Stereological measurements of λ(
g, n) begin with
a set of boundary trace vectors, l’ij, defined as the
trace where the jth boundary tangent plane on the ith
grain meets the surface. Traces on a real micrograph
are shown on Fig. 16.4c and the geometry of a single
trace is represented schematically in Fig. 16.6a. While
each l’ij can be associated with a specific misorienta-
tion in the five-parameter space, n’ij is not well defined.
However, as implied above in the section 16.3 on the
analysis of twin boundaries, it must be true that the
actual grain boundary plane belongs to a set of planes
that includes the surface trace and obeys the condi-

tion l’ij•n’ijk = 0, where the vectors n’ijk are a set of
C unit normals to the possible grain boundary planes
(see Fig. 16.6b). Therefore, each observed trace can be
used to generate a set of vectors perpendicular to pos-
sible boundary planes (n’ijk) that can be transformed
to the misorientation reference frame to produce the
vectors nijk (see Fig. 16.6c). The vectors nijk specify C
cells into which the trace length, |lij|, is added. In the
end, we would like to know the fractional length of line
segments crossing each plane, since this is equal to the
fractional area of each plane.

If there are N observations of traces from indistin-
guishable bicrystals, then we can be certain that for this
misorientation, we have accumulated N correct bound-
ary normal orientations and N(C–1) incorrect assign-
ments. It is worth noting that the bicrystals sampled
should have a random orientation distribution with
respect to the sample reference; preferred orientations
bias the distribution and will lead to unreliable results.
To get the line length crossing each boundary type, we
have to remove the incorrect assignments. To do this, it
must be realized that the incorrect assignments are not
distributed randomly. If there is a peak in the real distri-
bution of grain boundary planes, then orientations very
close to this pole will have more incorrectly assigned

Fig. 16.6 Schematic of
interpretation of boundary
traces. (a) A trace between
crystals i and i + 1 in the
sample reference frame is
identified. (b) The grain
boundary normal is one of the
set n’ijk. (c) Represented on a
stereogram in the grain
boundary reference frame, the
boundary trace is a point and
the set of possible planes is a
great circle



16 The Five-Parameter Grain Boundary Distribution 221

lengths than others. This is because these neighbor-
ing cells have a greater probability of being in the
zone of the peak orientation than an orientation further
away. Conversely, orientations far from the maximum
are less likely to share a zone with the most highly
populated orientation and will accumulate less incor-
rectly assigned lengths. By making an approximation
for this inhomogeneous distribution, it is possible to
subtract the incorrectly assigned lengths. This proce-
dure has been described in detail elsewhere (Saylor
et al. 2004b).

When using this stereology to make GBCD mea-
surements, the factors that influence the accuracy are
the discretization for the parameters, the accuracy of
the line segment orientations, and the number of obser-
vations. The discretization of the system influences the
discrimination of closely spaced features in the distri-
bution and the magnitudes of the peaks. If, for exam-
ple, there are two peaks separated by less than the spac-
ing of the cells, they will be merged to a single peak.
Features that are sharper than the cell size will also be
broadened and have reduced intensity. The discretiza-
tion also influences how the peak values are inter-
preted. For example, the upper limit of the population,
measured in multiples of random distribution (MRD),
is equal to the number of distinguishable cells (this can
be reached only when all of the observations fall into
a single cell). For example, in a cubic system with D
= 9 (cell size of approximately 10◦), there are 6561
distinguishable cells. It was recently reported that with
D = 9, the peak of the distribution for a Ni specimen
occurred with a value of 1428 MRD at the position of
the coherent twin (Randle et al. 2008b). This implies
that at least 22% (1428/6561) of the grain boundary
area is made up of coherent twins. Because the dis-
tribution of coherent twins is expected to be narrower
than the 10◦ cell size, the actual fractional boundary
area may be larger. For the remainder of the discus-
sion, we will focus on cubic systems with a 10◦ (D =
9) cell size.

16.4.3 Performance of the Stereological
Analysis

The agreement between the stereologically measured
distribution and a true (simulated) distribution has been
shown to depend on the number of observations. If

Fig. 16.7 The distribution of the differences, � (absolute
value), between the recovered and actual GBCD from data sets
consisting of 1×104, 5×104, 1×105, and 2.5×105 simulated
boundaries (Saylor et al. 2004b)

only 104 grain boundary traces are used, then there are
errors of greater than 0.5 MRD in a large fraction of
the cells (see Fig. 16.7). However, if 2.5×105 bound-
aries are measured, then less than 1% of the cells have
an error this large. If 5×104 traces are used, fewer than
5% of the cells have errors greater than 0.5 MRD. Bal-
ancing the desire for accuracy against the time required
to make the observations, it was concluded that 5×104

traces are sufficient and this standard has been used
in the majority of the work that has followed (Saylor
et al. 2004b). However, it must be noted that the errors
are most likely to occur at the maxima in the distribu-
tions and it is frequently these maxima that are inter-
preted. In comparative studies, it is essential to under-
stand how different two distributions need to be before
it can be concluded that they are actually different. This
question has been addressed by simulations and these
results are described in the remainder of this section.

In simulating experimental observations, it is impor-
tant to recognize that the boundary traces are not per-
mitted to have a continuous range of orientations in the
sample reference frame. Because of the discrete nature
of the EBSD map, the end points of grain boundary
traces are confined to the nodes of a two-dimensional
honeycomb lattice. The relevant scale for this is the
ratio of the EBSD step size to the average grain diam-
eter. The allowed ranges of orientation become more
continuous as the grain size to pixel ratio increases.

Simulations were carried out to determine how the
number of observations and the grain size to pixel ratio
influence the observed distribution of grain boundary
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planes. To begin, a model GBCD was designed to
mimic the distribution observed for SrTiO3 (Saylor
et al. 2004a). The GBCD has a small enhancement of
low angle grain boundaries and peaks at the positions
of {100} planes. The value of each cell was defined by
its proximity to the misorientation of 2◦ about [100]
and to the {100} grain boundary plane orientation. For
each type of boundary, the amplitude of the GBCD
(A) was given by the combination of a misorienta-
tion determined component (A1) and a grain boundary
plane determined component (A2).

A = A1 + (A2 • A1) (16.1)

The misorientation determined component is:

A1 = 1 + Am exp
[−(�m/Wm)2] , (16.2)

where Am = 1.5, �m is the disorientation between the
current cell and the 2◦/[100] misorientation, and Wm,
the width of the distribution, is 10◦. This leads to an
MDF that has a weak maximum for low misorienta-
tion boundaries and is constant elsewhere. The grain
boundary plane orientation determined component of
the amplitude is given by:

A2 = Ao exp
[−(�o/Wo)2

]
, (16.3)

where Ao = 400, �o is the angle between the normal to
{100} and the plane of interest, and Wo, the width of
the distribution, is 10◦.

This distribution is used to generate simulated data
in the following way. First, a random misorientation
and grain boundary plane orientation are selected. If
they are consistent with the distribution, the observa-
tion is kept and if not, it is discarded and another is
selected. Whenever an observation is kept in the dis-
tribution, a random direction within the grain bound-
ary plane is selected (to simulate the observation of a
boundary trace). At this point, the domain of trace ori-
entations is continuous. To simulate the effect of the
grid, the closest line segment on a finite, 2D hexago-
nal lattice is selected, and this is saved as a simulated
observation. The process is repeated as many times as
necessary to generate simulated data and can then be
used to determine the GBCD.

To test the influence of the number of line segments
on the extreme points in the distribution, simulation
data sets containing 5×103, 1×104, 2.5×104, 5×104,

1×105, 2.5×105, and 5×105 traces were created and
the GBCD was calculated. For these simulations, the
grain size to pixel ratio was 50, which is assumed
to closely approximate a continuous distribution and
eliminate this factor from the analysis. The distribu-
tion of grain boundary planes at the misorientation of
45◦ about the [100] axis was selected as a characteristic
example. The results in Fig. 16.8 show the maximum
and minimum of the distribution as a function of the
number of traces and the grain boundary plane distri-
bution for three cases. Note that the reference frame
defined in the caption is used throughout this chapter.
If the distribution determined from 5×103 segments is
excluded, then the average of the maxima is 3.25 MRD
with a standard deviation of 0.3 MRD, or about 10%
of the maximum. While the value of the maximum
determined from 1×104 traces is within 10% of that
determined from a larger number of traces, it is also
clear that not all features in the distribution are repre-
sented. Specifically, the peaks along the vertical axis,
corresponding to tilt boundaries, are not reproduced.
The distribution from 5×104 traces, on the other hand,
is nearly the same as the one from ten times as many

Fig. 16.8 Results from the stereological analysis of simulated
data sets comprised of varying numbers of boundary traces. The
circles and squares indicate the maximum and minimum values
of the distribution for the 45◦/[100] misorientation, and the inset
shows the grain boundary plane distributions for three of the data
sets. The reference frame of these and other projections in the
chapter has [001] perpendicular to the plane of the paper and
[100] pointing horizontally to the right. The distribution com-
puted from 5×104 traces is not significantly different from that
determined from 5×105 traces
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segments. We therefore conclude that 5×104 traces are
sufficient to reproduce the distribution.

One can also ask how reproducible the values of
the peak positions are. When four different randomly
generated sets of data were analyzed, each containing
5×104 line segments, the peak for the distribution of
planes for a misorientation of 45◦ about [100] ranged
from 2.76 MRD to 3.33 MRD. The four values had an
average of 3.10 MRD and a standard deviation of 0.27
MRD. Therefore, we conclude that the maxima of the
distribution are reproducible within a range of about
10%.

To examine the effect of the step size, we consider
a constant set of 5×104 traces, confined to 2D, S×S,
hexagonal lattices where S = 3, 5, 10, and 50. The
results shown in Fig. 16.9 illustrate that there is a neg-
ligible difference in the maxima for the distributions
determined with 10 and 50 steps per grain diameter.
Furthermore, the shapes of the distributions at these
two lattice resolutions are nearly identical. Based on
this, we conclude that 10 orientation points per grain
diameter is sufficient to determine the distribution and
that fewer lattice points will lead to underestimates of
the maxima.

The results of the simulations described above allow
us to provide some practical guidelines for the acqui-

Fig. 16.9 Results from the stereological analysis of simulated
data sets with grain boundary traces confined to discrete lattices
of different sizes. The circles and squares indicate the maximum
and minimum values of the distribution for the 45◦/[100] misori-
entation and the inset shows the grain boundary plane distribu-
tions for three of the data sets. The distribution computed from
the 10×10 and 50×50 lattices are nearly identical

sition and analysis of the EBSD data used to deter-
mine the GBCD. The first is that the resolution of
the EBSD mapping should be at least 10 points per
grain diameter. The second point is that when compar-
ing two GBCDs, differences of less than 10% should
be considered insignificant. The third is that at least
5×104 grain boundary traces should be recorded to
determine the GBCD. This estimate assumes that they
are relatively evenly distributed. Note that if too many
of the segments arise from a single type of misorien-
tation, then there will be grain boundary configura-
tions that are not sampled. For example, if one third
of all the boundaries are coherent twins, then 1.7×104

traces will fall in one cell and 3.3×104 will be dis-
tributed among the remaining 6560 cells. While the
grain boundary plane distribution will be well deter-
mined for the twin misorientation, it will be underde-
termined for all of the other misorientation types.

16.4.4 Comparison GBCDs Measured
Stereologically and by Serial
Sectioning in the Dual Beam FIB

Recently, the dual-beam focused ion beam (FIB) scan-
ning electron microscope (SEM) has been used to
automate the collection of serial sections of elec-
tron backscatter diffraction maps (Konrad et al. 2006;
Uchic et al. 2006). Determining the GBCD from such
data has been accomplished only recently (Dillon and
Rohrer 2008). One of the principal challenges of deter-
mining the GBCD from 3D orientation data is the
voxelization of the interfaces, which leads to discrete
boundary orientations in the sample reference frame.
One approach to this problem is to use the grain
boundary traces extracted from the individual layers,
as described in the previous section. After complemen-
tary segments have been identified on adjacent lay-
ers, the two end points from one layer and one of
the end points from an adjacent layer can be used to
form triangular areas that represent the grain bound-
ary. These areas are classified according to their lat-
tice misorientations and grain boundary plane orienta-
tions as described above. This approach gives results
that are similar to the results of the stereological anal-
ysis. This is demonstrated in Fig. 16.10, which shows
the distribution of grain boundary planes for the �3
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Fig. 16.10 The distribution
of grain boundary planes for
the �3 (60◦/[111]) grain
boundary in Y2O3 computed
(a) using the conventional
stereology and (b) from 3D
data

(60◦/[111]) grain boundary in Y2O3 derived by the two
techniques. Both methods produce peaks at the posi-
tion of the (111) twist boundary and are therefore qual-
itatively similar, but there is a quantitative difference in
the intensity. The origin of the difference in the quan-
titative results is currently being investigated.

16.5 Examples of Five-Parameter
Analyses

The five-parameter analysis has been used to measure
the misorientation and grain boundary plane distribu-
tions of a number of materials and processing vari-
ants. These include a range of ceramics, e.g., MgO,
NaCl, SrTiO3, TiO2, WC, MgAl2O4 (Saylor et al.
2003, 2004a, 2004c; Pennock et al. 2008; Pang and
Wynblatt 2005; Kim et al. 2008); and metals, e.g., Al,
Cu, Ni, brass, austenitic steels, Ti (Saylor et al. 2004d;
Randle et al. 2006, 2008a, 2008b; Downey et al. 2007;
Jones et al. 2008). We will describe some of these as
illustrations of the five-parameter analysis technique.

The five-parameter grain boundary distribution has
been measured on a slightly deformed NaCl (rock salt)
specimen, which contained a small quantity of inter-
granular brine (Pennock et al. 2008). This specimen
was of interest because in planar sections the NaCl
specimen featured distinct square shaped grains for a
wide range of deformation and annealed conditions.
A study of grain boundary traces using EBSD showed
that the traces of the square shaped grains were within
12◦ of the trace of {100} planes (Pennock et al. 2006).
Figure 16.11 shows a plot of the distribution of bound-

Fig. 16.11 Stereographic projection of grain boundary plane
normals from a lightly deformed, wet rock salt specimen

ary planes for the entire sample population, as mea-
sured by the five-parameter method. There are peaks at
{100}. More information on the distribution of planes
is gleaned if sections through the five-parameter space
are viewed. For the NaCl distribution low-index, high
symmetry misorientation axes [100], [110], and [111]
were chosen in addition to [123], which was chosen to
represent a low symmetry axis. Figure 16.12 shows the
20◦ misorientation angle section for these four axes.
The misorientation axis is marked on each plot in
Fig. 16.12. For each misorientation there are distinct
peaks, with maxima for the planes distribution in the
range 3.5–4.2 MRD.

In Fig. 16.12a there are both twist boundaries and
asymmetric tilt boundaries along the (100) zone. The
distribution of planes along the (100) zone shows that
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Fig. 16.12 Stereographic
projection of grain boundary
plane normals from a lightly
deformed, wet rock salt
specimen for the (a)
20◦/[100], (b) 20◦/[110], (c)
20◦/[111], and (d) 20◦/[123]
misorientations. In each case,
the misorientation axis is
marked with a black dot

one of the interfacing planes is (100) and the counter-
part plane in the neighbouring grain is 20◦ displaced
(which it is geometrically required to be) on the (100)
zone. The 20◦/[110] misorientation section shows no
twist or asymmetrical tilt boundaries (Fig. 16.12b).
Rather, the planes are close to {100}, with some spread
indicating the presence of the geometrical counterpart
to the {100} plane on the other side of the interface.
A similar result is seen for the 20◦/[111] and 20◦/[123]
sections. It is clear that in these data there is a very
strong propensity for {100} boundary planes. Previ-
ous five-parameter data collected from MgO, using the
serial sectioning method, showed similar trends to the
data for NaCl (Saylor et al. 2003).

Figure 16.13 shows an example of the five-
parameter analysis performed on an alloy with an hcp
crystal structure, Ti-6%Al-4%V (Randle et al. 2008a).
The alloy had been deformed 10% by cold rolling, and
therefore contained deformation twins. Figure 16.13a
shows the planes distribution in the deformed spec-
imen for �13b, 57.4◦/[2 1̄ 1̄ 0]. There is a single,

very pronounced maximum of 120 MRD located at
the (0 1 1̄ 1) plane. It corresponds to the {1 0 1̄ 1}<
1̄ 0 1 2 > twin system of the �13b CSL, which
is the deformation twin. Figure 16.13b shows the

Fig. 16.13 Grain boundary plane distributions for the �13b,
57.4◦/[21̄1̄0], grain boundaries in deformed Ti-6%Al-4%V spec-
imens (a) before and (b) after annealing. The [0001] direction is
indicated by a hexagon and the [101̄0] direction is indicated by
an oval
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Fig. 16.14 Stereographic
projection of grain boundary
plane normals from an
annealed copper specimen. (a)
All grain boundaries included.
(b) All grain boundaries other
than �3

Fig. 16.15 Stereographic
projection of grain boundary
plane normals from an
annealed copper specimen for
misorientations about [110],
in 10◦ increments
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Fig. 16.16 Stereographic
projection of grain boundary
plane normals from an
annealed copper specimen for
misorientations on [111], in
10◦ increments. �3 grain
boundaries have been
excluded from these data and,
therefore, the 60◦ projection is
not meaningful

same distribution after annealing. The peak associated
with the plane of the deformation twin has decreased
marginally.

The five-parameter stereology has been applied
extensively to fcc metals and alloys. An example is
shown here of annealed copper. Figure 16.14a shows
the distribution for all boundaries. There is a strong
peak at {111}, which is largely due to the presence of
many coherent annealing twins, where the habit plane

is {111}. 61% of the total interface length was �3.
However, when all �3 boundaries are removed from
the data set (Fig. 16.14b), there is still a small peak
at {111}, with a value of 1.36 MRD. Figure 16.15
shows the planes distribution for the <110> misori-
entation axis, for the entire misorientation angle range
(10◦–60◦). The planes of high angle boundaries are
mostly spread along the (110) zone, i.e., they are [110]
asymmetrical tilt boundaries. The maxima have high
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MRD values, especially in the 30◦ and 40◦ sections,
which correspond to �27 and �9 boundaries, respec-
tively. These boundaries are generated as a result of
multiple twinning. Figure 16.16 shows the planes dis-
tribution for the [111] misorientation axis. On the
whole there is a tendency for (111) twist boundaries
to predominate, i.e., there are maxima at (111). In
both Figs. 16.15 and 16.16, �3 boundaries have been
omitted. The planes distribution for the [100] mis-
orientation axis is not presented here, because plane
densities with values of only one MRD or less were
recorded.

There are some striking similarities between all the
fcc metals examined so far; for example, the overall
planes distribution is always dominated by {111}, even
when �3 misorientations have been extracted. Also,
there are some significant differences depending on
the processing route and specific material parameters
(Randle et al. 2006, 2008b). The five-parameter data
acquired has contributed to our knowledge and under-
standing of grain boundaries in polycrystals. In par-
ticular, the analysis of these and previous results from
ceramic materials has led to the suggestion that “spe-
cial” boundaries are those which terminate on low-
index boundary planes (Rohrer et al. 2004). This is in
contrast to previous, misorientation-based definitions
of a special boundary.
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Chapter 17

Strain Mapping Using Electron Backscatter Diffraction

Angus J. Wilkinson, David J. Dingley, and Graham Meaden

17.1 Introduction

In this chapter we review the progress that has been
made toward elastic strain (i.e., stress) mapping using
electron backscatter diffraction. In particular we focus
on development of an analysis method based on using
cross-correlation to determine small shifts in the EBSD
patterns with respect to a reference pattern. The pattern
shifts are determined at many subregions dispersed
across the wide angular span of the EBSD pattern, and
the magnitude and angular distribution of shifts allows
the strain and rotation tensor to be determined. Pattern
shifts at a resolution of ±0.05 pixels, or in some cases
even better, have been reported, which corresponds to
a sensitivity of ∼±10–4 in the components of the strain
and rotation tensor.

17.1.1 The Need for Local Strain
Assessment

The need to know the local state of stress and strain
in a region of material is of the utmost importance
in a wide range of applications, from semiconductor
structures and devices to structural engineering com-
ponents. In strained-Si devices local strain states are
purposely designed into the active channel region so as
to provide performance benefits. However, in other sit-
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uations, such as near various isolation structures, the
strains must be kept small so as to prevent genera-
tion of dislocations which can catastrophically degrade
the device response. In structural materials local strain
enhancements near microstructural features, such as
inclusions, precipitates, and grain boundaries, need to
be studied if the deformation and failure process are
to be understood. The desire for experimental methods
with which to measure and map localised strain distri-
butions is pervasive in the materials sciences.

17.1.2 Competing Strain Mapping
Techniques

Figure 17.1 shows the approximate length scales and
strain sensitivities achieved by a variety of strain mea-
surement techniques.

Hole drilling and other material removal techniques
have been widely used by engineers in the macro-
scopic regime; they rely on the monitoring of strain

Fig. 17.1 Approximate length scales and strain sensitivities
offered by a range of strain analysis techniques. Those towards
the bottom left combine superior spatial resolution with superior
strain sensitivity
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or displacements that are induced in components due
to relaxation of residual stresses generated at newly
exposed free surfaces. This approach has recently been
adapted to the micro- and nanoscale by using a focused
ion beam (FIB) for the material removal and SEM or
FIB imaging to monitor the resulting displacements
(Kang et al. 2003; Sabate et al. 2006).

X-ray diffraction is perhaps the most well devel-
oped of techniques for internal strain measurement
(see, e.g., Bowen and Tanner 1995). Lattice parame-
ters and hence strains of the order of 1 part in 105

can be determined using X-rays; however, the spa-
tial resolution of laboratory based experiments is at
best on the order of 100 microns. The use of syn-
chrotron sources can lead to considerable improvement
in spatial resolution; however, users have to bear the
expense and inconvenience of a large central facil-
ity (e.g., Tamura et al. 2002; Di Fonzo et al. 2000).
Neutron diffraction also offers high strain sensitivity,
and unlike X-rays, can be used to sample volumes of
material deep within the sample (Stone et al. 1999).
However, the spatial resolution is generally below the
length scale of the microstructure or device to be inves-
tigated, so that only volume-averaged strain values can
be obtained.

A range of powerful spectroscopic techniques has
been used for analyzing strain in semiconductor and
polymeric structures. These methods rely on a strain-
induced shift of peaks in luminescence (Yamaguchi
et al. 1990) or micro-Raman (Dietrich et al. 1993;
Young 1997) spectra, and as such are indirect mea-
surements of strain, which generally do not lend them-
selves to determination of the entire strain tensor.
In addition, these techniques are often limited by
diffraction to spatial resolutions of a little less than a
micrometer.

The image correlation method can be used with
images obtained by a variety of microscopic imag-
ing methods, most typically optical and SEM (which
offers a higher spatial resolution). In early work the
strain sensitivity was estimated to be only 1 part in 100
(Davidson 1991; Kinaev et al. 1999), but more recently
improved algorithms have enhanced the sensitivity by
about an order of magnitude (Da Fonseca et al. 2005).
However, because strains are determined by comparing
the relative positions of features in a pair of images, the
method cannot determine strains caused by processing
or loading that occurred prior to the capture of the first
image.

The strong interaction between electrons and mat-
ter, coupled with the ability to make fine electron
beams, naturally leads to electron-based methods hav-
ing good spatial resolution. TEM-based diffraction
methods offer a powerful combination of very high
spatial resolution and good strain sensitivity. Conver-
gent beam electron diffraction (CBED) has perhaps
been the most widely employed technique, (Maier
et al. 1996).

However, the need for a thin foil is a major limita-
tion that is very difficult to overcome. The stress state
in the thin foil is often highly relaxed compared to the
original bulk sample, and it is at best difficult to under-
take in situ loading with any real degree of control.

This chapter will show that EBSD can provide a
means of determining local strains with an attrac-
tive combination of high spatial resolution and good
strain sensitivity. Furthermore, EBSD does not suffer
from the need for a thin foil that limits the CBED
method.

17.1.3 Review of Applications of EBSD
to Analysis of Elastic Strains

Despite early attempts to obtain elastic strain informa-
tion from EBSD patterns by Troost et al. (1993) and
Wilkinson (1996, 1997) over a decade ago, progress
has been relatively slow. However, there are clear signs
that there is much more activity in this area in the last
few years.

Many researchers have attempted to use a simple
measurement of the Kikuchi band width to determine
the Bragg angle, and through that, the lattice plane
spacing. Such an approach has been implemented in
the analysis of electron channelling patterns (ECPs) in
which higher order features can be seen (Madden and
Hren 1985; Kozubowski et al. 1991). However, Wilkin-
son (1997) noted that such high order features tend not
to be present in EBSD patterns, and so the approach
cannot attain the precision required to enable strain
measurement.

Keller et al. (2004) used EBSD to investigate strain
fields near the tip of an oxidation front produced along
an Al0.98Ga0.02As layer within an Al0.98Ga0.02As/GaAs
multilayer in a VCSEL laser prototype structure.
They too concluded that measurement of Kikuchi
band widths could only achieve a strain sensitivity
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of ∼0.2%, but noted that severe elastic strain gra-
dients caused blurring and reduction in contrast in
the patterns. They then used the pattern quality index
within commercial EBSD software to determine the
spatial extent of the severe strains and strain gradi-
ent fields caused by the volume increase associated
with the layer oxidation, finding agreement with finite
element simulations. Luo et al. (2006) tried to follow
the approach of Keller et al. in analyzing strain gradi-
ents in MOCVD-grown GaN films on sapphire using
cross-sectional samples. Wu et al. (2007) and Fan et
al. (2007) have also examined pattern quality vari-
ation in cross-sectioned semiconductor heterostruc-
tures (wafer-bonded GaN on GaAs, and epitaxial
InGaAsP/InP, respectively) in attempts to image the
spatial extent of severely strained material. Of these
studies, that of Keller et al. is the most convincing and
correctly emphasizes the point that it is strain gradients
within the diffracting volume, rather than the mean
strain, that are significant for pattern blurring. Quantifi-
cation will always remain difficult with this approach,
and is exacerbated by effects from surface topog-
raphy frequently encountered in cleaved cross sec-
tions of heterostructures, changes in material (atomic
number, Debye-Waller factors, etc.), and surface
contamination.

An interesting approach to extracting higher res-
olution measurements from EBSD patterns and
Kossel patterns has been made by Maurice and
Fortunier (2008). They have suggested modifying
the two-dimensional Hough transform conventionally
employed in orientation measurements to a three-
parameter Hough transform which accounts for the
hyperbolic nature of the Kikuchi band edges. Work-
ing on simulated EBSD patterns, they demonstrate
that this three-dimensional Hough transform allows
greater precision in locating the Kikuchi bands, and
so allows measurement of the distortion of the lat-
tice away from the expected lattice parameters and
angles. They state that strain imposed on the simulated
patterns can be measured to ∼2×10-4. Measurements
on real patterns are yet to be reported, but possible
factors that may affect such measurements include
noise, especially as the analysis makes use of deriva-
tives of the EBSD patterns, and intensity asymmetries
across the bands (see Chapter 2 by Aimo Winkel-
mann) not accounted for in the semi-empirical pattern
simulations used. These factors are likely to reduce
the strain sensitivity found in their proof of concept

analysis, but the methodology is novel and shows
promise.

The most mature EBSD strain measurement
methodology is the cross-correlation-based pattern
shift analysis. This approach had its beginnings in
the early work by Troost et al. (1993) and Wilkinson
(1996, 1997), and has culminated in the development
of a general and user friendly tool in the work of
Wilkinson et al. (2006a, 2006b). The approach relies
on the fact that elastic strains and small rotations cause
small shifts in features, such as zone axes, within the
EBSD patterns and that these can be measured using
cross-correlation techniques and related to the strain
and rotation tensor.

The approach is described in detail in Section 17.2
below, but here we briefly review the literature relating
to the method.

Initial work made use of a large specimen-to-screen
distance to enhance the angular resolution to the level
required to enable strain measurement. This resulted
in a small capture angle for the EBSD system so
that the pattern shifts had to be measured one zone
axis at a time. This necessitated the use of simplify-
ing assumptions about the nature of the strain state
in order to mitigate against the experimental difficul-
ties of making multiple scans of the same region of
the sample after reorienting it to bring different zone
axes onto the EBSD detector. Although Wilkinson
(2000a) presented the analysis for the general case of
an arbitrary rotation and strain tensor requiring mea-
surements of pattern shifts at four distinct regions
of the pattern, measurements were essentially limited
to consideration of the simplified cases of tetrago-
nal distortion (Wilkinson 1996), and generalized plane
strain (Wilkinson 2000b). Early implementations of
the method used a small capture angle geometry. Mak-
ing measurements at four distinct regions of the pattern
therefore required collecting patterns from the same
region with the sample in four different orientations.
This led to considerable errors in some of the compo-
nents of the displacement gradient tensor, as is evident
in the data presented in Wilkinson (2000c).

Wilkinson (2001) returned to the more common
large capture angle EBSD geometry and showed that it
was possible to use cross-correlation analysis to deter-
mine small angle misorientations to 0.02◦, an improve-
ment of over an order of magnitude from Hough
transform-based analysis. Furthermore, the misorien-
tation axis was also retained to ±2◦ for misorientations
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above about 0.5◦ in angle. This is markedly better
than the situation for the Hough-based analysis, for
which little information concerning the axis is avail-
able for misorientations below ∼5◦ (Prior 1999). Bate
et al. (2005) gave an analytical relationship showing
the rapid increase in the error in determining the direc-
tion of the misorientation axis that results as the mis-
orientation angle is decreased at some fixed orientation
measurement error; this fits well with experimental
data. They also implemented a cross-correlation analy-
sis, similar to that of Wilkinson (1999, 2001), and used
it to determine the rotations within grains of deformed
and recovered Al samples.

Tao and Eades (2005) have also explored cross-
correlation measurement of shifts in both EBSD pat-
terns and their Hough transforms, although they did
not relate these shifts to strains and rotations within
the sample. They claimed that implementing the cross-
correlation analysis in the �� Hough transform space
had advantages over analysis of the patterns directly.
However, avoidable artifacts were present in their
cross-correlation functions generated by analysis of the
patterns directly, which were suppressed when using
the Hough transform of the patterns. This appears
to have led them to a false conclusion. The current
authors, and Bate et al. (2005), have independently
examined cross-correlation of the Hough transforms,
and can find no advantage in it over direct comparison
of the EBSD patterns; however, one clear disadvantage
is apparent, namely, the considerable increase in com-
putation time.

Landon et al. (2008) have implemented the method
described by Wilkinson et al. (2006). Their interest is
in the deformation of metals and in recovery of the geo-
metrically necessary dislocation (GND) density, using
their extension of the analyses by Nye (1953) and
Kröner (1958). They confirm the strain and rotation
sensitivity reported by Wilkinson et al. (2006a, 2006b);
and from measurements on well annealed Ni using
40 nm steps, they show that this can lead to recovery
of the GND content to a level of 2×10-7 m-2.

Miyamoto et al. (2007) have produced a variant of
this method using phase correlation rather than cross-
correlation to determine the pattern shift. Although to
date the sensitivity achieved is a little lower, it is clearly
much more sensitive than the conventional Hough-
based analysis. They successfully used the method to
measure the lattice curvature and strains induced by
martensitic transformations in various model ferrous

systems chosen to represent different martensite mor-
phologies.

Several other groups are now using the CrossCourt
software developed by Wilkinson et al. (2006a, 2006b).
Ishido et al. (2007) have reported some of their mea-
surements on cross-sectional samples of various and
AlGaN/GaN heterostructures grown by MOCVD on
Si substrates. In one sample, a multilayer consisting
of 50 repeats of 5 nm AlN and 25 nm GaN was used
to improve the quality of the subsequently grown thick
800 nm GaN layer. Strain variations between these lay-
ers are evident across the 50 repeats of the multilayer,
giving strong evidence that high spatial resolution
is achieved. The amplitude of the strain variation
between the layers has not been corrected for the dif-
ference in c/a ratio for the unrelaxed, stress-free, AlN,
compared to the reference GaN pattern used.

Vaudin et al. (2008) have made measurements of
residual strains near indents in Si. These test samples
have allowed direct and detailed comparison of EBSD
with micro-Raman measurements. The micro-Raman
measurements allow access to only the in-plane biax-
ial stress, though by varying the wavelength of the
incident illumination, different depths can be probed
within the sample. Results from the two methods
converge as the sampling depth of the micro-Raman
method is reduced. Such comparisons help provide
confidence in the comparatively new EBSD method.

17.2 Cross-Correlation-Based Analysis
of EBSD Patterns

17.2.1 Geometry: Linking Pattern Shifts
to Strain

Figure 17.2 shows how an arbitrary strain and rigid
body rotation changes a direction r in the reference
crystal to r ín the strained crystal. Let A be the strain
gradient tensor describing the deformation mapping r
onto r,́ so that

A − I =
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Fig. 17.2 Schematic diagram showing how a strain and rota-
tion (exaggerated) act to alter a zone axis direction r shifting
across the EBSD screen by q

and

r′ = Ar, (17.2)

where ui and xi are respectively the components of the
displacements and positions along the ith axis. The dis-
placement caused by the strain and rotation is shown as
Q in Fig. 17.2 and is related to A by:

Q = r′—r = (A − I)r (17.3)

However, the EBSD technique only measures the
projection of Q perpendicular to the direction r for
which we find it convenient to work with the vector
denoted by q in Fig. 17.2. We can write:

q = Q—λ r = {A—(λ + 1)I}r, (17.4)

where  is an unknown scalar. Thus measurement of q
for a given r gives three equations from which  can
be eliminated to leave two equations in eight variables:
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Measuring q for four widely spaced directions,
r then allows the values of ∂u1
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to be deter-

mined. However, measurement of q for additional
directions does not provide the information neces-
sary to separate the terms ∂u1

∂x1
, ∂u2

∂x2
, and ∂u3

∂x3
. This is

because the final degree of freedom in the tensor A
is the hydrostatic dilatation or contraction of the lat-
tice. This cannot be obtained directly using the cur-
rent method, since a simple change of lattice param-
eter generates no change in the angles between dif-
ferent zone axes and so does not cause any shifts in
the EBSD pattern. This last degree of freedom can be
recovered by imposing boundary conditions required
from the simple mechanical concept of equilibrium.
EBSD measurements come from very close to the free
surface of the sample (within, say, 10–20 nm), where it
is reasonable to assume that the proximity of the free
surface ensures that the stress �33 normal to the sur-
face is brought to zero to meet equilibrium conditions.
If we impose this condition and use Hooke’s law to
write the stress in terms of strains and elastic stiffness
constants Cij, then we have a further equation allowing
separation of all three normal strains. This gives full
determination of the displacement gradient tensor (i.e.,
strains and rotations), assuming that the elastic con-
stants are known for the crystal under investigation.

In most of our work, we measure the pattern
shift q at many more (typically 15 to 20) than the
minimum four directions r required, and use least
squares methods to obtain a “best fit” solution for the
displacement gradient tensor A. This approach reduces
the noise somewhat and also provides a means of
assessing the quality of the measurement. This is done
by using the best fit solution to calculate the expected
angular shift at each of the selected subregions of the
pattern. The absolute difference between the measured
and expected angular shifts is then averaged over
all the subregions to give a mean angular error for
the measurement. In most instances, good quality
patterns, obtained using a ∼1 megapixel camera at full
resolution, allow a mean angular error of 10-4 radians
or less to be obtained.

17.2.2 Pattern Shift Measurement

At the heart of the method is the use of cross-
correlation analysis to determine pattern shifts, i.e., rel-
ative positions of common diffraction contrast features
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(a)

(b) (c) (d)

(e) (f) (g)

Fig. 17.3 (a) EBSD pattern recorded from GaN, (b) subre-
gion extracted for analysis, (c) intensity and contrast brought
smoothly to zero at edges using weighting function (Equation
17.6), (d) Fourier transform of weighted subregion, (e) applica-

tion of band pass filter to Fourier transform, (f) back transform
of filtered Fourier transform, (g) cross-correlation with second
pattern (after similar preprocessing)

in the test EBSD pattern compared to a reference pat-
tern. These pattern shifts are obtained at subpixel reso-
lution, which is in line with the use of cross-correlation
for image matching in other fields (e.g., Da Fonseca et
al. 2005; Fincharm and Spedding 1997). The steps are
outlined in Fig. 17.3.

The cross-correlation functions were calculated at
numerous widely-dispersed subregions of pairs of
EBSD patterns extracted at exactly the same place in
the CCD camera image. The size of the subregions can

be varied, but we typically used subregions measuring
256×256 pixels. For each subregion the mean inten-
sity is first determined, and then subtracted from every
pixel, so as to bring the new mean to zero. The result-
ing intensities were then multiplied by the following
weighting function:

f (x, y) = cos
(π x

256

)
cos
(π y

256

)
, (17.6)
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where x and y give the pixel position relative to an ori-
gin at the centre of the subregion. This brings inten-
sities smoothly to zero at the edges of the subregion
and helps prevent aliasing/leakage problems when fast
Fourier transforms of each subregion are calculated.
The weighting function also means that the pattern
shift measurement is dominated by the central part of
the subregion, i.e., its effective size is rather smaller
than is at first apparent (compare b and c in Fig. 17.3).
The cross-correlation function is then the inverse
Fourier transform of the product of the Fourier trans-
form of one subregion and the complex conjugate of
the Fourier transform of the second subregion. Use of
Fourier transforms in calculating the cross-correlation
function is computationally faster than direct calcu-
lation, given the size of the subregions used here. In
Fig. 17.3 g the cross-correlation function is represented
as an intensity distribution in which the ordinates are in
pixels. The intensity at a point in the distribution repre-
sents the degree of correlation between the first (undis-
placed) image and the second (displaced) image. The
magnitude and direction of the displacement is given
by the vector defining the point with respect to the cen-
tre of the image. The point with maximum intensity is
that of maximum correlation between the two images.

Although not required to calculate the strain and
rotation, the height of the cross-correlation peak is use-
ful in assessing the quality of the data produced. In
our analysis we use the peak height information as
follows. For a given subregion, the peak heights are
normalised to bring the peak height for the reference
pattern (auto-correlation) to unity. The geometric mean
of normalised peak heights for all subregions on a pat-
tern then gives a useful parameter indicating the qual-
ity of the match to the reference pattern. Where pat-
terns are of poor quality because of surface contamina-
tion or severe plastic deformation, or where they show
shadowing from surface topography, the mean peak
height is low. Mean peak height values below ∼0.25
are indicative of problems with the test pattern. Data
sets can of course be filtered, by comparing the mean
peak heights to a threshold value.

Care must be taken to remove the influence of
defects in the phosphor screen from the EBSD pat-
tern, because such features remain in exactly the same
position from pattern to pattern regardless of strain in
the sample, and so can lead to artifacts in the analy-
sis. We therefore “flat field” all the patterns using stan-
dard background subtraction methods. However, we

also may take advantage of the fact that the Fourier
transforms of the subregions are calculated in deter-
mining the cross-correlation functions, and can use fil-
tering in the frequency domain to improve our results.
Removing high frequency components from the analy-
sis has been shown (Wilkinson et al. 2006a) to reduce
the scatter in the pattern shift measurements by remov-
ing random noise from the patterns.

The CrossCourt software1 also allows for removal
of low frequency components and this has proved use-
ful in situations where pattern overlap is encountered
at grain boundaries (Clarke 2008), or where surface
topography causes changes in the background intensity
variation.

17.2.3 Sensitivity Analysis

We have been careful to assess the sensitivity of the
method in several ways. The first of these tests is to
simply deflect the incident beam across the surface of
a high quality single crystal sample and to note that
this should induce a shift of the entire pattern across
the scintillator screen. Measurement of pattern shifts
at many subregions should yield a mean pattern shift
that varies linearly with the distance through which the
incident beam is deflected, and the deviation in shifts
measured at all subregions of a given pattern gives an
indication of the extent of scatter in the measurements.
Fig. 17.4 shows the mean of pattern shifts measured at
20 subregions of EBSD patterns obtained from a GaAs
single crystal as the beam is displaced by ±10 �m in
1 �m steps. Error bars indicate the standard deviation
in shifts measured at the different subregions of each
pattern and are on average 0.02 pixels, which corre-
sponds to an angle of 4×10-5 rads at the pattern centre.
The improvement compared to the somewhat larger
value initially reported by Wilkinson et al. (2006a) is
simply due to the better signal-to-noise ratio in the pat-
terns analyzed here. Indeed, Wilkinson et al. (2006a)
discuss the influence of noise, filter settings, and size

1 Further information concerning CrossCourt software
is available from BLG Productions Ltd, Bristol, UK
(www.blgproductions.co.uk)
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Fig. 17.4 Sub-pixel pattern shifts induced by displacement of incident electron beam across a GaAs single crystal

of the subregions on the resulting scatter in the pattern
shift measurements.

It should be noted that the pattern shifts induced
by the incident beam displacement are uniform across
the whole EBSD pattern, while strains and rotations
will cause shifts that vary across the pattern. In general
there will be some variation in the pattern shift across
each of the subregions, which may tend to reduce the
resolution of the average pattern shift for a given sub-
region. We have also therefore used externally applied
rotation of an unstrained single crystal as a further
test of the method. Figure 17.5 shows results from
such an experiment on a GaAs single crystal that was
rotated about its surface normal (the x3 axis) from
–5◦ to 0◦ in 0.5◦ steps and then on to +5◦ in 1◦ steps.
At each sample orientation a set of 11 patterns were
taken from the sample using the full resolution of the
camera. Figure 17.5 shows the results obtained using
shifts measured at 15 subregions on each pattern. The
mean values show the dominant rotation component
is as expected w12, and that the measured values are
close to the nominal applied ones. The other two rota-
tion components remain much smaller, and the slight
variations are probably due to inaccuracies in aligning
the sample within the SEM. Perhaps more important
is the lower plot in Fig. 17.5 which shows the extent
of scatter in the measured rotations, which increases
from ∼5×10-5 rads at zero rotation to ∼1.5×10-4 rads
for applied rotations as large as 5◦ (87 mrad). Also
shown on this lower plot is the mean angular error
associated with the best fit solution. This too increases
with the size of the applied rotation from ∼6×10-5 rads

at zero rotation to ∼6×10-4 rads at 5◦ rotation. Fur-
ther studies of this kind indicate that the pattern shift
measurements begin to become unreliable if the
applied rotation is larger than ∼8◦. Such rotations
generate large shifts and changes in the intensity
distributions within the EBSD patterns, and the cross-
correlation analysis begins to fail in some of the sub-
regions, leading to erroneous results, which are made
obvious by a significant increase in the mean angular
error.

The sensitivity of the results to calibration param-
eters in the EBSD projection geometry (i.e., pattern
centre and specimen-to-screen distance) has also been
examined. For example, Fig. 17.6 shows the effects of
altering the x position of the pattern centre location on
rotations measured using the cross-correlation-based
analysis. The plots are for four different nominal rota-
tions of 0◦, 0.5◦, 1◦, and 2◦ applied to a single crystal Si
sample. It is seen that very large calibration errors are
required to make any significant impact on the rota-
tion measurements. A 10% change in the pattern cen-
tre location induces changes in the measured rotation
angles that are less than 1% of the expected value.
Calibration using Hough-based analysis within an
iterative scheme aimed at minimizing the errors in
interplanar angles typically results in pattern centre
determination to better than ±1%. Systematic errors
from detector geometry are thus seen to be smaller than
random errors from the pattern shift measurement, for
the regime of small angle rotation and elastic strains
that is of most significance for the application of this
method.



17 Strain Mapping Using Electron Backscatter Diffraction 239

–0.1

–0.08

–0.06

–0.04

–0.02

0

0.02

0.04

0.06

0.08

0.1

–0.1 –0.08 –0.06 –0.04 –0.02 0 0.02 0.04 0.06 0.08 0.1

w12

w23

w31

nominal applied rotation (rads)

measured rotation (rads)

+5°–5°

0.00001

0.0001

0.001

–0.1 –0.08 –0.06 –0.04 –0.02 0 0.02 0.04 0.06 0.08 0.1

w12

w23

w31

mean angular error

nominal applied rotation (rads)

standard deviation in measured rotations (rads)

+5°–5°

Fig. 17.5 Measurements of applied rotations to a GaAs single crystal. Upper plot: mean values from 11 patterns per nominal
orientation. Lower plot: scatter in results and mean angular error in best fit solution

17.2.4 Illustrative Applications

Here we give two example applications of the tech-
nique to illustrate the type of information obtainable.

The first example is of semiconductor structures
consisting of a 200 nm thick Si0.85Ge0.15 epilayer
grown on a (001) Si substrate patterned with shear-
sided raised mesas (Wilkinson 2006). The mesas were
rectangular, with lengths 400 �m along the [1–10]

directions and widths from 15 �m to 1 �m along the
[110] direction. Line scans were conducted on the
top surface of mesas of various widths using a JEOL
JSM6500F at a beam energy of 15 keV, a beam cur-
rent of ∼16 nA, and a sample tilt of 60◦. The strains
and rotations reported here are referred to the fol-
lowing Cartesian axes system: x1 along the width
of the mesa, i.e., [110]Si; x2 along the mesa stripe
direction, i.e., [1–10]Si; and x3 along the wafer sur-
face normal, i.e., [001]Si. A reference pattern was
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Fig. 17.6 Effects of large changes to assumed pattern centre × position on the measured rotation for applied rotations of 0◦, 0.5◦,
1◦, and 2◦. Points show averages of 5 measurements and error bars are ±1 standard deviation

obtained at the centre of the largest mesa, with width
15 �m, where it was assumed that the strain was that
of the unrelaxed epilayer (i.e., e11 = e22 = -6.2×10-3,
e33 = +4.8×10-3).

Figure 17.7 shows the variation of each of the
strain and rotation components measured across one
of these mesas. There are significant rotations w13

about the x2 axis parallel to the long axis of the
mesa (see Fig. 17.7a). Over the outer ∼0.5 �m at
each mesa edge, the lattice rotates as the epilayer
expands outwards because of the removal of the lat-
eral constraint at the edge of the mesa. The rotations

are of equal magnitude, but in the opposite direc-
tion at the two mesa edges. No significant rotations
w23 and w12 about the x1 and x3 axes are observed,
which is in accord with the expected response given the
sample symmetry.

The sample symmetry should also constrain the
e12 and e32 shear strain components to zero, while
the equilibrium condition that �31 should be zero
and the orthotropic symmetry of the elastic con-
stant should constrain e31 to zero. The experimen-
tal results (Fig. 17.7b) confirm these constraints, as
all three shear strains remain essentially zero. Over
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Fig. 17.7 Strain and rotation distributions across the width of a narrow SiGe/Si mesa stripe. (a) rotations, (b) shear strains, (c)
normal strains, and (d) mean angular error and peak height parameters used to assess quality of measurements

the central 400 nm of the mesa the standard deviation
in each of the shear strain components is ∼7×10-5,
confirming previous assessments of the technique’s
sensitivity.

The normal strain components (Fig. 17.7c) show
the most significant variations. The e22 component
remains close to the misfit strain of –6.2×10-3

expected for an unrelaxed blanket film of Si0.85Ge0.15.
However, the e11 component shows significant relax-
ation away from this value because of the removal of
the lateral constraint along the x1 axis. This relaxation
is strongest at the mesa edges, but some relaxation
extends into the central region of the mesa.

Also shown in Fig. 17.7 are the normalized cross-
correlation peak height values (discussed in Section
17.2.2). Generally these values remain high within this
data set, even as the electron beam is displaced over
the mesa edges. The variation in peak height values is
due to subtle changes in pattern intensities as the beam
breaks through the sidewalls of the mesa stripe. A fur-
ther important check on the quality of the measure-
ments is the mean angular error (discussed in Section
17.2.1). This is seen to increase abruptly, by almost two
orders of magnitude, as the electron beam is displaced
over the edges of the mesa structure. Indeed, these step
changes in the mean angular error were used to define
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the edges of the mesa stripes; and previous plots of
rotations and strains were limited to the central region,
where measurements came from the top surface of the
mesa. Here the mean angular error is 1.7×10-4 aver-
aged over the width of the mesa, compared to 8×10-5

over the central 400 nm. The significant rotations and
strain variations described above are clearly well above
the mean angular error.

The extent of elastic relaxation at the centre of the
mesa stripes was studied as a function of mesa width.
The strains at the mesa centres were used, along with
single crystal elastic constants, to calculate the normal
stress σ 11 across the mesa width. Figure 17.8 shows
these experimental data and compares them to the the-
ory of Luryi and Suhir (1986), which is seen to give
good predictions of stress at the mesa centres.

The second example concerns localized deforma-
tion caused by nanoindentation in a metallic sample
(Randman 2006).

A Fe-0.01wt %C polycrystal, with a mean grain
size of ∼50 �m, was polished to 1 �m diamond and
then electropolished in an electrolyte of 10% perchlo-
ric acid and 90% acetic acid at 19 V and ∼20◦C for
45 s. Indents were made with a diamond Berkovich
indenter tip using an MTS Nanoindenter XP, and
results here come from an indent made to a final
depth of 500 nm. The EBSD measurements were made
on the indented surface in a JEOL JSM 6500F FEG
SEM operated at 20 keV, and a probe current of
∼2 nA. Figure 17.9 shows a secondary electron image
of the indent, and strain and rotation maps gener-
ated from the EBSD analysis. The mean peak height
map (Fig. 17.9b) shows that the shadowing of pat-
terns obtained from within the indent itself leads to
poorer quality data. All other maps have been fil-
tered so that results are only shown if the mean
peak height is above 0.2. Such filtering successfully

removes points with large mean angular error; and
Fig. 17.9c shows that the mean angular error reaches
values up to ∼10-3 rads close to the indent, but falls
to much lower values (∼10-4 rads) further away from
the indent. It should be noted that the colour scale
spans a range an order of magnitude larger for the rota-
tion and strain maps compared to the mean angular
error map.

Rotations (Fig. 17.9d, e, f) are generally large com-
pared to the mean angular errors. Near the face denoted
A in the secondary electron image, Fig. 17.9a, we
expect the plastic flow away from the indenter face to
cause lattice rotations w23 that are predominantly about
the x1 axis, and that is seen to be the case (Fig. 17.9e).
The other two components w31 about the x2 axes nor-
mal to the edge of the indent (Fig. 17.9f), and w12 about
the sample surface normal (Fig. 17.9d), are both gener-
ally smaller than w23 and vary considerably with their
position along face A, even changing sign from one
end to the other. The w23 rotations are smaller near
faces B and C than near face A. The indenter has mir-
ror symmetry along the plane bisecting face A parallel
to the x2 axis; however, this symmetry is not main-
tained in the distribution of w23 rotations. This loss of
the indenter symmetry is even more marked for the w12

and w12 components of rotation, and is presumably due
to the specific alignment of the available Burgers vec-
tors and slip planes in the indented crystal.

The strains (Fig. 17.9 g, h, l) are generally smaller
than for the rotations, and so these maps appear a
little noisier and, in some regions very close to the
indenter, become comparable to the mean angular error
(Fig. 17.9c). However, systematic elastic strain vari-
ations above the noise and sensitivity limit of the
method are clearly resolved for some strain com-
ponents. For example, near face A the e11 strain
is clearly tensile (Fig. 17.9j) while e22 is compres-
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Fig. 17.8 Stress at centre of
mesa stripe as a function of
width
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(a) Secondary electron image

(b) Geometric mean of normalise cross
      correlation peak heights

(c) Mean angular error in best fit solution
      for strains and rotation.

Fig. 17.9 Secondary electron image and EBSD generated maps of rotation and elastic strain fields near a 500 nm deep Berkovich
indent in an Fe-0.019wt %C sample
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(e) Rotation w23 about horizontal axis

(f) Rotation w31 about vertical axis

(d) Rotation w12 about surface normal

Fig. 17.9 (continued)
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(i) Shear strain e31 out of surface

(h) Shear strain e23 out of surface

(g) Shear strain e12 within surface plane. 

Fig. 17.9 (continued)
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(k) Normal strain e22 along vertical axis. 

(l) Normal strain e33 along surface normal. 

(j) Normal strain e11 along horizontal axis. 

Fig. 17.9 (continued)
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sive (Fig. 17.9 k), which is in good accord with
expectations based on hoop and radial strains near an
expanding cavity.

From comparison of the maps shown in Fig. 17.9
it is clear that rotations dominate over elastic strains.
This is a result of the significant plastic strain gener-
ated close to the indent. In such circumstances it is
reasonable to use Nye’s analysis to estimate the geo-
metrically necessary dislocation (GND) content near
the indenter. From knowledge of the three rotation
components (Fig. 17.9d, e, f) on the surface plane,
it is possible to calculate six of the nine lattice
curvatures that are required to form Nye’s disloca-
tion tensor. The three missing curvatures concern the
change of rotation with depth into the sample and
thus are not directly accessible, though analysis on a
FIB/SEM instrument may in the future allow these
terms to be determined as well. In Fig. 17.10 a
map is presented which shows a lower bound esti-
mation for the GND distribution near this indent.
This is a lower bound density for two reasons: firstly,
because it is calculated on the assumption that three
unknown curvatures are zero (which is unlikely to be
the case); and secondly, because the crystallographic
constraints and ambiguities concerning possible Burg-
ers vectors and line directions are ignored in
favour of what Sun et al. (2000) term a “sim-
ple cubic deconstruction.” This simple cubic decon-
struction ignores the specifics of the sample crys-
tallography and instead considers nine types of
GNDs, generated by having possible line directions
and Burgers vectors lie along the three Cartesian
reference axes, i.e., x1, x2, and x3. GND densities
of ∼2×1014 m-2 are found in some regions close to
the indent.

17.3 Concluding Remarks

EBSD has become an indispensable tool for the char-
acterization of grain size, texture, grain boundary type
distributions, and many related quantitative descrip-
tions of polycrystalline microstructures. Development
of cross-correlation-based analysis of EBSD patterns
has come to fruition over the last few years; and soft-
ware is now commercially available (BLGproductions
Ltd, UK, www.blgproductions.co.uk) that can deliver
strain measurements at a sensitivity of ∼10-4. The

Fig. 17.10 Lower bound estimate of geometrically necessary
dislocation distribution near indent in Fe-0.019wt %C. GND
density is in lines/m2

method gives access to variations in the full strain and
rotation tensor at the high spatial resolution offered by
EBSD. This, coupled with the relative ease of use and
wide availability of EBSD systems on FEG SEMs, is
likely to lead to a considerable increase in research
activity in this area over the next 10 years or so.
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Chapter 18

Mapping and Assessing Plastic Deformation Using EBSD

Luke N. Brewer, David P. Field, and Colin C. Merriman

18.1 Plastic Deformation Effects on the
EBSD Pattern and Orientation Map

This chapter reviews approaches for mapping and
assessing plastic deformation using EBSD. This dis-
cussion will be focused on the approaches based
upon EBSD pattern rotation. Pattern rotation can be
mapped or quantified in terms of straight orientation
change, local misorientation, average misorientation,
or the calculation of geometrically necessary disloca-
tion densities. In polycrystals, the misorientation can
be mapped using several different kinds of metrics to
visualize plastic deformation around cracks, indenta-
tions, and inside deformed grains. We will discuss a
number of average misorientation metrics that have
been developed to quantify the correlation between
plastic deformation and EBSD data. Finally, we will
survey the more recent work in the measurement and
display of geometrically necessary dislocations and
their connection to deformation structures in metals.

Electron backscatter diffraction (EBSD) is sen-
sitive to the collective effects of dislocations that
accumulate in the lattice during deformation. These
dislocations can be divided into two categories: those
which are termed “geometrically necessary” disloca-
tions (GNDs—also called excess dislocations by some
researchers), and which give rise to curvature in the
lattice; and those which are “statistically stored” (sta-
tistically stored dislocations, SSDs), and which do

L.N. Brewer (�)
Sandia National Laboratories, Albuquerque, NM 87123–1411,
USA
e-mail: lnbrewe@sandia.gov

not result in lattice rotation. It is somewhat imprecise
to say that EBSD is “measuring plasticity.” Instead,
EBSD measures the effects of plasticity upon the crys-
tallite lattice in the form of lattice bending (GNDs) and
lattice imperfection (GNDs and SSDs). Much work has
been done to correlate various kinds of EBSD mea-
surements with the imparted plastic strain on poly-
crystals, but for the most part, these measurements
are still correlations. However, these correlative mea-
surements can be valuable for understanding the inter-
play between microstructure and plastic deformation
in materials. We will use the phrase “assessing plas-
tic deformation” throughout this chapter, but it is
important to remember that we are actually assessing
changes in polycrystals that are the result of plastic
deformation, not the “percent plasticity” itself.

The many kinds of EBSD experiments for assessing
plastic deformation and visualizing it in microstruc-
tures can be organized into a type of family tree
(Fig. 18.1). At the first branch, experiments analyze
either EBSD pattern degradation or pattern rotation
as a function of plastic deformation level. In each
of the branches, the analyst then analyses either the
EBSD pattern directly or some transform of the pat-
tern, usually the Hough transform in automated anal-
yses. Pattern degradation can be measured in a variety
of ways, with researchers showing some limited suc-
cess in relating these measures to local plastic defor-
mation. Methods for pattern degradation have included
fast Fourier transform analysis of individual patterns
(Wilkinson and Dingley 1991) and mapping of the
“image quality” (IQ) parameter across microstructures
(Wright and Nowell 2006). This chapter will not fur-
ther discuss pattern degradation approaches.

One of the more important connections between
the plasticity mechanics and EBSD is the use of
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Fig. 18.1 Tree of EBSD
experiments for assessing and
visualizing plastic
deformation

continuum descriptions of dislocations in describing
crystal plasticity. This work was begun by Nye in the
1950s and furthered by Ashby and others in the 1970s
(Ashby 1970; Nye 1953). A good summary paper of
these treatments is found in the work of Arsenlis and
Parks (1999). The direct connection of GND deter-
mination to EBSD was pioneered in the last several
years in the work of Adams (Adams 1997; El-Dasher
et al. 2003; Sun et al. 2000) and has been contin-
ued by several authors (Field et al. 2005; Pantleon
2008).

Dislocation behavior at this microstructural length
scale can be most simply summarized as the abil-
ity of dislocation networks to support a strain gra-
dient. Nye first noted that a strain gradient necessi-
tates the creation of dislocation networks to main-
tain the geometric continuity of the material in the
deformed state (Nye 1953). Ashby coined the term
“geometrically necessary dislocation” to describe this
set of continuum-level dislocations (Ashby 1970). It
is important to note that pure, uniform shear will not
generate GNDs; instead, they are the result of gradi-
ents in strain, which rotate the continuum field from
point to point (Fig. 18.2). The result of this rotation is
an overall Burgers vector, which explains the deforma-
tion from point to point at the continuum scale. Under
special conditions (e.g., single crystals, specific load-
ing geometries) materials can plastically deform with-
out a strain gradient. Dislocations are still involved
in this process, but they produce no observable over-
all Burgers vector at the continuum scale. Ashby

Fig. 18.2 Schematic of change in orientation (as represented
by Euler angles: �1, 	, �2) as the electron beam scans across
the surface of a crystallite. Note that the orientation changes only
when the beam crosses an array of dislocations that has a net
non-zero Burgers vector

described these dislocations as “statistically stored.”
Even polycrystalline materials under generalized load-
ing can have grain interior regions that possess dislo-
cations (SSDs) without any measurable GND densities
or resultant change in orientation (Fig. 18.2).

By definition, there is a direct connection between
GNDs and the orientations measured in EBSD. The
orientation of a point on the surface of the material
can be measured as gij, represented as an orientation
matrix. We generally assume Bunge’s notation and
convention with the triplet of Euler angles (φ1, Φ, φ2)
that are a direct result of the indexing of an individ-
ual EBSD pattern at a point (x,y) on the surface of the
sample. The change in orientation between two adja-
cent points can be expressed as the spatial gradient
of the orientation, gij,k. We can then write down the
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connection between the Nye dislocation tensor, �ij, and
this misorientation gradient (El-Dasher et al. 2003):

αi j = eikl g jl,k, (18.1)

where eikl is the permutation tensor.
Nye’s work connects the dislocation tensor to the

density of dislocations of different types.

αi j =
K∑

k=1

ρkbk
i zk

j , (18.2)

where ρ is the scalar dislocation density and the cou-
ple of bk

i zk
j specifies a particular dislocation type where

b is the Burgers vector and z is the line direction.
For a simple cubic system, there are nine components
comprising α and nine types of dislocations; so the
equation can be solved in a completely determinis-
tic fashion. FCC metals, however, have 36 types of
dislocations (including positive and negative disloca-
tions separately and both edge and screw components).
BCC metals also have many more slip systems than are
available in the simple cubic structure. This plethora
of dislocation types results in an underdetermined sys-
tem of equations. In order to determine the dislocation
densities for these systems, it is necessary to perform
some sort of optimization calculation. Since the solu-
tion is not unique, the dislocation densities calculated
are those which give the minimum total dislocation
densities required to achieve the observed lattice rota-
tion. Arsenlis and Parks discuss the use of two different
norms which minimize either the total number of dis-
locations required or the total line length (Arsenlis and
Parks 1999). If standard two-dimensional EBSD maps
are used, these norms are equivalent.

18.2 Pattern Rotation Approaches

Plasticity in polycrystalline materials usually results in
local crystal rotation, which EBSD is well designed to
measure. Typical values for misorientation resolution
using standard EBSD platforms are on the order of 0.5◦

(Wilkinson 2001). Using direct pattern analysis meth-
ods, angular resolutions down to 0.01–0.02◦ can be
achieved (Wilkinson 2001; Brough et al. 2006). Com-
pared to this sensitivity, plastic deformation in met-
als can easily cause several degrees of intragranular
rotation, and EBSD is therefore a useful technique for

measuring microscale crystal rotation and connecting
it with plastic deformation. We will divide our discus-
sion of crystal/EBSD pattern rotation measurement in
EBSD into three sections: (1) orientation and misorien-
tation mapping, (2) averaged misorientation measure-
ments, and (3) GND measurements.

18.2.1 Mapping Orientations
and Misorientations

In its most basic form, EBSD is used to map crystal
orientations. So much so, that one of the main prod-
ucts in EBSD is called orientation imaging microscopy
(Wright 1993). As described in Section 18.1, deforma-
tion of a crystalline solid usually results in the internal
rotation of the crystal. For single crystals, it is instruc-
tive to study the plastic deformation by mapping the
crystal orientation itself. For polycrystals, orientation
mapping is less useful as a measure of plasticity, since
the field of view is usually made up of many grains
with possibly random orientations.

An example of the ability of orientation maps to
show deformation in single crystals is the work of
Field et al. (2005) on the rate-sensitive compression of
single-crystal metals. In this work, two single-crystal
samples of high purity aluminum were deformed and
characterized using EBSD. One crystal was deformed
at room temperature using channel die compression
to 15% height reduction. The second crystallite was
deformed in uniaxial compression at a high strain rate.
As can be seen in Fig. 18.3, a map of the orientation
with respect to the compression direction shows a very
different crystalline response to the imposed deforma-
tion. The channel die compression results in bands
of spatially abrupt rotation, while the high strain rate
deformation produces a gradual rotation across a much
larger area of the crystal. Interestingly, the average dis-
location content for both of these areas is approxi-
mately the same, but the distribution of GNDs and the
consequent crystal rotation is strikingly different.

Misorientation mapping is useful for studying plas-
tic deformation in both single crystals and polycrys-
tals. As described in Section 18.1 of this chapter, the
spatial gradient in orientation can be directly related
to the lattice curvature, which in turn is related to the
plastic deformation in the crystal by way of the Nye
dislocation tensor, �. A common metric for change in
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Fig. 18.3 Orientation images of the Al single crystals for (a)
the specimen deformed in a channel die at 15% strain, and (b) the
specimen deformed at high strain rate. The orientation-shading

key with respect to the compression direction is shown at right.
Figure from Field et al. (2005)

orientation is the axis-angle pair (<u,v,w>,�) descrip-
tion of misorientation. Commonly, only the scalar rota-
tion angle portion of the description is used when
describing misorientation. Here we will use the scalar
definition of the misorientation angle, �, sometimes
termed the “disorientation.”

Although misorientation is one of the most basic
quantities from an EBSD measurement, there are many
ways of quantifying and visualizing misorientation or
quantities related to it. It is important to remember
that misorientation is a referential number; that is, it
is a misorientation with respect to some other orien-
tation. The choice of this reference orientation really
changes the nature of the measurement or the visual-
ization quite a bit.

The most basic measurement and visualization
of misorientation is grain boundary mapping. Grain
boundaries in EBSD are determined as locations at
which the scalar misorientation between adjacent pix-
els is greater than some critical value. For the high
angle grain boundaries (HAGB) that demarcate the
grains in a polycrystal, this critical misorientation
value is generally between 7◦ and 15◦. However, one
can also plot the density of low angle grain boundaries
(LAGBs) with misorientations between 1 and 10◦, for

example. These maps will show a higher density of
these LAGBs in areas of deformation. In fact, the num-
ber or line density of LAGBs for a given area can be
easily quantified. In Fig. 18.4, we can see that the den-
sity of LAGBs in the grains surrounding a fatigue crack
tip in stainless steel is much higher than in the grains
further away from the crack tip (Brewer et al. 2006b).
Note that by using the scalar misorientation, noth-

Fig. 18.4 EBSD maps from a region around an air fatigue
crack tip in 304 stainless steel. Scale bar is 100 �m. (a) Grain
boundary map: black lines are high-angle boundaries (�>10◦),
red lines are low-angle boundaries 2◦<�<10◦). (b) Misorienta-
tion map, rainbow scale: blue represents 0◦ misorientation from
reference, red represents 10◦ misorientation. Figure from Brewer
et al. (2006b)
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ing is being said about the nature of the small angle
boundaries. One reason for this lack of detail is that
the definition of the misorientation axis becomes more
and more poorly defined as the misorientation angle
becomes smaller (Prior 1999). A potential drawback
to the use of GB maps is that this signal is differential,
that is to say that LAGB maps show the local sources of
misorientation, but not their net effect across the grain.
For this reason, LAGB maps can be quite noisy. This
situation is similar to the difference between a map of
point charges and the resultant electric field maps. The
electric field maps should be much smoother than the
charge density maps themselves.

Another form of misorientation map is the kernel
average misorientation (KAM). In this approach, the
arithmetic mean of the scalar misorientation between
groups of pixels, or kernels, is calculated and mapped.
There is a strong similarity between this approach
and grain boundary maps, except that the KAMs are
two-dimensional and can extend beyond adjacent pix-
els (e.g., next-nearest neighbors). The downside of
this approach is the same noisiness mentioned for
grain boundary maps. The usefulness of KAM really
depends upon the question being asked. Is the ques-
tion, “Are there areas of the sample in which the very
local misorientation is high?” (KAM is useful.) Or is
the question, “Does this grain deform from one end
with respect to the other?” (KAM is less useful.)

There are many other approaches to misorientation
mapping that are based upon mapping misorientation
across an entire grain with respect to some reference
pixel. Earlier work by Wright et al. (1993) showed mis-
orientation maps based upon the average Euler angles
for the grain. This type of map works very well for
single crystals and is readily interpretable. However,
when studying polycrystals, the meaning of this sort
of map is less clear. Kamaya et al. (2005) and Brewer
et al. (2006b) both published integrated misorientation
maps that use a local kernel as the reference point for
the map. In the case of Brewer, the reference point is
chosen essentially by the KAM method using near-
est neighbors. The kernel with the smallest average
misorientation becomes the reference for the entire
grain. In the work of Kamaya, the kernel for each point
extends over the entire grain. The kernel with the min-
imum summed misorientation is the reference. Both of
these methods result in maps which are qualitatively
helpful in visualizing the intragranular rotation caused
by plastic deformation. Both methods can also be used

to quantitatively compare one data set to another. How-
ever, both methods also suffer from a choice of kernel
which is not altogether physically clear. It might be
better to further interrogate the kernel reference point
choice by performing essentially a derivative check to
determine if the kernel of interest is a maximum in
intragrain misorientation or a minimum.

An example comparing some of these techniques
can be seen in Fig. 18.5. In this example, a tensile bar
of pure, polycrystalline nickel was elongated to 1%,
5%, and 10% strain. At each deformation state, the bar
was removed from the tensile rig, and EBSD orienta-
tion maps were collected on three regions of interest.
In Fig. 18.5a, we see that orientation maps qualita-
tively show the formation of deformation bands within
the grains as the strain increases. One can also see
that some grains are rotating more than others, most
likely because of their Schmid factor with respect to
the loading direction (x-axis). The grain boundary map
(Fig. 18.5b) does show an increased density of LAGBs
as the strain level increases, but only the 10% level
really shows a marked increase in LAGB density. At
the 10% level, one can even see LAGBs that suggest
the beginning of subgrain formation. The KAM maps
in Fig. 18.5c show features which look like subgrains
as the strain increases. The KAM for the 1% level
seems to show only the noise threshold, but the 5% and
10% KAM maps definitely show intragrain networks
of highly localized misorientation. These KAM maps
serve as the starting point for the integrated misorien-
tation maps in Fig. 18.5d. This last representation dis-
plays the net effect of these internal networks of mis-
orientation. By close inspection, one can see that the
regions of highest internal misorientation in Fig. 18.5d
correspond somewhat to the regions of highest misori-
entation network density in Fig. 18.5c. However, the
intensity in the KAM maps is relatively uniform for
each grain, while the level of misorientation in the inte-
grated misorientation maps varies more from grain to
grain as is seen in the orientation maps of Fig. 18.5a.

18.2.2 Average Misorientation
Approaches

Average misorientation measurements have been
used as a way to connect some sort of average
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Fig. 18.5 Different mapping algorithms applied to a data set
from an interrupted tensile test on polycrystalline nickel. Scale
bar on all figures is 50 �m. (a) Orientation: inverse pole figure
with respect to x-axis (loading axis). (b) Grain boundary map:

black lines are high-angle (�>10◦) boundaries, red lines are low-
angle (1◦<�<10◦) boundaries. (d) Average kernel misorienta-
tion map: 0–1.5◦, blue-red, cluster (3×3 pixels) misorientation.
(f) Integrated misorientation map (rainbow scale in degrees)

microstructural misorientation to macroscale plastic
deformation in the material. There are many ways of
calculating these metrics and many names for them;
this list is not exhaustive but attempts to catalog

the major types of metrics: grain orientation spread
(GOS) (Alvi et al. 2004; Barton and Dawson 2001;
Cheong and Weiland 2007; Wright 1999), grain aver-
age misorientation (GAM) (Wright 1999), integrated
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angular misorientation density (IMD) (Lehockey
et al. 2000), average intragrain misorientation (AMIS)
(Sutliff 1999), and modified crystal deformation
(MCD) (Kamaya et al. 2005, 2006), amongst others.
These various methods differ in two major ways: the
choice of using spatially correlated versus uncorre-
lated misorientation and the choice for the reference
orientation.

The simplest among these approaches is the sim-
ple arithmetic mean of all, uncorrelated misorienta-
tions amongst measured pixels, referred to as either
GOS (Wright 1999) or AMIS (Sutliff 1999). Various
researchers have employed the generic term “scalar
orientation spread” (SOS), which should be used gen-
erally. In this review chapter we will refer specifically
to either AMIS or GOS as used in the various stud-
ies cited. SOS is a calculation of the mean, uncorre-
lated misorientation within grains, either segments in
one dimension or grain areas in two dimensions. For a
line of N measurements taken from each of M grains,
SOS is calculated as follows:

SOS =

M∑
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M
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where θ is the misorientation between any two points
within a grain, not just the nearest neighbors. In addi-
tion, this misorientation calculation is only performed
for non-degenerate pairs of orientation measurements.

The IMD approach is based upon the integration
of the misorientation distribution over a given area
(Lehockey et al. 2000). This measure was developed
and discussed in the first volume of this text and will
not be further defined in this work. This sort of calcula-
tion has also been called grain average misorientation
(GAM) in the literature (Wright 1999), but both meth-
ods calculate the arithmetic mean of the misorientation
between adjacent pixels in a set of N pixels over M
grains.

The current definition for the grain orientation
spread (GOS) is different from the preceding metrics
because of its definition of the reference orientation
from which the misorientation is calculated (Barton
and Dawson 2001; Cheong and Weiland 2007; Wright
1999). The current versions of GOS calculate the refer-

ence orientation from the average orientation of a grain
from an orientation or misorientation space analysis.
A general formulation for the GOS is given by:

GOS = 1

N
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where gave is the orientation matrix for the average ori-
entation in the grain, h is an element of the symmetry
group for the given crystal structure, and gA is the ori-
entation matrix for a given data point in the grain. The
inverse cosine function calculates the scalar misorien-
tation, �, that was used in the SOS and IMD methods.

Another pair of average misorientation metrics are
the crystal deformation (CD) (Kamaya et al. 2005) and
the modified crystal deformation (MCD) developed by
Kamaya et al. (2006). The CD differs from the pre-
vious metrics in its definition of the reference orien-
tation. As mentioned above, the CD approach uses a
spatially derived misorientation kernel in which the
summed misorientation of each pixel with respect to
every other pixel in the grain is calculated. The clus-
ter with the minimum total misorientation is chosen
as the reference orientation. Once this reference ker-
nel or cluster is chosen, the CD is calculated as the
mean misorientation between every other pixel in the
grain and the reference orientation for a set of M grains.
The MCD metric is similar to the GOS in that it first
calculates the “average” orientation of the grain and
then calculates the mean misorientation of every other
pixel in the grain with respect to the calculated average
orientation. However, the MCD is calculated using the
mean of the log-normal distribution of the misorienta-
tions as given by:

MCD = exp
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where θ is the scalar misorientation between the aver-
age orientation, gave, and the orientation of every other
point in the grain, gi. This mean misorientation is cal-
culated for all N points in M grains, resulting in one
scalar value of misorientation for a given microstruc-
tural area or test line.



258 L.N. Brewer et al.

One of the consistent and intriguing findings of
these sorts of methods is the strong, linear correla-
tion between the applied plastic strain (primarily ten-
sile testing) and the measured, average misorienta-
tion metrics. Lehockey found this linear correlation
for nickel-based alloy 600 (FCC structure) (Lehockey
et al. 2000), as did Sutliff for Cu and austenitic stain-
less steels (Angeliu et al. 1999; Sutliff 1999). Young
et al. (2002) summarized the correlation between
AMIS and applied tensile strain for four different FCC
structured metals (Fig. 18.6) and showed that while all
had a linear slope, the magnitude of the slope varied
between alloys. Lehockey’s work showed a difference
in slope in the same alloy 600 material for plane view
versus cross-sectional specimens, as well as in “C”-
ring specimens. The application of the CD and MCD
(similar to GOS) to tensile strained samples of 304
stainless steel and alloy 600 also showed these linear
relationships, and were shown to be relatively insensi-
tive to EBSD collection parameters such as the type of
SEM used, the step size of the map, and the electron
beam conditions (Kamaya et al. 2006).

While the potential for these average misorienta-
tion metrics to be correlated with plastic strain levels
seems promising, great care needs to be taken in order
not to misuse these correlations. Lehockey makes the
point that IMD will not give the sense of the strain
(i.e., compression versus tension) and that any cali-
bration between an IMD value and plastic strain level
seems to be specific to the type of deformation applied.

Fig. 18.6 Comparison of AMIS and percent plastic strain cal-
ibration curves for super alloys, stainless steels, and pure cop-
per (uniaxial tensile tests performed at room temperature). From
Young et al. (2002)

Attempts to calibrate average misorientation metrics
to plastic strain levels should only be attempted when
the deformation process used for the calibration is the
same as the deformation process used in the mea-
surement of the unknown, e.g., a calibration made by
uniaxial tensile testing at room temperature should
probably not be used to measure “plastic strain lev-
els” produced by hot rolling of the same material. The
average misorientation values might very well still cor-
relate to applied rolling strain levels, but the absolute
accuracy of the plastic strain values will be highly
questionable.

Despite these concerns, a number of applications
have been made in which average misorientation met-
rics have been useful in studying plastic deformation
in metals. Angeliu et al. used the AMIS approach to
examine residual plasticity in the heat-affected zones
of welds in stainless steels (Angeliu et al. 1999). By
taking line scan measurements parallel to the weld line,
the authors showed that average misorientation sys-
tematically decreased as a function of distance away
from the weld and that this decay was related to the
type of weld. Work by Brewer et al. (2006a) exam-
ined the use of the AMIS parameter for character-
izing surface machining damage in superalloys. This
work showed that higher levels of AMIS strongly cor-
related with higher levels of surface machining dam-
age (Fig. 18.7) (Brewer et al. 2006). These measure-
ments were made in conjunction with synchrotron
X-ray diffraction and compared favorably.

18.2.3 Measurement and Calculation
of GND Densities

EBSD has also been used to measure GND densities
in deformed metals (El-Dasher et al. 2003; Field et al.
2005; Sun et al. 2000) and geologic materials (Reddy
et al. 2007). As described above, the central input into
the calculation of these densities is the orientation gra-
dient calculated from an orientation map. One of the
challenges to these experiments is the two-dimensional
nature of traditional EBSD. Until quite recently, little
information was available for the orientation gradient
with respect to the Z-direction. The orientation gradi-
ent either had to be controlled by the sample geom-
etry or the deformation geometry, or by the assump-
tion that these gradients could safely be neglected. The
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Fig. 18.7 AMIS as a
function of depth from the
surface of machined
components. From Brewer
et al. (2006a)

work of Sun et al. (2000) and Field et al. (2005) used
mechanical deformation experiments such as channel
die compression to precisely control the strain gradi-
ents in specific directions. The work of El-Dasher et al.
(2003) used directionally solidified, columnar-grained
Al in order to neglect the orientation gradient in the
Z-direction.

Figure 18.8 shows the progression of orientation
images obtained from a given area of a commercial
purity Al sample deformed in channel die compression
(Merriman et al. 2008). The sample was split with a
pseudo-internal polished surface that was re-examined
by EBSD after deformations of 5, 10, and 15%. The

undeformed orientation image shows a recrystallized
structure of the thick plate sample with virtually no lat-
tice curvature being apparent in the undeformed mate-
rial. The Taylor factor was calculated for {001}<100>

orientations to be 2.4 for the given deformation state,
while {011}<01–1> and {111}<01–1> grains each
had a Taylor factor of ∼4.0. This would indicate that
the {011} and {111} grains should not deform until
the {001} grains had hardened sufficiently to initiate
slip in the grains of higher Taylor factor. Ultimately the
higher Taylor factor grains would have a higher excess
dislocation density due to the increased slip neces-
sary for unit strain in these grains. Figure 18.9 shows

Fig. 18.8 Orientation
images (inverse pole figure
maps), from left to right, of
undeformed, 5%, 10%, and
15% reduction in a split
channel die specimen
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Fig. 18.9 Geometrically necessary dislocation density by ori-
entation, {001}<100>, {011}<01–1>, and {111}<01–1> as
a function of channel die reduction percentage

the calculated dislocation densities as determined from
EBSD measurements on the plane section and Nye’s
dislocation density tensor. There is an obvious orienta-
tion dependence on the evolution of dislocation den-
sity, as might be expected, with the low Taylor fac-
tor {001} orientations developing significantly fewer
GNDs than the higher Taylor factor grains.

Of course, working on the two-dimensional surface
of a deformed material yields only partial information
on the dislocation density tensor. Extension to three-
dimensional observations has been reported by Larson
and co-workers using microbeam X-ray techniques
(Larson et al. 2007) and has been recently shown using
EBSD measurements by Merriman (2007). The details
of general three-dimensional EBSD measurements are
discussed by Zaefferer and Wright in Chapter 8 of this
book.

The ability to map and assess plastic deformation in
three dimensions has several important consequences.
Firstly, this approach will allow for the full determi-
nation of the Nye dislocation tensor, Eq. (18.1), and
the calculation of GND densities. As noted above,
most of the work on GND density determination has
required samples or mechanical test geometries that
allow assumptions to be made about the misorientation

gradient in the z-direction. Three-dimensional mea-
surements remove the need for these assumptions.

The complications of surface effects on the mea-
surements of GND densities measured by EBSD can
be illustrated by comparing the same measurement
with synchrotron X-ray diffraction. A Cu single crys-
tal was deformed by uniaxial compression to about
10 percent nominal strain (Florando et al. 2007). This
specimen was split into two parts, with the adjoin-
ing faces being analyzed for dislocation content, one
by EBSD and one by a method employing orienta-
tion measurements from a high energy X-ray source.
The X-ray diffraction analyses were done on beam line
7.3.3 of the Advanced Light Source at the Lawrence
Berkeley National Laboratory (ALS/LBNL). This par-
ticular instrument was well suited for these studies
because of the high brilliance of its synchrotron source,
the focusing optics that produce an ultrafine beam size
(on the order of 0.5 �m), its “white beam” capabil-
ities, and the positioning stages that allow the beam
to be swept with a microscale step size over relatively
large regions. The EBSD measurements were done
on a Schottky source FESEM at 20 keV. The speci-
men surface was prepared metallographically with the
final polish being a 5-hour vibratory-polish using a
0.02 �m colloidal silica suspension solution. Figure
18.10 displays orientation images from each type of
analysis, Fig. 18.10a being from the X-ray technique
and Fig. 18.10b from EBSD measurements. The color
coding shows the misorientation angle from the nomi-
nal {2 9 20} orientation of the deformed crystal. These
images are roughly the same scale, but appear quite
distinct from one another. The deformation appears as
sharp bands in the X-ray images, but diffuse in the
EBSD maps. The range and positioning of misorien-
tation is approximately the same, and the overall dis-
location densities were calculated to be similar (on the
order of 1013/m2). The X-ray technique has an infor-
mation volume several orders of magnitude greater
than that of the EBSD technique, but the angular res-
olution of the X-ray measurement is an order of mag-
nitude better than that achievable by EBSD. The more
well-defined substructure seen by X-ray measurements
is presumed to be a more accurate depiction of the
average dislocation structure over a volume of sev-
eral thousand cubic nanometers. The diffuseness of the
structure is seen using the EBSD technique, but not the
X-ray, because the EBSD measurement is more sen-
sitive to the specimen surface with a depth resolution



18 Mapping and Assessing Plastic Deformation 261

Fig. 18.10 Representative images showing the orientation of
a Cu single crystal deformed 10% in uniaxial compression. (a)
The image (300×300 �m; courtesy of K Magid and JW Morris,
UC Berkeley) was obtained from measurements using a high-
energy X-ray source. (b) A misorientation map from EBSD at
the same step size. The color scale for both images shows 0–5
degrees misorientation from the nominal orientation of the single
crystal before deformation

usually on the order of tens of nanometers or less (Ren
et al. 1998). Dislocation structures may be influenced
by the polishing procedure, and certainly tend to relax
at the free surface. Simple discrete dislocation dynam-
ics calculations show that a sharp dislocation wall com-
posed of mixed dislocations will relax with the dis-
location wall becoming diffuse to a depth of about
50 nm below the surface, but remains with little relax-
ation between the dislocations at a depth lower than
50 nm. This relaxation is seen in the EBSD measure-
ments, but not by the X-ray technique, which probes
over 1 �m below the specimen surface where the dis-
location structure has not relaxed.

Several researchers, including the authors of
this chapter, have shown tight dislocation walls in
deformed Cu and have shown dislocation structures
similar to those observed in TEM specimens from
EBSD measurements on TEM foils. The difference
must be in the character of the dislocation structures
observed. Those presented herein are from relatively
small plastic deformation, and the dislocation struc-
tures are more likely to relax in comparison with struc-
tures that have well-established locks or walls that
will not as easily relax near a free surface. Defini-
tion of these structures and a complete description of
what is seen by EBSD measurements is beyond the
scope of the present chapter. It suffices to point out
that EBSD measurements should not be assumed to
always give a true representation of the bulk charac-
ter of the microstructure. Further combination of the
synchrotron measurements described above with three-
dimensional EBSD-FIB sectioning and detailed dis-
location dynamics calculations applied to specimens
with well-characterized deformation structures will be
vital to understanding the bounds of applicability for
EBSD to detailed crystalline plasticity measurement.

One final note concerns the resolution of EBSD
measurements in relation to the dislocation density cal-
culations. Assuming the standard angular resolution
cited for EBSD (∼0.5 degrees), a significant error in
the calculations can be expected; and the error will
increase as the step size decreases (since the curva-
ture tensor goes as dq/dx with dx being the step size of
the EBSD scan). Our work has shown that smoothing
or averaging of the data has little benefit in obtaining
correct results; and that for cell-forming materials, the
step size should be on the order of the dislocation
cell size for the most accurate results. Recent work by
Landon, Adams and Kacher (2008) develops a math-
ematical framework and incorporates the resolution
refinement of Wilkinson et al. (2006) to obtain reliable
results from 3D measurements. This is another area of
interest that should receive considerable attention from
plasticity researchers in the coming years.
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Chapter 19

Analysis of Deformation Structures in FCC Materials
Using EBSD and TEM Techniques

Oleg V. Mishin, Andrew Godfrey, and Dorte Juul Jensen

19.1 Introduction

In a large number of industrially important metals
and alloys, a fraction of the dislocations generated
during deformation remain trapped and arranged into
well-defined dislocation boundaries (Bay et al. 1992;
Hansen and Juul Jensen 1999; Hughes and Hansen
2000; Li et al. 2004). Extensive investigations using
the transmission electron microscope have established
that these dislocation boundaries separate volumes
of different crystal orientations, and that two classes
of dislocation boundaries can be defined (Liu et al.
1998; Hansen 2001). Individual cells are delineated
by boundaries referred to as incidental dislocation
boundaries (IDBs). These dislocation cells are grouped
into cell-blocks, delineated by long planar disloca-
tion boundaries, referred to either as extended pla-
nar boundaries or geometrically necessary boundaries.
Two of the key quantitative parameters for describing
the deformed microstructure are therefore the misori-
entation angle across each boundary, and the spacing
between adjacent dislocation boundaries. This descrip-
tion of the deformed microstructure has proved very
useful both in providing information to understand the
underlying processes taking place during plastic defor-
mation, and in providing quantitative data that can be
used to assess both the mechanical properties and the
thermal stability of a deformed sample.
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Risø National Laboratory for Sustainable Energy, Materials
Research Department, Center for Fundamental Research: Metal
Structures in Four Dimensions, Technical University of
Denmark, DK-4000, Roskilde, Denmark
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Until the advent of the electron backscatter diffrac-
tion (EBSD) technique, almost all detailed quantita-
tive investigations of deformed microstructures were
carried out using the transmission electron micro-
scope (TEM). Investigations in the TEM allow a
complete characterization of deformed microstructures
with both a high spatial resolution and a high angular
resolution. However, the measurement of crystal orien-
tations in the TEM is in general a slow process, though
a semi-automated technique has been developed (Liu
1995), and some work has been carried out to develop
a system for fully automated orientation measurements
in the TEM (Zaefferer 2000; Fundenberger et al. 2003;
Rauch and Veron 2005).

The very high measurement speed possible using
EBSD (currently more than 300 measurements per
second), combined with the fact that deformation
microstructures consist of dislocation cells and sub-
grains, provides therefore a strong motivation for the
use of this technique for investigation of deformed
metals and alloys. However, when using EBSD to
investigate deformation microstructures, difficulties
can be encountered due to the presence of dislocation
boundaries with very low misorientation angles and
with potentially very narrow spacing (Huang and Juul
Jensen 2000).

The capability of the EBSD technique to provide
quantitative data describing deformed microstructures
is limited therefore by both the spatial and angular
resolution of the technique (Humphreys et al. 1999;
Humphreys and Brough 1999). Of these, the limited
angular resolution presents the most serious problem,
as it prevents the detection of boundaries with misori-
entation angles below a certain value, typically either
1.5◦ or 2◦, and restricts accuracy in the determina-
tion of the boundary rotation axis for boundaries of
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Fig. 19.1 A region in
commercially pure aluminum
cold-rolled ∼50% sampled
using (a) TEM and (b) EBSD
techniques. In (b) thin gray
lines show low angle
(1.5–15◦) misorientations;
bold lines indicate high angle
(>15◦) boundaries. The
numbers indicates the
correspondence between the
TEM and EBSD data

less than 5◦ (Prior 1999). This limitation is illustrated
in Fig. 19.1, showing the microstructure of commer-
cially pure aluminum cold-rolled to a strain of 0.7. The
same region of this sample has been examined both in
the TEM and in a field emission gun scanning elec-
tron microscope (FEG-SEM) using EBSD. Most of
the boundaries in this region are low angle boundaries
with misorientations <15◦. Moreover, there are many
boundaries with very low misorientations. An orien-
tation map constructed to show boundary misorienta-
tions of greater than 1.5◦ reveals only a small frac-
tion of the boundaries present in the microstructure.
For instance, along the line of dislocation cells num-
bered 1 through 11, only three boundaries are seen in
the EBSD map, and only one of these (boundary 8–9)
is seen as an intact boundary.

Although the fraction of low angle boundaries in
a deformed microstructure will in general decrease
with increasing strain, TEM investigations show that
regardless of the strain, deformed metals always con-
tain a certain population of boundaries with very low
misorientation angles. For example, in FCC metals,
even after cold-rolling to a strain of ε = 2, the average
misorientation for the boundaries identified as IDBs is
typically only 2◦–4◦ (Hughes and Hansen 2000; Liu et
al. 2002). A complete description of the deformation
microstructure is not possible if these boundaries can-
not be identified.

The difficulty in reliable detection of very low
misorientations is also a problem for investigating

microstructural refinement during deformation pro-
cesses designed to impart large plastic strains. Infor-
mation about the presence of low angle boundaries is
important to assess the effectiveness of the many sug-
gested deformation process variations. For this pur-
pose, the fraction of high angle boundaries (fHAB) is
often used as a parameter to characterize the extent of
microstructural refinement (usually defined as the frac-
tion of boundaries with misorientation angles greater
than 15◦). Although this parameter can be useful, it is
important to recognize that the EBSD technique can-
not in general measure the true value of this parameter,
for the simple reason that the technique is not able to
detect boundaries below a certain misorientation angle.

The detection of very low misorientations is also
important for analysis of the uniformity of microstruc-
tural refinement during plastic deformation. Here the
EBSD technique offers the advantage of providing ori-
entation data gathered from relatively large areas, but
caution must be taken to ensure that the data collected
are interpreted in a sensible manner.

In the following, we first examine the way in which
the angular resolution affects EBSD data, and then dis-
cuss the use and limitations of orientation averaging
filters as a means to improve the angular resolution of
data collected from deformed samples. In the final part
of the chapter, we describe some of the ways in which
EBSD data can be used to examine heterogeneity in
microstructural refinement, even when misorientations
below some angle cannot be detected.
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19.2 Orientation Noise in EBSD Data

19.2.1 A Quantitative Description of
Orientation Noise

The angular resolution of EBSD data is best consid-
ered in a statistical manner and can be thought of as
arising from a combination of a number of different
parameters. These include the physical resolution lim-
its associated with the EBSD detector, the software
routines used to detect and index the patterns, varia-
tions in the sample surface quality, the crystal orien-
tation of the volume sampled by the electron beam,
and variations in the local density of loose dislocations
(those not arranged into boundaries). These effects can
be examined in part by collecting a large number of
EBSD measurements in a region of an undeformed sin-
gle crystal. Such measurements give a spread of ori-
entations, with the width of the spread being greater
than would be seen from an X-ray investigation of the
same sampled volume, and with the orientation spread
centered about the true crystal orientation (Humphreys
et al. 1999; Demirel et al. 2000; Godfrey et al. 2006).
The orientation noise can be quantified by calculating
the misorientation angle θ i,j between adjacent EBSD
measurements in such a mapped region, taking the
minimum angle among the crystallographically equiv-
alent descriptions for each misorientation. For a perfect
undeformed single crystal all misorientations between
adjacent measurements should be 0◦, hence the dis-
tribution of adjacent pixel misorientations, P(θ i,j), can
be directly attributed to the noise in the data. Exam-
ple data taken from two recrystallized single grains
within an aluminum sample are shown in Fig. 19.2a.
The difference between the two curves highlights the

fact that the orientation noise also varies with the crys-
tal orientation. In most cases it has been found that the
distribution P(θ i,j) takes the form of a Rayleigh distri-
bution. This is illustrated in Fig. 19.2b where the data
are replotted as average normalized distributions. The
mean value θ i, j provides therefore a convenient param-
eter to quantify the orientation noise.

It should be pointed out that this procedure can only
be carried out using undeformed samples, as the analy-
sis relies on the assumption that θ i,j should be 0◦ every-
where, and hence any non-zero values of θ i,j can be
attributed to the presence of orientation noise in the
data. Values as low as θ i, j = 0.3◦ can be obtained for
maps from fully recrystallized samples.

In deformed metals the orientation noise is worse
because of a higher dislocation density in the
microstructure, leading to lower EBSD pattern quali-
ties and also in some cases to problems with EBSD
pattern overlap. In heavily deformed samples these
problems may result in a significant number of non-
indexed pixels in the final EBSD map, correspond-
ing to locations where the software was not able to
assign an orientation to the sampled volume. Commer-
cial EBSD systems provide data cleaning procedures to
allow orientations to be assigned to such pixels, based
on an analysis of the neighboring pixel orientations.
These procedures will not be discussed further here,
other than to note that caution should be applied when
using such procedures, particularly when clusters of
non-indexed sites are present in the microstructure.

In general, the level of orientation noise in an EBSD
data set taken from a deformed sample is still estimated
on an ad hoc basis: in most investigations of deformed
metals the lower limit for reliable detection of bound-
ary misorientations is taken as either 1.5◦ or 2◦. As
described in the next section, postprocessing filtering

Fig. 19.2 Distributions of
adjacent pixel misorientations
(θ i,j) in EBSD maps taken in a
sample of recrystallized
aluminum: (a) data for grains
of two different crystal
orientations; (b) average
normalized distributions. The
distributions can be described
approximately as a Rayleigh
distribution
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operations can be used to reduce the amount of orien-
tation noise; however, such filtering can also introduce
artifacts into the data, and the number of such artifacts
depends also on the amount of orientation noise in the
original data set.

19.2.2 Postprocessing Orientation
Filtering Operations

Because the orientation noise results in a measured ori-
entation spread centered around the true orientation,
the data quality can be improved, in principle, by the
use of an orientation averaging process: for example,
assigning the orientation of each pixel as the average
orientation of all pixels within a region centered on
the pixel of interest. However, care must also be taken
to avoid carrying out such averaging calculations over
regions where real orientation differences are present
in the microstructure. For this reason, the use of a mod-
ified edge-preserving Kuwahara filter has been sug-

gested for filtering of EBSD data (Humphreys et al.
2001).

The basic idea of the filter is as follows. For each
pixel in the EBSD map a square grid of side length
(2N-1) is considered, centered on the pixel of inter-
est. Each grid is then divided into 4(N-1) subgrids,
each of size N×N, such that each subgrid extends to
the edge of the main grid. The filter grid construc-
tion is illustrated in Fig. 19.3a. For simplicity, orienta-
tions are represented by a single number, rather than as
an Euler triplet. The mean orientation and variance of
each subgrid are calculated, and then the center pixel is
assigned the orientation corresponding to the mean ori-
entation of the subgrid with the smallest variance—but
only if no pixel in the chosen subgrid is misoriented to
the center pixel by more than some chosen value, θab.
The filtering process is applied to each pixel in turn
in the EBSD map, and the orientation values for all
pixels are updated simultaneously. The mean and vari-
ance can be conveniently calculated using a quaternion
parameterization of the crystal orientation, in which
the mean orientation is obtained from renormalization

Fig. 19.3 Illustration of the orientation filtering procedure:
(a) A 5×5 filter centered at a grain triple junction, showing the
eight 3×3 subgrids. (b) Operation of the MSMV filter. The value
at each grid point is adjusted with respect to Fig. 19.3(a) to rep-
resent the effect of orientation noise on the data. Of the eight

subgrids, #6 and #7 both contain just 2 pixels misoriented by
more than θab (= 0.8◦) to the center pixel (these pixels are shown
crossed out in the figure). The filtered orientation is taken as the
average orientation with the lowest variance from these two sub-
grids (in this case #7)
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of the quaternion vector sum for the given orientations,
and the variance is inversely proportional to the length
of the quaternion vector sum (Humphreys et al. 2001).
Suitable care must be taken to ensure that all orienta-
tions are in a similar region of orientation space prior
to calculation of the quaternion vector sum.

A further modification of the filter, the maximum
subgrid–minimum variance (MSMV) filter, has been
suggested (Godfrey 2004), leading to greater ease of
use and to improved filter performance for typical
deformed microstructures. This filter consists of the
following steps:

1. for each subgrid the number of pixels misoriented
to the center pixel by less than or equal to θab is
determined, and the maximum value of this param-
eter, Kmax, is recorded;

2. the mean orientation and variance are calculated
only for those subgrids containing Kmax pixels mis-
oriented to the center pixel by less than θab—pixels
misoriented by more than θab to the center pixel are
ignored in the calculation of the mean and variance;

3. the centre pixel is finally reassigned with the mean
orientation of the subgrid with the minimum vari-
ance.

An additional parameter fab can also be used,
defined such that the averaging process is aborted if
the value of Kmax/N2 is less than fab (i.e., this param-
eter sets a requirement for the minimum number of
pixels to use for the averaging calculation). The opera-
tion of the MSMV filter is illustrated in Fig. 19.3b. As
previously, the orientation associated with each pixel
is represented by a single number. Noise has been
added to the ideal orientation data by adding values
taken randomly from a Gaussian distribution with van-
ishing mean and standard deviation of σ = 0.5. For
the case of θab = 0.8, two subgrids (#6 and #7) have
the maximum number of pixels deviated by less than
θab to the center pixel. Of these, subgrid #7 has the
lowest variance, and hence the average of this sub-
grid (ignoring pixels deviated by more than θab) is
assigned as the post-filtering orientation of the center
pixel.

An example of the operation of the MSMV filter,
using simulated EBSD map data, is shown in Fig. 19.4.
Initially, each grain in the structure (Fig. 19.4a) is
assigned an orientation such that the mean boundary
misorientation is 2.2◦ and the boundary misorienta-

Fig. 19.4 Demonstration of the effect of the MSMV filter using
simulated EBSD data: (a) original structure (average boundary
misorientation = 2.2◦); (b) misorientation map at θ∗ = 0.25◦

after addition of orientation noise to the data; (c) misorientation
map at θ∗ = 0.25◦ after additional MSMV filtering of the data
(filtering parameters described in main text)

tion distribution has the form of a Rayleigh distribu-
tion (Pantleon 1998). Orientation noise is then simu-
lated by adjusting the orientation of each pixel within
each grain according to gw/n = gold.RX.RZ.

Here gold is the underlying ideal grain orientation,
and gw/n is the pixel orientation after the addition of
orientation noise. The matrices RX and RZ are rota-
tions about the sample X and Z axes, in which the
rotation angles are taken independently from a Gaus-
sian distribution with mean μ = 0 and a value of the
standard deviation σ such that θ i, j = 1.77σ (Godfrey
et al. 2002, 2006). For the data shown here a value of
θ i, j = 0.44 was used.

Figure 19.4b shows a misorientation map of the
simulated EBSD data (with noise) at θ∗ = 0.25◦, where
θ∗ is the boundary angle definition. For this boundary
angle definition, the structure is completely obscured
by the effects of the orientation noise.

After filtering (using one pass of a 7×7 filter with
θab = 0.9◦ and fab = 0.5) the orientation noise is greatly
reduced (Fig. 19.4c) such that the underlying grains
can again be imaged, with just minor distortions.

It is important to note, however, that Kuwahara-type
filters work by forcing pixels into blocks of very sim-
ilar orientation (a comparison between different filters
can be found elsewhere: Mishin and Godfrey 2007).
Hence artifacts that may be mistaken for dislocation
cells or subgrains will appear if the boundary angle
definition (θ∗) is taken below a certain value. The main
difficulty in using such filtering lies therefore in choos-
ing the optimum filtering parameters (the filter size
and the value of θab), and then in choosing the low-
est value of θ∗ for the EBSD map. It is clear, however,
that post-processing filtering has the potential to give a
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significant improvement in the EBSD data quality. In
the next section we examine the effectiveness of such
filtering in more detail by comparing orientation mea-
surements made in the same area, both in the TEM and
using EBSD.

19.3 Quantitative TEM–EBSD
Comparison

The limitations of the EBSD technique for the detec-
tion of low angle boundaries can be examined in
more detail via the examination of the same deformed
microstructure both using EBSD and in the TEM. Here
we describe the results of such an investigation per-
formed on a thin foil sample taken from the centre
of a friction stir weld nugget in an Al 6082 profile
(Mishin et al. 2006). The area examined in the TEM
is shown in Fig. 19.5. Note that because of the sensi-
tivity of diffraction contrast to the crystal orientation,
not all of the dislocation boundaries in this region are
visible in this image. In order to ensure that all disloca-
tion boundaries were identified, the region was exam-
ined at a range of tilt angles before any orientation

Fig. 19.5 TEM montage showing a region of a friction stir
welded (FSW) aluminum 6082 sample that has also been inves-
tigated using the EBSD technique. Label “A” is given for refer-
ence

measurements were made, enabling different diffrac-
tion contrast conditions. A sketch was then made of the
microstructure based on the observations from multi-
ple tilting of the sample.

The orientations of the dislocation cells in the region
were measured in the TEM using a Kikuchi-based
method (Liu 1995). Sample tilting was not necessary
for measurement of low misorientations, and hence the
accuracy in the misorientation angle measurements for
low angle boundaries is estimated to be better than
±0.3◦. The sample was subsequently examined in a
FEG-SEM, and ESBD measurements were made in
a rectangular map covering the same region using a
step size of 0.4 �m. A limited amount of data clean-
ing was carried out, to assign orientations to pixels in
the map where indexing was not possible. The EBSD
data were additionally postprocessed using the MSMV
filter described in the previous section. Two passes of
the filter were applied, in each case using a 7×7 (N =
4) kernel and a setting of θab = 1.5◦.

Orientation maps obtained using both the filtered
and non-filtered EBSD data are shown in Fig. 19.6a,
b, c, d. In Fig. 19.6a one of the cells is marked “A” to
facilitate comparison of the TEM and EBSD images.
A map of the unfiltered data constructed using a min-
imum misorientation angle definition of θ∗ = 1.5◦

(within the range of typical values used for investiga-
tions of deformed microstructures) misses a significant
number of dislocation boundaries (Fig. 19.6a). Low-
ering the value of θ∗ to 0.5◦ reveals some additional
boundaries, but also results in a very large increase
in the orientation noise in the map (Fig. 19.6b).
Figure 19.6c shows the misorientation map obtained
using θ∗ = 0.5◦ for the MSMV filtered data. A consid-
erable improvement in the data quality is seen com-
pared with the unfiltered data. The filtering process
also results, however, in the introduction of some arti-
facts. For example, the horizontal segment in the small
cell near the top-center of Fig. 19.6c does not cor-
respond to a real boundary in the microstructure. At
θ∗ = 0.4◦ more of the low angle boundaries are vis-
ible. This improvement is accompanied though by a
further increase in the number and extent of artificial
extended boundary segments. These results are shown
more clearly in Fig. 19.7 for the smaller area inves-
tigated in detail in the TEM. In this figure solid black
lines represent real dislocation boundaries that are seen
by a given technique under a given set of conditions,
solid gray lines represent boundaries that exist but are
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Fig. 19.6 EBSD maps of the FSW sample region shown in Fig.
19.5: (a) unfiltered EBSD map, θ∗ = 1.5◦; (b) unfiltered EBSD
map, θ∗ = 0.5◦; (c) filtered map, θ∗ = 0.5◦; and (d) filtered map,
θ∗ = 0.4◦. Bold lines indicate high angle (>15◦) boundaries; thin

lines correspond to low angle misorientations. Label “A” shows
the same dislocation cell in both the TEM sketch and EBSD
maps. Note that in the EBSD maps, dislocation cell shapes are
slightly distorted compared to the TEM image

not seen, and black dotted lines represent artifacts that
do not exist in the real microstructure.

A quantitative analysis of the data reveals further
complications. The average cell size (given as the aver-
age value of the equivalent circle diameter, dECD), for
the cells detected using a grain reconstruction process
(Humphreys 2001) as a function of the minimum mis-
orientation angle definition θ∗, is shown in Fig. 19.8a.
It should be noted that in deformed materials, each
reconstructed “grain” may in fact either consist of a
number of dislocation cells or represent an individ-
ual cell. Note also that the EBSD data shown in this
figure were calculated only for the region sampled in
the TEM and not for the entire map. The dashed line
in this graph gives the average cell size as measured
from the TEM investigation. The dislocation cell size
is underestimated in both the unfiltered and the filtered
data, even up to large values of θ∗. The reason for
this underestimation is the presence of small, mostly
single-pixel artifacts in the data. Because the average
cell area is calculated as a simple average of the area

of all detected cells, the presence of a small number
fraction of such single-pixel features can have a dra-
matic impact on the measured cell size. For orienta-
tion maps in which, as is the case for the current study,
the EBSD map step size is considerably smaller than
the average cell size, these small artificial cells can be
safely ignored in the calculation of the average cell size
(Cao et al. 2003a). The variation of the average cell
size with θ∗, ignoring any features with area < 1 �m2

(<6 pixels at the step size used), is also shown in Fig.
19.8a. After ignoring the artificial features, the filtered
data yield values slightly above the true cell size.

Another parameter that is often reported in EBSD
studies of deformed samples is the fraction of high
angle boundaries, fHAB. This parameter is calculated
as the total length of misorientation boundary greater
than θHAB (taken here as 15◦), relative to the total
length of all boundaries in the map. In practice, this
parameter is usually calculated from the number frac-
tion of adjacent pixel misorientations, i.e., fHAB =
N(>θHAB)/N(>θ∗).
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Fig. 19.7 Sketches highlighting the differences to the
microstructure revealed in the TEM by multiple tilting of the
foil: solid black lines show boundaries observed in: (a) the
single-tilt TEM image in Fig. 19.5; (b) the unfiltered EBSD map
at θ∗=1.5◦; (c) the MSMV filtered map at θ∗=0.5◦; and (d) the
MSMV filtered map at θ∗=0.4◦. Gray lines indicate boundaries
missed in a given map, while the dashed lines show artifacts pro-
duced as a result of the MSMV orientation-averaging procedure.
Note that the EBSD maps were used to identify which bound-
aries/artifacts were visible at different �∗ values. Therefore, the
sketches are not direct tracings of the EBSD maps. The slight
distortion of the structure in the EBSD maps of Fig. 19.6 is not
reflected in the sketches

It is worth noting here that for maps where the
step size is small relative to the underlying structure,
the number of misorientations with angle θ will in
general overestimate the real length of the boundary
of misorientation angle θ . This overestimation is due
to the step-like nature of boundaries in EBSD maps
(Cao et al. 2003a; Valke et al. 2006). For a fully
equiaxed microstructure in an EBSD map made using
a square grid, the value will be overestimated by a fac-
tor of 4/� (Cao et al. 2003b). The presence of orienta-
tion noise in the data requires that a minimum critical
misorientation angle (θ∗) is chosen to determine the
total boundary length. It is clear, therefore, that fHAB

will vary depending on the value chosen for θ∗. The
variation of fHAB with θ∗ for both the untreated and
the filtered data is shown in Fig. 19.8b. The dashed
line gives the value for fHAB obtained from TEM mea-
surements (from a total of 224 boundaries, includ-
ing measurements in two other regions not examined
using EBSD). For the filtered data, a value close to
the TEM data is obtained for θ∗ = 0.5◦. In contrast
to the unfiltered data, the value of fHAB increases by
as much as 20% (absolute difference), as θ∗ is varied
from 1◦ to 2◦. A more detailed analysis of this data,
together with an additional comparison of the EBSD
and TEM data with information obtained from con-
ventional backscattered electron imaging and gallium-
enhanced microscopy, is given elsewhere (Mishin et al.
2006).

Fig. 19.8 Quantitative analysis of the data from the FSW sam-
ple: (a) graph showing dECD for the unfiltered and filtered data
sets as a function of the minimum misorientation definition,
θ∗. Solid symbols correspond to the data obtained directly from
the maps. Open symbols represent the data after ignoring cells

smaller than 1 �m2 in area. (b) Fractions of high angle (>15◦)
boundaries from the unfiltered and filtered EBSD maps (relative
to a minimum angle of θ∗). The dashed lines correspond to the
values obtained from the multitilting TEM experiment
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19.4 Heterogeneity in Microstructural
Refinement

One advantage of the EBSD technique compared to
TEM investigations is the fact that large areas can be
mapped, allowing therefore an examination of hetero-
geneity in deformed microstructures. Heterogeneities
are a general characteristic of deformed microstruc-
tures and may exist in many forms and over many
length scales. At low strains, heterogeneity exists as a
consequence of the grain orientation dependence of the
deformed microstructure. With increasing strain, other
forms of heterogeneity are observed, including bands
of localized glide and shear bands. Another impor-
tant heterogeneity in high strain deformed microstruc-
tures is the variation in the extent of microstructural
refinement. This form of heterogeneity is particularly
important in the context of research efforts to produce
submicron grain size microstructures by deformation
to large plastic strains, where a major objective is to
develop a fine spacing between high angle boundaries.
As discussed in the following, EBSD investigations
are particularly well suited for such investigations,
because useful information can be obtained from the
detection of regions with different populations of low
and high angle boundaries, even when the specific
characteristics of the low angle boundaries in the
microstructure cannot be completely identified.

19.4.1 Analysis of Local Heterogeneity

An example misorientation map, taken from a sam-
ple of Al (99.5% purity) deformed using equal chan-
nel angular extrusion extrusion (ECAE) to a strain of
∼10 via route Bc, is shown in Fig. 19.9a. The image
shows that the refinement is not uniform throughout
the microstructure. It is interesting to note that the box
shown in the upper right corner of the image repre-
sents the area typically covered by a single TEM neg-
ative taken at a magnification of ×4000. It is clear
that such a small area is unable to provide a proper
description of the microstructure, and that therefore
even qualitative TEM studies of such a material would
require the use of foils with large thin areas combined
with a suitable sampling strategy. In this respect the
capability of the EBSD technique to map large areas

Fig. 19.9 EBSD maps from the ECAE-processed Al sample:
(a) misorientation map. Bold black lines indicate high angle
(>15◦) boundaries, and thin gray lines correspond to low angle
(2◦–15◦) misorientations. (b) LMR/HMR map. Low misorienta-
tion regions are white. High misorientation regions are colored
blue. Misorientations >5◦ are shown as thin lines in this map.
The rectangle in the upper right corner of (a) shows the area typ-
ically recorded on a TEM negative at a magnification of ×4000

provides useful complementary data to TEM investiga-
tions, even if all the very low angle boundaries cannot
be detected in the EBSD data. Although such misori-
entation maps illustrate qualitatively the heterogeneity
in the microstructural refinement, it is of interest also
to obtain a more quantitative description of the hetero-
geneity. A simple and effective approach is to consider
the microstructure as a two-phase mixture containing
both high misorientation regions (HMRs) and low mis-
orientation regions (LMRs), as explained in the fol-
lowing. First, a standard grain reconstruction process
is carried out using some relatively low value (e.g.,
between 2◦ and 7◦) for the misorientation angle defi-
nition, �LM. Each detected region of area greater than
some chosen value (in this work, ALM) is then defined
as an LMR, with the remaining area defined as HMRs.
Each LMR thus represents a large area in which the
microstructure contains virtually only very low misori-
entations (Mishin and Godfrey 2008). Fig. 19.9b shows
the map obtained by applying this procedure to the data



272 O.V. Mishin et al.

Table 19.1 Quantitative data for LMRs and HMRs in the
maps shown in Figs. 19.9 and 19.10

�av(>2◦)

EBSD data
set

LMR area
fraction (%)

Average LMR
area (�m2) LMRs HMRs

Fig. 19.9 34 26 6◦ 26◦

Fig. 19.10 21 11 5◦ 27◦

�av(>2◦): average value of all misorientations greater than 2◦ in
each region

for the Al sample (using values of θLM = 5◦ and ALM

= 10 �m2), where the LMRs are shown in white and
the HMRs in blue.

Several quantitative parameters can now be
extracted from the data. These include the area frac-
tion of the LMRs and HMRs, and the average area
of the LMRs. The latter parameter, together with the
spatial arrangement of the LMRs, can be used to define
a length scale for the heterogeneity in microstructural
refinement. It is also possible to calculate the average
misorientation for the boundaries within the LMRs
and HMRs. It must be remembered, however, that such
a parameter only includes misorientation angles above
the EBSD detection limit (in the present case, chosen
as 2◦), i.e., θav(>2◦), and hence will overestimate the
true average boundary misorientation, particularly
for the LMRs. Some values taken from the EBSD
data shown in Fig. 19.9 are given in Table 19.1. As
expected for the LMRs, the θav(>2◦) value is much
lower than that for the HMRs. Although this value is
an overestimation of the true average misorientation,
it does demonstrate that a significant volume of the
material contains a microstructure typical of low strain
deformation, even after deformation to very high
strains.

In order to construct the LMR/HMR maps, a value
of θLM = 5◦ has been found to be suitable for several
different high strain deformation microstructures. The
value of ALM must, however, be chosen for each mate-
rial/deformation mode/strain individually. This is illus-
trated in Fig. 19.10 which shows data taken from a Cu
sample deformed by equal channel angular extrusion
(route A) to a strain of ∼10. In this case a value of ALM

= 2.5 �m2 was used to separate the data into LMRs
and HMRs. Quantitative data for this sample are given
in Table 19.1. A comparison between Figs. 19.9 and
19.10 shows that the character of the heterogeneity in
the Cu sample is somewhat different to that in the Al
sample.

Fig. 19.10 EBSD maps from the ECAE-processed Cu sam-
ple: (a) misorientation map. Bold black lines indicate high angle
(>15◦) boundaries, and thin gray lines correspond to low angle
(2◦–15◦) misorientations; (b) LMR/HMR map. Low misorienta-
tion regions are white. High misorientation regions are colored
blue. Note that the definition of LMRs/HMRs is different from
that used for constructing Fig. 19.9b; see text. Misorientations
>5◦ are shown as thin lines in this map. The step size used for
this map was 70 nm (to be compared with the maps shown in
Fig. 19.11)

19.4.2 Potential for Analysis of
Large-Scale Heterogeneities

The presence of heterogeneities in deformed
microstructures illustrates the importance of investi-
gating large areas in any given sample. One obvious
approach to allow measurements to be taken over
larger areas within a given amount of time is to use a
larger EBSD step size. Problems will be encountered,
however, with such an approach if the step size is too
large compared to the underlying microstructure. Once
the step size is comparable to the average boundary
spacing, then the pixel-to-pixel misorientation infor-
mation obtained from the EBSD data can no longer
be assumed to represent the misorientations across
dislocation boundaries in the microstructure. Some
useful quantitative information can nevertheless be
extracted from such large step size maps, particularly
with regard to the investigation of heterogeneity in
microstructural refinement. The reason for this is as
follows. Consider a pixel in a large step size map
where all misorientations to its neighboring pixels
are less than some low value θ∗. This situation can
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Fig. 19.11 Effect of the step size on the information about
LMR/HMR heterogeneity present in the data from the ECAE-
processed Cu sample. The maps were generated by removing

pixels from the original EBSD data set (see Fig. 19.10) to sim-
ulate data at integer multiples of the original step size (70 nm):
(a) ×2; (b) ×4; (c) ×6; (d) ×8; (e) ×10; (f) ×14

arise either because the pixel plus its neighbors cover
a region that really does not contain any high angle
boundaries, or because adjacent points in the mea-
surement grid happen by chance to sample volumes
with similar orientations, whilst volumes between the
measurement points, containing different orientations,
are missed. In certain cases this latter possibility
may arise due to the frequent alternating nature
of the crystal rotations across adjacent dislocation
boundaries. However, in materials deformed to high
strains such a situation is unlikely to occur for more
than one or two adjacent pixel neighbors; and even
in samples deformed to intermediate strains, it is not
very likely, given the irregular spacing of dislocation
boundaries, that the step size could be “in sync” with
a series of regions of alternating orientation over a
large number of pixels. The absence of misorientation
angles greater than some low value θ∗ within a given
area can therefore be taken as a good indicator that the
area does indeed contain at most only a small fraction
of boundaries with misorientations greater than θ∗.

The availability of valuable information in large step
size maps concerning heterogeneity in microstructural
refinement is illustrated in Fig. 19.11.

The EBSD maps in Fig. 19.11 are derived from the
data set shown in Fig. 19.10 (collected using a fine step
size of 70 nm) and have been generated by removing
pixels from the original EBSD data set to simulate data
at integer multiples of the original step size. It can be
seen from these maps that as long as the step size is
smaller than the size of the LMRs, identification of
regions where the microstructure contains only very
low angle boundaries is still possible.

19.5 Summary and Conclusions

The presence of dislocation boundaries with very low
misorientation angles causes a number of difficul-
ties for EBSD investigations of deformed metals. As
a consequence, in many cases it is easier to obtain
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quantitative EBSD data concerning boundary mis-
orientations and spacings from samples deformed to
high strains than from low strain microstructures,
because of the lower fraction of very low misorien-
tation angle boundaries in heavily deformed materi-
als. However, even highly deformed samples contain
a fraction of very low angle boundaries, and the iden-
tification of these boundaries is important for a com-
plete and accurate characterization of the deformed
microstructure.

Postprocessing of EBSD data using the Kuwahara-
based MSMV filter can help to reduce the level of ori-
entation noise in the data and therefore to detect many
of the very low angle boundaries. However, such fil-
tering processes must be carried out carefully, because
artifacts can be generated that may easily be mistaken
for real features, either if unsuitable filter parame-
ters are chosen, or if the boundary misorientation def-
inition is taken too low. Investigations of the same
region in both the TEM and using EBSD are very
useful, therefore, in order to provide information on the
ways in which orientation noise is generated in EBSD
data from deformed metals. Recent attempts to signif-
icantly improve the angular resolution of EBSD using
pattern correlation approaches (Wilkinson 2007; Bate
et al. 2005; Wilkinson et al. 2006) are promising,
though it is still not clear to what extent such proce-
dures can be used for metals deformed over a wide
range of plastic strains.

The fact that the EBSD technique allows orientation
data to be collected from large areas of a sample is
very useful in the analysis of the heterogeneity in
microstructural refinement during deformation. For
such investigations, the inability of the technique
to identify very low angle misorientations is of less
importance, because valuable information can be
gained from the absence of misorientations above a
certain angle. For samples deformed to high strains,
the heterogeneity in refinement can be quantified by
considering the deformed microstructure to comprise
low misorientation and high misorientation regions.
Similarly large step size maps can also provide useful
information about the uniformity of refinement—even
when the step size is taken so large that adjacent pixel
misorientations can no longer be assumed to represent
true boundary misorientations.

In conclusion, it can be noted that plastic defor-
mation is inherently a multilength scale process. The
capability of the EBSD technique to provide data over

different length scales is therefore an important asset
for investigation of deformed microstructures and this
aspect of the technique should not be overlooked.
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Chapter 20

Application of EBSD Methods to Severe Plastic Deformation
(SPD) and Related Processing Methods

Terry R. McNelley, Alexandre P. Zhilyaev, Srinivasan Swaminathan, Jianqing Su,
and E. Sarath Menon

20.1 Introduction

Refinement and homogenization of microstructure
are highly beneficial to the mechanical properties of
engineering materials. Conventional thermomechani-
cal treatments for this purpose typically include defor-
mation processing to von Mises equivalent strains ≤5,
while recently developed severe plastic deformation
(SPD) processing methods have enabled systematic
investigation of equivalent strains >10. Ultrafine grain
sizes (even in the nanometer range) and strain hard-
ening may contribute to dramatic improvements in
ambient strength. Also, strength-toughness relation-
ships as well as resistance to cyclic loading may be
improved when grain refinement is combined with
other strengthening mechanisms, although interactions
among strengthening, toughening, crack initiation, and
crack growth mechanisms are complex and often alloy-
specific. Ultrafine grain size may also enhance forming
behavior and enable superplasticity at lower tempera-
tures and higher strain rates when comparison is made
to conventional superplastic alloys.

Numerous SPD methods have emerged in recent
years (Valiev et al. 1991; Lowe and Valiev 2000).
Equal-channel angular pressing (ECAP) (Iwahashi et
al. 1998; Langdon et al. 2000) and high-pressure
torsion (HPT) (Ungár et al. 2000) usually involve
deformation at low homologous temperatures. Accu-
mulative roll bonding (ARB) is a modern adaptation of

T.R. McNelley (�)
Department of Mechanical and Astronautical Engineering,
Naval Postgraduate School, Monterey, CA 93943–5146, USA
e-mail: tmcnelley@nps.edu

forge welding technology (Saito et al. 1999). Machin-
ing is usually viewed as a process for shaping by
removal of chips of material using a cutting tool,
but does entail SPD. Chip formation in plane strain
machining involves intense, localized shear deforma-
tion that, in many ways, is similar to the deformation in
ECAP (Brown et al. 2002; Swaminathan et al. 2005).
Indeed, machining-derived processes, e.g., large-strain
extrusion machining (LSEM), have been designed to
enable the production of bulk SPD materials that are
based on the pure metal as well as alloys of Al, Cu,
Ni, Fe, and Ti. At low cutting speeds, LSEM may
take place at ambient temperature while adiabatic heat-
ing at higher speeds may result in more complex
thermomechanical histories. Such histories are inher-
ent in friction stir processing (FSP) (Mishra 2003;
Mishra and Ma 2005; Mishra and Mahoney 2007).
Some have suggested that the term “SPD” should
be restricted to approximately isothermal deformation
at low homologous temperatures. Nevertheless, FSP
involves extremely large local shear strains, and so is a
closely related technology.

In the context of SPD processing, “refinement”
usually refers to the production of equi-axed, ultra-
fine (≤1.0 �m) or nanoscale (≤100 nm) microstruc-
ture features throughout the bulk material. Elongated,
ribbon-like dislocation cells or subgrain structures
form at smaller equivalent strains during SPD at low
homologous temperatures and then give way to highly
refined, equi-axed structures at larger strains (e.g.,
Swaminathan et al. 2005). These structures appar-
ently develop by recovery-dominated processes in the
absence of high-angle boundary migration, and their
evolution is also strain-path dependent. Interfaces in
such structures are often high-angle in nature (dis-
orientations ≥15◦) but are not disordered high-angle
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boundaries. Predictive models of the mechanisms
by which SPD-induced microstructures evolve and
transform into ultrafine grain structures with disor-
dered high-angle boundaries have not been established.
Indeed, the current understanding of microstructure
control during conventional deformation processing
and recrystallization treatments is largely empiri-
cal in nature, and so our ability to design pro-
cesses to achieve particular microstructure outcomes
is limited.

Microstructure evolution during thermomechanical
processing generally is accompanied by the develop-
ment of characteristic textures. Depending on mate-
rial and processing conditions, the textures may reflect
deformation or deformation and recovery effects alone,
or may include the effects of recrystallization (Doherty
et al. 1997). Advances in the characterization and
understanding of such microstructures have involved
grain-specific orientation determination utilizing con-
vergent beam electron diffraction methods in transmis-
sion electron microscopy. These methods have high
spatial and orientation resolution, but provide lim-
ited amounts of data. In contrast, electron backscat-
ter diffraction analysis (EBSD) and orientation imag-
ing microscopy (OIM) (Adams et al. 1993; Randle
and Engler 2000) methods have enabled the acquisition
of much greater amounts of grain-specific orientation
data, although these methods are of lower spatial and
orientation resolution.

Prior investigations in this laboratory have applied
EBSD and OIM methods to the analysis of superplas-
tic aluminum alloys (McNelley and McMahon 1996,
1997; McNelley et al. 1997, 1999, 2002; Pérez-Prado
et al. 1998, 2001). Two distinct processing routes had
evolved to enable superplasticity in aluminum; equiv-
alent strains in the deformation stages of both process-
ing routes are typically 2–3. One route involves the
use of dispersed micron-sized constituent particles, or
overaging treatments to produce precipitates ∼1.0 �m
in diameter, and cold working. The particles serve
as nucleation sites for discontinuous recrystallization
by particle-stimulated nucleation (PSN) (Humphreys
1977), and grain sizes of 7–10 �m support mod-
erate superplastic response in alloys processed in
this manner (e.g., McNelley et al. 2008). The other
route involves a continuous recrystallization reaction
in materials having dispersions of fine (10–50 nm)
particles intended to hinder the long-range migration
of high-angle boundaries during deformation process-

ing and superplastic forming (Bricknell and Edington
1979; Edington 1982; McNelley et al. 2002).

The EBSD and OIM analysis clarified the different
mechanisms involved in these two different process-
ing approaches. Random textures and disordered,
high-angle boundaries due to PSN of recrystalliza-
tion during heating to the superplastic forming tem-
perature distinguished all alloys processed by severe
cold working in the presence of micron-sized parti-
cle dispersions. In contrast, distinct brass- or copper-
type deformation textures that had been formed during
prior rolling were retained upon heating, and super-
plastic deformation of materials processed to contain
fine, stable nanoscale particle dispersions. The con-
tinuous reaction in such materials involves the devel-
opment of high-angle boundaries by dislocation reac-
tions in highly misoriented cell walls in the absence
of boundary migration. The formation of high-angle
boundaries and persistence of the prior deformation
texture well into the superplastic regime characterized
all alloys that had been deformed in the presence of
fine, stable, nanoscale dispersions.

Recent investigations have applied similar EBSD
and OIM analysis approaches to the examination
and characterization of materials processed by var-
ious SPD methods, including ECAP, HPT, machin-
ing, and FSP. Altogether, these studies suggest that
highly refined grain structures may form by either dis-
continuous or continuous reactions during such pro-
cesses. These investigations have also helped to under-
stand microstructure evolution at various stages of
SPD processing; and examples from ECAP of Al and
Cu, machining of Cu, and FSP of a continuously
cast AA5083 alloy are summarized in the following
sections.

20.2 Microstructures During the Initial
ECAP Pass

During ECAP, a billet is pressed through a die having
two channels, of equal cross section, that intersect at an
angle; this is illustrated in the schematic at the left in
Fig. 20.1. The billet experiences simple shear without
change in cross section and so the process is amenable
to repetition. In idealized ECAP, the shear plane is the
plane of the die channel intersection and the theoretical
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Fig. 20.1 A schematic of the
ECAP process and orientation
images for (a) Cu and (b) Al
billets from locations in the
die entrance channel for
partially pressed billets

shear strain, 
 = 2.0, corresponding to an equivalent
strain, �eq=1.15 for a die having a 90◦ die channel
angle and sharp inner and outer corners at the die chan-
nel intersection (Iwahashi et al. 1998). For repetitive
ECAP the cumulative strain would be the strain per
pass multiplied by the number of passes. Rotation of
the billet about its longitudinal axis determines the
nature of the strain path. If the billet is not rotated, or
the rotation is + and –90◦ back and forth between suc-
cessive passes, the straining is monotonic. Conversely,
rotation by 90◦ or 180◦ in the same sense between suc-
cessive passes results in redundant straining.

Die wall friction, material constitutive behavior, and
relief at the inner and outer corners of the die chan-
nel intersection result in the spreading of deformation
through a fan-shaped region around the plane of the
die channel intersection and the formation of a dead
zone at the outer corner of the intersection (see, e.g.,
Zhilyaev et al. 2006a, 2006b). Accordingly, the strain
becomes nonuniform through the region of the inter-
section. These effects have been examined by OIM
methods for commercially pure copper (99.95%) and
Al (99.7%) billets that have been partially pressed to
enable observation of the deformation field during the
initial ECAP pass.

Billets 8 mm × 8 mm × 50 mm were machined
from plates and fully annealed prior to ECAP. The bil-
lets were pressed at room temperature using a sharp-
cornered 90◦ die until about half of the billet had
passed through the die channel intersection. The die set
was disassembled and the samples, in the shape of 90◦

elbows, were removed. The samples were sectioned in
half along the flow plane (the plane defined by the die
entrance and exit axes) and prepared by standard met-
allographic methods, concluding with electropolish-
ing. Billet symmetry is monoclinic, and so the senses
of the coordinate axes in the flow plane were carefully
ascertained during OIM analysis. Typical methods of
data acquisition and analysis were employed as have

been described throughout this volume and elsewhere
(e.g., Zhilyaev 2006a). During pressing, material in the
die entrance channel is initially compressed to a small
strain but experiences predominantly hydrostatic load-
ing. OIM results from locations in the entrance channel
are shown in Fig. 20.1a and b, and reveal grain sizes of
∼100 �m in the Cu and ∼200 �m in the Al, respec-
tively. Texture data (not shown) indicate that the Cu
exhibited both prior rolling as well as annealing com-
ponents, while the Al retained mainly prior recrystal-
lization components.

Microhardness measurements were made on the
partially pressed samples as illustrated in Fig. 20.2.
Five individual measurements were made at each loca-
tion in the region of the die channel intersection as
indicated by the inset in Fig. 20.2a. Overall, the Cu
exhibits higher hardness and hardness increase due to
ECAP when compared to the Al. Variations in the
microhardness throughout the die entrance channel
likely reflect variations in grain size and lattice orien-
tation in the annealed and lightly deformed material in
these regions. Strain hardening in response to shearing
at the die channel intersection is more localized for the
Cu and, in contrast, is spread out over a greater distance
in the Al. Neither billet completely filled the outer cor-
ner of the die channel intersection, although the dead
zone is most prominent for the Al. In both cases the
lower billet regions exhibit higher hardness after pas-
sage through the die channel intersection. This implies
that shearing is not uniform along the plane of the inter-
section.

Figure 20.3 shows orientation images from three
locations in deformed material immediately adjacent
to the shear plane for the partially pressed Cu billet.
The orientation color key in the inset corresponds to
the specimen normal for all of the orientation images
in this chapter. In Fig. 20.3, the billet orientation in the
microscope is also illustrated below the color key in
the inset; from this, the shear direction is parallel to
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Fig. 20.2 Microhardness
distributions from the region
of the die channel intersection
for partially pressed billets of
(a) Cu and (b) Al

the vertical edge of these images. For idealized ECAP,
the direction of maximum principal strain would be
inclined at 22.5◦ in a clockwise sense from this edge.
At the inner die corner (upper map), slip bands par-
allel to the shear plane and inclined at about 45◦ to

the shear plane (i.e., parallel to the die exit channel)
are apparent at the center-right; while a gradient in
strain, reflected in long-range lattice rotation, is appar-
ent in the grain at the left. High-angle boundaries have
formed at many locations nearby prior boundaries in

Fig. 20.3 Orientation images and discrete pole figures from the region of the die channel intersection for the partially pressed Cu
billet. Boundaries of disorientation ≥15◦ are indicated by dark lines in the orientation images
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the image from the region of the inner die corner. Slip
bands are also apparent in the middle image but long-
range lattice rotations were not seen in the images
from the middle and outer corner (lower map). More
deformation-induced structures surrounded by high-
angle boundaries are apparent in the middle image, and
these structures are elongated approximately along the
direction of maximum principal strain.

The inset pole figures typically exhibit one or two
individual orientations. At the inner die corner and
mid region, these orientations may be near the C shear
texture orientation {001}<011>, where the notation
refers to {plane parallel to the shear plane}<direction
parallel to the shear direction> (Kocks et al. 1998).
At the outer die corner the texture component may be
retained from the plate used to produce the billets; the
location is in the dead zone. Factors contributing to
the inhomogeneous hardness distribution include the
coarse initial grain size, and inhomogeneous deforma-

tion across the plane of the die channel intersection
that reflects, in turn, die wall friction and dead zone
formation.

Corresponding data for Al is shown in Fig. 20.4,
and comparison with the Cu data in Fig. 20.3 reveals
greater inhomogeneity of deformation in the Al when
compared to the Cu. The orientation image from the
inner corner (upper image) suggests grain elongation
along the direction of maximum principal strain, while
grains are elongated more nearly along the axis of
the die exit channel in the middle orientation image.
Grain shape is nearly undistorted in the dead zone at
the outer corner of the die channel intersection. More
nearly equi-axed deformation structures have formed
within grains, a reflection of the high stacking fault
energy of Al and deformation at a higher homologous
temperature. The inset pole figures reflect formation
of A ({111}<uvw>) and B ({hkl}<001>) shear tex-
ture fibers, as well as the C orientation at the upper die

Fig. 20.4 Orientation images and discrete pole figures from the region of the die channel intersection for the partially pressed Al
billet. Boundaries of disorientation ≥15◦ are indicated by dark lines in the orientation images
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corner and middle regions of the billet. These textures
appear to be rotated away from the shear direction
toward the die exit channel axis by 10◦–20◦. In con-
trast, the texture in the dead zone at the outer die corner
appears to consist mainly of prior rolling texture orien-
tations. Further details of microstructure and microtex-
ture evolution during repetitive ECAP have been given
elsewhere (Oh-ishi et al. 2005; Zhilyaev et al. 2006a,
2006b).

20.3 Microstructures Developed
by Machining

A schematic of chip formation during plane strain
machining is included as the inset to the left in
Fig. 20.5. The chip material being removed expe-
riences large strains as it passes through the shear
plane. The principal machining parameters are the
tool rake angle, �, the undeformed chip thickness,
a0, the deformed chip thickness, ac, and the cutting
speed, V0. The bulk shear strain imposed in the chip
depends on � and the shear plane angle, �, accord-
ing to: γ = (cos α)

/
(sin ϕ cos (ϕ − α)), wherein �

depends in turn on � and the cutting ratio r = a0
/

acas
tan ϕ = (r cos α)

/
(1 − r sin α) (Merchant 1945; Piis-

panen 1948). In a plane strain cutting experiment, the
tool rake angle, �, is set and the cutting operation is
then conducted. The shear strain, γ , in the chip may be
calculated after measurement of the chip thickness, ac,
determination of the chip thickness ratio, r, and evalu-
ation of tan φ. Plane strain conditions occur when the
tool cutting edge is perpendicular to V0, and a0 is small
compared to the chip width, aw. The cutting speed,
V0, controls the strain rate and thus the temperature
of the process. At low values of V0, chip formation
takes place at near ambient temperatures. In contrast,
at very high values of V0, temperatures on the order of
the melting point of the material and strain rates as high
as 1×105 s-1 may prevail in the deformation zone. In
typical plane strain cutting experiments, plastic shear
strain values that range between 1 and 15 may be read-
ily obtained in a single stage of deformation simply by
varying the tool rake angle. This is in contrast to repeti-
tive ECAP wherein the plane of the shear changes from
pass to pass and the straining may be either redundant
or monotonic depending on the strain path.

Chips were produced by plane strain machining of
commercial oxygen free high conductivity (OFHC)
copper that had been annealed at 400◦C for 4 hours in a
controlled argon atmosphere (95 vol%Ar+5 cvol%H2).
The annealed copper’s microstructure consisted of
∼100 �m grains with annealing twins, and micro-
texture data revealed a weak cube component in the
texture. Chips were produced with different levels of
strain using high-speed steel tools of different rake
angles; the machining parameters are summarized in
Table 20.1. Further details of this experiment have
been given previously (Brown et al. 2002; Swami-
nathan et al. 2005, 2007). The strain rates were 10–
100 s-1 and deformation occurred under near-ambient
temperature conditions. The deformed chip thickness,
ac, was measured and r, �, and 
 were estimated
as described above; these parameter values are also
included in Table 20.1.

The orientation images in Fig. 20.5 illustrate the
effect of strain during SPD by machining. These maps
were obtained in the plane defined by the chip flow
direction (CFD) and rake face normal (RFN). Inspec-
tion of the inset reveals that this plane corresponds to
the flow plane for ECAP. Typically, r < 1 for plane
strain machining while r = 1 for ECAP, and this is
a principal distinction between these two SPD pro-
cesses. Elongated structures are apparent in the chip
obtained by cutting with � = +40◦ and a correspond-
ing shear strain 
 = 3; this result is consistent with
the elongated structures apparent after the initial ECAP
pass (Fig. 20.3). At this strain, the pole figure data
include a predominant B-fiber shear texture compo-
nent. Larger shear strains are attained as the tool rake
angle is decreased, and the elongation and subdivision
of the equi-axed grains of the annealed material gives
way to increasingly refined structures within elongat-
ing prior grains and, finally, to equi-axed structures at
the largest strains examined in this study (
 = 11).
The prior boundaries have become indistinguishable
at the largest shear strain. Nevertheless, the pole fig-
ures include A- and B-fiber shear texture components
at 
 = 7, and B-fiber as well as the C orientation at

 = 11, indicating that these are deformation-induced
and not recrystallization structures. The discrete pole
figures show clearly that these shear textures are more
diffuse at large strains. Corresponding disorientation
distributions in Fig. 20.6 show that the relative frac-
tion of high-angle boundaries increases as a function of
increasing strain, although the persistence of low-angle
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Fig. 20.5 A schematic of plane strain machining is included
at the upper left. The orientation images and discrete pole fig-
ures illustrate the formation of elongated structures within prior

grains and their complete transformation into ultrafine, equi-
axed structures during SPD by machining. Shear textures are
evident at all strains
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Table 20.1 Deformation
parameters for machining of
Cu chips

Vo (mm/s) ao (mm) aw (mm) � r � 


18.3 0.11 3.81 +40◦ 0.31 16.5◦ 3
+20◦ 0.14 7.9◦ 7
0◦ 0.09 5.2◦ 11

boundaries in the disorientation distributions reflects,
again, that these are deformation-induced microstruc-
tures.

Insight into the mechanisms of microstructure evo-
lution and high-angle boundary formation has been
gained from EBSD and OIM analysis of Cu sub-
jected to SPD by plane-strain machining. An orien-
tation image from a location on the FPN-CFD plane
(i.e., the rake face) of a Cu chip subject to 
 = 3 is
shown in Fig. 20.7a. The spatial distributions of vari-
ous texture components may be evaluated by highlight-
ing these components in grain maps. Thus, an image
quality (IQ) map, shown in Fig. 20.7b, and the pole
figures, presented in Fig. 20.7c, for this region (i.e.,
Fig. 20.7a) have been highlighted with red and blue
colors, each corresponding to one of the two crystal-
lographically distinct variants of a prominent B-fiber
component in the shear texture from this location in
the microstructure. Note that the pole figure data have
been rotated into the CFD-RFN plane (i.e., the flow
plane) in Fig. 20.7c; this is the plane as employed in
the pole figures of Fig. 20.5. The highlighting proce-
dure shows that regions of lattice orientation corre-
sponding to these variants have a band-like arrange-
ment approximately parallel to the FPN in Fig. 20.7c,
and that high-angle boundaries (≥40◦ disorientation
and indicated by the irregular white lines in Fig. 20.7b)

are interfaces between these bands. The point-to-origin
profile plot in Fig. 20.7d corresponds to the linear tra-
verse at the upper left in Fig. 20.7b, and demonstrates
that the interfaces between the texture variants have
disorientations of 50◦–60◦. The disorientation distribu-
tion for this location has a peak at 0◦–5◦, correspond-
ing to the substructure evident in Fig. 20.7a, while the
smaller peak at 55◦–62.8◦ corresponds to the interfaces
between the texture variant bands. This observation
is consistent with deformation banding (Barrett 1939;
Barrett and Levenson 1940; Lee et al. 1993; Lee and
Duggan 1993; Kulkarni et al. 1998; McNelley et al.
2002) in microstructure evolution and the formation of
high-angle boundaries during SPD.

20.4 Grain Refinement During FSP

Recent reviews of friction stir welding (FSW) and the
allied process of FSP have given detailed descriptions
of these technologies (Mishra 2003; Mishra and Ma
2005; Mishra and Mahoney 2007). Briefly, during FSP
a cylindrical nonconsumable tool with a concentric
projecting pin is rotated and forced into the surface
of a metal. A combination of frictional and adiabatic
heating in the metal leads to localized heating and soft-

Fig. 20.6 Disorientation distributions for (a) 
 = 3.0, (b) 

= 7.0, and (c) 
 = 11.0, showing the buildup of the high-angle
boundary populations in the deformation-induced structures of

Fig. 20.5. The populations of high-angle (disorientation ≥15◦)
are: (a) 22.7%, (b) 53.4%, and (c) 72.0%
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Fig. 20.7 An orientation image in (a) shows the microstruc-
ture on the rake face plane of Cu deformed to 
 = 3.0 during
plane strain machining. The highlighted IQ map, (b), and dis-
crete pole figures, (c), show that high-angle boundaries are inter-
faces between variants of a B-fiber texture component at this

stage of deformation. The point-to-origin traverse in (d) demon-
strates that the variant interfaces have disorientations of 50◦–60◦;
(e) the disorientation distribution is bimodal, with a large peak
at 0◦–5◦, corresponding to a substructure and a smaller peak at
55◦–62.8◦, corresponding to variant interfaces

ening of the metal as the pin penetrates the surface.
The tool may be traversed in a pattern on the work
piece surface once the tool shoulder has come into con-
tact with the surface. A volume of material surround-
ing the pin experiences SPD in a complex thermome-
chanical cycle; when applied to a cast metal this may
result in the conversion of an as-cast microstructure to

a wrought condition in locations subjected to the pro-
cessing in the absence of macroscopic shape change.

An as-cast AA5083 material (Al-4.5wt.pct Mg-
0.7wt.pct.Mn) plate produced by continuous casting to
a thickness of 15 mm was sectioned to provide sam-
ples approximately 37 mm in width × 150 mm in
length. The samples were subjected to FSP using an
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Fig. 20.8 Optical
microscopy results after FSP
of a continuously cast
AA5083 material; the
montage in (a) illustrates the
SZ depth in the vicinity of the
initial passes, while (b) shows
the as-cast solidification and
(c) the SZ microstructures at
higher magnification. The
TEM image in (d) shows the
distribution of particles in the
microstructure

H-13 steel tool with a threaded 5.2 mm pin. Process-
ing was conducted at 350 rpm, a traversing speed of
102 mm min-1 and a step-over distance of 2 mm in a
pattern of linear traverses on the as-cast material. A
montage of optical micrographs in Fig. 20.8a shows a
transverse section through the surrounding base metal
(to the left) and processed region (the stir zone, or
SZ) to the right. The SZ depth corresponds to the pin
length. The as-cast base metal is shown at higher mag-
nification in Fig. 20.8b and consists of coarse, irregu-
larly shaped Al6Mn constituent particles and finer but

inhomogeneously distributed Al8Mg5 precipitates in a
solidification microstructure. The FSP of this as-cast
microstructure results in homogenization and refine-
ment of both the coarse constituents and fine precip-
itates, as seen in Fig. 20.8c. The presence of con-
stituents and precipitates of varying size resulted in dif-
ficulties in transmission electron microscopy interpre-
tation of the SZ microstructure. Nevertheless, particles
from 50 to 200 nm are distributed throughout the SZ,
and many of the finer particles reside on boundaries in
the microstructure, as seen in Fig. 20.8d.

Fig. 20.9 OIM results from (a), the SZ, and (b), the TMAZ
region of the FSP’ed AA5083 material that show refinement of
the SZ microstructure to a grain size of ∼1.0 �m as well as for-

mation of a random texture and disorientation distribution in this
region. The TMAZ exhibits a deformation-induced microstruc-
ture
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Fig. 20.10 Tension test coupons showing exceptional elonga-
tion (>1,200%) for SZ material; this reflects grain refinement
and an increase in the strain rate sensitivity index, m, at strain

rates ε̇ ≥ 10−2s−1, as seen in the plots of stress as a function of
strain rate and ductility as a function of strain rate during defor-
mation at 450◦C

A highly refined SZ grain structure was revealed by
EBSD and OIM methods, as shown in Fig. 20.9a. The
apparent SZ grain size is ∼1.0 �m. A random texture
and predominantly random disorientation distribution
suggests PSN of recrystallization, although a popula-
tion of low-angle boundaries is consistent with resid-
ual deformation effects after passage of the tool pin.
A coarser grain size, shear texture components, and
high population of low-angle boundaries are all appar-
ent in the thermomechanically affected zone (TMAZ),
as shown in Fig. 20.9b.

Miniature tensile samples were sectioned from the
SZ region using wire electric discharge machining
(EDM) followed by light grinding to remove surface
damage. These samples were pulled to failure in ten-

sion using various nominal strain rates at 450◦C. The
untested and tested tensile samples are shown at the
top in Fig. 20.10. The corresponding tensile proper-
ties are compared to data for conventionally processed
AA5083 materials in plots of flow stress as a function
of strain rate and ductility as a function of strain rate.
The conventional processing relies on cold rolling of
hot band material to a reduction of 75%, followed by
heating to 450◦C. Recrystallization provides a grain
size of 7–8 �m. The finer grain size produced by FSP
clearly reduces the flow stress and increases the strain
rate sensitivity index, m ≡ d log σ

/
d log ε̇. High val-

ues of m lead to necking resistance and improved duc-
tility (Langdon 1982; Sherby and Wadsworth 1984).
The enhanced ductility reflects not only the reduction
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in grain size, but also a more homogeneous con-
stituent particle distribution and a reduced tendency to
cavitation.

20.5 Conclusions

The application of EBSD and OIM methods to the
characterization of SPD-induced microstructures has
provided invaluable insights into the evolution of
microstructure during processing by the various SPD
methods. The inhomogeneous distribution of deforma-
tion during initial ECAP passes on Cu and Al has
been characterized by OIM and microtexture data.
The development of elongated structures and the frag-
mentation of such structures to form highly refined,
equi-axed structures at very large strains has been
investigated by plane-strain machining. It must be
recognized that EBSD and OIM methods in scan-
ning electron microscopy are complementary to more
highly resolving transmission electron microscopy
techniques. The latter are necessary to investigate the
detailed nature of the boundaries and interfaces pro-
duced by SPD. Finally, EBSD and OIM methods
are invaluable in interpreting the mechanisms of for-
mation of superplastic microstructures in Al alloys
wherein deformation and recrystallization treatments
are needed to refine microstructures in the absence of
phase transformations.
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McNelley TR, McMahon ME, Pérez-Prado MT (1999) Grain
boundary evolution and continuous recrystallization of a
superplastic Al-Cu-Zr alloy. Philos T R Soc A 357:
1683–1705
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Chapter 21

Applications of EBSD to Microstructural Control in Friction
Stir Welding/Processing

Sergey Mironov, Yutaka S. Sato, and Hiroyuki Kokawa

21.1 Introduction

Friction stir welding/processing (FSW/P) is an
innovative solid-state joining/processing technique
(Thomas et al. 1991; Mishra and Ma 2005). The
basic concept of FSW/P is very simple, as shown in
Fig. 21.1 (Park et al. 2003a). A specially designed tool
rotating at high speed is plunged into work pieces to
be joined/processed and then is traversed along the
weld seam, or in a direction of interest in the case of
friction stir processing (FSP). The rotating tool pro-
duces frictional heat which softens the material so that
it is readily extruded around the tool. The simultane-
ous rotational and translation motion of the tool forces
the material to flow around the tool, filling a cavity at
the rear of the tool and thus creating a solid-state joint.
During the flow, the material undergoes extreme lev-
els of plastic deformation and thermal exposure, which
drastically changes the microstructure in the center of
the processed zone.

As a solid-state joining process, FSW avoids
several problems associated with solidification in
conventional fusion welding, and thereby provides
defect-free welds characterized by good properties
even in materials with poor fusion-weldability (e.g., Al
and Mg alloys). Furthermore, fine-grained character-
istics of FSP allow this technique to be considered a
potential tool for microstructural refinement (Mishra
et al. 2000). Due to the great practical importance

S. Mironov (�)
Department of Materials Processing, Graduate School of
Engineering, Tohoku University, Sendai 980-8579, Japan
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Fig. 21.1 Schematic illustration of the friction-stir-welding
process

of FSW/P, these technologies have attracted extensive
research interest during the last two decades. The first
works in this field were focused mainly on designing
and optimizing of FSW/P technique. Presently, how-
ever, microstructural characterization is becoming one
of the key issues.

A unique characteristic of FSW/P is exception-
ally high gradients of temperature, strain, and strain
rate. As a result, the obtained microstructures typically
show a drastic variation in microstructure morphol-
ogy, grain size, misorientation distribution, and texture.
Therefore, the electron backscatter diffraction (EBSD)
technique, which enables the study of microstructures
as well as microtextures of specific areas of interest at
a high level of statistical detail, is very attractive for
microstructural control in the FSW/P’ed materials.
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Although EBSD is commonly considered to be a
routine tool for microstructural observations, EBSD
studies in the FSW/P field are just beginning. In this
chapter, we give a brief overview of how EBSD is
employed for microstructural control in FSW/P’ed
materials and emphasize its great potential in this field.

21.2 Brief Explanations of FSW/P
Terminology

FSW/P produces a fine equi-axed grain structure
at the weld center in most metallic materials
through dynamic recrystallization arising from fric-
tional heating and significant plastic deformation. The
recrystallized area, called the “stir zone,” refers to
the zone previously occupied by the tool pin. This
microstructural region is sometimes also referred to
as the “recrystallized zone” or “weld nugget.” Mate-
rial in the region adjacent to the stir zone is believed
to undergo much lower levels of strain and temper-
ature exposure, insufficient for recrystallization; this
microstructural region is usually termed the “ther-
momechanically affected zone (TMAZ).” Outside the
TMAZ, the material is affected only by the thermal
cycle, and thus this microstructural region is usually
defined as the “heat affected zone (HAZ).” The dif-
ferent microstructural zones existing in the transverse
cross section after FSW are schematically shown in
Fig. 21.2 (Mishra and Mahoney 2007).

The simultaneous rotational and translation motions
of the welding tool during FSW/P create a character-
istic asymmetry on the cross section. The side of the
welding tool on which the motion of the surface of the
welding tool is in the same direction as the traversing

Fig. 21.2 Various microstructural regions in the transverse
cross section of a friction stir welded material

direction is referred to as the “advancing side (AS).”
The opposite side, on which the motion of the surface
of the welding tool is in the opposite direction from
which the tool is moving, is referred to as the “retreat-
ing side (RS).”

21.3 Microstructural Evolution

One of the main aims of studying microstructure and
texture is to predict the mechanical properties and post-
FSW/P annealing behavior of a material. In order to
improve our ability to control its properties, it is neces-
sary to clearly understand how the final microstructure
develops in the material.

Detailed EBSD studies of grain structure develop-
ment during FSW of Al alloy 2195 have been per-
formed by Prangnell and Heason (2005) and by Fonda
et al. (2004, 2007). To study “actual” microstructural
evolution by minimizing the microstructural changes
during the cooling cycle of FSW, the authors applied
the so-called stop-action technique, which consists
of rapidly breaking the tool motion and immediately
quenching the workpiece. Subsequent EBSD measure-
ments have shown that microstructural development is
a very complicated process. At the cold periphery of
the deformation zone ahead of the tool, the original
grains first split into coarse primary deformation bands
(Fig. 21.3a) (Prangnell and Heason 2005). As the strain
increases towards the tool, the distances between the
original grain boundaries and the new deformation
bands are reduced due to the geometric requirements of
strain, resulting in the formation of elongated fibrous
grains. Second-order deformation bands form within
the primary ones, indicating that grain subdivision con-
tinues on a finer scale. In the region closer to the tool,
high-angle grain boundaries (HABs) become wavy,
showing local grain boundary migration. Development
of this process breaks up the closely spaced HABs into
strings of fine equi-axed grains (Fig. 21.3b) (Prangnell
and Heason 2005). As a result, a mixed microstruc-
ture evolves, comprised of fine equi-axed grains with
some retained high aspect ratio fibrous grains. In the
vicinity of the tool, a reasonably uniform microstruc-
ture comprised of low-aspect ratio fine grains is formed
(Fig. 21.3c) (Prangnell and Heason 2005). These
grains are elongated in the shear direction with aspect
ratios of ∼1–3 and contain a significant (up to
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Fig. 21.3 Microstructural evolution during FSW of Al alloy
2195: EBSD map of the region directly ahead of the tool, show-
ing the effect of the progressively increasing strain and tempera-
ture in the proximity of the tool (a), with selected regions shown
at higher magnifications in (b) and (c)

∼40%) fraction of low-angle boundaries (LABs). This
microstructure becomes more equi-axed and slightly
coarsened due to static annealing after passage of the
tool (Fig. 21.4) (Prangnell and Heason 2005). This pro-
cess is also accompanied by a reduction in the level of
the retained LABs down to 25–30%.

EBSD study of microstructural evolution during
FSP of pure iron (Mironov et al. 2008a) has shown that
this process is broadly similar to that in Al alloy. Thor-
ough EBSD analysis of microstructural morphology,
grain size, misorientation distribution, and texture has
shown that development of the grain structure during
FSP of pure iron is a complex phenomenon involv-
ing geometrical effects of strain, grain subdivision,
and thermally activated HAB migration. The origi-
nal grains are first reoriented by strain in a flow pat-
tern around the tool due to geometrical requirements
of the strain, as shown in Fig. 21.5a (Mironov et al.
2008a). Simultaneously, the original grains are split by
regular arrays of nearly parallel bands of LABs, thus

Fig. 21.4 EBSD maps showing microstructural development
in thermal wake of welding tool: grain structure immediately
behind the tool (a), grain structure 0.5 mm behind the tool (b),
and grain structure 2 mm behind the tool (c)
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Fig. 21.5 Composite EBSD map illustrating microstructural evolution during FSP of pure iron (a), with selected areas shown at
high magnification in (b,,c, d)

Fig. 21.6 Crystallographic alignment of grain boundary traces during FSP of pure iron: microstructure far from the stir zone (a),
and microstructure proximal to the stir zone (b). Slip plane traces are shown by dotted lines

indicating the beginning stage of the grain subdivision
process (Fig. 21.5c) (Mironov et al. 2008a). Boundary
traces of the bands exhibit macroscopic as well as crys-
tallographic directionality, tending to align with the

flow patterns within the sample coordinate system, as
well as with {110} and {112} slip plane traces within
the grain reference frame (Fig. 21.6) (Mironov et al.
2008a). As the strain increases, misorientation of the
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band boundaries increases and the distance between
the bands decreases, eventually forming a lamellar-
type microstructure consisting of HABs aligned in
a common direction and cross-linked by LABs
(Fig. 21.5d) (Mironov et al. 2008a). The HAB fraction
as well as HAB spacing is found to be related to tex-
ture strength, thus evidencing that the grain subdivision
process is governed by texture evolution. In the region
close to the tool, the HABs become wavy due to local
grain boundary migration (an example is encircled in
Fig. 21.5d) (Mironov et al. 2008a). This process leads
to limited discontinuous recrystallization.

In the study of microstructural evolution during
FSW, a particular challenge is to understand the
microstructural behavior of the materials, which expe-
rience allotropic phase transformation, e.g., Ti alloys.
If the peak temperature during FSW exceeds the
�-transus in Ti alloys, the material deforms in the
high-temperature �-phase field. Upon cooling after
FSW, the �-phase almost completely transforms into
low-temperature �-phase, and thus the dynamic fea-
tures of deformation cannot be directly observed in the
postmortem microstructure. This significantly compli-
cates interpretation of the microstructural evolution
during FSW. The difficulty associated with the phase
transformation in the high-temperature phase may be
overcome (i) by adopting an indirect modeling tech-
nique involving reconstruction of the grain structure
of the high-temperature phase, or (ii) by local orien-
tation measurements in small quantities of the high-

temperature phase retained at ambient temperature (if
any). In this case, EBSD would be the most suitable
method for microstructural analysis.

Recent studies of the microstructural evolution
during FSW of Ti-6Al-4V alloy have confirmed the
exceptional effectiveness of EBSD (Mironov et al.
2008b, 2008c). Local crystallographic measure-
ments in the stir zone have shown that close-packed
planes {0001}� / {110}� and close-packed directions
<11–20>� / <111>� of the neighboring � and �

phases are typically parallel (Mironov et al. 2008b).
Moreover, extensive misorientation measurements
have demonstrated that the misorientation distribu-
tion in the � phase is very close to that predicted
for a variant inherited from the � phase, as shown
in Fig. 21.7 (Mironov et al. 2008b). These results
conclusively show that the crystallography of the �

and � phases in Ti-6Al-4V FS weld is related via
the Burgers orientation relationship (Mironov et al.
2008b, 2008c). This conclusion enables reconstruc-
tion of the grain structure of the high-temperature
� phase by using the EBSD technique, as shown
in Fig. 21.8 (Mironov et al. 2008c). Analysis of
the reconstructed EBSD maps has shown that the
� grains in the stir zone are severely sheared in a
common direction and subsequently subdivided by
transverse subboundaries, thus eventually forming
strings of relatively low-aspect ratio grains (Mironov
et al. 2008c). In the cited study, boundary traces of
the reconstructed � grains were not straight over a

Fig. 21.7 Misorientation data for � phase obtained from FSW’ed Ti-6Al-4V alloy: misorientation-angle distribution (a) and
misorientation-axis distribution (b)
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Fig. 21.8 EBSD grain boundary map of the reconstructed � grain structure in FSW’ed Ti-6Al-4V alloy (a), with selected regions
shown at high magnification in (b, c, d)

long distance and exhibited bulges tending to form
very small equi-axed grains (Fig. 21.8b, arrowed),
this observation being interpreted as evidence
of limited discontinuous recrystallization stimulated
by local grain boundary migration (Mironov et al.
2008c). Therefore, the EBSD technique provides
a unique opportunity to establish that microstruc-
tural evolution in the high-temperature �-phase
field is also driven by a combination of geometrical
effects of strain, grain subdivision, and local HABs
migration.

21.4 Material Flow

The material flow during FSW is quite complex, and its
understanding is important for optimal tool design and
improvement of process reliability. Currently, this pro-
cess is still not completely understood, one of the key
difficulties being the impossibility of its direct obser-
vation during FSW.

As the material flow during FSW occurs in a
solid state, this process may be interpreted in terms

of intense plastic deformation at high temperatures.
Hence, the material flow may lead to formation of a
crystallographic texture in the stir zone. An example
of the strong texture observed in the stir zone of an
Al alloy is shown in Fig. 21.9 (Field et al. 2001). It
is evident that the texture in the stir zone is different
from that in the base metal (Fig. 21.9b), this obser-
vation being attributable to the material flow during
FSW. Additionally, a strong cross-width texture gra-
dient from the retreating side to the advancing side
is seen in Fig. 21.9c. This interesting phenomenon
may be associated with the heterogeneous nature of
the material flow within the stir zone due to rotation
of the welding tool. This figure conclusively demon-
strates that analysis of the local texture and texture
gradients by the EBSD method may provide funda-
mental knowledge on the material flow during FSW.
Some previous studies have attempted to deduce the
material flow during FSW using EBSD data obtained
from the stir zone (Sato et al. 2001; Field et al. 2001;
Park et al. 2003a).

Although the material flow during FSW is compli-
cated, the predominant deformation mode is expected
to be simple shear (Fonda et al. 2007). Indeed, several
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Fig. 21.9 (a) Schematic representation of the friction stir
weld geometry and the associated analyzed planes. Plane 1 (the
shaded region) shows the cross section analyzed, and plane 2
indicates the plane-view geometry, (b) orientation image from a

complete cross section, and (c) plane view orientation images of
an FSW joining 1100 Al plates at 700 rpm and 18 cm/min. ND
and TD correspond to normal direction and transverse direction
of the plate, respectively

studies performed on various materials have revealed
formation of a simple shear texture within the stir
zone (Sato et al. 2001; Field et al. 2001; Park et al.
2003a; Fonda et al. 2007). For example, {111} pole
figures obtained from the base material and the center
of the stir zone of FSW’ed Al alloy 6063 are shown in
Fig. 21.10 (Sato et al. 2001), in which it can be seen
that a typical recrystallization texture of the base mate-
rial changes into a completely different texture dur-
ing FSW. The newly developed texture consists of two

Fig. 21.10 {111} pole figures obtained from the base material
and the stir zone center of FSW of extruded Al alloy 6063. ED:
extruded direction, WD: welding direction, and TD: transverse
direction

texture components having a common pole near the
welding direction (WD). A comparison of the exper-
imental texture (Fig. 21.10) with ideal simple shear
textures expected for fcc metals (Fig. 21.11) (Li et al.
2005) shows that the stir zone texture is very close to
A/-A simple shear texture components. Texture analy-
sis performed across the stir zone from the retreating
side to the advancing side has demonstrated that tex-

Fig. 21.11 {111} pole figures showing the main ideal orienta-
tions and fiber textures associated with simple shear deformation
of fcc materials. SPN means shear plane normal and SD is shear
direction in the pole figure
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ture variation in the stir zone may simply be described
in terms of the A/-A components which rotate around
the plate normal direction (ND), which is close to the
rotational axis of the welding tool. From these results,
it is strongly suggested that the material flow dur-
ing FSW mainly arises from simple shear deformation
along the pin column surface in the rotational direction
of the pin.

The local texture and texture gradient associated
with the deformation history during FSW are much
clearer in Mg alloys having an hcp crystal structure,
because the material flow in these materials mainly
arises from a basal slip. Representative (0002) pole fig-
ures taken from the base material and the stir zone
center of FSW’ed AZ61 Mg alloy are presented in
Fig. 21.12 (Park et al. 2003a). FSW produces a strong
(0002) basal texture roughly perpendicular to the WD
at the weld center. Texture analysis for the entire stir
zone reveals that a trace of the (0002) is distributed
so as to surround the pin column surface, as shown in
Fig. 21.13. The local texture distribution in a Mg alloy
also supports the conclusion that the material flow dur-
ing FSW is characterized by simple shear deformation
around the rotating tool.

It should be noted that the crystallographic texture
observed in the stir zone is directly traceable to only

Fig. 21.12 (0002) and (10-10) pole figures of the base material
(a) and stir zone center (b) in FSW’ed AZ61 Mg alloy. Since
coordinate axes of the pole figures are the welding direction
(WD), transverse direction (TD), and normal direction (ND) of
the plate, the center of the pole figures corresponds to the WD

Fig. 21.13 Schematic of trace surface of basal plane produced
in AZ61 Mg alloy

the final deformation stage. This means that the behav-
ior of the material flow in the early stage of FSW is
hardly predictable by EBSD, because its remnant is
usually erased by the final deformation stage. How-
ever, there is no doubt that texture analysis in the
stir zone is a powerful tool to obtain additional infor-
mation on the material flow unobtainable with other
techniques.

21.5 Structure-Properties Relationship

The various microstructural characteristics routinely
provided by EBSD may also be employed for predic-
tion (and even control) of the properties of FSW/P’ed
materials. A few examples illustrating structure-
properties relationships examined via EBSD are given
below.

Mechanical behavior of Mg alloys is commonly
accepted to be critically influenced by the crystallo-
graphic texture, because their material flow is mainly
associated with a basal slip, as mentioned in the pre-
vious section. Detailed EBSD study of FSW’ed AZ61
Mg alloy has shown that the texture is essentially inho-
mogeneous within the stir zone and that (0002) basal
slip planes are aligned roughly parallel to the pin col-
umn surface (Fig. 21.13) (Park et al. 2003a). Sub-
sequent transverse tension tests of FSW joints have
demonstrated that this creates a subsequent anisotropy
of mechanical properties, and that the deformation
is preferentially located within the regions with a
high Schmidt factor (Park et al. 2003b), as shown in
Fig. 21.14. Therefore, the unique capability of EBSD
to measure the microtexture distribution enables the
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Fig. 21.14 Plane-view illustration of FSW’ed AZ61 Mg alloy
showing relationship between trace of basal plane and fracture
location during the transverse tensile test

prediction of the mechanical properties of FSW/P’ed
Mg alloys.

It is generally believed that superplastic proper-
ties of materials significantly depend on the nature
of grain boundaries. Generally, HABs are considered
to be more advantageous for grain boundary sliding
than LABs, this being one of the reasons for sig-
nificant commercial interest in microstructural refine-
ment. With EBSD, the HAB fraction in a material
can be easily determined, and thus may be very use-
ful for estimation of the superplastic behavior. For
example, EBSD measurements in FSP’ed Al alloy
2024 have revealed an exceptionally high HAB frac-
tion (∼95%, Fig. 21.15), and this observation has been

Fig. 21.15 Grain boundary misorientation distribution in
FSP’ed Al alloy 2024

directly correlated with the high strain rate superplas-
ticity found in this material (Charit and Mishra 2003).

21.6 Summary and Future Outlook

EBSD is an excellent tool for microstructural and tex-
ture control in FSW/P’ed materials. This technique
can be successfully employed for fundamental insight
into material flow and microstructural evolution as
well as for quantification of the structure-properties
relationship. Although this method has still not been
widely applied in FSW/P, it is expected that its con-
tribution will grow, especially in the field of phase
transformations.
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Chapter 22

Characterization of Shear Localization and Shock Damage
with EBSD

John F. Bingert, Veronica Livescu, and Ellen K. Cerreta

22.1 Introduction

This chapter provides examples of the application of
EBSD characterization to microstructures influenced
by two conditions: (1) shear localization, and (2)
dynamic deformation and damage from shock loading.

Regarding localization, the development of plastic
instabilities and shear bands is significant to multiple
applications ranging from rolling and metal cutting
operations to dynamic loading environments such as
auto impacts and ballistic events (Semiatin et al. 1984).
In many loading scenarios failure is preceded by shear
band or localization formation. Localization is typi-
cally enhanced at high strain rates because inadequate
time for thermal diffusion promotes nonuniform strain
(Clifton et al. 1984). Thermal softening leading to
extreme plastic flow localization can result in adiabatic
shear bands, in which large strains are localized within
very narrow regions (Rittel et al. 2006). Plastic insta-
bility in general represents a potential failure mode that
is difficult to predict by conventional continuum mod-
eling approaches. Therefore, considerable research has
been focused on its properties in order to avoid, or
sometimes exploit, its occurrence.

The linkage between microstructure and instabil-
ity has been examined most notably in the case of
shear band development. In this case, the deforma-
tion state transitions from one of homogeneous strain
to localized strain within a defined planar band of
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Materials Science and Technology Division, Los Alamos
National Laboratory, Los Alamos, NM 87545, USA
e-mail: bingert@lanl.gov

material. Shear bands are favored by the exhaustion of
strain-hardening. Texture may also contribute to shear
band formation through Taylor softening, in which the
deformation texture evolves toward orientations that
have lower resistance to subsequent deformation.

Dynamic deformation refers to the plastic deforma-
tion of materials under nonequilibrium conditions. In
general, these conditions are encountered during the
application of a rapid loading rate, leading to high
strain rates. The response of a material to dynamic
loading may be very different from quasi-static loading
of an analogous stress state. This is due to the effects
of increased rate on a material’s constitutive properties
and microstructural evolution, such as the suppression
of dynamic recovery and decrease of thermal activation
of dislocation mobility. At very high loading rates the
effect of shock waves must also be considered. Defor-
mation in the shock regime results in a discontinuous
plastic wave front, and is characterized by the gener-
ation of a high density of defects. The evolution of
damage is also generally different under dynamic con-
ditions, and this is especially true in the case of shock
loading.

Material response to dynamic loading has been
observed for over 100 years, with systematic research
on dynamic damage beginning with the work of
Hopkinson (1914). However, detailed consideration of
microstructural evolution and the effect of microstruc-
ture on dynamic material instability and damage is a
more recent concern. The interested reader is referred
to the review by Meyers and Aimone (1983) and the
book by Meyers (1994) for an overview. Various mod-
els describing dynamic damage and fracture have been
developed: for example, those of Johnson (1981) for
ductile spall, and Grady (1982) for fracture and frag-
mentation. More recently, the use of crystal plasticity
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FEM has been applied to investigate the local initiation
of dynamic localization from shock loading and shear
testing (Radovitzky and Cuitino 2003; Becker 2004;
Case and Horie 2007; Bronkhorst et al. 2006), build-
ing on quasi-static and dynamic theory developed by
Asaro and Rice (1977) and Nemat-Nasser et al. (1994),
among others.

The application of EBSD characterization to
microstructures associated with shear localization,
and dynamic deformation and damage, enables an
enhanced understanding of microstructural evolution
during these events. This chapter will draw on two
examples to illustrate how EBSD data and its anal-
ysis have been applied to investigate the microstruc-
tural evolution of materials subjected to dynamic and
shear loading conditions. The first of these involves
the study of stress state and microstructural effects on
strain localization and instability through constrained-
shear mechanical tests. The second example consid-
ers the evolution of dynamic damage from shock load-
ing, a process termed spallation. For each case the role
of EBSD in providing insight into the mechanisms of
damage evolution will be highlighted.

22.2 Shear Localization

Research on shear banding has typically focused on
two areas; the development of predictive modeling
for plastic flow instability, and the relationship of
shear banding to initial microstructure. Microstruc-
tural alterations observed in shear-deformed metals
include dynamic recovery, dynamic recrystallization,
phase transformations, melting, and amorphization
(e.g., Meyers et al. 2003; Xue et al. 2002). Recent stud-
ies have focused on correlating evolving microstruc-
ture and mechanical response during shear localiza-
tion. Mechanisms that control substructures within
shear bands appear to be strongly related to ini-
tial microstructure, its evolution, and therefore its
work-hardening capability (Xue and Gray 2006a,
2006b; Dougherty et al. 2007). Certain polycrys-
talline textures, and grains favorably oriented for shear
deformation, may also be more susceptible to the trans-
mission of shear bands (e.g., Xue et al. 2008). An
important consideration for material instability stud-
ies, especially those comparing different materials or
establishing structure-property relations, is quantifica-

tion of localization dimensions. The following investi-
gations concern the role of EBSD in the characteriza-
tion and quantification of shear localization structures.

22.2.1 Constrained Shear in Pure
Fe—Shear Zone Geometry

The forced shear, or tophat, specimen is a sam-
ple geometry designed to probe the influence of
microstructure, strain rate, temperature, and load on
the evolution and growth of shear localization. The
test was originally designed by Meyer and Manwaring
(1986), but has been subsequently modified several
times. This general specimen geometry defines and
constrains the localization region and shear band for-
mation, thus making it inappropriate for investigating
shear band initiation. However, it is ideal for studying
band evolution and growth because the initiation loca-
tion within a specimen is predetermined (Bronkhorst
et al. 2007).

In this investigation the influence of relative stress
states on shear band characteristics within the defor-
mation zone was explored. The stress states were
affected by varying the tophat geometry. The four
tophat dimensions used in this study are shown
schematically in Fig. 22.1a. Figure 22.1b shows three
views of a typical tophat sample, including a cross
section of a post-tested specimen with the deforma-
tion region outlined. Over the range of four inner-hole
diameters ID, the stress state in this shear zone (SZ)
evolves from a combined loading state of shear and
compression for Geometry A (the inner hole diame-
ter is smaller than the outer hat diameter), to almost
entirely simple shear loading in Geometry C (the inner
hole diameter equals the outer hat diameter), to shear
with some bending in Geometry D. To investigate the
effect of different geometries on shear band structure,
quasi-static compression tests were performed on sam-
ples machined into each of these configurations.

The material examined was electrical grade, hot fin-
ished, high-purity �-iron supplied as a 12 cm × 12 cm
billet. The chemistry is provided in Table 22.1, while
the average equiaxed grain size was 60 �m. The initial
crystallographic texture was nearly random, as mea-
sured using X-ray diffraction (Gray et al. 2000). Spec-
imens in each of the geometries shown in Fig. 22.1a
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(a)

(b)

Fig. 22.1 The general tophat sample geometry; (a) schematic
of cross-section with dimensions for A, B, C, and D samples,
and (b) photos of a typical sample, including cross-section with
SZ locations highlighted

Table 22.1 Chemical analysis of Fe (in ppm wt%)

C Mn Si P S Cr Ni Fe

0.013 0.10 0.14 0.005 0.010 0.16 0.13 Bal.

were loaded in compression at a nominal rate of 10-3s-1

and at 77 K to total displacements between 0.43 and
0.75 mm.

The mechanical test data for these tests is plotted
in load vs. displacement in Fig. 22.2. The yield load
and subsequent work-hardening rate decreased dra-
matically as the ID increased. For the largest diame-
ters (C and D), the work-hardening rate is essentially
flat and suggestive of shear localization with attendant
thermally activated recovery processes. The relatively
higher work-hardening rates in specimens A and B
are indicative of the combined hoop and normal com-

Fig. 22.2 Load vs. displacement compression data for each of
the Fe tophat geometries

pressive loading state in the SZ gage section of these
specimens.

Postmortem specimens were cross-sectioned along
the diameter and parallel to the loading axis, metallo-
graphically mounted, polished to 1 �m alumina, and
etched with nital. EBSD was used to examine the SZ
of each of these samples. Figure 22.3 shows crystal
direction (CD) maps with respect to the section-normal
(tangential) direction for the central region of the right
side of the tophat SZ for each of the four geometries.
These maps are rotated compared to the vertical SZ in
Fig. 22.1 such that the shear direction is now horizon-
tal. The SD as observed from the right-side SZ results
in a negative simple shear strain. General high-angle
boundaries (>15◦ misorientation) are delineated.

Qualitatively, deformation appears to become more
intense in the SZ as the diameter of the inner hole
approaches the diameter of the hat (closer to simple
shear loading). However, estimation of the SZ widths
is difficult from the CD maps. Therefore, two other
mapping methods were applied to quantitatively esti-
mate the width of the SZ: (1) kernel average mis-
orientation (KAM), and (2) intragranular misorienta-
tion deviation (IMD). Both methods rely on defor-
mation strain to develop intragranular misorientations
through substructural evolution, such that the resul-
tant misorientations provide a measurable signature
of strain.

The KAM is a measure of the average misorien-
tation of a point with respect to a selected number
of its nearest neighbors. For the KAM maps shown
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Fig. 22.3 EBSD crystal
direction (CD) maps of the SZ
for Fe tophat geometries A, B,
C, and D. Black lines
demarcate high-angle
boundaries

in Fig. 22.4, five nearest neighbors were considered
(∼ 2.5 �m radius around each point for the 0.5 �m
step size scans), with a maximum misorientation of 6◦.
The KAM is more effective in resolving deformation
regions than grain-based misorientation average calcu-
lations, especially for cases in which the gradient in
deformation is fine compared to the grain size. The
delineation of grain boundary regions at the edges of

the SZs shows that strain was preferentially accom-
modated in proximity to the boundary network in the
strain gradient region at the edges of the SZ. In con-
trast, the IMD measures the average of all deviations
between each point in a grain and the grain’s average
orientation. IMD maps for the four samples are shown
in Fig. 22.5. The selection of a lower misorientation
threshold value of 2◦ resulted in a fairly contiguous SZ,

A
B

C
D

A
B

C
D

Fig. 22.4 EBSD kernel
average misorientation
(KAM) maps for Fe tophat
geometries A, B, C, and D.
5-neighbor kernel with 6◦

maximum misorientation,
scale in degrees of
misorientation
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A
B

C
D

A
B

C
D

Fig. 22.5 EBSD
intragranular misorientation
deviation (IMD) maps for Fe
tophat geometries A, B, C,
and D. Scale in degrees of
misorientation

with a well-defined matrix region consisting of grains
below 2◦ IMD.

SZ width estimates were made from the KAM and
IMD maps for all geometries. Initial observation sug-
gested it would be more difficult to measure the KAM
maps. Widths were determined for the maps by draw-
ing parallel bounding lines on each side of the SZ. The
location of the lines was fixed by the position in which
the majority of the line was located in the matrix. Five
width measurements perpendicular to the band length
were averaged and rounded to the nearest 10 �m to
provide the SZ width estimate. Figure 22.6 shows the
SZ width results from both measurement techniques
as a function of geometry. Although not as spatially
resolved, the IMD map appears to provide greater util-
ity for measuring the deformation zone than the KAM
map. This is probably due to the greater uncertainty
in determining the position of the bounding lines for
the latter. The IMD calculation gives a more defini-
tive location for the transition of the matrix to sheared
material.

The IMD results show that SZ width is greatest in
specimen A, reaches a minimum with specimen C, and
increases slightly as the ID becomes wider than the hat
diameter in sample D. This finding correlates well with
the observed mechanical response (Fig. 22.2) of speci-
mens A–C, where the strain-hardening rate decreases
with increasing ID, indicating greater propensity for

Fig. 22.6 Graph of SZ width as a function of tophat geometry
for estimates from KAM and IMD mapping

shear localization. Greater material instability and
localization will result in narrower SZs. Note that esti-
mation of SZ width from the CD maps (Fig. 22.3)
might erroneously suggest that A was narrowest. Spec-
imen D exhibited bulk instability and low strain-
hardening, resulting in the smallest displacement of the
four samples, and suggesting the SZ may be narrow-
est for this condition. However, the deviation from a
simple shear geometry results in a slightly wider SZ
than in C.
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Three conclusions can be drawn from these results:
(1) shear localization is favored by the geometry that
is closest to producing a solely simple shear loading
state; (2) even slight variations away from this geom-
etry result in measurable differences in both the bulk
mechanical response (see Fig. 22.2) and SZ width; and
(3) EBSD can provide a sensitive measure of the result-
ing SZ geometries.

22.2.2 Constrained Shear in Pure
Fe—Texture Development

Deformation texture development was also examined
in the Fe tophat samples as a function of specimen
geometry and resultant localization behavior. For each
EBSD data set, the central SZ was cropped based on
KAM width measurements, so as to eliminate regions
that may have experienced only modest shear strains.
Within this heavily strained region, orientations with
confidence indices (CIs) < 0.05 were not considered,
although this led to a reduction of no more than 10%
of orientations within the cropped region. No fur-
ther cleanup procedures were applied. Orientation data
were rotated so as to align the shear direction (SD)
(estimated from the SZ alignment) with the horizontal
axis.

Shear texture evolution in bcc metals has received
significantly less attention than for fcc metals. Shear
textures can be defined by {hkl}<uvw> associated
with the {SP} <SD> sample reference frame. The
primary bcc fibers are {110}//SP and <111>//SD.
Since these fibers follow from the active slip plane

and direction, this represents a transform of the fcc
case. However, the conversion is not exact, since the
{112}, and perhaps {123} and other planes, may be
active in bcc’s. The description of bcc shear tex-
ture components was originated by Montheillet et al.
(1984), extended by Baczynski and Jonas (1996), and
applied by Li et al. (2005, 2006). The four princi-
pal component types are defined as D

(
112̄
)

[111]
and

(
1̄1̄2
)

[111], E
(
011̄
)

[111] and
(
01̄1
)

[111], F
(110) [001], and J

(
01̄1
) [

2̄11
]

and
(
11̄0
) [

1̄1̄2
]
. For

simple shear, one orientation of each component
may be dominant depending on the sign of the
shear.

110 and 111 pole figures (PFs) recalculated from the
orientation distribution function (ODF) are shown in
Fig. 22.7. The conventional reference frame for shear
deformation is to align the shear direction (SD) hori-
zontally and the shear plane-normal (SPN) vertically.
Since the tophat samples were prepared to provide
a diametral metallographic section, the shear plane
was assumed to be normal to the sectioned surface
so that the SPN lies in the section plane. The PFs
qualitatively appeared to contain features expected for
bcc shear textures, but did not represent ideal shear
textures.

The ODF was used to facilitate comparisons
between textures for each geometry. To simplify the
determination of predominant crystallographic orien-
tations, the sample reference frame was rotated so that
the SD was oriented parallel to the vertical axis and
the SPN in the normal direction. The resultant �2 =
45◦ sections (Bunge notation) of the ODF are shown in
Fig. 22.8. No sample symmetry was assumed because
of the simple shear deformation gradient, therefore �1

A B

C D

SPN

SD

Fig. 22.7 Pole figures from
the SZs in the Fe tophat
specimens tested in the A, B,
C, and D geometries. The
sample reference frame in
terms of the shear plane
normal (SPN) and shear
direction (SD) is oriented as
shown
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DD

BB

C

360°0°

90°

φ1

Φ

AA

Fig. 22.8 �2 = 45◦ ODF
sections from the SZs in the
Fe tophat specimens tested in
geometries A, B, C, and D.
The SPN and SD were
reoriented to the ND and RD,
respectively, to facilitate
texture component
identification

was extended to 360◦. The �2 = 45◦ section shows
components of the {110} fiber at 	 = 90◦, along
with the D components. Ideal component locations are
shown for each section. Although local strains were
very large, the texture strengths were moderate in all
cases with a texture index of approximately 2.5. This
is characteristic of shear textures, and is due to the
continuous rigid rotation accompanying deformation,
resulting in continuous lattice rotation with increasing
strain.

Although none of the textures represent an ideal
shear response, it is apparent that the evolved defor-
mation texture was predominantly due to shear strain.
The E, F, and J {110} components also become more
developed as the geometry approaches C. In addition,
the D component is most closely aligned with the ideal
location for the C geometry. Therefore, as the sample
geometry approaches that of the ideal simple shear,
the texture evolution reflects this trend in the strain
path. Divergence from the ideal shear texture develop-
ment is probably due to the nonuniformity of the shear
strain field compared to homogeneous strain gradients
developed in ideal torsion tests, along with deviations
from simple shear strain conditions due to geometry
effects, and the relatively small volume of material
analyzed.

22.2.3 Effect of Morphology on Grain
Instability in Cu

The effect of morphological texture on material insta-
bility was examined on high-purity copper using the
tophat constrained shear experiment detailed in the
previous section.

Prior to shear testing, an elongated grain structure
was produced by upset-forging an OFE copper plate
to a true strain of -1.8. The resulting texture was a
strong <110> parallel to the compression axis. Tophat
samples were sectioned in two orientations, such that
the shear direction was normal to the grain long axis
(TT) and parallel with the long axis (IP), as depicted
schematically in Fig. 22.9. This corresponded to par-

Fig. 22.9 Schematic of sample reference frame in upset-forged
blank for TT and IP Cu tophat samples
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allel with the upset-forge compression axis (CA) and
normal to the CA, respectively. Figure 22.10 shows
EBSD CD maps of the SZ that illustrate the differ-
ence in shear localization behavior between the two
conditions under quasi-static bulk strain rates. The SZ
appears to be much narrower in the IP sample, indicat-
ing a greater tendency for shear instability. For the TT
case, the SZ is visually distinguishable from the matrix
because of the perpendicular elongated grains serving
as strain markers. However, the SZ is difficult to isolate
in the CD map for the IP sample, since the shear direc-
tion is parallel to the long axis of the matrix grains.

Therefore, IMD maps were prepared similarly to the
Fe tophat analysis, as shown in Fig. 22.11. However,
the results are not as useful when applied to the Cu

TT

IP

SD

Fig. 22.10 EBSD CD maps of SZs from TT and IP Cu tophat
samples

TT

IP

Fig. 22.11 EBSD IMD maps of SZs from TT and IP Cu
tophat samples, from equivalent region as in Fig. 22.10. Scale
in degrees of misorientation

tophats. In this case, the grains in the center of the SZ,
those anticipated to be most heavily deformed, show
the lowest IMD values. The inapplicability of this tech-
nique is due to the prestrained condition of the matrix.
Being larger than the sheared grains, the greater IMD
values in the matrix grains are a measure of the greater
orientation spread, due solely to the size effect. Addi-
tional deformation of the matrix does not increase the
spread, but merely refines the grain size so that the
spread is measured over a smaller region.

KAM maps proved to be more insightful in delineat-
ing the SZ. Figure 22.12 shows KAM maps for the two
regions considered previously, along with a second IP
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TT

IP IP

Fig. 22.12 EBSD KAM
maps of SZs from TT and IP
Cu tophat samples. IP region
on right from different region
than in Figs. 22.10 and 22.11.
3-neighbor kernel with 20◦

maximum misorientation,
scale in degrees of
misorientation

region on the right. For these maps, a 3-neighbor crite-
rion was applied to the 250 nm step size scan data, with
a maximum misorientation of 20◦. The SZ width in the
TT sample runs nearly the length of the IMD map, as
indicated in the CD map in Fig. 22.10. For the IP sam-
ple, the SZ width is delineated by the increased ker-
nel misorientation band. The second IP region is espe-
cially well defined. The resulting SZ width estimates
are 210 �m for the TT sample and 120 �m for the
IP orientation, a very significant difference in relative
localization resistance.

Two candidates for the discrepancy in shear behav-
ior as a function of shear orientation are initial tex-
ture and grain morphology. However, the initial texture
would, if anything, favor enhanced localization in the
TT sample, since the <110> slip direction is sharply
aligned with the SD in this case. Therefore, it appears
that the increased boundary area along the shear direc-

tion in the IP sample tends to enhance localization
processes. This could be due to grain boundary slid-
ing or other boundary-dominated strain accommoda-
tion mechanisms. In contrast, shearing across orthog-
onal boundaries in the TT condition results in a more
diffuse shear region. The effect of grain morphology
appears to be significant in the development of insta-
bilities in copper.

22.3 Shock Loading Damage
in Tantalum

Relationships between shock damage and microstruc-
ture have been experimentally examined by Meyers
and Aimone (1983), Zurek et al. (1990), and Minich
et al. (2004), among others. Precipitates, inclusions,
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Fig. 22.13 Schematic of plate-on-plate shock loading in
distance-time regime

and the grain boundary network represent regions of
preferred damage initiation due to lower threshold
energies for void nucleation. Larger grain sizes, culmi-
nating in single crystals, generally exhibit greater spall
strengths. Postmortem characterization of incipiently
spalled samples reveal intergranular void networks of
different character, depending on the shock pressure;
but the evolution of damage and details of the relation-
ship between the microstructure and damage network
remain unresolved.

In this study, samples sectioned from a tantalum
plate were shock loaded using a plate-on-plate geome-
try, as shown schematically in Fig. 22.13. In this con-
figuration, the intersection of the two tensile release,
or rarefaction, waves results in a state of hydrostatic
tensile stress. In ductile materials, this tensile state can
result in damage development in the form of cavita-
tion voids and subsequent plastic interaction between
the voids. For the geometries used in these experi-
ments, the impacting flyer plate was one-half the thick-
ness of the target, resulting in a spall plane at the
mid-thickness of the target. Following soft capture,
in which the incipiently spalled sample is decelerated
in a controlled manner so as to minimize any post-
shock deformation, the recovered samples were sec-

tioned normal to the shock direction in order to char-
acterize the damage structure.

22.3.1 Effect of Shock Duration
on Incipient Spall Structure

Spall parameters such as peak pressure and duration,
along with microstructure, affect damage evolution
in shocked materials. A comparison of two equiva-
lently shocked samples, differing only by shock dura-
tion, was undertaken in order to study ductile dam-
age evolution in shocked tantalum. These samples are
referred to as short-duration (SD) and long-duration
(LD). Table 22.2 provides the parameters for the two
shock experiments.

Samples were serially sectioned along the thickness
direction so as to reveal the incipient spall damage
structure. Approximately 90 sections of 4 �m depth
per section were captured via optical microscopy. In
addition, for one of every five sections EBSD scans
were performed over selected regions. Details of the
void and damage distribution for the SD sample have
been previously reported (Bingert et al. 2007). The
following comparison between the LD and SD sam-
ples shows the significant effect of shock duration on
damage.

Deformation regions were tracked by using IMD
and KAM maps for each EBSD section, and the
multiple sections were reconstructed to provide
information on the damage structure in three dimen-
sions. Figure 22.14 shows the connectivity of local-
ized deformation between cavitation voids for the
SD sample in a single two-dimensional section,
using KAM (Fig. 22.14a) and IMD (Fig. 22.14b)
maps. Both maps provide evidence of communica-
tion of local stresses between voids at short pulse
duration. The deformation field does not appear
uniformly around each void, but rather links spe-
cific voids in alignment. A three-dimensional view
of the deformation field can be obtained through

Table 22.2 Experimental details for tantalum flyer plate

Sample ID Flyer thk. (mm) Target thk. (mm) Impact velocity (m/s) Peak pressure (GPa) Pulse duration (ms)

Short Duration (SD) 2.08 4.06 199 5.6 1.1
Long Duration (LD) 4.04 8.00 200 5.6 2.2
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(a)

(b)

Fig. 22.14 EBSD maps
illustrating strain localization
in SD Ta incipiently spalled
sample: (a) KAM map
(5-neighbor with 6◦

maximum), and (b) IMD map.
High-angle boundaries
denoted

stacking of either of the misorientation maps.
A reconstruction of the IMD maps for the SD sam-
ple is shown in Fig. 22.15, with a threshold value
of 4◦ IMD, which is representative of significant
deformation. Regions of similar color in this map
represent contiguous grains. Comparing the 3D and
2D maps, the grains above the threshold are much
more contiguous in 3D than is suggested in 2D.
The formation of a continuous planar damage sur-
face is revealed. The results show that although the
damage appeared by optical microscopy to consist
of isolated cavitation voids, EBSD analysis revealed
precursor localization networks between cavitation
voids.

The LD sample was characterized in a similar man-
ner. Figure 22.16 displays the LD KAM and IMD
maps that reveal increased degrees of intervoid linkage

accompanying increased void density. Complex strain
localization networks are visible through the sections,
indicative of mixed-mode damage and the generation
of a void sheeting mechanism. The resultant 3D stack
of 4◦ threshold IMD maps is shown in Fig. 22.17. The
deformation network for the LD samples is contigu-
ous across the entire region, revealing the substantial
effect of pulse duration on the development of incipient
spall damage. Longer durations result in the nucleation
of additional voids, the growth of existing voids, and
the progression of strain localization between voids.
The damage network at shorter durations appears to
be a precursor state, with an already developing dam-
age surface, that further evolves to a well-defined plane
at longer durations. This would eventually evolve into
a complete spall fracture at longer durations and/or
greater pressure.
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Fig. 22.15
Three-dimensional
reconstruction of 4◦ threshold
IMD for SD Ta incipiently
spalled sample. Grains of like
color are contiguous

(a)

(b)

Fig. 22.16 EBSD maps
illustrating strain localization
in LD Ta incipiently spalled
sample: (a) KAM map
(5-neighbor with 6◦

maximum), and (b) IMD map.
High-angle boundaries
denoted in IMD map
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Fig. 22.17 Three-dimensional reconstruction of 4◦ threshold
IMD for LD Ta incipiently spalled sample. Grains of like color
are contiguous

22.3.2 Effect of Pressure on Incipient Spall
Structure

A tantalum sample of the same pedigree as used in the
flyer-plate experiment was shock loaded using a direct
high-explosive drive. This resulted in a peak pressure
of approximately 30.6 GPa, over five times the 5.6 GPa
pressure experienced by the plate-on-plate samples. As
opposed to the solely intergranular void initiation from
the SD and LD samples, evidence of intragranular ini-
tiation can be observed in this sample. Figure 22.18
shows a CD map and accompanying KAM map of a
grain containing several voids. In the CD map, sev-
eral of the fine linear features were crystallographically
identified as {112} < 111 > bcc deformation twins.
The arrows identify two intragranular voids that appear
to have initiated at twin variant intersections. These
intersections would be expected to be regions of high
local stress intensity and to produce high compatibility
stresses.

The KAM map also reveals an apparent linkage
region between several voids, in this case an intragran-
ular network. In addition, the map reflects the local
strain network developed from the deformation twin
field. Therefore, at higher pressures the damage thresh-
old for intragranular void formation is surpassed. This
is possibly achieved through the activation and interac-
tion of deformation twins.

22.4 Conclusions

The foregoing descriptions provided examples of how
EBSD was applied to investigations of shear localiza-
tion and shock damage in materials. The conditions
associated with these deformed structures represent
heavily strained and/or high defect-density microstruc-
tures. Current EBSD systems allow the interroga-
tion of statistically relevant regions of material that
were formerly inaccessible to high-throughput analy-
sis. EBSD was critical not only for its spatial speci-
ficity of orientation, but also to delineate specific
regions within microstructures for analysis. To sum-
marize these investigations:

– EBSD analysis resolved subtle differences in shear
zone microstructure and texture in pure iron, result-
ing from the very sensitive relationship between
tophat geometry and mechanical response.

– Grain morphology was shown to be an impor-
tant variable in shear band development in copper.
EBSD was used to identify and quantify the defor-
mation regions.

– Three-dimensional reconstruction of incipiently
spalled regions in a shocked tantalum plate revealed
the effect of pulse duration on the damage evolu-
tion. EBSD was instrumental in mapping the pre-
cursor strain localization network between cavita-
tion voids in the short duration sample.

– At very high shock pressures, intragranular damage
was found in the tantalum associated with deforma-
tion twin variant intersections.
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(a)

(b)

Fig. 22.18 EBSD maps
from HE-driven Ta incipiently
spalled sample: (a) CD map
with arrows pointing to voids
at twin intersections, and (b)
KAM map (5-neighbor with
6◦ maximum), scale in
degrees of misorientation
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Chapter 23

Texture Separation for �/� Titanium Alloys

Ayman A. Salem

23.1 Introduction

Over the past few decades, titanium and titanium alloys
have been utilized in numerous applications due to
their low density, high strength, and excellent corro-
sion resistance. With the highest strength to density
ratio and a high melting temperature (1670◦C), tita-
nium alloys are always selected over other compet-
ing metallic materials, such as high strength aluminum
alloys, for many high temperature aerospace applica-
tions (e.g., turbine engines).

Pure titanium has a body-centered cubic (bcc) crys-
tal structure (�-phase) above 882◦C (�- transus at
which alpha + beta → alpha) and a hexagonal close-
packed (hcp) crystal structure (�-phase) below the
�-transus. The exact temperature for the allotropic
transformation in titanium alloys is strongly depen-
dent on the alloying elements. The �-phase has highly
anisotropic properties due to its hcp crystal structure
with a less-than-ideal c/a ratio (1.587). The anisotropy
is mostly pronounced in the flow stress, strain hard-
ening, and texture evolution during room temperature
plastic deformation.

Titanium alloys are categorized in three major types
based on the stable phase at room temperature, namely,
� alloys, �/� alloys, and � alloys. The volume frac-
tion of the stable phase at room temperature is con-
trolled by alloying elements. While �-alloys are rich in
�-stabilizers (e.g., Al, O, N, and C), �-alloys are rich in

A.A. Salem (�)
Wright Patterson Air Force Base, 2210 Tenth St. Building 655
Room 053, WPAFB, OH 45433, USA
e-mail: ayman.salem@wpafb.af.mil

�-stabilizers (e.g., V, Mo, Nb, Cr, Fe, and Si). Adding
�-stabilizers and �-stabilizers to titanium results in
various �/� alloys with unique properties.

One of the most common �/� titanium alloys is Ti-
6Al-4V, accounting for more than 80% of the total US
market usage (Eylon and Seagle 2001). Compared to
pure titanium, Ti-6Al-4V has higher strength, higher
fatigue resistance, and higher corrosion resistance,
which makes it the workhorse for many aerospace
applications (airframes and turbine engines).

23.2 Microstructure of �/� Titanium
Alloys

Microstructure and texture have significant effects
on the mechanical behavior of �/� titanium alloys.
Adjusting various thermomechanical processing
(TMP) parameters can drastically alter the final
microstructure and texture. Microstructures of �/�
titanium alloys can be categorized into three major
types: fully lamellar, fully equiaxed, and duplex
(bimodal) (Fig. 23.1). The cooling rate during the
allotropic transformation from the bcc �-phase to
the hcp �-phase is the most important parameter
controlling the final microstructure. Continuous slow
cooling from the � field (above � transus) to the �/�
phase field nucleates �-phase at �-grain boundaries,
which eventually grow as parallel lamellae with the
same crystal orientation. Each adjacent group of
�-lamellae with the same orientation makes a colony.
Each colony continues to grow within the same �

grain until it meets other colonies nucleated at other
grain boundaries. Within each colony, individual �

lamellae are separated by retained � matrix, resulting
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Fig. 23.1 (a) Optical micrograph of fully lamellar microstruc-
ture in Ti-6Al-4V: �-phase (gray lamellae), �-phase (black
lines) (Semiatin and Bieler 2001); (b) backscatter electron image
of fully equiaxed microstructure in Ti-6Al-4V: �-phase (white
areas), �-phase (gray particles); (c) backscatter electron image
of bimodal (duplex) microstructure in Ti-6Al-4V: primary �
(gray particles), secondary � (gray lamellae) (Salem et al. 2008)

in a fully lamellar microstructure (Fig. 23.1a). Such a
microstructure can also be obtained in a final step after
various processing routes by heating the material to the
�-phase field followed by slow cooling, in a process
called � anneal. The main features that describe lamel-
lar microstructure are the size of the � lamellae, the
size of the � colonies, and the thickness of the � layers
at the � grain boundaries. Those parameters are con-
trolled by the cooling rate changing the microstructure
from a colony type to a martensitic type: the former
with thick � lamellae and large colonies resulting from

a slow cooling rate such as furnace cooling; the latter
with very fine � plates resulting from a fast cooling
rate such as water quenching.

High-temperature large deformation of material
with lamellar microstructure just below the � tran-
sus in the �/� phase field breaks down the � lamel-
lae into small segments. Subsequent heat treatment
in the �/� phase field (recrystalization below � tran-
sus) results in spherodization of the broken � lamellae
into equiaxed � particles (so called primary alpha �p).
The volume fraction of �p particles is controlled by
the recrystalization temperature (Semiatin et al. 2003).
At this stage, the material is to be cooled down by
either slow cooling rates (such as furnace cooling),
or by intermediate cooling rates (such as air cool-
ing). In the first route, slow cooling promotes the
growth of spherodized �p particles into larger equi-
axed �-particles, with a reduction in the � volume
fraction until thin layers of � are retained at room
temperature, separating � particles in a microstructure
known as fully equiaxed (Fig. 23.1b). In the second
route, an intermediate cooling rate minimizes the
growth of �p particles while enabling the transforma-
tion of the � phase into new short � lamellae in a
matrix of retained �. The new � lamellae surrounded
by retained � is identified as secondary alpha (�s).
The final microstructure at room temperature consists
of equiaxed particles of primary alpha (�p) and trans-
formed lamellae of secondary alpha (�s) in a matrix
of beta (�) phase. Such a microstructure is called a
bimodal or duplex microstructure (Fig. 23.1c). The
volume fraction of �s is a function of deformation tem-
perature in the �/� phase field.

The unique features of the duplex microstructure
in �/� titanium alloys result in higher yield strength,
higher ductility, higher fatigue-crack-initiation resis-
tance, and slower fatigue-crack-propagation rates than
with a lamellar microstructure. As a result, duplex
microstructure is the choice for many demanding
applications such as fan blades, compressor blades, and
disks in turbine engines (Lutjering and Williams 2003).

23.3 Texture of Ti-6Al-4V

In addition to microstructure, texture has a strong
effect on the mechanical behavior of �/� tita-
nium alloys. For example, high temperature simple
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compression testing of Ti-6Al-4V reveals strong
anisotropy in the peak flow stress, flow softening,
and ovality of the originally right-circular-cylinder
test samples (Semiatin and Bieler 2001). Such a pro-
nounced anisotropy is related to the �-phase texture
more than the �-phase texture. Individual crystals of
the �-phase have an hcp crystal structure, which is
known for a highly anisotropic mechanical behav-
ior. Consequently, textured polycrystal titanium alloys
inherit such an anisotropic behavior. Texture can be
controlled by deformation temperature and processing
routes. For example, unidirectional hot-rolling in the �/
� phase field of Ti-6Al-4V with a duplex microstruc-
ture results in two major types of texture: the so-called
basal/transverse (B/T), and the transverse (T). The for-
mer develops at low temperature deformation (e.g.,
815oC) with high volume fraction of � phase accom-
modating plastic deformation. The latter develops dur-
ing high temperature deformation (close to the � tran-
sus, e.g., 955oC) with high volume fraction of � phase
accommodating plastic strain. Representing texture by
(0001)� pole figures, the B/T-type texture has the �

phase basal poles located close to the plate-normal and
transverse directions (ND and TD, respectively), while
the T-type texture has the basal poles aligned with the
transverse direction (TD) (Fig. 23.2). The strength of
each texture component is controlled by the deforma-
tion temperature (Lutjering 1998).

A clear understanding of texture effects on the
mechanical behavior of �/� titanium with duplex
microstructure cannot be achieved by focusing only
on the overall texture of the � phase. Separating the
contributions from the �p particles and the �s lamella
is crucial. As mentioned before, �p texture evolves
primarily during deformation in the two-phase (�/�)

Fig. 23.2 Schematic of crystallographic texture formed during
unidirectional hot-rolling of Ti-6Al-4V with duplex microstruc-
ture: (a) basal/transverse texture (B/T), (b) transverse texture (T)

field, while that of the �s results from the decomposi-
tion of the hot-worked �-matrix during cooling. Con-
sequently, the textures of �p and �s are expected to
evolve differently based on the TMP parameters used,
and hence to affect the overall mechanical behavior of
the material differently.

23.3.1 Separation of Primary and
Secondary Alpha Texture

The identical crystal structure and lattice parameters of
�p and �s complicate the texture separation process.
Consequently, conventional X-ray diffraction (XRD)
or EBSD techniques cannot be applied directly to dis-
tinguish between them. Therefore, a number of tech-
niques have been developed to determine the individ-
ual textures of �p and �s by correlating microstructure
features to texture data of individual constituents. Gen-
erally, the following steps are followed in most separa-
tion techniques:

(i) Measure the overall alpha texture (�p+ �s) using
XRD, neutron diffraction, or EBSD.

(ii) Capture the microstructure by optical microscopy
or scanning electron microscopy.

(iii) Separate �p and �s in the micrographs.
(iv) Link specific regions for which microstructure

and texture have been measured.
(v) Partition the texture data based on the difference

in microstructure features of the �p and �s.

Brief summaries of the most recent approaches are
presented in the next subsections.

23.3.2 EBSD + BSE Imaging Technique

Backscattered electron (BSE) images for �/� titanium
alloys are often used to distinguish between areas
occupied by �s laminated with �-layers and areas
occupied by �p particles. At low magnifications, �s

lamellae appear lighter than �p particles (Fig. 23.3).
The lighter shade of gray of the �s lamellae is due
to the presence of � layers (enriched in vanadium)
surrounding the �s lamellae, resulting in an aver-
age Z number that is higher than that of the �p
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Fig. 23.3 Backscattered electron (BSE) image of Ti-6Al-4V
revealing �p particles as dark areas and �s lamellae as light gray
areas at low magnification. White areas surrounding �s lamel-
lae are �-phase: primary � (dark particles), secondary � (light
lamellae)

particles. To separate the texture components based
on BSE images, local orientations determined by the
EBSD technique have to be linked to corresponding
positions in the BSE images using special software
that matches BSE images to EBSD inverse-pole-figure
(IPF) maps by image rotation, resizing, translation,
and shearing (Germain et al. 2005). Unfortunately, this
technique is not suitable for �/� alloys with thick �s

lamellae (Fig. 23.1c), or for BSE images at high mag-
nifications, because of the lower difference in the aver-
age Z number of the �s+� areas and �p areas.

23.3.3 EBSD or XRD + Heat Treatment
Technique

Textures are presented mathematically by orientation
distribution functions (ODFs). Consequently, mathe-
matical subtraction and summation of various texture
components is possible using ODFs. In the same vein,
�p texture (weighted by its volume fraction in the ini-
tial duplex microstructure) can be subtracted from the
overall (�p+�s) texture to calculate �s texture (Glavicic
et al. 2006). In order to do this, the total alpha texture
(�p + �s) in the duplex microstructure (Fig. 23.1c) is
measured first using either EBSD or XRD techniques.
Then, the separate �p texture is measured after dissolv-
ing the �s by a solution treatment followed by slow
furnace cooling. Thus the duplex microstructure trans-
forms into an equiaxed microstructure by enabling the

growth of �p particles, and eliminating the decompo-
sition of the � matrix to �s (Fig. 23.1b). Note that this
technique is based on the assumption that there is no
preferential growth of �p particles and, hence, that the
texture of �p particles does not change during the heat
treatment.

23.4 Texture Separation Using
EBSD + EDS Technique

Synchronized in situ measurements of local orienta-
tions and compositions using EBSD and EDS within
an SEM can be used to separate �p and �s texture.
Using commercially-available EBSD data collection
software (such as OIM R© from EDAX) eliminates the
need for additional heat treatments or special post-
processing software for texture separation. The local
composition variation enables the automated binning
of texture readings from the two different microcon-
stituents. Texture is then separated offline using the
OIM R© data analysis software. This technique is gen-
erally applicable to all �/� titanium alloys with duplex
microstructure. It is demonstrated in the following sub-
sections on a hot rolled sample of Ti-6Al-4V with
a measured composition (in weight pct.) of 6.15 Al,
3.9V, 0.20 O, 0.21 Fe, 0.008 Ni, 0.01 C, 0.0031 H, and
the balance Ti.

23.4.1 Procedures for the EBSD/ EDS

A hot rolled Ti-6Al-4V sample is first sectioned, then
ground and lightly electropolished at –20 ◦C in a solu-
tion of 590 ml methanol and 60 ml perchloric acid. Fol-
lowing electropolishing, the sample is mounted on the
tilting stage inside a field emission gun scanning elec-
tron microscope (FEG-SEM). The microscope is oper-
ated at 20 kV and 7 nA, with the stage tilted at an incli-
nation of 70◦. The EDS detector is fully retracted to
avoid overexposure by the large current used to collect
the EBSD data. Both EBSD and EDS detectors must
be located on the same side of the microscope cham-
ber (facing the surface of the sample), thus ensuring
that both measurements are synchronized and collected
from the same material point during the scanning
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process. Local Kikuchi patterns and chemical com-
position are collected using EBSD and EDS systems
from EDAX with a 0.3-�m step size and a 50 s/frame
scan rate.

23.4.2 Microstructure Observations

A secondary electron (SE) image of the hot rolled Ti-
6Al-4V sample reveals a duplex microstructure with
60% �p particles within a matrix of �s lamellae,
wrapped in thin layers of the beta phase (Fig. 23.4a).
The �p particles are relatively equiaxed, while the �s

lamellae are stacked in bundles.
The complicated nature of the microstructure is

often revealed by EBSD IPF maps (Fig. 23.4b) for

Fig. 23.4 SEM results for an electropolished sample of hot
rolled Ti-6Al-4V: (a) secondary electron image, (b) normal-
direction inverse-pole-figure map revealing �p and �s regions
which are not distinguishable, (c) EDS map for Al, and (d) EDS
map for V. In the EDS maps (c, d), dark or light shading is asso-
ciated with a lower or a higher concentration, respectively, of the
particular alloying element (Salem et al. 2008a)

the same area as the SE image. Particularly, each �s

lamella is recognized as a single grain by the OIM R©

software because of the small misorientations across
the �s lamellae within a given colony (less than 3◦).
As a result, a single color is assigned to all lamellae
in the specific colony with no separating boundaries,
which makes the �s colonies indistinguishable from
the neighbor �p particles in the IPF maps.

23.4.3 Chemical Composition Maps (EDS)

The partitioning of alloying elements (Al, Fe, and V)
makes it possible to use the EDS technique to quan-
tify the Al and V concentration in the microstructure
of Ti-6Al-4V samples. In general, a high concentration
of an alloying element is assigned a light color, while
a lower concentration is represented by a dark color.
For example, the EDS map for Al (Fig. 23.4c) shows a
measurable variation in concentration between �p par-
ticles and �s colonies.

A comparison between the aluminum EDS map and
the SE image for the same areas confirms that the
lighter areas (higher Al concentrations) are associated
with the �p particles, and the darker areas (lower
Al concentrations) are associated with the �s lamel-
lae (Fig. 23.4d). However, better contrast between �p

particles and �s lamellae is revealed in the EDS map
for V (Fig. 23.4d). The darker areas (lower vanadium
concentrations) are associated with �p particles, and
the lighter areas are associated with �s lamellae. Vana-
dium partitions preferentially to the � phase between
the alpha lamellae, while Al partitions preferentially to
the � phase. The EDS measurements for the �s regions
are biased to the � layers, which are enriched in V
and depleted in Al, thereby giving rise to the observed
contrast.

The automatic separation of �p and �s is done
by linking the concentration histograms to IPF maps
(Fig. 23.5). Both the Al concentration and the V
concentration histograms (Fig. 23.5a, b) reveal two
overlapping Gaussian-like distributions. In the Al his-
togram, the lower Gaussian distribution is associated
with �s lamellae and the higher one with �p particles.
The opposite is true for the V histogram (the lower
one corresponding to �p particles and the higher one
with �s lamellae). Using the V histogram, the local
minimum at which the two Gaussian-like histograms
intersect is chosen as the point separating �p and �s
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Fig. 23.5 EDS results for
hot rolled Ti-6Al-4V: (a) Al
histogram, (b) V histogram
with �s in light gray, and (c)
the corresponding
microstructure partitioned
based on V content. In (c), �s

lamellae are light gray

for binning EDS, inverse-pole-figure, pole-figure, and
image-quality data. Consequently, any datum with a
V concentration lower than that corresponding to the
point of intersection is considered to be �p and the
remainder are �s (Fig. 23.5c).

To validate the technique, manual separation of the
EBSD data based on the shape of the �p particles can
be compared to the results with the automatic sepa-
ration. Such a manual method, although much more
tedious, gives results similar to those obtained by par-
titioning the data automatically using the V concentra-
tion. The automatic separation of the EBSD data based
on the Al concentration yields similar results to those
obtained by partitioning the data using the V concen-
tration. The practical applicability of the technique is
illustrated in the following example.

23.5 Industrial Application: Controlling
Texture During Hot-Rolling
of Ti-6Al-4V

For mill suppliers, choosing the right conditions for
hot-rolling of titanium alloys is an important task.
The rolling temperature and the interpass reheating

schedule play vital roles in controlling final texture,
microstructure, properties, and cost. Clear understand-
ing of the evolution of each individual texture com-
ponent enhances the optimization of the TMP by
avoiding unnecessary trial and error. The EBSD/ EDS
technique captures the texture of �p and �s individ-
ually or as a whole. The recorded data can then be
incorporated into sophisticated mathematical methods
to calculate the texture of the high temperature � phase
(Glavicic et al. 2003). Therefore, the EBSD/EDS tech-
nique can be a practical tool during the design of TMP
processes.

The texture separation technique was applied to
interpret texture development during hot-rolling of Ti-
6Al-4V (Salem et al. 2008a). To establish the effect of
rolling temperature, preforms of Ti-6Al-4V were hot
rolled at either 815◦C or 955◦C to a 3:1 total reduction
with a three-minute reheat between passes. The effect
of the reheating schedule on texture and microstructure
development was revealed by rolling an additional pre-
form in a similar fashion at 955◦C, but without inter-
pass reheating. The rolling was performed parallel to
the original rolling direction of the as-received plate for
half of the samples, and perpendicular to the original
rolling direction for the other half. Following industrial
practice, all samples were air cooled after rolling.
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The rolling temperature controls the variation of the
evolved microstructure and texture by controlling the
volume fractions of the � and the � phase. The amount
of strain accommodated by the � phase varies with the
deformation temperature (Semiatin et al. 2002), which
results in variation in the transformation texture (�s

texture) decomposed from the hot-worked beta matrix.
In the current case, the volume fraction of beta was
∼0.2 at 815◦C and ∼0.7 at 955◦C.

23.5.1 Microstructure Evolution

High temperature rolling (955◦C with and without
reheat) resulted in a duplex microstructure with a
mixture of �p and �s lamellar colonies (Fig. 23.6).
However, the absence of reheat resulted in shorter
and highly deformed �s platelets compared to those
developed during rolling with reheat (Fig. 23.6c, d).
On the other hand, low temperature rolling (815◦C
with reheat) yielded a microstructure free from �s

lamellae (Fig. 23.7a, b) with a 0.81 volume fraction
of �p.

Fig. 23.6 BSE images of the microstructure after hot-rolling
of Ti-6Al-4V material: (a, c) at 955◦C + 3 min reheat, (b, d) at
955◦C and no reheat (Salem et al. 2008b)

Fig. 23.7 BSE images of the microstructure after hot-rolling of
Ti-6Al-4V material at 815◦C + 3 min reheat at (a) low magnifi-
cation and (b) high magnification (Salem et al. 2008b)

23.5.2 Overall Texture Evolution

Generally, the � phase (�p+�s, �p, or �s) texture is
presented by (0001)� pole figures while the � phase
texture is presented by (110)� pole figures. The over-
all � phase texture (�p+�s) revealed that reducing the
rolling temperature increased the intensity of basal
poles along the transverse direction (TD), while reduc-
ing it along the rolling direction (RD) (Fig. 23.8). A
new component with the basal poles tilted from the
normal direction (ND) towards the RD (Fig. 23.8b)
appeared when rolling at low temperatures (815◦C).
Rolling at high temperature (955◦C) without reheating
had a similar but weaker effect on the texture compo-
nents compared to the observations for low tempera-
ture rolling (Fig. 23.8c).

The final texture reflects the combined effect of the
starting texture and the evolved texture during defor-
mation. Thus understanding the starting texture is cru-
cial to understanding the final texture, and hence the
deformation texture. For example, the texture compo-
nent along the RD in Fig. 23.8 was inherited from the
starting material with a strong texture component along
the RD. If the starting texture were random, basal poles
along the RD would not appear in the final pole figures
(Peters and Luetjering 1980).

The combined effect of the strong textured start-
ing material and the evolved texture during defor-
mation was reflected during high temperature rolling
(955◦C with reheats), with a predominate texture com-
ponent along the TD relative to the one along the RD
(Fig. 23.8a). Rolling at 815◦C weakened the intensity
of the basal poles along the RD, strengthened the ones
along the TD, and produced a component with basal
poles titled ∼20◦ from the ND (Fig. 23.8c).
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Fig. 23.8 Alpha phase (�p+�s) (0001) pole figures for Ti-6Al-
4V after hot-rolling parallel to the rolling direction of the as-
received plate at (a) 955◦C + 3 min reheat, (b) 955◦C + no reheat,
and (c) 815◦C + 3 min reheat (Salem et al. 2008b)

High temperature rolling (955◦C) without reheating
between passes combined features of high temperature
rolling with reheating and low temperature rolling with
reheating. The initial passes were conducted at high
temperature and the T-type texture was dominant. In
the last few rolling passes, the material cooled down to
the low temperature regime, resulting in the B/T-type
texture. Consequently, rolling without reheats resulted
in high intensity of basal poles along the TD with a
weaker intensity of the B-type texture, compared to
rolling at 815◦C with reheats (Fig. 23.8b,c). The fact
that similar results were seen after rolling perpendic-
ular to the reference/rolling direction in the starting
material confirmed the effect of rolling temperature on
final texture (Fig. 23.9a, b).

Fig. 23.9 Alpha-phase (�p+�s) (0001) pole figures for Ti–6Al–
4V after cross rolling perpendicular to the rolling direction of the
as-received plate at (a) 955◦C + 3 min reheat and (b) 815◦C +
3 min reheat (Salem et al. 2008b)

23.5.3 Primary-Alpha (�p) Textures

The �p texture that developed after high-temperature
(955◦C) rolling with reheat had a majority of the basal
poles aligned with the RD (Fig. 23.10a), which would
never be revealed just by considering the overall tex-
ture (Fig. 23.8a), with its predominance of the TD
component. The masking effect of the �p texture by the
overall texture was due to the small volume fraction of
�p at 955◦C. The strong �p RD component following
rolling at 955◦C was inherited from the starting tex-
ture of the unrolled material. Such a strong RD com-
ponent in the starting material did not change much
during deformation, because most of the deformation
was accommodated by the � phase with deformation
of the �p phase. The temperature drop during high-
temperature rolling without reheating resulted in the
decomposition of the beta matrix during deformation.
This caused the �p to become encapsulated in a stiff
matrix of transformed beta. Plastic deformation of such
a microstructure increased the amount of plastic strain
accommodated by �p relative to that during rolling
with reheating. The result was the formation of an �p

deformation texture with a strong texture component
along the TD and the appearance of basal poles close
to the ND (Fig. 23.10b) (B/ T-type texture).
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Fig. 23.10 Primary-alpha (�p) (0001) pole figures determined
by EBSD for Ti-6Al-4V rolled at (a) 955◦C with 3-min interpass
reheats, (b) 955◦C with no reheating, and (c) 815◦C with 3-min
interpass reheats (Salem et al. 2008b)

In the same vein, the microstructure during low-
temperature rolling (815◦C) had a large amount of �p

and a small amount of �, which led to an increase in
the intensity of the TD component, the disappearance
of the RD component, and the appearance of the basal
poles close to the ND for the �p portion of the material
(Fig. 23.10c). These results confirmed that the defor-
mation of �p contributes greatly to the formation of
the B/T-type texture.

23.5.4 Secondary-Alpha (�s) Texture

Separating the �s textures using the EBSD/ EDS
technique enabled the correlation of transformation
texture to different stages of deformation during hot-

rolling. High-temperature rolling (955◦C) with reheat-
ing forced the soft � phase to accommodate most of the
plastic strain. During cooling, the � phase may decom-
pose into a new alpha phase on only one of the six
possible {110} planes of the � phase, while maintain-
ing the Burgers relationship (0002)� || (110)� (Burgers
1934) in a process known as preferential variant selec-
tion. The strain accommodated by the � phase during
the rolling process controls the variant selection pro-
cess (Frederick 1973). As a result, the transformed tex-
ture had a strong component in the TD, with additional
weaker components along the RD and at 45◦ to the RD
and TD, which were also related to the parent � defor-
mation texture (Fig. 23.11a).

The relationship between the �s texture developed
by high temperature hot-rolling with reheating and
the corresponding �-deformation texture was estab-
lished by comparing the (0001)� pole figure for the
�s (Fig. 23.11a) and the (110)� pole figure for the
beta (Fig. 23.12). Both pole figures had similar loca-
tions of intensity maxima, confirming the validity
of the Burgers relationship during the decomposition
of the � phase. However, there were clear quantita-
tive differences in the intensities at specific locations.
Particularly, the (110)� pole figure showed an essen-
tially uniform intensity for all its texture components,

Fig. 23.11 Secondary-alpha (�s) (0001) pole figures deter-
mined by EBSD/ EDS for Ti-6Al-4V rolled at (a) 955◦C with
3-min interpass reheats, and (b) 955◦C without interpass reheats
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Fig. 23.12 Beta-phase (�) (110) pole figure of the starting Ti-
6Al-4V material after heat treatment at 955◦C for 4 hours and
furnace cooling determined by the XRD technique

while the (0001)� pole figure showed a stronger inten-
sity along the TD and weaker intensities at the other
locations. The difference in intensities was explained
by the preferential variant selection during the �-to-�
transformation. If preferential variant selection was
absent, all twelve variants of the alpha phase would
occur with equal probability, and the intensities of dif-
ferent locations in the (101)� pole figure would be
similar to that in the (0001)� pole figure (Gey et al.
1997).

During high-temperature rolling (955◦C) without
reheating, the � matrix decomposed to �s lamellae
continuously as the temperature dropped during defor-
mation and between passes. Then the transformed
alpha, �s, accommodated some of the deformation.
The result was a combination of deformation and
transformation texture yielding very sharp �s texture
(Fig. 23.11b) because of the sharp texture of the �

phase and a possible preferred variant selection during
the transformation.

Low-temperature rolling at 815◦C did not show any
sign of �s (Fig. 23.7).

23.6 Conclusions

EBSD/ EDS represent a practical tool to separate the
textures of primary-alpha particles (�p) and secondary-
alpha lamellae (�s) in �/� titanium alloys with a

duplex microstructure. The vanadium partitioning in
Ti-6Al-4V provides the most noticeable signature for
automated discrimination of �p particles and �s lamel-
lae that form by decomposition of beta phase dur-
ing cooling. For hot-rolled plates, irrespective of the
rolling temperature, the alpha phase texture includes
a component with the basal poles along the TD. For
high-temperature rolling with interpass reheating, this
is the main component and results from the forma-
tion of �s via preferential variant selection during the
decomposition of the beta matrix. High-temperature
rolling without reheating results in a basal/transverse-
type deformation texture with a weak basal compo-
nent. The strength of the basal component increases
by decreasing the rolling temperature. Both �p and �s

contribute to the basal/ transverse-type texture during
low temperature rolling. The secondary-alpha (trans-
formation) texture is correlated (through the Burgers
relation between beta and alpha) to the deforma-
tion texture of the beta phase, with principal com-
ponents along the TD and at ∼45◦ to the RD and
TD. A quantitative difference in the intensity of spe-
cific components in the �s and the parent � tex-
tures suggests preferential variant selection during the
transformation.
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Chapter 24

A Review of In Situ EBSD Studies

Stuart I. Wright and Matthew M. Nowell

24.1 Introduction

In the first fully automated electron backscatter
diffraction (EBSD) system (Wright and Adams 1992),
later termed orientation imaging microscopy (OIM)
(Adams et al. 1993), four seconds were required to
index each EBSD pattern. A few in situ studies were
performed using these early systems involving a ten-
sile stage (Weiland et al. 1996) and a heating stage
(Humphreys and Ferry 1996). While this was a big
step forward, modern commercial systems are capa-
ble of speeds over three orders of magnitude faster.
Fortunately, while automated EBSD technology was
advancing, scanning electron microscope (SEM) tech-
nology was also advancing. Field emission gun based
SEMs became widely available. The smaller, more
intense beams in these microscopes enable the OIM
technique to be applied at higher spatial resolutions
and faster data collection speeds. These improvements
have made OIM systems more capable of capturing the
evolving microstructures during in situ experiments.

Some information can be gleaned from individual
patterns obtained with a stationary beam during in
situ heating or deforming of a sample. For example,
observing the pattern before and after a phase change
in a single crystal might be a useful experiment. How-
ever, much greater insight can generally be gained by
collecting OIM scan data repeatedly during an in situ
experiment. This chapter reviews four types of such
experiments: first, experiments performed in the SEM

S.I. Wright (�)
EDAX-TSL, Draper, UT 84020, USA
e-mail: Stuart.Wright@ametek.com

preceded and/or followed by OIM analysis; second,
deformation experiments in which a tensile stage is
mounted in the microscope and OIM scans are col-
lected with the sample held under tension at specified
points along the stress-strain curve; third, heating
experiments in which scans are collected with the
sample held at temperature at specific points along a
heating-cooling curve or time-temperature curve; and
fourth, experiments performed using a stage capable
of both deformation and heating. Another type of in
situ work is the collection of three-dimensional data
through serial sectioning. This is now possible with the
advent of microscopes in which the SEM is combined
with a focused ion beam (FIB). However, such work
will not be covered in this chapter, because Chapters 8,
9, and 10 discuss such work in detail.

While many examples of in situ OIM work will be
cited in this review, the references are not comprehen-
sive. Nonetheless, an effort has been made to cite stud-
ies done by all of the research groups active in this
arena, as well as across the spectrum of applications.

In order to perform OIM scans during in situ exper-
iments in the SEM, the sample should be tilted to the
standard 70◦ (or near 70◦) during the experiment, the
tilt angle well known for accurate orientation mea-
surements. This requires good geometric compatibility
between the SEM, the EBSD detector, and the defor-
mation or heating stage. Another challenge is that sam-
ples can drift during in situ experiments. Thus it is
generally necessary to perform some kind of drift cor-
rection during these experiments, either manually or
under computer control.

It should be noted that there are examples of OIM
studies being performed quasi in situ. In these cases a
sample is polished and an area on the surface is marked
in some manner (e.g., using microhardness indents).
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The sample is then placed in the microscope and the
marked area scanned using OIM. Next, the sample is
removed and some kind of experiment is performed ex
situ. The sample is placed back in the microscope and
scanned using OIM. This procedure is repeated. While
such quasi in situ studies (Geiss et al. 2003; Huang
et al. 2007; Panchanadeeswaran et al. 1996) can be
helpful, this chapter focuses on experiments and scans
performed completely within the SEM.

24.2 In Situ Postmortem Experiments

The first level of in situ analysis is using OIM
to analyze microstructural changes occurring during
experiments by pre- and/or postmortem analysis of the
samples. Several examples of such analyses have been
reported in the literature. A good example is the study
of orientation effects on void formation and propaga-
tion during electromigration (Buerke et al. 1999; Choi
et al. 2008; Meyer and Zschech 2007; Mirpuri and
Szpunar 2005) The passivation layer of interconnect
(IC) test structures is first thinned for SEM observation
of the IC lines during the in situ experiments. The sam-
ple is placed in a holder equipped with both electrical
feedthroughs and a heating stage. The sample is heated
and current applied and the IC lines imaged. After the
experiments, the overlayer is completely removed, so
that OIM scans can be performed on the lines. While
investigations using such an approach have been suc-
cessfully performed, it should be noted that Geiss et al.
(2003) have successfully performed in situ OIM scans
during the in situ experiments.

Because OIM is a surface technique, in situ sur-
face modification experiments lend themselves well to
OIM analysis. Instruments combining an SEM with a
focused ion beam (FIB) enable surfaces to be removed
with the ion beam and then scanned using OIM without
removing the samples from the vacuum chamber. In
regards to OIM analysis, the combined SEM/FIB has
been primarily used for preparing samples (Michael
et al. 2006). For example, cross sections of fine fea-
tures can be prepared and imaged by OIM; an example
is shown in Fig. 24.1 of a gold wire mount cross-
sectioned with the FIB and subsequently mapped using
OIM. Two studies have extended the use of the com-
bined SEM/FIB beyond sample preparation to analyze
surfaces after ion milling to investigate the effects of

Fig. 24.1 A gold wire mount cross-sectioned and imaged using
OIM in a combined SEM/FIB

various milling parameters on the resulting microstruc-
ture (Matteson et al. 2002; Michael 2006).

Other types of postmortem OIM analyses of in
situ surface modification include studies of oxidation.
Pöter et al. (2005) investigated the growth of oxide lay-
ers on iron by placing samples on a heating stage in
the SEM and then introducing various gas mixtures via
capillary near the sample. The samples were character-
ized by EBSD prior to the in situ experiments. Geiss
et al. (2003) used EBSD to study the development of
strain during oxide formation on AlGaAs/GaAs mul-
tilayer samples after in situ oxygen plasma exposure.
Phelan and Dippenaar (2004) have investigated Wid-
manstätten plate formation on samples of iron OIM
directly after in situ surface heating via scanning laser
confocal microscopy, as well as phase transformations
in titanium using the same technique.

While in situ experiments followed by postmortem
characterization by OIM provide insightful informa-
tion on microstructural evolution, they represent only
a preliminary level of in situ analysis. Coupling in situ
OIM with in situ processing provides a more complete
tracking of microstructural changes. The remainder
of this chapter focuses on such experiments performed
using tensile and heating stages designed for simulta-
neous observation by OIM. It should be noted that, in
some instances, postmortem analyses of in situ heating
(Cornen and Le Gall 2005) and deformation experi-
ments (Takigawa et al. 2000) provide important infor-
mation that might not be possible or practical to obtain
by in situ OIM analysis in parallel with the in situ
experiment. A good example is a study by De Hosson
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and Ocelik (2003) on crack initiation at tungsten car-
bide particles in Ti-6Al-4V. In these studies, cracks
were initiated during in situ tensile deformation.
EBSD was used to identify the phases of particles
formed around the tungsten carbide particles. Because
phase ID is typically a slower process often requir-
ing operator intervention, it does not lend itself to
repeated examination at increasing deformation steps.
Of course, the impracticality of repeated in situ OIM
examinations does not diminish the value of such
results.

24.3 Deformation Stage Experiments

The first example of in situ OIM during an in situ
experiment was reported by Weiland et al. (1996). In
these experiments, they tracked the lattice rotation of
individual grains as well as grain fragmentation or sub-
grain formation during the deformation. The speed of
OIM on these early systems was quite slow relative to
modern systems. Several studies have been performed
on more modern systems (Han et al. 2002; Tatschl and
Kolednik 2003). As deformation progresses, the dis-
location density increases, generally leading to more
diffuse EBSD patterns as deformation proceeds. Thus,
thermionic field emission gun SEMs are particularly
helpful for OIM observation of in situ deformation
studies, because they tend to produce beams with

higher current density, enabling smaller beam sizes and
interaction volumes.

As a specific example of in situ OIM and in situ
deformation, a study of rolled and annealed 5754 alu-
minum has been performed. The material was fully
recrystallized and had an average grain size of 30
microns. The samples were 32 mm in gauge length,
1.13 mm thick, and 7.41 mm wide in the gauge section.
One side of the tensile sample was mechanically pol-
ished and lightly etched. OIM scans containing 18,200
points on a 250 × 250 micron grid with 2-micron steps
between points were performed on the samples while
they were held under tension at discrete strain steps.
It should be noted that a slight drop in force and a
slight increase in displacement was observed between
the beginning of the scan and the end of the scan. The
scans required approximately 6 min to complete. The
sample was slightly notched to help insure that necking
occurred in the area being characterized. Figure 24.2
shows a series of maps at several steps during an in
situ tensile test for one of the samples. In addition,
Fig. 24.2 shows the increase in orientation spread in
an individual grain during the deformation. The black
areas represent points for which the EBSD patterns
could not be indexed. The increasing black area is due
to the increasing surface roughness of the sample.

Several features of particular interest can be
observed in the resulting maps. Two types of color
changes can be observed. First, the variance in color
within individual grains increases with increasing

Fig. 24.2 Orientation maps
generated from OIM scans at
specific stress-strain steps and
an accompanying plot
showing the stress-strain
curve and the orientation
spread within the higlighted
grain plotted as a function of
strain
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strain. This is a result of local misorientations arising
from dislocations. Figure 24.2 highlights this effect for
the outlined grain in the scan at zero strain. The orien-
tation spread within the grain is tracked as a function
of the bulk strain. Second, the overall color of certain
grains changes with increasing strain. This is indica-
tive of overall grain rotation leading to bulk texture
changes. Bjerkaas et al. (2006) have monitored texture
changes using in situ OIM as well as tracking the rota-
tions of individual grains in an AlMgSi alloy.

Another feature in the maps is the increasing frac-
tion of points shaded in black with increasing strain.
The points shaded in black indicate points in the
OIM scan that produced patterns which could not be
indexed. This is indicative of increasing surface rough-
ness (i.e., the “orange peel” effect). The surface topol-
ogy negatively impacts EBSD pattern quality, because
the beam/sample geometry requires a line of sight con-
figuration that is progressively disrupted.

In situ OIM coupled with in situ deformation has
also been used to study twinning in Mg-3Al-1Zn
(Barnett et al. 2005). The technique has also
been applied to study phase transformations in
transformation-induced plasticity (TRIP) steels by Oh
et al. (2002), and in supermartensitic stainless steel by
Karlsen et al. (2008).

24.4 Heating Stage Experiments

In general, coupling OIM with in situ heating exper-
iments requires a heating stage capable of measuring
and controlling the temperature of the sample from
outside the SEM specimen chamber, and designed to
achieve the high tilts required for EBSD. An alterna-
tive to this approach is to heat the sample up outside
the specimen chamber, and then place the hot sample
in the chamber in the tilted position for EBSD anal-
ysis. OIM scans can then be repeatedly run over the
surface of the sample, while the sample cools to ambi-
ent temperature (Lee et al. 2006; Mirpuri et al. 2006).
Employing a heating stage provides much more con-
trol and flexibility, enabling in situ experiments to be
performed on a wide range of materials (Piazolo et al.
2004; Seward et al. 2002; Wheeler et al. 2002). In situ
OIM measurements make it possible to track changes
in orientation with changes in time and/or temperature.

In general, two types of in situ temperature stud-
ies have been performed: the study of phase transfor-
mations and the study of recrystallization and grain
growth. In the examples detailed here, the heating stage
used is capable of temperatures up to 600–700◦C. The
samples were approximately 10 mm × 5 mm × 2 mm
in size. One thermocouple was used to monitor and
control the heating stage and a second to track the
temperature at the specimen surface. The heating is
very localized, and at these temperatures no deleteri-
ous effects on the OIM system nor on the SEM have
been observed. It should be noted, however, that this
can be dependent on the heater and heating configura-
tion used.

24.4.1 Phase Transformation

The role of crystallographic orientation during phase
transformations can be studied using OIM coupled
with in situ heating. This has been done by Seward
et al. (2004) for pure titanium and by Watanabe et al.
(2004) for an iron alloy. Kirch et al. (2008) have used a
laser-powered heating stage to study phase transitions
in a low-carbon steel.

An in situ heating experiment has been performed
using cobalt. Cobalt exhibits a martensitic transforma-
tion from a hexagonal phase (�) to a face-centered
cubic phase (�) at 422◦C. The transformation was cap-
tured by successive OIM scans as the sample was
repeatedly heated and cooled. The complete reversibil-
ity in the phase transformation process is evident in the
maps—no change in the selection of the variants was
observed after several forward and reverse transforma-
tions.

In comparing orientations before and after the trans-
formation, it was noted that the transformation follows
the Nishiyama-Wasserman orientation relationship of
(111) � || (0001) �. This is clear in Fig. 24.3, show-
ing the EBSD patterns before and after the transfor-
mation. The (0001) and (111) poles are in exactly the
same location in the patterns.

This is also evident in Fig. 24.4, which shows the
(111) � and (0001) � pole figures from the individ-
ual orientation measurements within two grains which
have not yet fully transformed. In both cases, one of the
(111) poles in the cubic phase is perfectly aligned with
the (0001) pole in the hexagonal phase. There are two
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Fig. 24.3 EBSD patterns from a partially transformed grain
with the (111) (top) and (0001) (bottom) poles highlighted

Fig. 24.4 OIM map of the phase transformation captured when
the transformation was only partially completed; (0001) pole fig-
ures for the � phase and (111) pole figures for the � phase,
at selected points in the OIM scan. The blue lines indicate the
grain boundaries after the transformation to the � phase has com-
pleted, and the cyan lines are the final boundaries in the � phase

interesting features to note in this figure. In the grain at
the top, a wedge of the � phase persists. The trace nor-
mal of one side of the wedge is aligned with both the
(0001) and (111) poles. However, the trace normal of
the top side of the wedge is only aligned with the (111)
pole. From this observation, it is presumed that the
bottom side of the wedge corresponds to a transform-
ing interface, whereas the top side of the wedge cor-
responds to a stationary interface. In the second grain,
the grain is very speckled, alternating apparently ran-
domly between the � and � phases. Because the (0001)
and corresponding (111) poles are very near the center
of the pole figure, it is presumed that the interface plane
is nearly parallel to the sample surface. Thus, it is very
possible that the alternating nature of the grain may
be an artifact of the EBSD measurement. The patterns
from this grain are likely to be a convolution of one
phase at the surface and the other phase just below the
surface. Thus, the automated pattern indexing is likely
to randomly extract one crystal system from the pattern
over the other.

24.4.2 Recrystallization and Grain
Growth

The majority of in situ heating experiments have been
performed to study recrystallization, recovery, and
subsequent grain growth. These studies have focused
on many different aspects of these important phe-
nomena, including grain boundary mobility, twin for-
mation, nucleation, solute and precipitate effects,
and selective growth. Aluminum and its alloys have
received the most attention (Hurley and Humphreys
2004; Kajihara et al. 2006; Lens et al. 2005; Mattissen
et al. 2004; Taheri et al. 2004; Takata et al. 2007; Van
der Zwaag et al. 2006). Copper has also been investi-
gated (Field et al. 2004; Mirpuri et al. 2004), as well as
steel (Nakamichi et al. 2007; Seaton and Prior 2004;
van Haaften et al. 2003) and rock salt (Piazolo et al.
2006).

An in situ experiment has been performed on sam-
ples of copper deformed via equal channel angle extru-
sion and heated to 160◦C and held at temperature. OIM
scans were repeatedly performed as soon as the sample
reached 160◦C at two-minute intervals. The scan area
was 26 by 26 microns and a step size of 0.2 microns
was used. The total number of orientation measure-
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Fig. 24.5 Sequence of orientation maps overlaid on image quality maps from in situ heating of deformed copper at selected times.
(a) The initial microstructure, and after (b) 12, (c) 20, (d) 30, (e) 46, (f) 66, (g) 86, (h) 108, and (i) 130 min

ments in each scan was 19,706. The scan was per-
formed on a hexagonal scan grid. Selected OIM maps
are shown in Fig. 24.5.

Note that in recrystallized grains, the color does
not vary, whereas in the deformed grains the color
varies slightly within the grains. The variation in color
arises from local variations in orientation due to resid-
ual plastic strain. The local misorientation can be
characterized by determining the spread in orienta-
tion within each “kernel” in the OIM scan. A “ker-
nel” contains an orientation measurement and each
of its six nearest neighbors. A neighbor is excluded
from the kernel if it is oriented more than 5 degrees
away from the measurement at the center of the kernel.
Figure 24.6 shows the average kernel orientation
spread for each scan plotted as a function of time at
temperature. The plot also shows the average qual-

ity (IQ) of the diffraction patterns in each scan, and
the average confidence index as well (the confidence

Fig. 24.6 Average kernal orientation spread from in situ heat-
ing of deformed copper at selected times
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index, CI, is a measure of indexing reliability [Field
1997]). As would be expected, the orientation spread
decreases as recovery and recrystallization proceed in
the sample. The CI and IQ increase with time as the
patterns become sharper in the recrystallized regions.
These parameters all give an indication of how quickly
the recrystallized grains are consuming the deformed
regions in the microstructure.

It is impossible to tell from these maps whether, as
new recrystallized grains appear, the grain was nucle-
ated at the surface, or nucleated just below the surface
and subsequently grown into the observed surface.

24.5 Combined Heating and Tensile
Stage Experiments

If a heating stage and tensile stage are combined
together, then deformation experiments can be done
at temperature. Huang et al. (2003) have used such a
stage to study dynamic recrystallization and superplas-
ticity in an aluminum alloy.

Boehlert et al. (2008) have used this technique
to study creep in udimet, a cobalt-nickel-chromium-
tungsten alloy. In these experiments, in situ OIM maps
were acquired over a 200 �m by 200 �m area, using
a step size of 0.5 �m. Approximately 140,000 data
points were collected in each scan. The duration of
the scan was 20 min. Initially 95% of the patterns
were indexed successfully; however, in each subse-
quent scan, the pattern quality decreased due to sur-
face roughening, and consequently a smaller fraction
of scan points were indexed successfully.

The results from this experiment show that grain
boundary cracking occurs preferentially in random
high angle boundaries (Fig. 24.7).

24.6 Conclusions

When OIM is used in conjunction with in situ exper-
iments in the SEM, it provides valuable insight into
the role crystallographic orientation plays in dynamic
phenomena such as recrystallization and deformation.
OIM’s utility for characterizing orientation changes
during in situ experiments arises from the increased
speeds available in modern systems.

Fig. 24.7 A map of nickel superalloy having undergone in situ
tensile creep at 760◦C and 220 MPa (594 �m displacement).
The gray scale used on the map is the average IQ in each grain.
Boundaries shaded in red are random high angle boundaries
(>10◦) and those in blue are coincident site lattice boundaries.
Thick black lines denote cracked boundaries

Most of the studies to date have been focused on
relatively small scan areas. Thus, while these studies
provide some insight, it should be noted that the num-
ber of grains and grain boundaries sampled are not sta-
tistically reliable. However, with the advent of higher
speed systems, more statistically relevant studies are
now tractable.

Another inherent limitation is that in situ obser-
vations of orientation changes during heating and
deformation experiments are subject to free surface
effects. Care must be taken to try to obtain com-
plementary information from the bulk measurements
to confirm any conclusions drawn from the surface
measurements.

Because EBSD is a very surface-sensitive tech-
nique, the samples must be polished to produce good
EBSD patterns. This can be difficult to do on some
specimens intended for in situ work. In addition, any
changes to the surface during the experiment can have
deleterious effects on the patterns. For example, dur-
ing deformation the surface can roughen (the so-called
orange peel effect) making it difficult to get good
EBSD patterns. During heating the surface may oxi-
dize, which can reduce pattern quality.
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The speed of the OIM system is more impor-
tant for in situ experiments than for typical OIM
measurements. If the scan is considerably slower
than the dynamic event being characterized, then the
microstructure at the end of the scan may differ from
that at the beginning, giving the illusion of a spatially
heterogeneous microstructure. For example, in some
in situ recrystallization experiments, grains of a par-
ticular orientation have been observed at the top of
a scan and grains of the same orientation have been
observed farther down in the scan. In the next cycle,
these two grains are joined together into a single grain.
It is impossible to tell if the grain had a convex shape
just below the surface resulting in two grains of similar
orientation, or if one part of the grain appeared later in
the same scan due to a sudden increase in the speed of
grain growth between the first appearance of the grain
and the second.

Despite these concerns, coupling OIM with in situ
experiments provides insight into the role of crys-
tallographic orientation in the dynamic evolution of
microstructure.
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Pöter B, Parezanovic I, Spiegel M (2005) In situ scanning elec-
tron microscopy and electron backscatter diffraction inves-
tigation on the oxidation of pure iron. Mater High Temp
22:185–194

Seaton NCA, Prior DJ (2004) Nucleation during recrystallisation
in Ti-SULC steel. Mater Sci Forum 467–470:93–98

Seward GGE, Prior DJ, Wheeler J, Celotto S, Halliday DJM,
Paden RS, Tye MR (2002) High-temperature electron
backscatter diffraction and scanning electron microscopy
imaging techniques: In situ investigations of dynamic pro-
cesses. Scanning 24:232–240

Seward GGE, Celotto S, Prior DJ, Wheeler J, Pond RC (2004)
In situ SEM-EBSD observations of the HCP to BCC phase
transformation in commercially pure titanium. Acta Mater
52:821–832

Taheri ML, Rollett AD, Weiland H (2004) In situ quantification
of solute effects on grain boundary mobility and character in
aluminum alloys during recrystallization. Mater Sci Forum
467–470:997–1002

Takata N, Ikeda K, Nakashima H, Tsuji N (2007) In situ EBSP
analysis of grain boundary migration during recrystalliza-
tion in pure aluminum foils. Mater Sci Forum 558–559:
351–356

Takigawa Y, Sakaida Y, Yasutomi Y, Ogawa S (2000) Simula-
tion of microcrack propagation behavior in polycrystalline
alumina having initial residual stress field. Ceram Eng Sci
Proc 21:213–218

Tatschl A, Kolednik O (2003) On the experimental characteri-
zation of crystal plasticity in polycrystals. Mater Sci Eng A
342:152–168

Van der Zwaag S, Anselmino E, Miroux A, Prior D (2006) In
situ SEM observations of moving interfaces during recrys-
tallisation. Mater Sci Forum 519–521:1341–1348

van Haaften WM, Bi Y, van Leeuwen Y, Colijn J, Howe A (2003)
Recrystallisation nucleation during annealing of Ti-SULC
steel. Mater Sci Forum 426–432:1163–1168

Watanabe T, Obara K, Tsurekawa S (2004) In situ observations
on interphase boundary migration and grain growth during
�/
 phase transformation in iron alloys. Mater Sci Forum
467–470:819–824

Weiland H, Field DP, Adams BL (1996) Local texture evolu-
tion during deformation by in situ OIM analysis. In: Liang Z,
Zuo L, Chu Y (eds) Proceedings of the eleventh international
conference on textures of materials. International Academic
Publishers, Xi’an, China 1414–1419

Wheeler J, Prior DJ, Seward GGE, Howe AA, Paden RS (2002)
Hot pursuit: Capturing microstructure development in steel.
Steel World 7:1–6

Wright SI, Adams BL (1992) Automatic-analysis of electron
backscatter diffraction patterns. Metall Trans A 23:759–767



Chapter 25

Electron Backscatter Diffraction in Low Vacuum Conditions

Bassem S. El-Dasher and Sharon G. Torres

25.1 Introduction

Most current scanning electron microscopes (SEMs)
have the ability to analyze samples in a low vacuum
mode, whereby a partial pressure of water vapor is
introduced into the SEM chamber, allowing the charac-
terization of nonconductive samples without any spe-
cial preparation. Although the presence of water vapor
in the chamber degrades electron backscatter diffrac-
tion (EBSD) patterns, the potential of this setup for
EBSD characterization of nonconductive samples is
immense. In this chapter we discuss the requirements,
advantages, and limitations of low vacuum EBSD (LV-
EBSD), and explain how this technique can be applied
to a two-phase ceramic composite, as well as hydrated
biominerals, as specific examples of when LV-EBSD
can be invaluable.

The ability to characterize specimens in an SEM at
near atmospheric conditions has been around for some
time (Robinson 1974), with the first commercial sys-
tems pioneered by Danilatos and ElectroScan Corpora-
tion being released some 20 years ago (Danilatos 1981,
1985, 1990; Danilatos and Postle 1983). Today, many
commercial systems exist, and have become increas-
ingly popular due to their ability to study insulat-
ing materials previously observed only in conventional
SEMs after the application of a conductive coating.

B.S. El-Dasher (�)
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94550, USA
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Operation of such low vacuum systems (also called
environmental SEMs or ESEMs) rely on the use of
multiple pressure limiting apertures within the col-
umn, allowing the electron gun to maintain a high
vacuum (10-4 Pa), despite the chamber reaching pres-
sures of up to 1 kPa. Chamber pressure control is
by addition or removal of water vapor from a reser-
voir, and the presence of this vapor is what allows
the direct imaging and analysis of insulators such as
ceramics, polymers, and biological samples, without
the concern of charging typically associated with con-
ventional “high vacuum” SEMs (Merideth et al. 1996,
Donald 2003).

Figure 25.1 illustrates schematically the charge bal-
ance process that occurs within the chamber. Some
electrons leaving the sample surface collide with water
vapor molecules and in the process ionize them. The
combination of positively charged detector and neg-
atively charged sample surface drives the ions to the
sample and upon contact, the ions balance out the
charge. During the ionization process, daughter elec-
trons are also knocked out, and some of these go on
to interact with other vapor molecules and in doing
so produce a cascade of electrons. The specialized
gaseous detector is designed to attract these cascade
electrons, allowing imaging of the sample surface.

The collisions that produce the cascade electrons
naturally are of concern when considering LV-EBSD
analysis, as collisions of diffracted backscatter elec-
trons with the water vapor degrade the diffraction
pattern. Other tools that rely on characteristic radia-
tion from the sample, such as energy dispersive spec-
troscopy (EDS), are also affected, with decreased
effectiveness of quantitative analysis (Sigee 1998;
Timofeeff et al. 2000; Mansfield 2000). Nevertheless,
LV-EBSD is a valuable tool, as illustrated by work such
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Fig. 25.1 Schematic of the charge balance and imaging process
in an ESEM

as that on minerals (e.g., Habesch 2000) and ceramic
composites (e.g., Sztwiertnia et al. 2006).

Through the use of LV-EBSD, studies on a vari-
ety of previously troublesome materials are now
possible. In this chapter we identify the parame-
ters important for successful LV-EBSD, and provide
two distinct example applications to illustrate the
approaches needed.

25.2 Considerations for Low
Vacuum EBSD

While LV-EBSD is fundamentally similar to high
vacuum (standard) EBSD, understanding how the
chosen microscope parameters affect the quality of
diffraction is important. In addition to the typical
parameters of accelerating voltage and sample-to-
detector distance, vapor pressure and dwell times also
become critical factors. In general, all the parameters
are chosen based on the sample material; and the more
nonconductive a material is, the lower the voltage, and
the shorter the dwell time or the higher the vapor pres-
sure that is required. In practice, a combination of these
parameters is what is employed, as too large a decrease

Fig. 25.2 Plot of average diffraction pattern peak intensity as a
function of vapor pressure

in accelerating voltage or increase in vapor pressure
would yield little to no diffraction.

As would be expected, the most significant effect
on diffraction in LV-EBSD is caused by the presence
of water molecules in the chamber. Although these
molecules carry charge away from the sample surface
and provide the ability to image nonconductive mate-
rials, they also absorb and/or deflect the backscattered
electrons that make up the diffraction pattern. A
demonstration of this effect is illustrated in Fig. 25.2,
which plots the quality of diffraction patterns (mea-
sured as the average Hough peak intensity) collected
from a silicon single crystal as a function of vapor
pressure. A clear trend is observed, and the higher
the vapor pressure, the lower the measured diffraction
contrast. Figure 25.3 shows diffraction patterns col-
lected with a 20 kV source at three different pressures.
A comparison between the high vacuum (Fig. 25.3a)
and the 50 Pa (Fig. 25.3b) patterns shows that although
some contrast is lost at 50 Pa, the pattern is still quite
clear and adequate for indexing. The 200 Pa pattern
(Fig. 25.3c), while recognizable, is significantly
weaker in both intensity and contrast, illustrating that
the pressure needs to be limited in order to guarantee
quality diffraction.

During the initial determination of parameters for
a previously unexamined sample, it is suggested that
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Fig. 25.3 Raw diffraction patterns from a silicon single crystal
at (a) 10-4 Pa, (b) 50 Pa, and (c) 200 Pa

the highest possible accelerating voltage be used.
This allows for the largest possible diffraction vol-
ume, which is important for maximizing the diffrac-
tion intensity of materials of interest such as oxides,
nitrides, and biominerals, all of which contain a
significant amount of low atomic number elements.
The general rules for EBSD hold, however; and if the
grain structure is too fine for the maximum accelerat-
ing voltage to be used due to overlapping diffraction
patterns from neighboring grains, then a reduction in
accelerating voltage is necessary.

Starting vapor pressure should be on the high end
(e.g., 150 Pa), and then reduced in increments to as
low a pressure as possible without allowing charging
to take place. Charging should be evaluated with the
beam collimated (i.e., in spot mode), and using the
diffraction pattern. If the pressure required to elimi-
nate charging is too high for quality patterns, then the
accelerating voltage and/or beam spot size needs to be
reduced. Although this has the undesirable side effect
of decreasing diffraction contrast and hence requir-
ing longer pattern collection times, it is necessary to
iteratively adjust the parameters to achieve a balance
between both beam and chamber parameters for a
given sample material.

25.3 Example Applications

25.3.1 Microstructural Analysis
of AlN-TiB2 Ceramic Composite

This example is intended to illustrate how, despite the
loss of signal cost associated with LV-EBSD, the tech-
nique can still be applied to one of the most challeng-
ing types of characterizations possible. We focus on
AlN-TiB2, a nonconductive ceramic composite (Sano
et al. 2006a, 2006b), with the goal of collecting texture
and grain distribution information without the use of
a conductive carbon coating (since the samples were
to undergo further surface characterization). Although
this seems an ideal application of LV-EBSD, some dif-
ficulties arise due to the composition of the ceramic.

The first of these is the crystal structure of the con-
stituents: they both are hexagonal. While possessing
distinct structures, AlN is P63mc and TiB2 is P6/mmm
(see Fig. 25.4); many low index interplanar angles are
the same for both structures, making distinguishing
them using EBSD patterns error prone and inconsis-
tent at best. This then requires the use of simultane-
ous energy dispersive spectroscopy (EDS) to identify
the phase. For a more detailed description of phase
identification approaches, please see the chapters by
El-Dasher and Deal, and Dingley and Wright.

As previously mentioned, the drawback to utiliz-
ing low vacuum mode is related to the water vapor,
because it interferes with all characteristic radiation
emitted from the sample, including X-rays. To gather
sufficient signal to use EDS for phase discrimination,

Fig. 25.4 Crystal structures of AlN and TiB2
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longer dwell times are needed (compared to diffraction
collection), which causes local charging. In this spe-
cific example, as is likely for any example the reader
may encounter, the correct settings were determined
by trial and error. Microscope parameters (accelerating
voltage and spot size) were chosen, as was the dwell
time for the EDS collection, and a scan was performed
over a small region. The EBSD patterns collected were
examined manually during the scan to determine if
charging was occurring due to the chosen dwell time. If
it was, the spot size, dwell time, and/or vapor pressure
were changed and the process was repeated until no
charging was detected. The ultimate goal was achiev-
ing the maximum signal possible while eliminating
charging.

Once the parameters were set, scans were performed
in the traditional manner. Figure 25.5 shows EDS
maps, illustrating the location of signals from both Al
and Ti. This data, combined with the crystallographic
information obtained from the EBSD patterns, can then
yield a typical phase map as shown in Fig. 25.6.

This application then clearly illustrates that little
needs to be given up when using LV-EBSD, because
the capability of chemical discrimination using EDS
can still be used if careful experimental parameter
selection is performed.

25.3.2 Characterization of CaHPO4·2H2O
Single Crystals

In this example, we deal with a somewhat different
problem than that discussed in the preceding section.
Typical applications of LV-EBSD deal with noncon-
ductive materials, but very rarely are these materials
hydrated. Most, if not all, biomineral studies have been
performed on dehydrated specimens, because of the
severe charging that occurs when collimated electrons
are incident on water-containing crystals.

The specific case discussed here considers a
brushite (CaHPO4·2H2O) single crystal being used for
crystal growth/dissolution experiments (Giocondi and
Orme 2006). Surface studies showed faceted etch pits
(Fig. 25.7), and determination of the crystallography
of these pits was needed in order to properly model
the behavior. While X-ray diffraction is typically used
for this type of characterization, the size of the crys-

Fig. 25.5 Energy dispersive spectroscopy signals for both Al
and Ti used to distinguish between the two crystal types

Fig. 25.6 Phase map identifying the phase of individual grains



25 Electron Backscatter Diffraction in Low Vacuum Conditions 343

Fig. 25.7 Atomic force microscopy surface topography micro-
graph showing etch pits on a brushite single crystal

Fig. 25.8 SEM micrograph of the brushite single crystal
examined

tals (see Fig. 25.8) made it difficult to yield a suf-
ficient signal, leaving LV-EBSD potentially the sole
alternative.

With the severe charging concern in mind, it is
imperative that the beam not dwell on any area of
the sample at any time. The first issue is the col-
lection of the background signal. This was achieved
by setting the microscope in scan mode and rastering
the beam over an area that encompassed the whole
sample at the fastest scan rate possible. While not
ideal, this yielded a sufficiently accurate representa-
tion of the background. To collect the diffraction pat-
tern, the beam was rastered at the highest scan rate

Fig. 25.9 Diffraction pattern from brushite single crystal. The
orientation determined from indexing the diffraction pattern was
used to simulate diffraction for verification

again, although this time the area was limited to a small
region on the crystal (shown in Fig. 25.8). This method
was successful at yielding high-quality diffraction
patterns, as shown in Fig. 25.9, and multiple patterns
were collected from different areas of the crystal.

To index the diffraction patterns, two problems
needed to be addressed first: how to accurately deter-
mine the pattern center, and which reflectors needed
to be considered (no materials file for brushite exists).
The pattern center was determined in a nontypical
way: the exact working distance used in collecting
the brushite diffraction patterns was noted, and the
brushite crystal was removed and replaced with a
silicon single crystal. The silicon crystal was then
positioned at the exact same working distance, and
reference patterns were collected. These patterns were
then used to determine the pattern center.

To determine the appropriate reflectors, the powder
diffraction file (PDF) for brushite was obtained from
the International Centre of Diffraction Data (ICDD)
database, and the most intense reflectors were used.
Although this was a problem because its low symme-
try (monoclinic) meant that there were a significant
number of relatively strong reflecting planes, knowl-
edge of the cleavage planes was used. Since brushite
cleaves on either (010) or

(
01̄0
)
, and the sample being

studied was prepared by cleavage of a larger crystal,
the surface being examined could only be either of
these planes. By rotating simulated patterns about both
plane normals, it was determined that the surface being
examined was indeed (010), and comparison of the
simulated patterns with the acquired pattern was used
to iteratively down-select the reflectors. The results
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of this analysis are shown in the simulated pattern
in Fig. 25.9.
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Chapter 26

EBSD in the Earth Sciences: Applications, Common Practice,
and Challenges

David J. Prior, Elisabetta Mariani, and John Wheeler

26.1 Development of EBSD in Earth
Sciences

In the Earth’s middle and lower crust and mantle,
rocks deform by creep, and it has long been recognized
that lattice preferred orientations1 (LPO) of the min-
eral constituents in deformed rocks yield useful infor-
mation on creep deformation mechanisms, conditions,
and kinematics (Leiss et al. 2000; Turner and Weiss
1963; Wenk and Christie 1991). Bulk LPO data are tra-
ditionally measured by X-ray texture goniometry, and
more recently using neutron and synchrotron sources
(Leiss et al. 2000).

Although bulk LPOs are valuable, considerable
extra information can be obtained with spatially
resolved crystallographic measurements, most partic-
ularly the misorientations between grains—or more
generally between measured data points (Randle 2004;
Wheeler et al. 2001)—and/or the orientation relation-
ships between phases. Many minerals have anisotropic
optical properties, and it is possible to measure compo-
nents of crystallographic orientations in thin sections
of rock (30 �m-thick slices stuck to glass) by using
a universal stage (goniometer stage) on a transmit-
ted light microscope (Turner and Weiss 1963). Where

1In geology the term texture is most commonly used to refer to
the microstructure of a rock. Lattice preferredorientations
(LPO) or crystallographic preferred orientations (CPO) are the
terms most commonly applied by geologists to mean the same
as the term texture used by metallurgists.
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the optical indicatrix has higher symmetry than the
crystal, extra information from cleavage or twin plane
measurements enables full orientation measurement.
Such measurements can be made for individual grains
or subgrains down to a few 10s of micrometres in
size (the limit is the thickness of the thin section).
The value of such data was first recognized in the
early part of the 20th century by Sander (1930, 1970).
The AVA (Achsenverteilungsanalyse) diagram Sander
developed to represent such data is recognizable as
the precursor of orientation maps generated from elec-
tron backscatter diffraction (EBSD) data. Manual col-
lection of orientation data using a universal stage has
provided the basis of some fundamental concepts: the
subgrain rotation recrystallization mechanism (Poirier
and Guillope 1979), for example. Such optical mea-
surements are rather slow, and although they have been
critical in developing large LPO databases, particularly
for quartz (Law 1990; Schmid and Casey 1986), their
use in collecting AVA-type data has been more limited.
More automated optical methods have been explored
over the years; the most successful and widely applied
being the computer integrated polarization technique
(CIP: Heilbronner and Pauli 1993) that provides AVA
diagrams and LPO data related to quartz and calcite c
axes (e.g., Oesterling et al. 2007; Pauli et al. 1996).

Electron diffraction provides spatially discriminated
measurements of crystallographic orientation. Trans-
mission electron microscopy (TEM) can be used, and
some maps of crystal orientations and misorienta-
tions have been published (Fliervoet and White 1995;
Shigematsu 1999; White 1977). However, the diffi-
culty of using TEM to collect large data sets has
limited more general application. Selected area elec-
tron channeling patterns (SAECP: Joy and Newbury
1972; Lloyd 1987) in the scanning electron microscope

345A.J. Schwartz et al. (eds.), Electron Backscatter Diffraction in Materials Science,
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Fig. 26.1 Number of EBSD
papers per year from the ISI
web of science using title
search terms “EBSD AND
calcite,” “EBSD AND
garnet,” “EBSD AND
olivine,” and “EBSD AND
quartz” in the topic. “All data”
is the sum of these 4 searches.
These data underestimate the
total number of geological
EBSD publications and miss
some key papers.
Nevertheless, the data reflect
well the growth in geological
EBSD literature

(SEM) can be used to measure the full crystallographic
orientation of any mineral. EBSD and SAECP give
comparable information. Two forward-looking papers
by Lloyd (Lloyd 1994; Lloyd et al. 1991) lay out a sci-
entific agenda for application of SAECP, that is equally
applicable to EBSD. EBSD (Venables and Harland
1973) was emerging as a practical technique (Adams et
al. 1993; Dingley 1984) at about the same time as the
geological applications of SAECP were under devel-
opment; and although EBSD is simpler to apply, it was
not considered seriously by geologists in the 1980s
and early 1990s. The prime reason for this was that
there was no perceived way of using imaging to locate
EBSD data within the sample microstructure. The
first published EBSD data from a rock (Kunze et al.
1994) used automated indexing and orientation map-
ping to get around this: the microstructure image was
rebuilt from a grid of orientation measurements—as is
familiar to all modern EBSD users. In the mid 1990s
such methods were not generally applicable, because
many minerals had severe misindexing problems. Thus
the approach of using solid state detectors mounted
below a tilted sample or attached to the EBSD cam-
era (forescatter detectors: Day 1993; Day and Quested
1999) was adopted (Prior et al. 1996; Trimby and
Prior 1999) to provide a qualitative orientation contrast
image for the location of manually indexed EBSD data
(Boyle et al. 1998; Faul and FitzGerald 1999; Fliervoet

et al. 1999; Prior et al. 1999; Trimby et al. 1998). Auto-
mated EBSD and orientation mapping have become
more prevalent as misindexing has become less prob-
lematic. Figure 26.1 shows that there has been a dra-
matic increase in EBSD-based publications in earth
sciences in the last decade.

26.2 Current Practice, Capabilities,
and Limitations

26.2.1 Range of Materials
and Preparation

The full range of minerals to which EBSD has been
applied is large and growing, although the literature
is dominated by data from quartz, olivine, calcite,
garnet, and pyroxenes (Figs. 26.1 and 26.2). EBSD
data can be collected from natural or broken surfaces.
However, most laboratories prepare polished sample
surfaces for analysis. Polished thin sections are com-
monly used because they allow the samples to be
analysed using transmitted light optics and because
the polish quality is generally better than a sample
block. For the vast majority of minerals (silicate, oxide,
carbonate, and sulphide), preparation by mechanical
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Fig. 26.2 Chart of the number of papers in the earth sciences
that present EBSD data from specific minerals, mineral groups,
and metals (in rocks and meteorites). These are compiled manu-
ally from a reference data file kept by the authors. Full references
are not given for reasons of brevity

polishing followed by chemical mechanical polishing
(Lloyd 1987; Prior et al. 1996) enables good quality
EBSD patterns to be collected. Halite (Trimby et al.
2000) needs special treatment. Reduction/elimination
of charge is commonly achieved by a few nm of car-
bon coat or by using a low vacuum in an environmen-
tal/variable pressure SEM (Habesch 2000). Both meth-
ods reduce slightly the intensity, contrast, and clarity
of EBSD patterns. Highly porous samples can be dealt
with by coating thickly with gold, repolishing, and then
coating with carbon (Watt et al. 2006). The gold pro-
vides good conductivity across the pore spaces.

There are very few minerals that cannot be ana-
lyzed by EBSD. Some minerals create severe misin-
dexing issues (see 26.2.4) that may limit the applicabil-
ity of automated analysis; such minerals can always be
examined manually. The most consistently problem-
atic minerals are phyllosilicates, including micas and
clay minerals. EBSD is used to distinguish clay poly-
types (see, e.g., Kameda et al. 2005; Kogure 2002).
This is done by looking at individual, separated clay
grains lying on their basal plane. Attempts to analyse
phyllosilicates in their microstructural context in a rock
have been less successful. Valcke (Valcke 2003; Valcke
et al. 2006) showed that clay minerals give poor index-

ing biased towards particular orientations, and can give
unreliable LPO data. We have had similar experiences
with micas. It is not yet clear whether this is an inher-
ent feature of phyllosilicate structure or whether it is an
artifact of preparation. New methods of sample prepa-
ration (based on ion milling) may provide solutions to
phyllosilicate indexing problems.

26.2.2 Speed of Data Collection

The speed with which EBSD data can be collected
depends on the mineral species. Simple structures such
as NaCl, MgO, and perovskite can be indexed at 40–70
points per second; but most minerals are considerably
slower, generally less than 20 points per second, and
in some cases as slow as 1 or 2 points per second.
Newer high-speed cameras do not yet impinge signif-
icantly on these figures. Unlike fcc metals, where the
rate limiting step is the transfer speed of the EBSD pat-
terns, the rate limit for mineral analysis is either the
time required to gather enough signal (signal levels are
lower than those for metals), or the computation time
involved in indexing correctly the more complex struc-
tures. Although the signal level can be increased by
increasing the beam current, most instruments have a
limited beam current range for practical use, beyond
which electron optics depreciate significantly.

26.2.3 Spatial Resolution

In principle, spatial resolutions should be no different
to those achieved in metals or other industrial mate-
rials (Humphreys and Brough 1999). Few geological
samples that have structures fine enough to test to the
limits of EBSD resolution have been examined. We
have worked in olivine (Watt et al. 2006), clinopy-
roxene, Fe-Ti oxides, and pyrite (Ohfuji et al. 2005)
with step sizes as small as 50 nm, to collect data that
have a 50 nm resolution (i.e., grain boundaries appear
1 pixel wide). Examples of high-resolution data in
olivine are shown in Fig. 26.3. Attempts to achieve
these resolutions in fine-grained quartz and feldspar
samples have failed; this is because these materials
suffer beam damage. Maximum resolutions achieved
in quartz are about 250 nm, corresponding to the size
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Fig. 26.3 High resolution
EBSD data from olivine. (a)
Pattern quality (band contrast)
map of experimentally
deformed and recrystallized
olivine: 75 nm step size;
sample courtesy of Z. Jiang at
Yale. (b) All Euler colours
superposed on pattern quality.
(c) Grain boundaries
superposed on pattern quality:
yellow 2◦–5◦, green 5◦–10◦,
blue 10◦–20◦, purple >20◦.
(d) Pattern quality (band
contrast) map of the matrix of
the Allende meteorite: 100 nm
step size; sample courtesy of
L. Howard at the Natural
History Museum. This sample
has a very high porosity. (e)
All Euler colours superposed
on pattern quality

of the damage halo associated with typical acquisition
conditions and times. Resolution is best in the direction
normal to the beam (the scanning direction), and this
can be exploited to improve resolution on line scans
(Haddad et al. 2006).

26.2.4 Misindexing

An ever present and evolving problem for geological
users of EBSD is errors in the indexing process. We
use the term misindexing to refer to points that are
assigned an orientation that is different from the cor-
rect solution by an angle significantly greater than the
angular error inherent in the EBSD indexing proce-
dure (a degree at most). Nonindexing refers to points
for which a solution cannot be found within prede-
fined confidence limits (based on mean angular devia-
tion or votes, depending upon the indexing algorithm)
or within a predefined computation time or number
of computational cycles. Geological users are used to
much higher levels of misindexing/nonindexing than
metallurgists. The principal reasons are the lower lev-

els of signal in the EBSD patterns and the fact that
lower symmetry materials have a more continuous
spectrum of inter-band angles inherent in their struc-
ture; so that there is a greater likelihood of the set of
angles measured from a pattern fitting more than one
set of lattice planes, within prescribed angular toler-
ances. Often the misindexing will be systematic, and
the misorientations across the boundaries between cor-
rectly indexed and misindexed points will be rational,
high-angle rotations (Fig. 26.4b). This is because many
low symmetry structures are a small distortion of (or
deviations from) a higher symmetry structure. If the
angular deviation from the higher symmetry structure
is of the same order as, or smaller than, the angu-
lar tolerances used in EBSD indexing, then misin-
dexing that has a rational axis and angle is likely.
Such systematic misindexing corresponds to a sym-
metry operation in the higher symmetry structure, and
can correspond to known twin operations; so that
the presence of particular misorientations alone can-
not then be used to filter out misindexed points. Cor-
rect indexing is often dependent on having different
diffraction intensities for pseudosymmetrically equiv-
alent diffraction bands. At present indexing algorithms
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Fig. 26.4 Errors in automated EBSD mapping. Data are from
plagioclase feldspar (Jotunheimen anorthosite from same loca-
tion as Kruse et al. (2001). Step size 1 �m. (a) High angle
boundaries (>10◦ in blue) superposed on a pattern quality (band
contrast) map. The real grain boundaries and twin boundaries
are mapped. In addition, many grains contain a checkerboard of
misindexed points that give rise to a checkerboard of boundaries
that are artifacts. Note the heterogeneity of error distribution.
Some grains contain multiple errors; others have very few errors.
(b) Inset shows that many of the error boundaries have rational
misorientations indicating systematic misindexing

do not use intensities in a sophisticated way; using
measured intensities may help reduce misindexing
problems.

Having good quality patterns and having the cam-
era as close as is physically possible to the sample are
both crucial to minimizing errors. The common prac-
tice is then to set the indexing parameters in the data
acquisition software (such as the number of Kikuchi
bands used, or the resolution of patterns or of Hough
space) to minimize the level of misindexing and non-
indexing, whilst maintaining enough indexed points to
reconstruct the sample microstructure with sufficient
detail to achieve the scientific aims and without intro-
ducing artifacts that impinge on the data. Misindexing
is more of a problem than nonindexing, so the param-
eters are usually set to effectively eliminate the former
whilst minimizing the latter. If misindexing and non-
indexing levels are too high, acquisition times and/or
beam current can be increased to improve pattern qual-
ity. Our instruments can achieve indexing rates as high

as 98–99% in fcc metals. In comparison, the highest
indexing rates we have ever achieved in a rock are
∼95% in a clean, single phase calcite sample. 70–80%
indexing would be considered good. Real rocks tend to
be polyphase and dirty, and indexing rates on the order
of 50% are good for some samples.

Automated EBSD data need to be treated with cau-
tion in materials with high rates of misindexing and/or
nonindexing. If map data are collected with sufficient
resolution that the orientation map can be compared
directly with a pattern quality map (i.e., each grain
or subgrain contains many 10s of pixels), then misin-
dexed points can be recognized as checkerboard pat-
terns in the orientation data that are not visible in the
pattern quality map (Fig. 26.4). As long as misindexed
points are clearly subordinate to correctly indexed
points in all grains (average <5% misindexing; with
heterogeneity this may mean that some grains have
20–30% misindexed points) and overall indexing rates
(within regions of the phases being indexed) are on
the order of 50% or greater, map data can be recon-
structed reliably using processing procedures as dis-
cussed below. Improvements in commercial indexing
algorithms over the last few years are such that, with
the camera positioned very close to the sample, all
minerals that give good patterns can be mapped with
sufficiently small error levels for the data to be useful.

Data processing is an essential tool for geologi-
cal users, who need to eliminate errors and artifacts.
Exact procedures depend upon the scientific require-
ments (see, for example, Bestmann and Prior 2003;
Prior et al. 2002; Toy et al. 2008). Simple procedures,
such as the replacement of single pixels that are differ-
ent (by some misorientation) from all eight neighbours,
are only appropriate in data with high indexing rates
and very low misindexing rates. In most geological
data sets indexing rates and misindexing rates are often
heterogeneous: one grain may be fully indexed with no
errors, another indexed correctly but with only a 10%
indexing rate, and a third indexed with a 30% misin-
dexing rate, as illustrated in Figs. 26.4 and 26.5. Such
data need more sophisticated processing. “Growth”
routines (we use the extrapolation routines in HKL
software), in which nonindexed pixels with n neigh-
bours that are the same orientation within a given tol-
erance take on the average orientation of those n neigh-
bours, are a key tool. Growth to completion on the
basis of 8, 7, or 6 neighbours does not create sig-
nificant microstructural artifacts, nor does one step
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Fig. 26.5 Processing of EBSD data. Data are from an exper-
imentally deformed anorthosite: sample courtesy of J. Tullis at
Brown. Step size 200 nm (a) Pattern quality (band contrast) map.
(b) Raw EBSD data. Note the heterogeneity in indexing level
and misindexing. (c) Raw data with “small grains” removed. (d)
Raw data with “small grains” removed and grains grown on the
basis of 5 neighbours. (e) Pattern quality (band contrast) tem-
plate used in data processing. (f) Data (all Euler colours) grown
on the basis of 3 neighbours, with growth limited to the grey pix-
els in the template (e). (g, h) Grain boundary maps superposed
on pattern quality: misorientations are: yellow 2◦–5◦, green
5◦–10◦, blue 10◦–20◦, purple >20◦. Twin boundaries are red;
(g) is the result of growing data on the basis of 3 neighbours
without any restrictions, (h) is the result of growing data on the
basis of 3 neighbours, limited by a set of templates (3 different
thresholds), as shown in (e) and (f)

of growth on the basis of 5 neighbours (Fig. 26.5d).
However, areas with low indexing rates will not be
reconstructed. Growth on the basis of smaller numbers
of neighbours can generate significant microstructural
artifacts (Fig. 26.5 g). An approach that avoids this and
works very well for samples with heterogeneous index-
ing rates is to use the pattern quality map as a template.
In this approach, a threshold in pattern quality is picked
(Fig. 26.5e) so that grain boundaries are not included,
and growth, on the basis of <5 neighbours, is limited
to pixels with pattern quality higher than this thresh-
old (Fig. 26.5f). This can be repeated with several dif-
ferent thresholds to give an accurate final microstruc-
ture (Fig. 26.5 h). As long as misindexing is kept low
(∼<20% in any given grain—the worst case grains)
then misindexed points will not “grow” and can be
eliminated by a size filter.

Mapping at a level of detail in which all errors can
be identified is not always the most appropriate data
collection strategy; the most efficient way of collect-
ing LPO data uses step sizes of the same order as the
grain size (in equigranular samples). However, there
is no way to verify the data collected, and the present
authors limit such analyses to minerals (such as cal-
cite) in which we have a very high level of confidence
that indexing is robust. Rapid collection of LPO data
in minerals in which there is some scope for indexing
error, but in which the problems are not very severe,
such as quartz, olivine, pyroxenes, and garnet, can be
achieved by setting a step size at ∼0.25 to 0.5 of
the grain size. Processing of the data to define grains
(Fig. 26.6) and elimination of grains below a certain
size threshold (some small number of pixels) enable
robust data to be collected. Data from minerals with
more severe indexing problems (such as plagioclase
feldspar) need to be collected with a step size small
enough to compare the microstructure reconstructed
from EBSD data with the image built from pixel-by-
pixel measurements of pattern quality or band contrast,
as outlined in the previous paragraph.

26.2.5 Polyphase Samples

Most rocks are polyphase and the ability of EBSD
indexing to distinguish distinct phases becomes cru-
cial. There is the potential for another kind of misin-
dexing, in which a mineral is indexed as the wrong
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Fig. 26.6 Quartz data set collected for LPO analysis. Alpine
fault mylonite sample (Toy et al. 2008). Step size 20 �m. (a)
Pattern quality (band contrast) map. Quartz comprises ∼ 60% of
the sample; the layered structure relates to layers of mica (dark)
and layers of quartz (with some feldspar). (b) Indexed points (all
Euler colours). These are raw data; only quartz is indexed. (c)

Processed data “grown” on the basis of 5 neighbours followed by
removal of all grains <60 �m (3 pixels). (d) [0001] for all (raw)
data. (e) [0001] with 1 point for every grain in (c). (f) [0001] for
all raw data in the areas defined by the grains in (c). (g) Data
excluded in (f) i.e., data in (d) minus data in (f)

phase. Distinction of minerals that are structurally
distinct is not a problem. However, rocks can con-
tain different minerals that remain indistinguishable
by EBSD alone. Many minerals comprise solid solu-
tions, and a rock may contain more than one dis-
tinct composition of those minerals. In practice, dis-
tinction of different compositions of clinopyroxene,
amphibole, garnet, olivine, and plagioclase by EBSD
alone is impossible using current, commercially avail-
able indexing routines. One can see why by examin-
ing the range of � angles in clinopyroxenes: diopside
� = 105.8◦, jadeite � = 107.6◦, augite � = ∼105◦,
pigeonite � = 108.5◦ (Deer et al. 1992). The inter-
planar angular variations through the pyroxene series
are below typical angular tolerances in indexing rou-
tines (on the order of a few degrees or more). Perhaps
use of intensities or orders of diffraction in indexing
may help. A simple experiment in which the patterns

of two different compositions of plagioclase feldspar
are compared (Fig. 26.7) suggests that the patterns are
effectively identical. Thus distinction of some min-
erals, particularly different compositions in the same
solid-solution, requires the interactive use of EDX
data. Because this slows down data acquisition, new
procedures, such as multivariate statistical approaches
(Brewer et al. 2008), may be worth exploring.

26.3 Application of EBSD in Earth
Sciences

A paper published in 1999 (Prior et al. 1999) outlines
areas of the earth sciences in which EBSD might pro-
vide scientific insights. Although that paper failed to
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a
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Fig. 26.7 EBSD data from a single, undeformed crystal of pla-
gioclase feldspar zoned in composition from core to rim (see
Fig. 4 in Trimby and Prior 1999). Patterns have been normalized
(by subtraction of an inverted Gaussian blur followed by stretch-
ing) to remove any background or overall intensity differences.
(a) Pattern from the rim (composition An35). (b) Pattern from
the core (composition An65). (c) Digital subtraction of the core
pattern from the rim pattern. The weak lines that can be seen can
be removed, with creation of similar lines in another part of the
image, by any 1-pixel movement of one pattern relative to the
other

recognize the speed with which automated orientation
mapping would come to dominate EBSD technology,
the scientific applications highlighted remain the core
of EBSD applications. Here we review the contribution
that EBSD has made over the last decade.

26.3.1 Rock Deformation and Solid Earth
Geophysics

The analysis of rocks deformed by creep mechanisms
(hot worked), both in nature and in the laboratory,
still represents the major area of research dependent
upon EBSD in the earth sciences. The dominance of a
few minerals in the EBSD literature is because these
minerals—quartz (the most common mineral in the
earth’s upper crust), olivine (the most common min-
eral in the earth’s upper mantle) and calcite (impor-
tant in mountain belts such as the Alps)—have been of
particular interest in rock deformation studies. EBSD
provides the fastest way of generating LPO data (a
few minutes to an hour for ∼1000 grains, depend-
ing on the sample) and is applied to deformed rocks
(e.g., Bestmann et al. 2000; Mainprice et al. 2004;
Skemer et al. 2006; Toy et al. 2008) and deformation
experiments (e.g., Heidelbach et al. 2003; Katayama
et al. 2004; Pieri et al. 2001). The use of LPO data
to model anisotropic physical properties, most partic-
ularly seismic velocity anisotropies (Mainprice 2003),
has expanded with the development of EBSD methods
(e.g., Tatham et al. 2008; Valcke et al. 2006; Vauchez
et al. 2005; Vonlanthen et al. 2006). David Mainprice
in Montpellier has developed a series of tools2 that aid
texture quantification and calculation of physical prop-
erty anisotropies from these data.

LPO data are used to constrain dislocation creep
slip systems (Wenk and Christie 1991), by compar-
ison with numerical models of intracrystalline slip
(e.g., Mainprice et al. 2004); and more commonly by
suggesting that lattice planes aligned with foliation
(∼rolling plane) represent easy slip planes, and lattice
directions aligned with lineation (∼rolling direction)
represent easy slip vectors (e.g., Katayama et al. 2004;

2 ftp://www.gm.univ-montp2.fr/mainprice//CareWare Unicef
Programs/
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Fig. 26.8 EBSD data from a deformed plagioclase feldspar–
rich rock (Jotunheimen anorthosite from same location as Kruse
et al. (2001). (a) Map with step size 10 �m coloured according
to the (010) orientation as shown in pole figure at the bottom.
Reference frame shown above the map (Lin is lineation = rolling
plane). (b) LPO data from the 68 porphyroclasts (large deformed
grains) in (a). (010) Poles are clustered parallel to the pole to
foliation and [001] parallel to lineation. (c) Data from one por-
phyroclast, shown in the inset map. Inset is coloured according to
misorientation from the blue dot. Top row of stereonets are from
whole of this porphyroclast. Bottom row are from the pink line,
perpendicular to foliation. Black irregular line shows misorien-

tation angle relative to blue dot, scale at bottom of the image.
Stereonet next to image shows an interpretation of the geomet-
ric dislocations necessary to explain the distortions. R = rota-
tion axis, b = burgers vector. Subgrain boundary plane, marked
in blue, is measured using a universal stage and corresponds
to the trace marked on the image. (d) Misorientation axis data
from the porphyroclast shown in (c) plotted in inverse pole fig-
ure (IPF) together with IPF key of principle planes and direc-
tions. (d) Orientations of recrystallized grains (contoured plots
with 15◦ counting cone) immediately adjacent to porphyroclasts
(point data stereonets). Recrystallized grains inherit porphyro-
clast orientations, but have a much broader orientation spread
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Mehl and Hirth 2008; Skemer et al. 2006). For exam-
ple, the data shown in Fig. 26.8b is interpreted as defor-
mation with (010)[001] as the easy slip system.

The microstructural information from orientation
mapping EBSD data is becoming more important. The
example used here to illustrate the importance of this
type of analysis is a deformed rock (Figs. 26.8, 26.9,
and 26.10) that is dominated by the triclinic mineral
plagioclase feldspar. Triclinic materials have distinct
advantages for misorientation analysis. There is only
one way to describe the misorientation (disorientation
= misorientation) and inverse pole figure (IPF) space
is large so that, if axis errors are large (as will be the
case for low angle boundaries), distinguishing differ-
ent misorientation axes is potentially easier than in
higher symmetry systems. Thirty percent of the earth’s
crust comprises plagioclase feldspar (solid solution
from albite [NaAlSi3O8] to anorthite [CaAl2Si2O8]);
the behaviour of this mineral is of considerable impor-
tance to geologists.

Understanding of recovery and recrystallization is
one area where EBSD mapping and misorientation
analysis has been particularly important. The existing
recrystallization models (Poirier and Guillope 1979;
Urai et al. 1986; White 1977) applied in earth sci-
ences, such as subgrain rotation recrystallization and
grain boundary bulging (see Fig. 1 in Halfpenny et al.
2006), have geometric consequences that are testable
with EBSD: particularly in cases where “parent” and
“daughter” grains can be identified. Some new data
from MgO (Mariani et al. 2009) are consistent with
subgrain rotation models (that were based primarily

on olivine and salt) and contrast to a growing body
of data from other minerals, suggesting some material
dependence of recrystallization behaviour and/or resul-
tant microstructures. EBSD data from dynamically
recrystallized calcite, quartz, orthopyroxene, plagio-
clase (Fig. 26.8e), and garnet show that the orientation
spread of recrystallized grains is larger than that of the
deformed parent (e.g., Bestmann and Prior 2003; Half-
penny et al. 2006; Mehl and Hirth 2008; Skemer and
Karato 2008; Storey and Prior 2005). Typically, por-
phyroclasts (relict old grains) contain subgrain struc-
tures defined by low angle grain boundaries (usually
<5◦) that have misorientation axes aligned with ratio-
nal crystallographic directions (Bestmann and Prior
2003; Halfpenny et al. 2006; Storey and Prior 2005),
supporting an origin from the recovery of dislocation
creep deformation. An example of such data from pla-
gioclase is shown in Fig. 26.8c. In contrast, boundaries
between porphyroclasts and recrystallized grains are
high angle (generally > 30◦: Fig. 26.9) and have ran-
dom misorientation axes (Fig. 26.10). These data sug-
gest that simple physical recrystallization models alone
cannot always account for all observed microstruc-
tures. Grain boundary sliding of recrystallized grains,
in addition to simple rotation and bulging mechanisms,
provides a way to explain the observations.

Intragrain EBSD maps allow us to constrain slip
systems from the internal distortions within grains
(Lloyd et al. 1997; Prior et al. 1999, 2002). Some infor-
mation comes from the low-angle misorientation axes
alone (e.g., Bestmann and Prior 2003), but a fuller con-
straint requires analysis of the grain boundary plane or

Boundaries: >2° >5° >10° >20°  Albite
   Twin

 Pericline
   Twin

Carlsbad
   Twin

0.5mm

Fig. 26.9 Detailed data from
the same sample as Fig. 26.8
(note: data are rotated 90◦).
Step size 1 �m. (a) All Euler
map. (b) Grain boundary map
superposed on pattern quality.
Note that all boundaries
between porphyroclasts
(large, distorted grains) and
recrystallized grains (small,
equant, and undistorted) are
high angle. Twin laws from
Deer et al. (1992)
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Fig. 26.10 Misorientation axes between porphyroclasts and
neighbouring recrystallized grains extracted from the data set
shown in Fig. 26.8. All are random, except the data >160◦,
which show some inheritance of twin relationships with concen-
trations around known twin axes

grain boundary trace (Prior et al. 2002). We illustrate
this with an example from plagioclase (Fig. 26.9c) in
which we have misorientation data and measurements
of subgrain boundary planes using a universal stage.
The only known slip system that can explain the mis-
orientation and boundary planes is (010)[100], with
these dislocations arranged in a tilt wall. This result is
consistent with TEM data (Kruse et al. 2001). In con-
trast, LPO data (Fig. 26.9b) suggest (010)[001] as the

easy slip system. Analysis of a number of samples in
a range of minerals yields different slip systems, from
a misorientation analysis of distorted porphyroclasts to
those interpreted from LPOs. This observation may be
important in understanding dislocation-based deforma-
tion mechanisms in rocks.

26.3.2 Metamorphic Processes

Metamorphic rocks are those rocks whose mineral-
ogy and/or microstructure change, driven by changes
in rock temperature or pressure. Many metamorphic
rocks are also deformed, and the high temperature
deformation processes detailed in Section 26.3.1 can
also be thought of as metamorphic processes. There
is another important application of EBSD, however,
namely, to the understanding of the mineral reaction
processes and associated microstructural changes that
occur during metamorphism. The potential for applica-
tion to metamorphic problems was preceded by com-
parable work using SAECP (Lloyd et al. 1991). Inter-
estingly, the majority of EBSD work on metamorphic
problems relates to microstructures of the mineral gar-
net (e.g., Hawkins et al. 2007; Hirsch et al. 2003;
Mainprice et al. 2004; Prior et al. 2002; Spiess et al.
2001; Storey and Prior 2005; Terry and Heidelbach
2004; Trepmann and Stockhert 2002; Whitney et al.
2008). Garnet is an important metamorphic mineral in
the earth’s crust and mantle, not because it is volu-
metrically significant, but rather because it is a min-
eral on which we often depend for estimates of rock
pressure and temperature and for dating of metamor-
phic events, and because we interpret inclusion fab-
rics in terms of the rocks’ thermomechanical history
(see introduction in Whitney et al. 2008). The focus
of EBSD studies on garnet may relate to the fact that
garnet is optically isotropic, and until the mid 1990s
we were blind to the full range and complexity of
garnet internal microstructures. One extremely impor-
tant outcome of these studies is the demonstration that
we can develop large garnet grains by the coalescence
of many smaller grains (Spiess et al. 2001; Whitney
et al. 2008) grown from distinct nuclei; and that the
misorientations between grains may be nonrandom,
due to selection processes or rotations that modify the
microstructure.



356 D.J. Prior et al.

26.3.3 Meteorites

Although meteorites would seem an obvious target
for EBSD studies, applications in meteoritics have
come relatively slowly. Studies of stony meteorites
have been focussed on the fabrics of the fine-grained
olivine matrix (Sephton et al. 2006; Watt et al. 2006),
and the implications these data have for the early
history of the solar system and in using microstruc-
tures to help understand the thermal history of aster-
oidal bodies (Whattam et al. 2008). This area of study
is clearly in its infancy. Detailed studies of metal-
lic meteorites have been conducted by scientists in
the physical metallurgy field (Goldstein and Michael
2006; He et al. 2005; Hutchinson and Hagstrom 2006;
Nolze et al. 2006), and have focussed on under-
standing the �–
 orientation relationships in Fe-Ni
metal.

26.3.4 Other Areas

EBSD is developing as a tool to constrain poten-
tial diffusion pathways and diffusion length scales
in minerals. EBSD is used to examine the substruc-
tures of minerals used in radiometric dating, to char-
acterise heterogeneities within minerals (Prior et al.
1999; Reddy et al. 2001), and to assess the potential for
resetting of ages by deformation events (Reddy et al.
2007). Many minerals have anisotropic diffusivity and
EBSD data provide an easy way to account for this
in the analysis of composition gradients (Martin et al.
2008).

Although we know of ongoing work applying
EBSD to igneous rocks (rocks crystallised from melt)
and good work in PhD theses, there are as yet few pub-
lished data sets related to igneous problems (Faul and
FitzGerald 1999; Feinberg et al. 2004; Romeo et al.
2007).

EBSD-based studies of sediments and sedimentary
rocks have started only in the last few years. Work thus
far focuses on characterising intrinsic physical prop-
erty anisotropies (Valcke et al. 2006) and on under-
standing processes involved in diagenesis. Diagene-
sis comprises the chemical and physical processes by
which sediment becomes rock. EBSD studies have had
a particular emphasis on how diagenesis will affect

porosity and permeability (Haddad et al. 2006; Mork
and Moen 2007), parameters of extreme importance to
the hydrocarbon extraction industry.

Rock magnetism is an area where EBSD is likely
to provide important information: rock magnetic prop-
erties relate, in part at least, to the submicrometre
scale structure of magnetic carriers. Although some of
these features may be below SEM resolution, SEM and
EBSD together provide a powerful tool to develop the
petrophysical understanding of rocks needed to accom-
pany rock magnetic studies (Feinberg et al. 2004;
Franke et al. 2007). The identification of fine Fe-oxides
and Fe-Ti oxides is aided significantly by EBSD data
(Franke et al. 2007). Furthermore, the microstructural
relationships of coexisting oxides and their orientation
relationships help interpret the history of phase devel-
opment (phase transformation history) as a function of
temperature and time, and puts significant constraints
upon the interpretation of magnetic data (Davies, Hill,
and Prior work in progress). Physical and crystallo-
graphic orientations of magnetic carriers, often most
easily established by EBSD, can be influenced by mag-
netic field history and provide significant control on
magnetic properties.

Crystalline structures, such as shells or pearls, cre-
ated by organisms are often highly anisotropic and
have distinct microstructures and LPOs that impart
advantageous physical properties to the material. The
study of such biomineralization (Cusack et al. 2007;
Dalbeck and Cusack 2006; Dalbeck et al. 2006;
Griesshaber et al. 2007; Saruwatari et al. 2006) is a
new area of EBSD application that spans the bound-
aries of the geosciences and the life sciences and has
potential in engineering.

EBSD is not widely used for mineral identifica-
tion, primarily because geologists are accustomed to
using an optical microscope for this purpose, and then
using a microprobe to assist where grains are too small
to resolve optically. There are some situations where
chemical data alone do not suffice, and we have used
EBSD; for example, to help distinguish fine-grained
kyanite from sillimanite (both Al2SiO5), coesite from
quartz (both SiO2), and pyrite from marcasite (both
FeS2). Such applications are likely to become more
important. EBSD has now played a crucial role in the
discovery and characterization of new minerals, in sit-
uations where grains are too small/rare to be anal-
ysed by X-ray methods (Ma and Rossman 2008). With
the development of a more fundamental understanding
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of EBSD patterns (Michael and Goehner 2000;
Winkelmann et al. 2007), such applications should
become easier and more common.

26.4 Conclusions

1. EBSD data can be collected from most minerals.
Phyllosilicates (including clays and micas) remain
problematic.

2. Step sizes as small as 50 nm give 50 nm resolutions
in minerals that are not damaged by the beam.

3. Orientation mapping using automated EBSD is pos-
sible on most minerals, so long as the step size
is significantly smaller than the grain size so that
errors can be assessed and removed. Some minerals
(e.g., calcite) index with sufficient reliability to col-
lect data with steps on the order of the grain size or
larger.

4. Data processing routines are crucial to earth science
EBSD users.

5. Some work on polyphase samples needs X-ray data
to complement the EBSD, because EBSD alone
cannot distinguish between different composition
minerals within mineral families with a single struc-
ture (e.g., within the clinopyroxene family).

6. EBSD applications in earth sciences are dominated
by studies of deformed rocks and of metamorphic
rocks. Other applications are developing.
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Sander B (1930). Gefügehunde der Gesteine. Springer, Berlin
Sander B (1970). An Introduction to the study of fabrics of geo-

logical bodies (English translation). Pergamon Press, Oxford
Saruwatari K, Ozaki N, Nagasawa H, Kogure T (2006) Crystal-

lographic alignments in a coccolith (Pleurochrysis carterae)
revealed by electron backscattered diffraction (EBSD). Am
Mineral 91(11–12):1937–1940

Schmid SM, Casey M (1986) Complete fabric analysis of some
commonly observed quartz c-axis patterns. In: Hobbs BE,
Heard HC (eds) Mineral and rock deformation: labora-
tory studies—the Paterson volume. American Geophysical
Union, pp 246–261

Sephton MA, Howard LE, Bland PA, James RH, Russell SS,
Prior DJ, Zolensky ME (2006) Delving into Allende’s dark
secrets. Astron Geophys 47(6):37–38

Shigematsu N (1999) Dynamic recrystallization in deformed
plagioclase during progressive shear deformation. Tectono-
physics 305, 437–452

Skemer P, Karato S (2008) Sheared lherzolite xenoliths revisited.
J Geophys Res-Solid Earth 113, B07205

Skemer P, Katayama I, Karato SI (2006) Deformation fabrics
of the Cima di Gagnone peridotite massif, Central Alps,
Switzerland: evidence of deformation at low temperatures in
the presence of water. Contrib Mineral Petrol 152(1):43–51

Spiess R, Peruzzo L, Prior DJ, Wheeler J (2001) Development
of garnet porphyroblasts by multiple nucleation, coalescence
and boundary misorientation-driven rotations. J Metamorph
Geol 19(3):269–290

Storey CD, Prior DJ (2005) Plastic deformation and recrystal-
lization of garnet: a mechanism to facilitate diffusion creep.
J Petrol 46(12):2593–2613

Tatham DJ, Lloyd GE, Butler RWH, Casey M (2008) Amphibole
and lower crustal seismic properties. Earth Planet Sci Lett
267(1–2):118–128

Terry MP, Heidelbach F (2004) Superplasticity in garnet from
eclogite facies shear zones in the Haram Gebbro, Haramsøya,
Norway. Geology 32(4):281–284

Toy VG, Prior DJ, Norris RJ (2008) Quartz fabrics in the Alpine
Fault mylonites: influence of pre-existing preferred orien-
tations on fabric development during progressive uplift. J
Struct Geol 30(5):602–621

Trepmann CA, Stockhert B (2002) Cataclastic deformation of
garnet: a record of synseismic loading and postseismic creep.
J Struct Geol 24(11):1845–1856

Trimby PW, Drury MR, Spiers CJ (2000) Misorientations across
etched boundaries in deformed rock salt: a study using elec-
tron backscatter diffraction. J Struct Geol 22(1):81–89

Trimby PW, Prior DJ (1999) Microstructural imaging tech-
niques: a comparison between light and scanning electron
microscopy. Tectonophysics 303(1–4):71–81

Trimby PW, Prior DJ, Wheeler J (1998) Grain boundary hier-
archy development in a quartz mylonite. J Struct Geol
20(7):917–935

Turner FJ, Weiss LE (1963) Structural analysis of metamorphic
tectonites. McGraw Hill, New York

Urai JL, Means WD, Lister GS (1986) Dynamic recrystalliza-
tion of minerals. In: Hobbs BE, Heard HC (eds) Mineral and
rock deformation (laboratory studies). American Geophysi-
cal Union, Washington DC pp 161–200

Valcke SLA (2003) Towards the prediction of seismic anisotropy
in sedimentary rocks. MSc thesis, University of Leeds,
Leeds, U.K.

Valcke SLA, Casey M, Lloyd GE, Kendall JM, Fisher QJ (2006)
Lattice preferred orientation and seismic anisotropy in sedi-
mentary rocks. Geophys J Int 166(2):652–666

Vauchez A, Dineur F, Rudnick R (2005) Microstructure,
texture and seismic anisotropy of the lithospheric man-
tle above a mantle plume: insights from the Labait vol-
cano xenoliths (Tanzania). Earth Planet Sci Lett 232(3–4):
295–314

Venables JA, Harland CJ (1973) Electron backscatter-
ing patterns—a new technique for obtaining crystal-
lographic information in the SEM. Philos Mag 27:
1193–1200

Vonlanthen P, Kunze K, Burlini L, Grobety B (2006) Seismic
properties of the upper mantle beneath Lanzarote (Canary
Islands): model predictions based on texture measurements
by EBSD. Tectonophysics 428(1–4):65–85

Watt LE, Bland PA, Prior DJ, Russell SS (2006) Fabric anal-
ysis of Allende matrix using EBSD. Meteorit Planet Sci
41(7):989–1001

Wenk HR, Christie JM (1991) Comments on the interpreta-
tion of deformation textures in rocks. J Struct Geol 13(10):
1091–1110

Whattam SA, Hewins RH, Cohen BA, Seaton NC, Prior
DJ (2008) Granoblastic olivine aggregates in magnesian
chondrules: planetesimal fragments or thermally annealed
solar nebula condensates? Earth Planet Sci Lett 269:
200–211



360 D.J. Prior et al.

Wheeler J, Prior DJ, Jiang Z, Spiess R, Trimby PW (2001) The
petrological significance of misorientations between grains.
Contrib Mineral Petrol 141(1):109–124

White S (1977) Geological significance of recovery and recrys-
tallization processes in quartz. Tectonophysics 39(1–3):
143–170

Whitney DL, Goergen ET, Ketcham RA, Kunze K (2008) For-
mation of garnet polycrystals during metamorphic crystal-
lization. J Metamorph Geol 26(3):365–383

Winkelmann A, Trager-Cowan C, Sweeney F, Day AP, Par-
brook P (2007) Many-beam dynamical simulation of elec-
tron backscatter diffraction patterns. Ultramicroscopy 107
(4–5):414–421



Chapter 27

Orientation Imaging Microscopy in Research
on High Temperature Oxidation

Bae-Kyun Kim and Jerzy A. Szpunar

27.1 Introduction

High temperature oxidation of steel has been studied
for reducing steel losses and for understanding descal-
ing of oxides (Kuiry et al. 1994; Tomellini and
Mazzarano 1988; Sachs and Tuck 1968). Surface
defects, such as scale pits and residues, are frequently
observed on steel surfaces after hot rolling. The occur-
rence of surface defects is related to the formation
of oxide scale. These defects are undesirable for the
surface quality control of slab in the hot rolling pro-
cess. The quality control of steel products is highly
dependent on the removal of scale on slab during
the hot rolling process. This is directly related to the
scale structure formed in high temperature oxidation.
When iron or steel is exposed to air at elevated tem-
peratures, oxidation of iron forms scale that usually
consists of various iron oxides developed at different
temperatures. Indeed, magnetite (Fe3O4) and hematite
(Fe2O3) are formed in the oxidation of iron below
570◦C. Above 570◦C, wüstite (FeO) grows quickly and
becomes increasingly stable (Scully 1990; Béranger
1996). Therefore, it is necessary that the microstruc-
tural characteristics and behavior of the aforemen-
tioned three iron oxides are investigated for under-
standing the oxidation behavior taking place during the
hot rolling process.
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University, Montreal, QC Canada; Corporate R&D Institute,
Samsung Electro-Mechanics, Suwon, Kyungki-Do,
Korea 443–743
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Prior to studies of the processing factors for
scale removal, it is also crucial to characterize
the microstructure of oxide scales. Since the oxide
microstructure significantly affects the descaling pro-
cess of hot-rolled slab and the pickling process (Chen
and Yuen 2000; Tominaga et al. 1982), the charac-
terization of iron oxide in high temperature oxida-
tion is very important. At present, however, there
are no studies identifying which microstructures are
favorable for mechanical scale removal in the hot
rolling process. There is no clear understanding of
what kind of microstructures are developed in high
temperature oxidation, how defects are formed in
the oxidation process, and how stresses are dis-
tributed in the scale layer. Moreover, experimental
methods capable of directly describing microstruc-
tural details at elevated temperatures are not well
established.

The reason is that, because of the lack of experi-
mental research tools for displaying them, the details
of iron oxide microstructures are not investigated, and
are also difficult to understand. Most conventional
methods, such as backscatter electron images or frac-
tography in SEM, can only provide the general charac-
teristics of microstructures such as grain morphology
and size. Also, since the microstructures of iron oxides
are not chemically etched, they are known to be very
difficult to observe.

The purpose of this research is to establish system-
atic tools for investigating and characterizing the oxide
microstructure and for understanding oxide defects
related to descaling. The purpose is also to understand
how the oxide microstructure is formed during high
temperature oxidation, and to extract useful informa-
tion on microstructures that can be related to descaling
in steel plants.
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In this chapter, new research tools and the results
of high temperature oxidation of iron and low carbon
steels are demonstrated. The oxide microstructures are
systematically characterized by orientation imaging
microscopy (OIM) observations of the cross-sectional
area of the oxide layers. It is demonstrated that OIM
using electron backscatter diffraction (EBSD) tech-
niques, which can distinguish an individual grain ori-
entation, can be an invaluable tool for visualizing the
oxide microstructure and texture, and for studying
oxide defects. The oxidation process and microstruc-
ture development are described using OIM maps,
including image quality (IQ) and inverse pole figure
(IPF) maps. The three different iron oxide phases can
be distinguished, and the characteristics of oxides with
different oxidation histories are compared. The char-
acteristics of high temperature oxidation microstruc-
ture of iron are presented, with a description of iron
oxide defects and cracking, as well as the interfacial
microstructure between the layered iron oxides.

27.2 High Temperature Oxidation

The process of iron oxidation can divided into two
stages; (1) initial oxidation, proceeding at a linear rate,
followed by a parabolic rate of oxidation; and (2)
diffusion-controlled oxidation by ionic species through
the newly formed oxide layer (Abuluwefa et al. 1996;
Davies et al. 1951). The initial stage of iron oxidation
can be divided into four reactions: (1) chemisorption
of oxygen, (2) formation of a fine mosaic layer, (3)
growth of the oxide crystal, and (4) the appearance of
the second layer (Gulbransen and Ruka 1952).

In oxidation below 570◦C, the overall oxidation rate
is controlled by the growth rate of Fe3O4. At inter-
mediate temperatures between 350 and 500◦C, Fe3O4

nucleates and grows laterally over the surface. Once
the thin layer is completely covered, the growth rate of
Fe3O4 is parabolic. Due to the lower effective pO2 at
the Fe3O4 surface, the growth rate of Fe3O4 is slow,
and nucleation and lateral growth by Fe2O3 occurs.
Gulbransen and Ruka (1952) studied the structure
of the oxide film after oxidation experiments around
570◦C. They suggested that the oxide layer was formed
under mechanical stresses, because of the larger lattice
parameters of the growing oxide layer appearing in the

Fe3O4

4 Fe2O3 + Fe  3 Fe3O4 (Magnetite growth)
2 Fe3O4 + O   3 Fe2O3 (Hematite growth) 

Fe2+ + 2e– + Fe3O4 = 4FeO 

Fen+ + ne– + 4Fe2O3 = 3Fe3O4
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Fe 

O2 
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Wüstite growth)

Fig. 27.1 Schematic diagram of oxidation mechanism for the
diffusion-controlled growth of multilayered scale during isother-
mal heating above 570◦C

first oxidation. Above 570◦C, FeO is rapidly formed
and exists as a type of complex cluster of vacancies.

A mechanism of high temperature oxidation of
iron has been proposed, as shown in Fig. 27.1.
During isothermal heating above 570◦C, the three
iron oxides grow in layered structures. More details
for each ionic reaction at each phase interface are
described elsewhere (Birks and Meier 1983; Pinder
1995; Scully 1990; Béranger 1996; Davies et al. 1951).
Iron oxidizes with parabolic kinetics between 250◦ and
1000◦C. At low temperature, iron oxidizes with a log-
arithmic kinetics. The growth of FeO and Fe3O4 is
controlled by the outward diffusion of cations, whereas
the growth of Fe2O3 at the Fe3O4/Fe2O3 interface
is dominated by the inward diffusion of anions
(Katrakova et al. 1998; Hauffe 1965). However, others
have suggested that Fe2O3 growth occurs by outward
cation migration (Bruckman and Simkovich 1972;
Birks and Meier 1983). In oxidation, the outward dif-
fusion indicates that the cation transport predominates
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more than the anion transport, whereas the reverse is
taken place for the inward diffusion.

The proposed model has two notable assumptions:
(1) the reaction takes place under an isothermal heat-
ing process, and (2) the oxide growth is isotropic.
The mechanism for high temperature oxidation by
the diffusion of cations and electrons has been well
established, but more details for oxidation under an
anisothermal oxidation, such as a continuous oxida-
tion, have not been addressed. For instance, if the sam-
ple is oxidized with temperatures varying from room
temperature to high temperatures, the mechanisms for
the initial formation of wüstite grains are unknown.
The formation of initial wüstite grains is unlikely to
require diffusion of cations and electrons. Therefore,
the mechanism of high temperature oxidation of iron
requires revision in the system of the continuous heat-
ing schedule and anisotropic oxide growth.

27.3 Experimental Procedure

27.3.1 Oxidation of Samples and Oxide
Formation

For microstructural investigation, various low carbon
(LC) steel samples were oxidized up to 950◦C under
a continuous heating schedule simulating hot rolling
conditions. In the hot rolling process of a steel plant,
the temperatures for the “Roughing Mill Entry” and
“Roughing Mill Exit” are around 1230◦ and 1115◦C,
respectively. The temperatures for the “Finishing Mill
Entry” and “Finishing Mill Exit” are 1080◦ and 890◦C,
respectively. Consistent with a typical industrial sched-
ule, the scales for microstructural investigation were
formed during continuous heating up to 950◦C as
shown in Fig. 27.2. The average heating rate was
approximately 14◦C per minute. Oxidation in the con-
tinuous heating schedule was marked as “CON” and
the isothermal oxidation, for comparison, as “ISO”
in Fig. 27.2. In order to produce thicker oxide layers
in the CON schedule, the specimen was held isother-
mally for 30 min. The heating was performed in air
atmosphere.

Commercially pure Fe (>99.98%) samples were
also oxidized with continuous heating in air up to
950◦C, according to the CON1 schedule. The LC steel

Industrial heating schedule 

Heating time (min.) 

T
em

pe
ra

tu
re

 (
°C

) 

 –20       0        20       40       60       80      100     120     140     160  

1400

1200

1000

800

600

400

200

0

ISO CON1 CON2 

Fig. 27.2 Continuous heating schedules (CON1 & CON2) for
simulating the industrial oxidation environment and the isother-
mal oxidation schedule (ISO)

samples with carbon content of 0.069% were oxidized
using the same heating condition, but held for 30 min,
according to the CON2 schedule. The CON2 schedule
was used to obtain thicker layers suitable for sample
preparation for OIM examination.

The samples of the LC steels were isothermally oxi-
dized for 30 min at 950◦C in air according to the ISO
schedule. In addition, another specimen was prepared
by an isothermal oxidation for 100 h at 500◦C and
investigated to better understand the nucleation and
grain growth of magnetite, and to illustrate the effect of
thermal treatment on the microstructure. Long anneal-
ing was applied to ensure a thick magnetite layer,
which could be easily analyzed by SEM.

Experiments for investigating the effect of the sub-
strate and substrate texture on oxidation microstruc-
ture were conducted on pure Fe. The substrates were
prepared by the following treatments: (a) as-received
specimen, (b) cold-rolled with 70% reduction, and (c)
annealed for 1 h at 800◦C after 70% cold reduction.
The experiments were designed to understand the role
of the substrate in the oxidation behavior.

Before oxidation, all specimens were polished with
0.05-micron colloidal silica, cleaned with ethanol in
an ultrasonic bath, and dried in the vacuum cham-
ber. Oxidation experiments were conducted in an open
tube furnace under an air atmosphere. After oxidation
for each heating schedule, the oxidized samples were
quickly transferred to a cold, steel block placed at the
end of the tube furnace to enhance cooling. The fur-
nace was sealed and Ar gas allowed to flow through
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the tube. These techniques, designed for rapid cooling,
were employed to prevent the transformation of
wüstite into magnetite and iron at temperatures below
570◦C. This transformation is well described else-
where (Béranger 1996).

27.3.2 Sample Preparation and Geometry
in OIM

The oxidized samples were hot-mounted in a
PolyFast R© phenolic resin with carbon filler manufac-
tured by Struers. The mounting condition for a mount-
ing press with a 30 mm cylinder was 20 kN and the
heating temperature was 180◦C for 6 min; the cooling

time was 3 min. The cross-sectional area of the sam-
ples was observed for microstructural evaluation. This
means that the surface observed is normal to the trans-
verse direction (TD) of samples. The normal direction
(ND) in the sample frame is parallel to the direction
of oxide growth. Figure 27.3(a) shows the schematic
structure of the mounted sample with respect to the
sample reference system. The sample was mounted
using metal support pieces to protect the edge of the
oxide layer during grinding and polishing.

The mount assembly was ground down by 3 mm
from the mount surface using SiC 120 grit on a
grinding wheel speed of 150 rpm. Subsequent grind-
ing steps involved SiC 240 grit, 320 grit, 400 grit,
and 600 grit papers at 100∼150 rpm, followed by
SiC 1200 grit and 2400 grit at 100 rpm. Finally, the

(a)
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RD

TD Supporter

Mount

Spring holder Oxide layer

RD
ND//GD

TD

Fe

(b)

Geometry of the sample in OIM

Oxide layer

ND//GD//O-TD

TD//O-ND

RD//O-RD

Beam

20o

Detector
Fig. 27.3 Schematic
diagram showing: (a) the
sample reference frame and
the mounting assembly,
consisting of the oxide layer,
the supporting metal pieces,
and the pair of spring holders;
and (b) a sample reference
system in the OIM system.
O-ND, O-RD, and O-TD are
the normal, rolling, and
transverse directions of the
OIM reference system
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samples were polished for at least three hours using
a polishing cloth with 0.05 �m colloidal silica at
50∼100 rpm, or subjected to vibrational polishing with
the 0.05 �m colloidal silica solution for 10∼24 h in the
VIBROMET R©2, from Buehler. The wheel speed of the
polisher was kept slow, because the oxide is so fragile
that surface artifacts and cracking can be induced dur-
ing the grinding and polishing steps.

Vibratory polishing can produce a gentle polishing
action due to its horizontal vibratory motion with a
frequency of 7200 cycles per second, which yields an
undamaged surface with exceptional flatness.

In OIM, the inverse pole figure (IPF) map is an ori-
entational imaging map filled with pixels color-coded
according to the orientation illustrated in the unit trian-
gle of the inverse pole figure. An inverse pole figure of
a certain direction describes the position of this sample
direction with respect to the crystal reference frame. In
order to construct the IPF map, it is important to align
the sample properly with respect to the OIM stage.

Figure 27.3(b) shows a schematic diagram illus-
trating the sample reference system and the reference
frame of the OIM system. Since the sample surface
perpendicular to ND was oxidized, the direction of
oxide growth, or the growth direction (GD), is paral-
lel to ND. The normal direction in the OIM (O-ND)
is defined as the direction normal to the surface of the
sample mount, the rolling direction (O-RD) is parallel
to the tilt direction of the sample stage, and the trans-
verse direction (O-TD) corresponds to the direction of
the tilt axis of the sample stage (TSL 2000). Therefore,
GD or ND is aligned to O-TD and TD is aligned to
O-ND in the OIM reference system.

27.3.3 Microstructure and Texture
Measurement

Oxide microstructure was demonstrated using OIM.
Orientation imaging micrographs or orientation maps
are constructed from scans of crystal orientation data
measured over a portion of the sample surfaces. These
micrographs provide very useful information about
oxide growth as well as a cross section of coating
area. To get more reliable OIM results, a stable elec-
tron beam and small beam diameter are required. As
the OIM scanning may take several hours or even days
to acquire the orientational data, a durable SEM is
highly recommended (Eades 2000). In this research,

the Philips XL-30 FEG equipped with the TSL OIM
system (Draper, Utah) is used. The XL-30 FEG SEM
employs a Schottky thermally-activated field emis-
sion gun (for more details on OIM, please refer to
Chapter 1).

In our measurements, the experimental parameters
for SEM were: spot sizes of 3 and 5, accelerating volt-
ages of 20 and 30 kV, and beam currents of 150 pA to
2.3 nA. For these experimental parameters, the beam
diameter would be less than 10 nm. Theoretically, the
minimum step size for the OIM is about 20 nm, but
considering the interaction volume, about 50 nm can
be considered as a practical minimum step size. The
automatic scan was performed over the selected area
with a hexagonal grid of 1 and 0.1 micron.

The substrate texture was measured using the
Schulz reflection method in the Siemens D-500 X-ray
texture goniometer with a Mo target (40 kV and
40 mA). The (011), (200), and (311) pole figures for
the Fe phase were measured by step scanning with
5-degree intervals over the tilt angle range of 80o. Two
seconds were required for each interval. For the calcu-
lation of the orientation distribution function (ODF),
the collected data were analyzed using a texture soft-
ware package, TexTool v.3.1 (Li 2001), based on the
arbitrary defined cell (ADC) method (Pawlik et al.
1991). The substrate texture was illustrated using the
inverse pole figures determined for ND.

The oxide texture was calculated from the data
on individual grain orientations collected using OIM.
In OIM, the grain orientation, which is expressed by
the Euler angles, is determined using the direct space
approach, as suggested by Matthies and Vinel (1993).
The ODF is calculated by the discrete binning method
with a bin size of 5 degrees.

27.3.4 Oxidation of Low Carbon Steel

Above 850◦C, X-ray diffraction is not available for
the investigation of oxidation behavior because the
oxide is too thick to be penetrated by X-ray diffrac-
tion. OIM can be used to directly analyze the oxide
microstructure and texture. Recently, several results
on oxide characterization based on EBSD have been
reported (Kim and Szpunar 2001a; Higginson et al.
2002; Birosca et al. 2004)
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27.3.4.1 Microstructure Investigation by OIM

The quality of microstructural imaging obtained by
OIM depends on how the sample surface is prepared
in the polishing procedure. In particular, the polishing
time and wheel speed have to be optimized. For OIM
work, the sample preparation has been known to take
more time for polishing ceramic materials than metals
(Katrakova et al. 1998; Randle and Engler 2000). The
best results were obtained when the wheel speed was
less than 150 rpm and the polishing time was more than
3 h in the fine polishing stage after the conventional
polishing. The polishing agent used was colloidal
silica.

Figure 27.4 shows the difference in the quality of
the micrographs obtained from OIM observation as
a function of the polishing time. Each micrograph is
represented by the gray IQ map. The IQ value repre-
sents the sharpness of Kikuchi patterns at the given
scanning point. The IQ map therefore represents not
only the real microstructure, but also the grain bound-
aries, voids, and even microcracks. In Fig. 27.4(a, b),
artifacts from the polishing process, such as surface
scratches and holes, are observed. After polishing for
3 h, the surface of the oxide layer is clean and the aver-
age IQ value is relatively high. The scratch lines on
the oxide surface observed after a short polishing time
were removed, although the scratch lines on the sub-
strate still remain. Nonetheless, the oxide microstruc-
ture can be precisely illustrated when compared to the
microstructure depicted by the conventional methods,
such as etching and fracturing.

27.3.4.2 Phase Analysis

Phase analysis in OIM can be performed by the iden-
tification of Kikuchi patterns. Three phases of iron
oxides and a ferrite steel phase were identified by
different EBSD patterns (Kim and Szpunar 2001a).
Figure 27.5(a, b, c, d) shows each set of the Kikuchi
patterns obtained from Fe, FeO, Fe3O4, and Fe2O3,
respectively. Since each phase found in the specimen
has a different space group (steel: Im 3m, wüstite:
Fm 3m, magnetite: Fd 3m, and hematite: R 3c), the
phases can be distinguished by the pattern symmetry.
Based on the characteristics of these patterns, such
as the band widths and the reflectors for the candi-
date phases, the EBSD patterns can be indexed for
each phase. The IQ map, color-coded for the different
phases, can be constructed to demonstrate the results,
as shown in Fig. 27.5(e). The blue region represents
the iron phase, the red the wüstite phase, and the yel-
low the magnetite phase. Since the thickness of the
hematite layer was so small that the OIM scanning
with the 1 �m step size could not recognize it, this
layer is not represented in Fig. 27.5(e). The irregular,
inhomogeneous thin layer of hematite close to the sur-
face, however, was found at high magnification when
OIM measurements were made with a small step size.
These results will be described at the end of this chap-
ter. Under continuous oxidation up to 950◦C, the three
oxide layers form clearly and consecutively from the
steel substrate. The phase ratio of the three phases can
be approximated from the thickness of these layers.
Since the thickness of wüstite, magnetite, and hematite

Steel substrateOxide layer

(a) (b) (c)

Fig. 27.4 The IQ map with
varying polishing time in the
fine polishing stage: (a) 1 h,
(b) 2 h, and (c) 3 h
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Fig. 27.5 EBSD patterns obtained from each phase: exemplary patterns of (a) Fe, (b) FeO, (c) Fe3O4, and (d) Fe2O3; (e) the IQ
map color-coded with phases (the blue region: Fe, the red: FeO, and the dark yellow: Fe3O4)

is around 150, 8, and 0.8 microns, respectively, the
ratio is FeO:Fe3O4:Fe2O3 = 94.4:5.0:0.6. The reason
for the larger proportion of wüstite is that the mobil-
ity of defects in wüstite is greater than in magnetite or
hematite (Birks and Meier 1983). Those defects that
exist in wüstite may favor more rapid diffusion of iron
ions and electrons.

Within each layer, there are several local regions
having different colors than those of the surrounding
area. These regions result from errors during the pro-
cess of phase recognition. To explain the origin of
the errors, the procedure of phase identification using
EBSD will be addressed here first. Once EBSD pat-
terns are obtained from a certain scanning point of an
unknown phase, the point group and the space group
are determined by examining prominent zone axes and
the associated symmetries in the patterns. Based on

the angles between the zone axes and the determined
point group, indices of the Kikuchi lines are assigned
on a trial basis. In the next step, the d spacings of
the planes are measured from the angles, the widths
of the bands, and the trial indices. Once this proce-
dure is processed, the trial patterns can be simulated.
When a good agreement between the simulated and
experimental patterns is achieved, the unknown phase
can be determined by the crystallographic data used
for the simulated patterns (Michael and Goehner 1993;
Goehner and Michael 1996; Baba-Kishi and Dingley
1989; Dingley and Randle 1992).

Unfortunately, as Fe, FeO, and Fe3O4 have different
space groups but the same point group m 3m, it may be
difficult to identify each phase in the Kikuchi patterns
unless the pattern quality is so sharp that reflectors
of each phase can be distinguished. Moreover, due to
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the asymmetrical shape of Kikuchi lines in the Hough
space, the width and position of each band are diffi-
cult to calculate. Therefore, the d spacing of each plane
related to each reflector cannot be measured accurately.
As a result, there is a possibility that the incorrect phase
can be chosen when the patterns are blurred. That is the
reason why different color areas in the region of the
same phase are found. Recently, several new technolo-
gies for the phase identification and verification have
been developed, such as the combination of EDS with
the OIM system or the assessment of higher order Laue
zone (HOLZ) rings for the reduced unit cell (Michael
and Eades 2000; Wright and Nowell 2002; Baba-Kishi
and Dingley 1989; TSL 2000). These methods may
allow more reliable phase identification in the future
and as discussed in chapters by Dingley and Wright,
and by El-Dasher and Deal.

As mentioned earlier, phase identification requires
high quality EBSD patterns, but there is a possibility
that the pattern quality is not good enough. In order
to reduce the experimental error for phase identifi-
cation, the number of Kikuchi bands obtained must
be increased and the contrast of the bands must be
improved.

27.4 Results and Discussion

27.4.1 Grain Growth in Iron Oxide

27.4.1.1 Grain Growth of Wüstite

Wüstite is the oxide phase that, according to the
iron-oxygen phase diagram, is formed above 570◦C.
According to experimental results obtained from in situ
X-ray diffraction, the formation of wüstite in LC steels
was recorded in the temperature region of 750◦ to
850◦C. These oxidation experiments were conducted
during continuous heating up to 950◦C. The results
obtained using OIM show that the overall shape of
wüstite grains is columnar, as reported in Kim and
Szpunar (2001a).

Analysis of the wüstite microstructure clearly shows
that it can be divided into two distinct regions: the
microstructure of the initial stage and the grain growth
stage (Kim and Szpunar 2001a). The small grains of
wüstite observed in the region close to the substrate

have more equiaxial shape than the grains in the grain
growth stage. The wüstite grains in the grain growth
stage have a columnar cell structure. The grains in both
stages of growth are textured with <001>//GD. The
texture intensity of <001>//GD is strengthened as the
oxides grow and the wüstite grains with <001>//GD
have better defined columnar shape. These OIM
texture results are in agreement with in situ X-ray
experiments that show the increase of strength of the
(002) wüstite peak with increasing temperature as
described in Kim and Szpunar (2001b).

The results obtained using the OIM technique allow
the description of a network of different wüstite grain
boundaries. The different types of grain boundaries
in this network may have different diffusion charac-
teristics and may control transport of atoms through
the network. A qualitative description of this net-
work will help to understand the oxidation process of
Fe. The study by Kim and Szpunar (2001a) shows
the grain boundary character distribution (GBCD)
in the initial and grain growth stage. This result
demonstrates that the fraction of high angle bound-
aries with rotation angle � > 25o decreased and the
fraction of low angle boundaries with rotation angle
� ≤ 25o increased during the continuous oxidation
process.

These changes in the grain boundary characteristics
are directly related to the diffusion of iron ions dur-
ing high temperature oxidation (Kofstad 1988). In gen-
eral, there are several diffusion paths for transport of
atoms or reactants in the oxide layers: (1) through the
oxide lattices, (2) along grain boundaries of oxides,
and (3) along dislocations. With decreasing tempera-
ture, grain boundary diffusion plays a major role in
oxide growth because the activation energy is lower
than the lattice diffusion. At high temperature, lat-
tice diffusion tends to predominate during oxidation.
In the overall process of continuous oxidation, it is
reasonable to assume that both diffusion mechanisms
must be considered. As a general rule, since low angle
grain boundaries have lower energy than high angle
grain boundaries, diffusion of the reactants or atoms
can be expected to be slow along low angle grain
boundaries. Thus, because the frequency of low angle
boundaries is higher in the growth stage, as shown
in the study by Kim and Szpunar (2001a), the bulk
diffusion mechanism of iron ions in wüstite grains
plays a more important role than in the early stage of
oxidation.
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In order to form wüstite at the FeO/Fe3O4 inter-
face, iron ions must be continually supplied through
the columnar structure of the wüstite grains. The flux
of iron ions is a function of diffusivity and concen-
tration gradient of iron ions, and the distance between
the substrate and the oxidation front. Additionally, the
crystallographic orientation of these iron oxides may
affect the diffusion flux. The oxide grains with low
flux will have slow growth, whereas the grains with
high flux will grow rapidly and dominate the layer. In
low temperature oxidation, the large number of grain
boundaries can help cation diffusion; but in high tem-
perature oxidation, lattice diffusion is most likely to
be the main mechanism for cation diffusion (Kofstad
1988). Lattice diffusion can be influenced by crystal-
lographic geometry or texture developed during high
temperature oxidation.

The columnar microstructure is closely related to
the diffusion mechanism. Dubinin (2000) has reported
that in solid solutions a diffusion layer typically has
the columnar microstructure due to diffusion of vari-
ous elements into a base metal after isothermal heat
treatment at 900◦, 1000◦, and 1100◦C. Prior to heat
treatment, the surface of the base metals, such as Fe
or Ni, was initially saturated with the various elements
(Al, Mn, Cr, V, Mo, and W). The direction of colum-
nar grains coincides with the vector of the maximum
diffusion flux.

If a steady state diffusion process is assumed in high
temperature oxidation, Fick’s first law of diffusion can
express the diffusion flux of iron ions:

J = −Dox
dC

dx
, (27.1)

where J is the flux of ions, Dox is the diffusivity of
iron in the oxide layer, C is the concentration of iron
ions, and x is the diffusion distance along the dif-
fusion path in the wüstite layer between the inter-
faces of Fe/FeO and FeO/Fe3O4. Figure 27.6 shows
a schematic diagram of this diffusion. The difference
in the concentration (
C) is constant because the iron
ion concentration is a function of temperature. Thus,
the only way to increase the diffusive flux is to choose
the shortest diffusion path. In Fig. 27.6, the shortest
path is the P1 direction normal to the interfaces. The
iron ions, the main diffusion element in iron oxide,
can be most rapidly transported through the shortest
path in the wüstite layer. The rapid, massive trans-

t 

Co

Ct

0 l 

Steel Fe3O4

FeO 

dx
dCDJ ox

Fe2+, 2e–

=–

P1

P2

P3

Fig. 27.6 Schematic diagram showing the iron ion content
profile

port of iron ions promotes the growth of wüstite at
the wüstite/magnetite interface, according to the iron
oxidation mechanism mentioned before. The transport
rate increases with increasing temperature. Therefore,
the diffusion-controlled growth of wüstite in high tem-
perature oxidation will favor the formation of colum-
nar morphology.

27.4.1.2 Grain Growth of Magnetite

It is difficult to prepare the magnetite layer with a
suitable thickness for microstructural observation after
oxidation at low temperature. In order to describe the
formation of the magnetite layer, an LC-steel sample
was oxidized in air for 100 h at 600◦C. As a result, a
magnetite layer with the thickness of about 40 microns
was formed.

Figure 27.7 shows the maps of oxide microstruc-
ture obtained using OIM. Figure 27.7(a, b) are the IQ
and inverse pole figure (IPF) maps that show the mor-
phology of magnetite grains after oxidation. Each color
represents an orientation designated in the unit triangle
of the inverse pole figure for a given sample direction.
Figure 27.7(e) illustrates a color index notation for the
growth direction (GD) of iron oxides. In Fig. 27.7(b),
for instance, a red color grain has the <001> crys-
tal direction oriented along the oxide growth direction
(GD), which is perpendicular to the sample surface or
the oxide/metal interfacial plane.

As shown in Fig. 27.7, the grains of magnetite do
not form a layer structure. However, it is clear that the
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(a) (b)

(c) (d)
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Fig. 27.7 The IQ and the IFP maps representing the magnetite
layer: (a) the IQ and (b) the IPF maps obtained using the step
size of 0.4 micron; (c) the IQ and (d) the IPF maps measured

with the smaller step size of 0.1 micron within the indicated
selected area; (e) the inverse pole figure unit triangle color-coded
by crystal direction with respect to GD

grain size of the magnetite is smaller in the area close
to the substrate. The bigger grains are further from
the substrate and have a columnar shape as shown in
Fig. 27.7(b, d).

Figure 27.8 shows the GD inverse pole figure of
the magnetite grains. Figure 27.8(a) is the discrete
inverse pole figure obtained from orientations of indi-
vidual points, and Fig. 27.8(b) represents the calcu-

(a) (b)

GDGD

Fig. 27.8 Inverse pole
figures of the magnetite layer
presented in Fig. 27.7: (a) the
raw data in the inverse pole
figure, and (b) the calculated
inverse pole figure, where the
sample direction is parallel to
GD
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Fig. 27.9 Orientation micrographs showing details of the magnetite microstructure: (a) the IQ and (b) the IPF maps parallel to GD
of magnetite layer with a step size of 0.04 �m

lated inverse pole figure of the magnetite grains pre-
sented in Fig. 27.7. The orientations of the magnetite
grains are scattered within the whole orientation space,
and the maximum texture intensity is around 1. This
indicates that the magnetite grains are randomly ori-
ented with respect to the direction of oxide growth.

Figure 27.9 shows the detailed micrographs of mag-
netite grains near the substrate. Apparently, the grains
are a few hundred nanometers in size. This means that
nucleation of magnetite starts at the surface of steel.
Subsequently, some of these grains grow and form a
columnar shape, having a length of several microme-
ters during continued oxidation.

During continuous high temperature oxidation up
to 950◦C, however, the microstructure of magnetite
shows the unique <001> crystal direction along the
GD. Figure 27.10 shows the microstructure and texture
of magnetite grains formed during a continuous oxida-
tion up to 950◦C. The shape of the magnetite grains
at the oxide surface is not columnar, but cubic. The
grains mostly have the red color, indicating the pre-
ferred orientation with <001> parallel to the GD. The
inverse pole figures of Fig. 27.10(c, d) also indicate
the <001>//GD texture. It is evident that as a result of
the continuous oxidation, the magnetite grains next to
the wüstite layer have a cube-type cell structure with
the <001>//GD texture. There is no clear reason for
this texture to occur during high temperature oxida-
tion, but minimized surface energy may explain this
phenomenon. According to Davies and Parker (1989),

the surface energies (SE) of the crystallographic planes
of magnetite are: SE (100) = 1.5, SE (110) = 1.8,
and SE (111) = 2.2 Jm-2. The minimization of surface
energies may favor the grain growth of magnetite with
<001>//GD.

27.4.1.3 Grain Growth of Hematite

The hematite layer is rather irregular in thickness,
and discontinuous thin layers are often observed. In
Fig. 27.11, the hematite layers with thicknesses of
a few hundred nanometers are displayed. After con-
tinuous oxidation of the LC steel up to 950◦C, the
hematite grains are on the surface of the magnetite
layer, but are irregularly embedded within the mag-
netite. A wedge shape of Fe2O3 is frequently observed.
More details will be given when the interfacial mor-
phology of the oxidation of pure iron is analyzed. The
hematite microstructure is difficult to analyze at tem-
peratures below 850◦C, because it forms very thin lay-
ers or whiskers.

27.4.2 Effect of the Oxidation Process
on Microstructure

Despite different oxidation histories, oxide microstruc-
tures look rather similar; however, the grain size of the
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Fig. 27.10 Orientational micrographs and texture after contin-
uous oxidation up to 950◦C: (a) the IQ and (b) the IPF maps with
0.5 �m step size; (c) the discrete data of the magnetite grain ori-

entation; and (d) the calculated inverse pole figure of the mag-
netite layer, parallel to GD

initial stage of the wüstite grains and the texture of the
grains are different (Kim and Szpunar 2001b). The IQ
and IPF maps can explain it. The entire microstructure
of the oxide layer is depicted in Fig. 27.12(a, b). The
orientation maps, the IPF maps parallel to the GD, are
shown in Fig. 27.12(c, d).

Although the LC steel samples have different oxi-
dation histories, the wüstite grains in both samples
have a columnar shape. At the initial stage, however,
the wüstite grains are larger in the specimen after
isothermal oxidation for 30 min at 950◦C (ISO) than in
the specimen after continuous oxidation up to 950◦C
(CON2). Many grains with red color, indicating the
<001>//GD texture, are found in the samples which

underwent the continuous oxidation, but not in the
samples that were oxidized isothermally. These results
indicate that the oxidation history affects the texture
and grain size of oxide.

These results may be explained by the following
hypothesis. During continuous oxidation, fine mag-
netite grains are initially formed on the surface of the
substrate at temperatures below 570◦C. Above 570◦C,
the nucleation sites for the formation of wüstite are
abundant because the fine magnetite grains already
exist at the Fe3O4/Fe interface. The wüstite grains in
the initial stage of formation can be smaller during con-
tinuous oxidation up to 950◦C than during the isother-
mal oxidation at 950◦C. In the specimen isothermally
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Fig. 27.11 Grain growth of hematite in high temperature oxi-
dation: (a) a 70o-tilted SE image, (b) the IQ map, and (c) the IPF
map to GD in OIM

oxidized at 950◦C, however, there are no magnetite
grains that can act as nucleation sites for wüstite grains
at the specimen surface. Since the diffusion rate of iron
ions is faster at higher temperature, the iron ions dif-
fuse more quickly through the oxide and form new
grains at the surface. Consequently, the grains in the
initial stage of oxidation grow bigger and longer during
isothermal oxidation than during continuous oxidation.
Different microstructures result from the differences in
the initial stage of wüstite growth. Based on this hypo-
thetical explanation, the role of magnetite grains as
nucleation sites may be important for wüstite morphol-
ogy. Important factors to control the oxide microstruc-
ture are (1) fine magnetite grains, and (2) the growth
competition between wüstite grains at the initial stage
of oxidation.

It should be noted that even if the oxidation his-
tory is different, the magnetite texture is similar for
both heating schedules. In the IPF maps presented in
Fig. 27.12(c, d), the upper layers of oxide are mag-
netite and these layers mostly have the red color. These
results illustrate that the texture of the magnetite layer
after both heat treatments is <001>//GD. The tex-
ture and shape of magnetite grains obtained in high
temperature oxidation of LC steels are not very depen-
dent on the oxidation history.

27.4.3 Oxidation of Pure Iron

In pure iron, there are no alloying elements to compli-
cate investigation of the oxidation process. In this sec-
tion, the effect of substrate texture and surface defor-
mation on oxidation and interface character will be
investigated and compared to results obtained during
oxidation of LC steels.

The samples produced by different metallurgical
processes were oxidized under continuous oxidation
up to 950◦C according to the heating schedule CON1.
This allows consideration of the development of the
oxide microstructure following different metallurgical
treatments of specimens with the same oxidation his-
tory. For this purpose, three samples were prepared
using three different metallurgical treatments: (a) as-
received (AR-PF), (b) cold-rolled with 70% reduction
(CR-PF), and (c) annealed for 1 h at 800◦C after 70%
cold reduction (ANN-PF). The heat treatment of ANN-
PF ensures that cold-rolled pure Fe is fully recrys-
tallized. In studying the texture effect on oxidation,
texture representation by ND inverse pole figures was
used because the normal direction of the specimen is
parallel to the direction that iron oxides grow (GD).
Thereby, the inverse pole figures of GD (or ND) are
used to explain the effect of substrate texture on oxida-
tion behavior.

27.4.3.1 Effects of Substrate Deformation
and Texture on Oxidation

Figure 27.13 depicts the IQ and IPF maps show-
ing the microstructure of iron oxides after oxidation
of pure iron processed according to AR-PF, CR-PF,
and ANN-PF. The shape of the wüstite grains for all
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Fig. 27.12 Micrographs showing the microstructure of the
oxide layer after oxidation with different oxidation schedules of
CON2 and ISO: the IQ maps of the samples prepared by (a)

CON2 and (b) ISO; the IPF maps to GD for oxides prepared by
(c) CON2 and (d) ISO
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Fig. 27.13 Microstructure of scales on various pure Fe sam-
ples: (a) the IQ map and (b) the IPF map for the cross-sectional
area of as-received pure Fe (AR-PF), (c) and (d) of a 70% cold-

rolled pure Fe (CR-PF), and (e) and (f) of a pure Fe annealed for
1 h at 850◦C after 70% deformation (ANN-PF)

specimens is similarly columnar. The oxide thickness
ranges from 120 to 125 �m in AR-PF and CR-PF,
whereas the thickness is around 120 �m in ANN-
PF. The thickness difference between samples is not
significant. As shown in the IPF maps for all speci-
mens (Fig. 27.13(b, d, f)), wüstite grains marked with
the red color are dominant, indicating that the grains
with the <001>//GD are likely to develop during oxi-
dation at high temperatures up to 950◦C. Deforma-
tion of the substrate is unlikely to influence the oxide
morphology.

Figure 27.14 shows the GD inverse pole figures of
the substrate and wüstite. The substrate textures are
obtained from X-ray diffraction and the wüstite tex-
tures are from OIM. Although the substrate textures
are different, the wüstite layer has the <001>//GD

texture for all substrates. No texture relationships
between substrate and wüstite or between substrate
and magnetite are found. The magnetite layer has
the same texture as the wüstite layer. The reason
for this has been already discussed in the previous
sections.

As a result, during high temperature continuous oxi-
dation up to 950◦C, the microstructure of the oxide
layers is likely to be independent of the process-
ing history of the substrate, such as the amount of
deformation in the substrate and the substrate texture.
According to the results regarding isothermal and con-
tinuous oxidation, it is evident that the microstructure
of iron oxides is more dependent on the heating profile
during oxidation than on the substrate texture or defor-
mation history.



376 B.-K. Kim and J.A. Szpunar

(a)

(c)

(e)

(b)

(d)

(f)

GD

GD

GD

Fig. 27.14 GD inverse pole figures of (a) the substrate and (b) the wüstite layer for AR-PF, (c) and (d) for CR-PF, and (e) and (f)
for ANN-PF

However, it has been reported that the oxidation rate
in cold worked specimens is faster than in annealed
specimens (Bredesen and Kofstad 1990; Caplan and
Cohen 1966; Caplan et al. 1970a, 1970b; Carpenter
and Ray 1973). These reports indicate that the con-
centration of vacancy sinks, such as grain boundaries
or dislocations, in the substrate are responsible for the
rate difference. Since the outward migration of cations
during the oxidation process leaves vacancies at the
oxide/substrate interface, pores formed by vacancy
coalescence can hinder the iron ion transport. Con-

versely, the vacancy sinks in the substrate can attract
the vacancies and cause vacancy removal by diffu-
sion. If the concentration of the sinks increases because
of cold working (i.e., an increase in dislocation den-
sity), the pore formation is suppressed and the diffu-
sion rate of iron ions increases in the cold worked sam-
ples as compared to the annealed samples. Therefore,
the increase in the sink concentration by cold working
increases the oxidation rate in the cold worked speci-
men during oxidation, because of the effect of vacancy
elimination. These effects are reduced with increased
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purity of the substrate (Carpenter and Ray 1973); the
oxidation rates of highly pure Fe are similar in both
the cold worked and annealed samples. Moreover,
Carpenter and Ray (1973) proposed that the differ-
ences in oxidation behavior are reduced with the
increase of oxidation temperature.

As a result, for continuous high temperature oxi-
dation of up to 950◦C, cold deformation may not
be important in determining the microstructure of
iron oxides. Although the specimens are prepared by
different metallurgical treatments and have different
amounts of deformation, the probability that vacancies
will be eliminated may not notably influence the high
temperature microstructure of the iron oxides during
continuous oxidation. Furthermore, even if there is an
influence of the metallurgical treatment on oxidation
at the lower temperatures, this influence will be dimin-
ished when heating is carried out up to 950◦C. The
sinks are likely to be eliminated by recrystallization at
that high a temperature.

In the initial oxidation process, where the oxide
thickness is a few nanometers, it is reported that epi-
taxial relationships between the substrate and the iron
oxides can be observed (Kofstad 1988). Epitaxy can
induce a preferred growth direction in a thin oxide
film, which is dependent on orientation of the substrate
(Kofstad 1988). In epitaxial growth, a crystallographic
oxide plane with high atomic density appears to be par-
allel to a substrate plane with high atomic density. In
oxidation of iron below 300◦C, it has been reported
that the Fe3O4 grains are oriented with (100), (111),
(110) planes (Wagner et al. 1961; Béranger 1996),
or with (100), (011), (111) planes (Swell and Cohen
1964), in that order. According to more recent results
obtained using high-resolution transmission electron
microscopy (HREM) for oxides formed at 300◦C
(Graat et al. 1997), the following orientation relation-
ships between magnetite and ferrite were observed:

(100) Fe3O4//(100) Fe

[011] Fe3O4//[010] Fe.
(27.2)

Also, other epitaxial relationships between planes in
thermally grown oxide films were proposed by Cornell
and Schwertmann (1996):

(001) Fe//(001) FeO//(001) Fe3O4

(011) Fe//(111) Fe3O4//(001) Fe2O3.
(27.3)

A tendency towards epitaxial growth of wüstite on
iron was also observed at 700◦C (Mehl et al. 1934;
Béranger 1996; Gulbransen and Ruka 1952):

(001) Fe//(001) FeO

(011) Fe//(111) FeO

(111) Fe//(021) FeO.

(27.4)

In this research, however, no such epitaxial growth
is found. The substrate texture has no effect on oxi-
dation under continuous heating up to 950◦C. It is
thought that epitaxy may disappear with increasing
thickness of the oxide layer. There are several papers
reporting the same results as those of this research in
high temperature oxidation. During oxidation above
600◦C and below 1200◦C, the <001> fiber crystal-
lographic texture in wüstite was observed, but no ori-
entation relationship between the oxide layer and sub-
strate was existed (Iordanova et al. 2000; Caudron et al.
1999; Buscail and Larpin 1996; Bredesen and Kofstad
1990). The magnetite phase shows the same type of
<001> texture. In conclusion, both wüstite and mag-
netite develop the fiber texture with <001> // GD dur-
ing high temperature oxidation.

27.4.3.2 Structure of Interfaces

Figure 27.15 shows typical secondary electron (SE)
images of the interfacial microstructure after oxida-
tion of LC steel and a cold-rolled pure Fe (CR-PF)
under the same oxidation condition. Both interfacial
microstructures show rather complicated interfaces;
but in the LC steel sample, the thin complex layer
between the steel and FeO is observed, unlike CR-
PF. Since the plain, straight interface is likely to
facilitate descaling, understanding the formation of
the FeO/Fe interface of pure iron is important for
descaling. Additionally, the structure of the interfaces
between FeO/Fe3O4 and Fe3O4/Fe2O3 is important for
understanding the oxidation mechanism.

Interface Between Fe and FeO

Figure 27.16 shows the wüstite/substrate interface after
continuous oxidation of pure Fe under different met-
allurgical treatments. The interfaces are similar, but
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Fig. 27.15 SE images of the interfaces between wüstite and steel: (a) LC steel oxidized under the heating schedule CON2; (b)
70% cold-rolled pure Fe oxidized under the heating schedule CON1

the formation of fine wüstite grains at the interface
is unique and was not reported earlier. The wüstite
phase was identified by the Kikuchi patterns in OIM.
At the FeO/Fe interface, there are fine wüstite grains
having a granular shape elongated along the interface.
The lengthwise size of the grains is between 600 and
2000 nm, and the average thickness of the oxide layer
containing these fine grains is roughly 800 nm.

In LC steels, abnormal oxide structures were
observed at the FeO/Fe interfaces. Details of interfa-
cial characteristics for the LC steel are illustrated in
Fig. 27.17. Instead of a thin oxide layer, a more com-
plicated thick layer is found at the FeO/Fe interface.
This layer consists of some unknown phase and wüstite
grains identified by OIM. The alloying elements con-
tained in LC steel might affect an intermediate layer
structure. However, there have been no details of
microstructure reported and no mechanism proposed,
because of the difficulties of microstructural observa-
tion. From the IQ map, one can see that there are oxide
grains on the order of microns in size, but structures of
the intermediate layer cannot be identified because of
a poor pattern quality. Alloying elements in LC steel
may affect small granular grains of wüstite and may

cause complicated oxide compounds to be formed. The
mechanism for the formation of these wüstite granules
has never been addressed.

The wüstite granules found at the FeO/Fe inter-
face are likely to be formed at the initial stage of
wüstite formation. According to the oxidation mech-
anism described in the beginning of this chapter, the
wüstite phase can be formed by the reaction of Fe3O4

with iron ions at a temperature above 570◦C (see
Fig. 27.1). If the wüstite layer already exists, FeO
can be formed at the Fe3O4/FeO interface without
any additional supply of oxygen. This process is con-
trolled only by the diffusion of iron ions and elec-
trons through the entire wüstite layer. If the wüstite
layer is not formed, the nucleation of wüstite at the
Fe3O4/Fe interface has to be explained by another
mechanism.

Figure 27.18 shows a schematic of the mechanism
of formation of small wüstite grains under continu-
ous oxidation from room temperature to 950◦C. At
the Fe3O4/Fe interface, magnetite grains with a grain
size of a few hundreds of nanometers already exist.
Also, iron ions and electrons are abundantly distributed
along the interface (Fig. 27.18[a]). Wüstite can be
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Fig. 27.16 Micrographs showing the microstructure at the
interfaces of wüstite and pure Fe after different treatment: (a)
the IQ map and (b) the IPF map for AR-PF, (c) and (d) for CR-

PF, and (e) and (f) for ANN-PF. The IPF maps are constructed
with respect to GD

formed by the direct reaction of Fe3O4 and Fe at
the Fe3O4/Fe interface without any diffusion of reac-
tants, such as iron ions and electrons, at temperatures
over 570◦C. As a result of the interfacial reaction,
the wüstite grains begin to form along the interface
(Fig. 27.18[b]). After wüstite layer forming, the new
grains can hardly continue to grow, because wüstite

can no longer be formed by the direct reaction of iron
ions with magnetite at the Fe3O4/Fe interface. More-
over, the diffusivity of iron ions in wüstite is low
because of the relatively low temperature. Once the
initial wüstite layer is formed and the heating temper-
ature increases for further oxidation, the reactants start
to diffuse through the wüstite layer and a new wüstite
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Fig. 27.17 Micrographs showing the microstructure at the interfaces of wüstite and LC steel: (a) the IQ map, and (b) the IPF map
parallel to GD
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Fig. 27.18 Schematic diagrams showing the wüstite formation during high temperature oxidation: (a) just before the wüstite
nucleation, (b) just after the formation of the wüstite granules, and (c) after high temperature oxidation
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grain begins to form and grow at the Fe3O4/FeO inter-
face (Fig. 27.18[c]). If one can assume that wüstite
granules at the FeO/Fe interface are formed at the
growth stage, the oxygen ions should be able to dif-
fuse directly into the substrate through the oxide lay-
ers. This is unlikely to occur, because the oxidation is
controlled by outward diffusion of Fe. Therefore, the
proposed mechanism is very probable.

In the FeO/Fe interface, voids are frequently
observed. Figure 27.19 shows the voids and their loca-
tions. The Fe2+ cations move outward to the free

FeO 

(a) 

(b) 

Voids 

Steel 

Wüstite granules

Wüstite
grain boundary

Fig. 27.19 Void formation at the interfaces of wüstite and pure
Fe according to AR-PF. The specimens were oxidized using the
heating schedule CON1: (a) the secondary electron (SE) image,
and (b) the schematic diagram for the area selected in the image

surface, and these migrations leave vacancies at the
FeO/Fe interface. These vacancies make pores or voids
as the oxidation process progresses. It is interest-
ing to note the position of the voids because they
are located above the granular layer of wüstite, and
this indicates that they are likely to remain there
after diffusion of cations and electrons through the
granular wüstite. This result has never been reported
before. These microstructures with voids or pores at
the FeO/Fe interface may be favorable for mechanical
descaling.

Interface Between Fe3O4 and FeO

A typical interface between the Fe3O4/FeO layers is
illustrated in Fig. 27.20 for the samples of AR-PF,
CR-PF, ANN-PF, and LC steels. Although the pure Fe
samples were prepared by different metallurgical treat-
ments, the structural characteristics of the interfaces
are similar in a manner related to the grain shape and
the layer thickness of the magnetite (Fig. 27.20[a, b,
c, d, e, f]). In the LC steel sample (Fig. 27.20[g, h]),
the ratio of the number of magnetite grains to the num-
ber of wüstite grains at the interface is less than in the
pure Fe samples, and the size of the magnetite grains
is larger than in the pure Fe samples.

Interface Between Fe2O3 and Fe3O4

As in the LC steel sample (Fig. 27.11), the Fe2O3/
Fe3O4 interface in pure iron shows complicated
irregularities, and illustrates the hematite growth
into magnetite grains (Fig. 27.21). The interfacial
microstructures in the pure Fe samples were obtained
using different metallurgical treatments. Under the
CON1 heating schedule, the hematite layer is difficult
to identify because the hematite grains are irregular
and do not form a continuous layer structure. These
grains have a wedge shape and are embedded within
the magnetite grains. It should be noted that the growth
direction of hematite grains usually has an angle of
around 50–60 degrees with respect to the direction
of oxide growth. Moreover, the hematite grains may
span over two magnetite grains (Fig. 27.21[e, f, g]).
The elongated grain morphology indicates a preferen-
tial growth direction for hematite.
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The direction of hematite growth is likely related
to the orientation relationship between magnetite and
hematite as follows (Newcomb and Stobbs 1985;
Condon et al. 1994; Watanabe and Ishii 1995; Lagoeiro
1998):

(111) Fe3O4//(0001) Fe2O3. (27.5)

The (111) Fe3O4 and (0001) Fe2O3 planes are
crystallographic planes having close packed oxygen
anions. Oxide growth occurs across close packed oxy-

gen planes (Condon et al. 1994). In a cubic system, it
is known that the interplanar angle between (111) and
(001) planes is 60 degrees. Since the preferred orienta-
tion of the magnetite layer is <001>//GD, the hematite
grains must grow at an angle of 60 degrees from the
<001> crystal direction of magnetite. Therefore, the
basal plan (0001) Fe2O3 is aligned parallel to the crys-
tallographic plane in Fe3O4 where hematite is growing.

Such hematite growth may be facilitated by the
inward diffusion of oxygen into magnetite, because

(a)

(b)

(c)

(d)

GD

Fe3O4

Fe2O3 FeO

Fig. 27.20 Micrographs showing the microstructure at the interfaces of magnetite and wüstite: (a) the IQ map and (b) the IPF map
for AR-PF, (c) and (d) for CR-PF, (e) and (f) for ANN-PF, and (g) and (h) for LC steel
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Fig. 27.20 (continued)

the hematite grains embed in the magnetite grains. As
mentioned earlier, hematite forms at the hematite/air
interface if the Fe cations are mobile, or at the
Fe3O4/Fe2O3 interface if the oxygen anions are
mobile. In order for hematite to form at the
hematite/oxygen interface, iron ions should be able to

diffuse through the magnetite layer and the hematite
layer should be formed on the surface of the magnetite
layer. However, the hematite grains were observed to
be the wedge shape embedded in the magnetite grains,
indicating that the outward diffusion of iron ions
through the oxide layers is more difficult. Instead, the
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diffusion of oxygen may occur preferentially within
the magnetite grains, and the following reaction is
likely taking place:

2Fe3O4 + O2− = 3Fe2O3. (27.6)

27.5 Cracks and Defects

In order to establish a model for the fracture of oxide
scale in the hot rolling process, it is necessary to inves-

tigate the formation and propagation of cracks in iron
oxides. Moreover, the formation of cracks within the
scale in high temperature oxidation is likely to facili-
tate descaling. When no external stresses are applied to
an oxidized specimen, cracks must originate from ther-
mal stresses due to differences in thermal expansion
between the substrate and the oxides. When the spec-
imen is cooled down to room temperature, the mag-
nitude of thermal stresses is roughly proportional to
the difference between the oxidation temperature and
room temperature.

Fe2O3

Fe2O3

Fe3O4

(a)

(b)

(c)

(d)

GD

Fig. 27.21 Micrographs showing the microstructure at the interfaces of hematite and magnetite: (a) the IQ map and (b) the IPF
map for AR-PF, (c) and (d) for CR-PF, and (e) and (f) for ANN-PF; (g) the SE image for ANN-PF
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Fig. 27.21 (continued)

The specimens used for investigation of cracks and
defects are obtained from continuous oxidation up
to 950◦C. Figure 27.22 shows micrographs related
to fractured oxide layers. Typically, as seen in the
secondary electron (SE) image in Fig. 27.22(a), the
oxide layer is fractured through the entire layer.
The OIM results reveal details of the microstruc-

ture. Figure 27.22(b) shows the IQ map, and Fig.
27.22(c, d) show the IPF maps for GD and RD, respec-
tively. The direction RD is the direction normal to
the cross-sectional area (see Fig. 27.3). As illustrated
in Fig. 27.22(c, d), the colors of the magnetite grains
around the fracture path are different, indicating that
the grains have different crystal orientations. There-
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Fig. 27.22 Micrographs showing the macro crack of the oxide layer: (a) a tilted secondary electron image, (b) the IQ map, (c) the
IPF map to GD, and (d) the IPF map to RD

fore, it is thought that a fractured path starts along
the grain boundary of the magnetite grains and pene-
trates into the connected wüstite grains. The fracture
line observed in the wüstite layer initially penetrates
along the grain boundary of two wüstite grains and
propagates into a wüstite grain.

Figure 27.23 provides more details illustrating crack
propagation at the partially cracked area. One can
see the crack line in the IQ map (Fig. 27.23[a]),
but this line cannot be noticed in the IPF maps
(Fig. 27.23[b, c]). The crack line starts from the grain

boundary of two magnetite grains and propagates
though the wüstite grain. The crack line observed in
the IQ micrograph of Fig. 27.23(a) is confirmed by the
SE image of Fig. 27.23(d).

It can be concluded from these observations that
once the magnetite layer is under tensile stress and the
interfacial boundary between magnetite and wüstite is
strong, the crack is initiated at the weak grain bound-
aries of the magnetite grains and propagates through
wüstite. When the bonding between the magnetite and
wüstite grains is weak, the crack is likely to propagate
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through phase boundaries between the magnetite and
wüstite grains. More detailed micrographs of the inter-
facial area between magnetite and wüstite are neces-
sary to precisely illustrate a cracking mode within the
wüstite granules.

Voids are usually observed in the layers of Fe3O4

and in adjacent FeO. Figure 27.24 illustrates the
microstructure showing voids and void coalescence.
It is interesting to note that the tracers of voids and
void coalescence in the wüstite layer extend beyond
the interface into magnetite grains. Figure 27.25 shows
the orientation imaging micrographs with another SE

image. The IQ map of Fig. 27.25(a) displays the
microstructure in which void tracers in wüstite are
connected to the magnetite grain boundaries. Due to
the small step size (100 nm) of the OIM scan, the
small voids can be observed early in the OIM maps.
Figure 27.25(c, d) also illustrate that void coalescence
in the wüstite grains is connected to the magnetite grain
boundaries and that the pores also exist in the mag-
netite grain boundaries. It is thought that these phe-
nomena can provide favorable crack paths.

The micrographs in Fig. 27.26 represent OIM
results for a larger area of the specimen. Many void
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Fe3O4

FeO 

Fig. 27.23 Micrographs showing a microcrack in the magnetite and wüstite layer: (a) the IQ map, (b) the IPF map to GD, (c) the
IPF map to RD, and (d) a tilt-corrected SE image for the area selected in the OIM map
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(d)

Fig. 27.23 (continued)

lines within wüstite grains can be observed: these lines
end at the Fe3O4/FeO interface or at the encounter with
magnetite grains. Figure 27.26(b, c) illustrate that each
line of void traces is well connected with the mag-
netite grain boundaries. Furthermore, the voids are also
found at the magnetite grain boundaries. The voids in
these figures are not as well represented as those in
Fig. 27.25, because the scanning step size (400 nm)
is bigger.

The defect structure discussed above cannot be
found in the samples obtained under isothermal oxida-
tion above 570◦C. This means that the observed voids
and defects are likely to be created by oxidation only
under the continuous heating schedule. As mentioned
earlier describing the mechanism of oxidation, wüstite
grains are formed and grow at the Fe3O4/FeO interface.
During this reaction, iron ion and electron surpluses
proceed outward through iron ion vacancies (Birks and

Meier 1983; Kofstad 1988). Since the grain boundaries
of magnetite attract the vacancies or voids because of
the higher energy of the grain boundaries, magnetite
grain boundaries can act as sinks for point defects.
Therefore, such vacancies or voids are concentrated
around the sinks. As wüstite grows by the reaction
of Fe3O4 with iron ions and electrons during contin-
ued oxidation, the concentrated defects coalesce and
remain inside the wüstite. It is believed that coales-
cence of pores and voids can contribute to the crack
propagations in iron oxides. Thus, under the tensile
stress parallel to the oxide surface, the crack that initi-
ated at the magnetite grain boundaries can easily prop-
agate into the wüstite grains, where void coalescence
has already occurred.

There is another factor contributing to crack ini-
tiation. The micrographs of Fig. 27.27 show the
microstructures that are occasionally found near the
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Fig. 27.24 Secondary electron image showing micro-void coa-
lescence in the magnetite and wüstite layers

local cracks in the fractured magnetite layer. The pref-
erential growth of hematite grains in certain areas of
the magnetite layer is similar to the hematite growth
observed in Fig. 27.21. The lath-type grains are tilted
at an angle of 60–70 degrees to the <001> crys-
tal direction of magnetite. In high temperature oxida-
tion, growth stresses can be compensated within the
magnetite layer to keep coherency with the wüstite
layer. Hypothetically, in order to release the stress in
the magnetite layer, the oxygen that diffused through
the grain boundaries of magnetite can react with the
magnetite grains and transform them into hematite.
The difference in volume created by this transfor-
mation may initiate the cracks along the magnetite
grain boundaries. In fact, it has been reported that the
transformation of magnetite to hematite occurs along
{111} planes, and that it results in the hematite domain
along {111} in iron oxide minerals (Lagoeiro 1998).
Also, it is proposed that the difference in volume cre-
ated by this transformation and the shear stress act-
ing on the interphase boundaries allows the oxidizing
agent to penetrate along these planes, and as a result,
an orientation relationship, {111} Fe3O4 // (0001)
Fe2O3, between the magnetite and hematite grain is
developed.

(d) 

(c) 

RD 

GD 

(b) 

Fe3O4

FeO 

(a) 

Fig. 27.25 Micrographs showing micro voids and their coalescence in the magnetite and wüstite layers: (a) a tilt-corrected SE
image, (b) the IQ map, (c) the IPF map parallel to GD, and (d) the IPF map parallel to RD
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28 μm = 70 steps

(a)

(b)

(c)

Fig. 27.26 Micrographs
showing the micro-void
coalescence in the wüstite
layer connected into the
magnetite grain boundaries:
(a) a tilt-corrected secondary
electron image, (b) the IQ
map, and (c) the IPF map to
GD

27.6 Conclusion

The microstructural investigations by OIM have been
used for characterization of iron oxides formed during
high temperature oxidation of low carbon (LC) steels
and pure iron. Using OIM observations of the cross-
sectional area of the oxide layers, the oxide microstruc-
ture is characterized. Interfaces between oxide phases
are described and the structure of defects and pores is
analyzed. It is demonstrated that orientational imaging
mapping using EBSD techniques can help to under-
stand the mechanism of high temperature oxidation
and formation of iron oxide microstructures. The fol-
lowing conclusions can be drawn regarding oxidation
of LC steels and pure iron.

(1) Under continuous heating up to 950◦C, the oxide
phases are composed of 94.4% FeO, 5% Fe3O4,
and 0.6% Fe2O3.

(2) All iron oxides obtained during high temperature
oxidation have anisotropic microstructures and
are textured.

(3) Wüstite has a columnar cell structure and the
length of the column is parallel to the diffu-
sion path and normal to the surface of the sub-
strate. The texture of wüstite grains is described
as <001> fiber parallel to the growth direction
(GD). The grain growth of wüstite can be divided
into two stages: the initial nucleation stage and
the grain growth stage. As the oxidation is fol-
lowed from the initial stage to the growth stage,
the texture intensity of <001>//GD component is
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(b) 

)d()c(

RD 

Steel

Fig. 27.27 Anisotropic grain growth of hematite and initiation of cracking: (a) a tilt-corrected SE image, (b) the IQ map, (c) the
IPF map to GD, and (d) the IPF map to RD

strengthened and the fraction of low angle grain
boundaries (� ≤ 25◦) increases. Based on the
characteristics of the grain boundary network, it
can be concluded that the lattice diffusion of Fe
ions is mainly responsible for oxide growth at
high temperatures.

(4) At 600◦C, magnetite randomly nucleates with
grain sizes of hundreds of nanometers. At ele-
vated temperature under continuous heating up to
950◦C, magnetite has a cubic cell structure with
<001>//GD. The minimization of surface energy
may play a role in the development of this texture.
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(5) Hematite grains have an irregular wedge shape
embedded at the surface of the magnetite.
Hematite does not form a layer structure.

(6) Oxidation during continuous heating and isother-
mal heating can influence wüstite texture, but
does not affect the microstructure of wüstite. The
influence of the thermal history on the magnetite
structure is small.

(7) There are no effects of the substrate or its texture
on oxide microstructure. Wüstite and magnetite
have <001>//GD texture, regardless of which
substrate was examined or which substrate tex-
ture was observed under continuous oxidation up
to 950◦C.

(8) The formation of wüstite granules at the FeO/Fe
interface is likely to influence mechanical descal-
ing in LC steels.

(9) The hematite grains grow at a constant angle of
around 50–60 degrees with respect to GD. This
growth can be related to the orientation rela-
tionship between magnetite and hematite: (111)
Fe3O4 // (0001) Fe2O3. This grain growth direc-
tion is likely to result from the direction of the
inward diffusion of oxygen.

(10) Microcracks initiate in magnetite grain bound-
aries and propagate into wüstite grains. Voids and
void coalescence are observed in wüstite grains
close to the Fe3O4/FeO interface and can con-
tribute to the ease of crack propagation. The vol-
ume increase by the transformation of magnetite
into hematite can also contribute to local concen-
trations of stress and crack initiation.
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