
Chapter 3
Designed Magnetic Nanostructures

A. Enders, R. Skomski, and D.J. Sellmyer

Abstract The fabrication, structure, and magnetism of a variety of designed
nanostructures are reviewed, from self-assembled thin-film structures and magnetic
surface alloys to core–shell nanoparticles and clusters embedded in bulk matrices.
The integration of clusters and other nanoscale building blocks in complex two- and
three-dimensional nanostructures leads to new physics and new applications. Some
explicitly discussed examples are interactions of surface-supported or embedded
impurities and clusters, the behavior of quantum states in free and embedded clus-
ters, the preasymptotic coupling of transition-metal dots through substrates, inverted
hysteresis loops (proteresis) in core–shell nanoparticles, and nanoscale entangle-
ment of anisotropic magnetic nanodots for future quantum information processing.

3.1 Introduction

Magnetic nanostructures form a broad range of geometries, chemical compositions,
and internal structures, with intriguing physical properties and important applica-
tions [1–6]. Aside from thin films and multilayers, which are often considered as
a separate field, there are natural or artificial dots, antidots, wires, and rings. Some
examples of more complex nanostructures are core–shell particles [7, 8], includ-
ing encapsulated transition-metal atoms or cluster-assembled solids such as CrSi12

[9], various types of thin films [5, 10–16], doped clusters [17], and nanotubes [18].
Some bulk magnets may also be considered as embedded nanostructures, as exem-
plified by Sm–Co permanent magnets [3, 19, 20]. The structural features are on
length scales ranging from less than 1 nm to several 100 nm [3, 18], and the involved
magnetic substances range from magnetic elements (Fe, Co, Ni) and alloys (such as
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permalloy, L10 alloys, and rare-earth transition-metal intermetallics) to oxides and
complicated compounds.

Non-interacting structures are interesting research subjects [21] and have impor-
tant applications. For example, FePt nanoparticles with sizes down to 3 nm are of
interest in permanent magnetism [22] but require coating by a thin shell or embed-
ding in a matrix. A large volume fraction of the particles is necessary, because, the
key figure of merit in permanent magnetism is the energy product, which scales
as the square of the saturation magnetization Ms = m/V in sufficiently hard mag-
nets [23]. Another example is catalysis, which is usually realized by non-magnetic
transition-metal surfaces [7]. The catalytic activity of a material [24] reflects sub-
tle details of the electronic structure, which is easily modified by nanostructuring
[25]. The confinement of electrons on a length scale of the order of 10 nm makes
the electronic band-structure quasi-continuous, with level spacings and shifts suffi-
ciently large to potentially interfere with the catalytic performance or the magnetic
properties [26]. Other applications involving non-interacting nanoparticles are in
optics, biomedicine [27], and magnetic recording (bit-patterned media) [28]. In the
last case, a high-areal density of magnetic elements is required, and the suppres-
sion or management of the inter-particle interactions is an important, yet nontrivial
task [4, 16, 29]. Figure 3.1 shows some elementary nanostructures, which can be
produced in various homogeneous and inhomogeneous chemical compositions.

Fig. 3.1 This cartoon shows some simple nanostructures: (a,b) nanowires, (c) nanorings,
(d) nanotube, (e,f) nanoparticles, (g) nanoparticle chain, (h) nanojunction, and (j) thin film. Chains
of magnetite nanoparticles (g) naturally occur in the brains of animal such as bees and doves, where
they may contribute to the spatial orientation during migration

The magnetic properties of the nanostructures in Fig. 3.1 are strongly influenced
by their particular shape. But if the size of a metallic structure is decreased to only a
few nanometers, then coordination effects become observable and exploitable. The
reduced coordination results in an electronic structure different from that of bulk or
single atoms. Fundamental magnetic properties, such as spin and orbital moments
or magnetic anisotropy, are thus found to depend on the sample size and shape.
For instance, clusters of Fe, Ni and Co in the gas phase show enhanced magnetic
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moments per atom [30, 31], the magnetic anisotropy of clusters strongly depends
on the number of atoms forming it [32, 33], and a magnetic moment is found in
ultrathin layers of Rh, which is non-magnetic in the bulk [34]. But not only new
magnetic and electronic properties emerge; also the structure [35], the reactivity
[36] or thermal properties can deviate drastically from bulk behavior.

For surface-supported or embedded nanostructures, the mere size and shape are
only among many other quantities that determine their properties. Also, mutual
interactions [37], interactions with the substrate [38] or with ligands, capping lay-
ers, etc. influence their magnetic and electronic behavior, offering a wealth of pos-
sibilities to manipulate their magnetic properties. The desire emerges to use them
in future devices such as patterned storage media, calling for the further study of
nanoscale clusters deposited on surfaces. First experiments addressing the magnetic
and structural cluster properties after deposition have been performed with rather
large clusters consisting of N > 100 atoms [39, 40]. It turns out that size effects
in the spin and orbital magnetic moments or the anisotropy energy become only
observable in clusters of a few atoms in size. In fact, nanomagnetism is intermedi-
ate between atomic-scale magnetism and macroscopic magnetism (Maxwell′s equa-
tions) but cannot be considered as a superposition of the two limits [3]. Not only the
size but also their areal density [41], the interaction with the substrate or a cover
layer [42, 43], and the electronic exchange and hybridization during alloy formation
decisively determine the magnetic cluster properties.

One aspect of the quest for new structures, new physics, and new applications
is the development of complex nanostructures. Such structures can be used for
logic operations [44, 45], exchange spring and other composite media for mag-
netic recording [23, 46–53], multiferroics [54], and can be rather exotic, such as
three-dimensional arrays and hybrids involving living cells and magnetic nanos-
tructures. The ultimate goal is the creation of complicated three-dimensional objects
from nanoscale building blocks, and the hope is that complex structure and chem-
ical composition results in complex interactions, and ultimately in useful proper-
ties or additional functionality. The achievable level of complexity of nanostruc-
tures depends on advances in fabrication and synthesis [55]. Intriguingly, new struc-
tures are often discovered in other areas of nanotechnology [56] but then develop
into magnetic structures with very different physical properties, such as magnetic
nanotubes [18].

The length scales considered in this review range from less than 1 nm to several
100 nm, although is in most cases the feature size are 5–20 nm. A natural length
scale is ao/α = 7.2 nm [3, 57, 58], where a is Bohr’s hydrogen radius and α = 1/137
is Sommerfeld’s fine-structure constant. Basically, this length scale determines the
range of magnetic interactions and distinguishes nanostructures from macroscopic
magnets.

The thermal stability of the magnetization direction in nanostructures is a critical
for applications as magnetic recording media [46, 59]. For a small particle of vol-
ume V and anisotropy K, the relaxation time τ = τo exp(KV/kBT), where τo ∼10–10

s. The particle volume is usually limited, so that room temperature thermal stabil-
ity requires the control and enhancement of the anisotropy, including surface and



70 A. Enders et al.

interface anisotropy contributions [3]. Quantum-mechanical effects such as entan-
glement are even more demanding and require temperatures of 4.2 K or below. Ther-
mally stable hard-magnetic nanoparticles can now be produced down to 3 nm [22],
but some of the other nanostructures discussed here are of the low-temperature type.

In this chapter, we review synthesis strategies with prospect of success for the
fabrication of moderately complex nanometer- and sub-nanometer scale structures
and discuss relevant interactions and effects that determine the magnetic behavior
of such structures as a result of their complexity.

3.2 Structure, Chemistry, and Geometry

Some nanostructures occur naturally—in minerals and biological systems—or are
easily produced by bulk-processing methods. However, in most cases the struc-
tures are produced artificially, by using methods such as pulsed laser deposition
(PLD), cluster deposition [60, 64], lithography [5], patterning using nanomasks and
templates such as porous alumina [61], focused ion-beam milling (FIB) [45, 62],
molecular-beam epitaxy (MBE), ball milling, STM deposition [63], melt spinning,
lithography, and chemical vapor deposition (CVD). More recently, supramolecu-
lar chemistry [66] and self-assembly [65] have attracted special attention, as they
allow for the fabrication of complex surface-supported structures with nearly atomic
precision.

There is a crucial distinction between top-down and bottom-up methods. Top-
down methods start from relatively big structural units and use methods such as
cutting and milling to decrease the structure size. Examples of top-down methods
are traditional microfabrication and lithography. By contrast, bottom-up methods
start from very small units like atoms, molecules, or small clusters and implement
concepts such as self-assembly and ‘lock-and-key’ type molecular recognition, with
the goal to increase the structure size. It is anticipated that devices based on func-
tional self-assembled structures will become available by combining both top-down
and bottom-up fabrication steps [55]. A summary of all available techniques would
go far beyond the scope of this chapter, but a few methods will be described as we
go along.

The processing, analysis, or application of nanostructures requires their depo-
sition on a surface, embedding in a matrix (Fig. 3.2), or incorporation into a more
complicated structure (Fig. 3.3). Nanoscale embedding is characterized by interface-
specific features that go beyond the short-range atomic order observed in many inter-
metallic compounds. The collective ferromagnetic behavior of Fe nanodots on Cu
surfaces [38] or the canted uniaxial anisotropy of Fe or Co atoms at Pt step edges
[67, 68] is direct consequences of embedding, i.e., the interaction of the nanos-
tructure with the supporting host. A counter-example is rare-earth transition-metal
alloys, where the relatively big rare-earth atoms tend to be surrounded by a large
number of transition-metal atoms. These groups of atoms look like clusters—and
some properties, such as the rare-earth anisotropy, can be interpreted as cluster
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Fig. 3.2 Some types of embedding: (a) free isolated clusters, (b) free coated clusters, (c) ran-
domly distributed clusters on a substrate (top view), (d) ordered nanonparticles on a substrate, and
(e) simplified side view of a high-density recording medium

properties [69]—but the electronic structure of these units is very different from
that of true clusters (Section 3.1).

An important practical point is the packing fraction of the clusters, which is
roughly proportional to the magnetization M. Figures of merit of magnetic mate-
rials depend on M, as exemplified by the energy product of permanent magnets,
which is quadratic in M. The packing also affects the hysteresis, especially via the
demagnetizing factor [70]. Magnetic recording requires high-areal densities [29],
but interactions between particles lead to harmful cooperative effects [4]. However,
while we consider interactions, a detailed discussion of packing and compression
issues goes beyond the scope of this chapter.

3.2.1 Synthesis of Supported Nanostructures

All bottom-up strategies for the fabrication of metallic nanostructures at surfaces
are essentially based on growth phenomena. Atoms or molecules are deposited on
the substrate in vacuum and nanoscale structures evolve as the result of a multitude
of atomistic processes. Key processes during epitaxial growth are the surface diffu-
sion of single adatoms, including diffusion on terraces, over steps, along edges, and
across corners. Each diffusion step is thermally activated, with the respective rate
depending exponentially on corresponding potential energy barrier. The shape and
size of nanostructures are largely determined by the competition of active diffusion
processes, and the growth temperature is the key for shaping the growing aggre-
gates. The control over the epitaxial growth can be further increased by exploit-
ing structured surfaces, such as stepped, reconstructed, or corrugated surfaces, as
nanotemplates. Such surfaces offer predefined nucleation sites and the position of
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each nanostructure is hence exactly defined by the template with nanometer accu-
racy (recent overview in [65]). However, surface free energies, lattice mismatch, or
structural imperfections set limits to the epitaxial growth and most of the growth
strategies work only for a few model systems.

Fig. 3.3 STM images of surface-supported nanostructures of increasing complexity. From left:
Fe clusters on Pt [71]; 2D core–shell particles of Fe cores (grey) with Pt shell (bright) on Pt sub-
strate (dark) [72]; Co clusters, deposited on corrugated boron nitride template surface [73]; and
Mononuclear Fe(TPA)4 clover-leaf compounds from Fe-directed assembly of terephthalate orga-
nized in regular superlattices on Cu(100) [74, 75]

The complications associated with epitaxy can be overcome with cluster deposi-
tion methods, to fabricate cluster layers or cluster-assembled nanocomposites [64].
Here, the clusters are formed before they make contact with the surface. Mainly
two techniques are established, which are soft-landing of clusters formed in the
gas phase [76] and buffer-layer-assisted cluster growth (BLAG) [77–79]. Both tech-
niques are, in principle, suitable to form clusters of almost any material on any
substrate [80]. Advantages of BLAG are that (i) no experimental equipment beyond
the standard molecular-beam epitaxy tools are required, (ii) it can be used to deposit
clusters on nanotemplate surfaces, such as stepped substrates [81] or corrugated
boron nitride monolayers ([82] and Fig. 3.3), to achieve controlled, ordered cluster
arrangements, and (iii) the cluster formation is a parallel process and high cluster
coverage can be achieved during a short preparation step. In contrast, the flux of
dedicated cluster sources is limited by the mass filtering, but they usually give clus-
ters with much narrower size distribution. Recent overviews over fabrication and
properties of surface-supported clusters can be found in Refs. [83, 84]. A direct
comparison between deposited and epitaxial Fe clusters illustrates best the effect
of direct overlayer-substrate interaction during preparation and can be found, for
instance, in Ref. [85].

Buffer-layer-assisted cluster fabrication requires pre-coating the substrate by a
noble gas layer, such as Xe, at low temperature. Metal deposited on this buffer layer
is mobile enough already at such low temperatures to form small clusters [79].
Warming up the substrate to 90 K causes evaporation of the Xe layer. The clus-
ters coalesce during the Xe sublimation and thus grow in size, until making contact
with the surface. The final cluster size and the size distribution depend mainly on
the initial thickness of the Xe layer and on the metal coverage. Still on the Xe layer
the cluster structure can partly relax. Figure 3.4 indicates that the site occupancy
depends on size of the embedded particles. The corresponding statistical mechanics
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is nontrivial and similar to the description of Krypton on graphite by the q = 3
Potts model [86]. We will return to these methods in the context of Fe–Pt thin-film
nanostructures (Section 3.2.2).

Molecular self-assembly on metal surfaces is a powerful means to realize
structurally complex nanosystems [55, 66, 87, 88]. Molecular networks are formed
during the deposition of specific organic molecules on single crystalline metal sur-
faces under ultrahigh vacuum. Desired architectures can be obtained by controlling
non-covalent interactions, such as hydrogen bonding, ionic bonding, and metal–
ligand interactions, with the functional groups of the molecules. A particular class of
network structures, the so-called metal–organic coordination systems (see Fig.3.3,
right), is obtained by the co-deposition of functionalized organic molecules and
metal atoms. The self-assembly depends here on coordination bondings between
the two species. Metal–organic systems represent a fascinating form of magnetic
material, as they are a lattice of metal centers with the lattice spacings defined by
the molecules and interactions mediated by molecules and the surface. The symme-
try of the networks can be controlled in a wide range by the design of the molecules
and the preparation conditions [89–93].

3.2.2 Case Study: Fe Clusters on Pt Surfaces

The clusters of Fe, shown in the STM images in Fig. 3.4, have been produced by
buffer-layer-assisted growth on pristine metal surfaces [71]. The cluster size and
areal density are controlled during BLAG mainly by two parameters, namely by
the thickness of the Xe buffer layer and by the coverage of the cluster material.
The smallest clusters in Fig. 3.4, of less than 2 nm diameter, can be formed with
0.05 monolayers (ML) Fe and 2 ML Xe (a). For the images (b–d), 2 ML Fe and
buffer layers of varied thickness between 5 and 45 ML have been used. We see
that higher Xe layer thicknesses or higher Fe coverages result in larger clusters.
The cluster density can also be controlled via both the Fe and the Xe coverage, and
higher cluster densities are achieved with thin Xe layers and comparatively large Fe
coverage (Fig. 3.4b). The diameter of the clusters of flattened hemispherical shape
increases from 2.0 ± 1.0 to 9.9 ± 7.6 nm, from (a) to (d). Since STM tends to

Fig. 3.4 Scanning tunneling microscopy (STM) pictures of Fe clusters fabricated by buffer-layer-
assisted growth. (a) 0.05 ML Fe on Ag(111) using 2 ML Xe, (b–d) 2 ML Fe on Pt(997) using Xe
buffer layers of 5, 18, and 45 ML thickness
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overestimate the cluster size due to well-known tip convolution effects, the quoted
cluster sizes are an upper limit. Without the Xe layer, the Fe is found to grow in the
Volmer–Weber mode at substrate temperatures of 300 K and below [85]. Rough Fe
films are obtained in this case with an average island size depending on the nominal
Fe coverage.

Fe and Pt are known to form structurally and magnetically interesting phases in
the bulk, such as Fe3Pt (cubic Cu3Au structure) and FePt (tetragonal L10 structure).
The latter has a rather high magnetic anisotropy of about 5 MJ/m3, which makes
it suitable for ultrahigh-density magnetic recording [3, 94]. L10-ordered FePt can
also be produced in thin-film form, although stacking sequences different from the
original ABAB stacking yield modified electronic properties. However, supported
growth offers completely new possibilities to form also other Fe–Pt structures of
different stoichiometry, geometry, and coordination. Fe–Pt sub-nanostructures can
been realized, for instance, on flat Pt(111) or the vicinal Pt(997) Pt surfaces, by
exploiting simple rules of epitaxial growth [65]. By controlling only the growth tem-
perature and the Fe coverage, low-coordinated atoms, dots, and wires of Fe on the Pt,
as well as ordered or disordered FePt surface alloys can be formed (Fig. 3.5) [95].
The local atomic environment in all these structures is different from bulk alloys.
The iron partially spin polarizes the Pt, which then exhibits spin, orbital moment,
and magnetic anisotropy and contributes to, if not dictates, the magnetism of the Fe
[96, 97].

In a thermodynamic sense, zero- and one-dimensional structures (dots and long
wires) do not exhibit long-range ferromagnetic order but are paramagnetic. How-
ever, the interaction between wires and dots, realized by the Pt atoms, can make
the system ferromagnetic. A very simple example is one fcc(111) monolayer of Fe
atoms where every second monatomic row is replaced by Pt atoms, similar to the
surface alloy in the right part of Fig. 3.5. Denoting the respective Fe–Fe and Fe–Pt
exchange interactions by J and J∗ � J yields the mean-field Curie temperature

Tc = 2(J + J ∗2/J )/kB (3.1)

It can be shown that the corrections to the mean-field approximation are comparable
to the mean-field result itself [99], which makes even the simplest surface alloys
quite intriguing.

A nontrivial question is the onset of ferromagnetism in low-dimensional systems.
It can be shown exactly that one-dimensional ‘ferromagnets’ are actually paramag-
netic [100–102]. The proof for thin-film stripes of width w and thickness t is similar
to the argumentation for the Ising model [100], except that the Ising bonds J must
be replaced by effective exchange bonds scaling as Jeff = 4tw(AKeff)1/2, where A
and Keff are the exchange stiffness and effective anisotropy, respectively [3] of the
film. Kinetic barriers to reaching equilibrium, as considered in [67], are irrelevant to
the problem, because ferromagnetism is defined as an equilibrium property. A slow
approach toward equilibrium may mimic ferromagnetic order. The kinetics merely
decides how long it takes to establish equilibrium [102] and structures larger than
1 or 2 nm behave bulk like.
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Fig. 3.5 Top-view on magnetic Fe–Pt surface structures (schematic). The brightest colors represent
Fe atoms and darker colors represent Pt atoms in different layers. A variety of different Fe–Pt
nanostructures can be fabricated by controlling only the substrate temperature during Fe deposition
(T) and the Fe coverage (θFe). The increased mobility at higher temperatures promotes chain or
stripe formation on Pt(997) or compact cluster formation on Pt(111), and eventually surface and
bulk alloying [98]

3.2.3 Structure of Embedded Clusters

Let us now discuss the structure and properties of clusters that are embedded in
a matrix. Such cluster systems, for example Fe-Pt, Co-O, Mn-Au and Ti-O, can
be produced by cluster deposition (Sect. 3.2.1) and other methods. The formation
of clusters in a solid matrix can often be considered as an addition of substitu-
tional or interstitial atoms. Figure 3.6 shows that here is a major distinction between
coherently embedded and precipitated clusters. In dilute magnetic oxides and other
systems, there may be segregated phases with distinct lattice parameters and struc-
tures (d), or coherent clustering with some lattice strain but without topological
disruption of the lattice (c). This phenomenon applies to both substitutional and
interstitial atoms and has many parallels in other areas of magnetism (C in Fe, N in
Sm2Fe17N3). It is related to spinodal decomposition and involves phenomena such
as negative diffusion constants (see below). In many cases, the site occupancy is ran-
dom (not shown in Fig. 3.6), and there is a general trend toward randomness above
a structural ordering temperature Tc. The mean-field description of this transition is
known as the Gorsky–Bragg–Williams model and predicts that Tc is proportional to
the interatomic interaction strength.

The model is actually very similar to the spin-1/2 Ising mean-field model, except
that the average spin variables si = ± 1 (or ↑ and ↓) are replaced by the concentra-
tion ci = 0 (A-atom) and ci = 1 (B-atom). The relation between ci and si is therefore
ci = (1 + si)/2, and the mean-field equation

< s >= tanh

(
z J < s > +h

kBT

)
(3.2a)
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Fig. 3.6 Embedding of atoms in a matrix: (a) solid solution, (b) alloy, (c) coherent embedding,
and (d) incoherent embedding or precipitation. These mechanisms are realized in a variety of
nanostructures, including dilute magnetic semiconductors

becomes

< c >= 1

1 + exp

(
4z J < c > +h − 2z J

kBT

) (3.2b)

In the latter equation, J is a (non-magnetic) net interaction energy between A and
B atoms. The external field (or force) variable h has the character of a chemical
potential and fixes the total numbers of A and B atoms [103]. In both cases, z is the
number of nearest neighbors (z = 4 in the simplified model of Fig. 3.6b), and the
mean-field ordering temperature Tc = z|J|/kB. Above Tc, the structures of (b) and
(c) are destroyed.

Treating the dynamics of the structures on a mean-field level amounts to the
introduction of an effective diffusion constant [105, 206],

D = Do

(
1 − 4c(1 − c)

Tc

T

)
(3.3)

where Do is the interaction-free diffusivity and c = <c> is the concentration of the
impurity atoms. An important special case is spinodal decomposition, that is, the
transition from Fig. 3.6a to c.

A striking feature of (3.3) is the prediction of negative diffusion constants D.
Ordinary diffusion means that initial concentration gradients are smoothed, whereas
negative diffusion constants lead to the enhancement of pre-existing concentration
inhomogenities. Figure 3.7 illustrates this point by showing the evolution of a con-
centration inhomogenity for D < 0, eventually leading to phase segregation, Fig.
3.6c. Interestingly, there are three cases where the diffusivity is concentration inde-
pendent. First, for small concentrations (c ∼0), we obtain the trivial limit D = Do,
roughly corresponding to Fig. 3.6a. Second, for high concentrations (c ∼1), one
obtains D = Do, meaning that dense systems behave like diluted systems. This
is a diffusion analogy to dense electron gases, which behave like non-interacting
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particles. The underlying physics is the division of the phase space into cells, namely
crystal sites in diffusive systems and k-space cells in electron gases. Then, the
hard-core repulsion of the atoms and the Pauli principle, respectively, reduce the
importance of interactions. Alternatively, one may consider diffusing holes rather
than diffusing particles. The third exception is the limit of high temperatures: since
c(1– c) ≤ 1/4, negative diffusion coefficients are limited to T ≤ Tc and D = Do

for T = ∞.
The role of attractive interactions between A (or B) atoms is seen from the ideal-

gas analogy. A non-interacting hard-core gas can be compressed to a relatively dense
random packing fraction of about 64%, but it never becomes a fluid with different
high and low-density phases. The interactions between diffusing atoms are largely
elastic [103, 104]. The electronic interactions determine the solubility, parameter-
ized by h in (1b), and ensure the hard-core repulsion between atoms, but their contri-
bution to J is negligible. Due to the size difference between A and B atoms, Fig. 3.6c
is elastically more favorable than Fig. 3.6c, so that spinodal decomposition is a very
common phenomenon, especially for interstitial impurities. However, some alloys
have strong A–B interactions, and the resulting structure is similar to Fig. 3.6b.
Examples are L10 alloys, such as FePt, where the light and heavy transition-metal
atoms form layers, and the surface alloys discussed in the following subsection.

An interesting point is that the mean-field approximation works well for impurity
atoms if the summation zJ = Σj Jij includes more distant atoms. This is different
from the magnetic Ising model, where the critical exponents become incorrect in
fewer than four dimensions [104, 105]. Note that the elastic energy of Fig. 3.6c
is smaller than that of (a), but a global minimum of the elastic energy is achieved
by incoherent phase segregation, Fig. 3.6d. For large atomic-size differences, the
incoherent state is the only one that can be realized in practice. Experimentally,
(d) yields two well-separated x-ray diffraction peaks, but (a–c) are more difficult to
distinguish.

Fig. 3.7 Effect of negative
diffusion constants during
spinodal decomposition. In
contrast to ordinary diffusion,
initial concentration gradients
(dotted line) are enhanced
during the diffusion (solid
line)
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3.2.4 Case Study: FePt Clusters in a Carbon Matrix

Recently, interest in films based on magnetic nanoclusters has grown enormously
with increasing attention devoted to the extension of the magnetic recording areal
density to 1 terabit/in2 and beyond. This depends on the development of high-
anisotropy films with uniform size clusters or grains below 10 nm that are exchange
decoupled or weakly coupled [29, 106, 107]. The Equiatomic FePt nanoclusters
with L10 phase are a promising candidate for such media, because of their large
anisotropy constant K of about ∼7 × 107 erg/cm [107, 108], which helps to meet the
requirement for both high signal-to-noise ratio and thermal stability of the media.

While many efforts have been made to fabricate oriented L10 FePt nanopar-
ticle or nanograin films with some exchange coupling [109, 110], understanding
the magnetic properties of a collection of well-isolated clusters is of similar high
interest for exploring FePt clusters as a potential media for extremely high-density
recording. Xu et al. [111] have prepared FePt nanoclusters with small average clus-
ter size (d∼4 nm) using a gas-aggregation technique [112]. The FePt clusters are
nearly monodispersed with a narrow Gaussian size distribution (standard deviation
σ / d∼0.09). Dilute FePt:C nanocluster films have been prepared, in which the FePt
volume fraction ranged from 5 to 30%. Carbon was used as the matrix for isolat-
ing the FePt clusters to decrease the exchange interaction and to reduce the cluster
growth during high-temperature annealing.

Fig. 3.8 TEM image of
FePt:C cluster film with
5 vol% FePt annealed at
700◦C for 10 min

Figure 3.8 shows a TEM image of FePt:C cluster film with 5 vol% FePt annealed
at 700◦C for 10 min. Well-isolated clusters with single crystal L10 structure are
observed. The arrows indicate the clusters with lattice fringe observable, suggesting
single crystalline clusters.

Figure 3.9a shows the in-plane and perpendicular hysteresis loops of the FePt:C
film with 5 vol% FePt annealed at 700◦C for 60 min, measured at 10 K. Both in-
plane and perpendicular loops are similar, indicating that the easy axes of the FePt
clusters are distributed randomly, which is in agreement with the XRD measure-
ment. A perpendicular coercivity of about 29 kOe at room temperature and 40 kOe at
10 K are achieved. This result indicates the high degree of L10 ordering after anneal-
ing for a relatively long time (> 10 min). The loops are not saturated at an applied
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Fig. 3.9 In-plane and perpendicular hysteresis loops of FePt:C cluster films with 5 vol% FePt
annealed at 700◦C for 60 min: (a) at 10 K; (b) hysteresis loop obtained by numerical simulation
based on Landau–Lifshitz–Gilbert equation

field of 70 kOe. Assuming these isolated clusters are non-interacting and the formula
Hc = 0.48 Hk can be applied [113], an anisotropy field Hk = 2K/μoMs of 8.3 T [83
kOe] is obtained. This estimate is confirmed by a numerical simulation using the
NIST OOMMF code based on Landau–Lifshitz–Gilbert equation.1 The simulation
assumes L10 FePt spheres of diameter of 4.5 nm. The spheres occupy 5% of the
total volume and are randomly oriented in a non-magnetic matrix, without inter-
granular exchange interactions. The chosen parameters are the anisotropy constant
K = 4 MJ/m3 and the saturation magnetization Ms = 1.13 T [900 emu/cm3], corre-
sponding to Hk = 8.9 T, as well the exchange stiffness A = 10 pJ/m. The simulated
hysteresis loop, Fig. 3.9b, is essentially a Stoner–Wohlfarth loop for randomly ori-
ented particles, and its coercivity of 4.27 T is close to the experimental value of
4 T at 10 K. This confirms that the 5 vol% of FePt clusters in the C matrix behave
like non-interacting Stoner–Wohlfarth particles. Such a system may show useful and
more interesting nanomagnetism if the orientation of the clusters can be controlled,
which needs to be further investigated.

3.3 Anisotropy and Hysteresis

The control of anisotropy and hysteresis is one of the key aims of magnetic
nanostructuring. Anisotropy means that the magnetic energy depends on the angle
between magnetization and crystal (or nanostructure) axes. In contrast, interatomic
exchange refers to the relative orientation of neighboring atomic spins. Magnetic
hysteresis and coercivity reflect energy barriers caused by magnetic anisotropy,
although the barriers depend on the exchange, too. Both anisotropy and hystere-
sis are real-structure dependent. The real-structure dependence of the anisotropy is

1http://math.nist.gov/oommf/
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epitomized by surface and interface anisotropies, whereas hysteresis and coercivity
are often affected by seemingly small imperfections. For example, tiny additions
of N or C may enhance the coercivity of pure iron by several orders of magnitude
[69, 114].

The practical importance of anisotropy and coercivity cannot be overestimated.
In soft magnets, low coercivity is desired and achieved by embedding of Fe–Si
nanoparticles of random-anisotropy in a three-dimensional matrix [115, 116]. Per-
manent magnets are usually characterized by high anisotropies and coercivities,
whereas ultrahigh-density recording media combine well-defined hysteresis loops
with sufficient anisotropy and reasonably low writing fields. The focus of this sec-
tion is on some aspects of the anisotropy of embedded nanostructures. There is a rich
literature on specific magnetization-reversal mechanisms [3, 58, 117–121] and the
resulting hysteresis loops in various systems, such as soft magnets [116], permanent
magnets [23, 69, 122–124], and recording media [47, 49].

A long-standing challenge in nanomagnetism is the thermal stability of the mag-
netization direction. For a small particle of volume V and anisotropy K, the relax-
ation time

τ = τo exp(K V/kBT ) (3.4)

where τo ∼10–10 s. The particle volume is usually limited, so that room temperature
thermal stability requires the control and enhancement of the anisotropy, includ-
ing surface and interface anisotropy contributions. Thermally stable hard-magnetic
Fe–Pt nanoparticles can now be produced down to 3 nm [22], and much work is
presently being done to understand and exploit the lower end of these length scales,
especially in ultrahigh-density magnetic recording. Based on present-day bulk mate-
rials (SmCo5), stable room temperature ferromagnetism is possible down to particle
sizes of slightly less than 2 nm. SmCo5 is quite corrosive and therefore not suit-
able as traditional recording material. However, future recording may be realized
by sealed drives, partially for tribiological reasons, which could put SmCo5 in the
spotlight again.

3.3.1 Surface and Interface Anisotropies

Magnetostatic contributions, such as shape anisotropy, are important in some mate-
rials. However, the leading anisotropy contribution is usually magnetocrystalline
and reflects the interplay between crystal–field interaction (including hopping) and
spin–orbit interaction. This includes not only bulk anisotropies but also surface,
interface, and magneto-elastic anisotropies. The magnetic surface anisotropy adds
to the total anisotropy [3, 125, 126].

In a nutshell, magnetocrystalline anisotropy reflects aspherical current loops
(orbital moments) created by the spin–orbit coupling. These orbital-moment elec-
tron clouds interact with the atomic environment (crystal field), resulting in a
directional dependence of their orientation which is observed as magnetocrystalline
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anisotropy. It is important to keep in mind that symmetry breaking at surfaces and
interfaces is a necessary but not sufficient condition for magnetic anisotropy. For
example, the Heisenberg model (Section 3.1) is intrinsically isotropic, that is, the
exchange energy does not depend on the angle between magnetization direction and
bond axis ri – rj. A challenge is that surface anisotropy is closely linked to the
indexing of the surface [3, 121, 133], which makes the frequently assumed normal
anisotropy -K (s·n)2 [126, 205] a very crude approximation.

The calculation of the anisotropy is often complicated [127, 128], but there exist
simple models for a variety of limiting cases [69, 120, 129, 130]. For example,
rare-earth anisotropy is characterized by a spin–orbit coupling much larger then the
crystal–field interaction. This leads to a rigid Hund′s-rules coupling between spin
and orbital moments and means that the anisotropy energy is essentially equal to the
electrostatic interaction energy between the rare-earth 4f shells and the crystal field
[69, 120]. Most rare-earth shells are aspherical and yield large anisotropy contribu-
tions, but gadolinium (Gd) has a half-filled 4f shell (4f7) with spherical symmetry
and zero magnetocrystalline anisotropy.

The crystal–field character of the anisotropy is seen, for example, from the pos-
sibility of changing the magnetization direction of Ni due to reversible absorption
of H on Ni/Cu(001) [131]. A similar mechanism, namely the interstitial absorption
of N, can be used to turn the soft magnetic material Sm2Fe17 into hard-magnetic
Sm2Fe17N3 [105]. In itinerant 3d metals, the electron density ψ∗(r)ψ(r) is largely
determined by the interatomic hopping (band structure), and the spin–orbit cou-
pling is a small perturbation [132]. The relation between crystal–field (hopping)
and anisotropy can no longer be mapped onto a simple electrostatic interactions
[120, 129, 133], but it remains possible to postulate rules for limiting cases, such as
nearly filled 3d shells (Section 4.3)

An unusual surface magnetic anisotropy occurs in MnO nanoparticles. Mn2+ has
a half-filled shell (3d5) and should be isotropic in any environment, similar to the
role of Gd in the rare-earth series. The anisotropy of bulk MnO is indeed very
small, but there is a striking anisotropy enhancement in nanoparticles [134]. This is
explained in terms of a high-spin–low-spin transition created by the strong crystal–
field interaction at the surface. The crystal field causes majority 3d electrons to jump
to low-lying minority states and creates anisotropy in the Mn atoms [134].

3.3.2 Hysteresis of Fe Clusters on Pt

Let us now return to the Fe/Pt system introduced in Section 3.2.2. Figure 3.10 shows
Kerr-effect (MOKE) hysteresis loops for an epitaxially grown Fe layer of nominally
deposited 2 ML of Fe (left), and cluster ensembles formed from the same amount
of Fe on Xe layers of the indicated thickness (see STM images in Fig. 3.4). For the
clusters, preferential in-plane magnetization is found, in contrast to the perpendic-
ular anisotropy found for the epitaxial Fe layer. The increase of the average cluster
size with Xe buffer layer thickness enhances the total magnetic signal. Due to a
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distribution of the cluster size and orientation, the loops are not saturated at the
maximum available field.

For all samples shown in Fig. 3.4, the magnetic anisotropy is significantly
enhanced with respect to bulk Fe [71]. This is the result of the large Fe–Pt inter-
face anisotropy caused by the hybridization of iron-series 3d and heavy transition
metal 4d/5d electrons (Section 3.3.3). By choosing suitable combinations of sub-
strate and clusters, it is possible to tune the magnetic anisotropy of the clusters, and
values of up to 0.9 meV/atom and 9 meV/atom have been reported for smallest Fe
and Co clusters on Pt [135]. In addition, STM images reveal the presence of sig-
nificant strain in epitaxial Fe islands on Pt(117) due to the lattice mismatch. The
corresponding magneto-elastic contribution to the anisotropy energy is sufficient to
overcome the shape anisotropy, thus favoring perpendicular magnetization [85].

Fig. 3.10 MOKE hysteresis loops of 2 ML Fe on Pt(997) prepared on Xe buffer layers of vary-
ing thickness between 0 and 45 ML. Without Xe, Fe grows epitaxially in Vollmer–Weber mode
[68], while the Xe layer promotes the formation of partially relaxed Fe clusters. The cluster size
increases with the Xe thickness, see Fig. 3.4

The evaluation of experimental hysteresis loops and the determination of the
anisotropy are complicated by the unknown moment of the clusters. In fact, the sur-
face enhancement of the magnetic moment in clusters can even exceed the moments
found in monolayer thin film or in metallic surfaces [136]. Ignoring interactions, the
deposited particles are superparamagnetic, and their anisotropies can be estimated
form the superparamagnetic blocking temperature TB, which can be determined
experimentally from temperature-dependent MOKE measurements (Fig. 3.11). Tak-
ing the average cluster volume from STM images and putting τ ∼100 s in (3.4) gives
an estimate for the anisotropy of the clusters, which is K = 13 μeV per atom for
clusters of 2 ML Fe and 45 ML Xe (compare to bulk Fe: 4 μeV per atom). The
anisotropy energy per atom in the cluster might actually be larger since STM tends
to overestimate the cluster volume. The importance of finite-temperature effects is
also seen from Fig. 3.11; the pronounced decrease of magnetization and coercivity
is a consequence of Eq. (3.4).

The net magnetization of clusters can be stabilized by inter-particle and particle–
substrate interactions [37, 38, 137, 138]. In the present case, the dominant contri-
bution to the magnetic anisotropy is expected to come from the interaction of the
clusters with the substrate. The clusters hybridize with the underlying substrate,
thus producing a cloud of magnetic polarization in the Pt [139, 140]. Although the
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contact to the substrate somewhat reduces the average spin moment per atom in the
cluster, it introduces a moment in the d-band of the substrate, which might even be
extended beyond the region of physical contact [141]. Hence, the effective magnetic
volume as well as the anisotropy is increased, which stabilizes the overall magneti-
zation, increases the blocking temperature, and ties the cluster magnetization to the
substrate lattice. However, this leads to cooperative magnetization reversal [3] and
goes at the expense of the effective cluster size, eventually reducing the areal density
in magnetic recording. Furthermore, (3.4) is limited to very small particles [59]. In
large particles, incoherent magnetization processes and thermal excitations reduce
the volume V to some effective volumes Veff < V. For example, magnetization rever-
sal in long and highly anisotropic wires requires a thermal energy of 4πR2(AK)1/2,
corresponding to Veff = 4δBR2, where R is the wire radius and δB = π(A/K)1/2 is the
Bloch-wall width of the wire. In other words, making wires very long yields large
values of KV but no proportional increase in thermal stability.

Fig. 3.11 Temperature
dependence of the coercivity
(+), the longitudinal MOKE
signal at remanence (•), and
in a field of 70 mT (o) for 2
ML Fe/45 ML Xe/Pt(997)
(top) and 4 ML Fe/18 ML
Xe/Pt(997) (bottom). The
blocking temperature
increases with the cluster size.
The MOKE measurements
have been done after Xe
desorption at 100 K

3.3.3 Role of Heavy Transition Metals

The spin polarization of exchange-enhanced Pauli paramagnets in compound struc-
tures affects not only the magnetic moment but also the anisotropy. This is because
the 4d and 5d elements are much heavier than the 3d elements and exhibit a more
pronounced spin–orbit coupling. This explains the pronounced anisotropy of L10-
ordered 3d/4d and 3d/5d magnets, such as the FePt, CoPt, and FePd [94], as well
as the ′giant′ [135] anisotropy of various thin-film structures. Since a single late 3d
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atom can spin polarize several 4d or 5d atoms, the anisotropies per 3d atom can
actually be huge, for example, 9 meV for one Co atom on Pt(111) [135]. In thin-
film nanostructures, such as those shown in Fig. 3.3 or Fig. 3.5, the effect strongly
depends on the chemical nature and indexing of the substrate, on the structure and
shape of the clusters, on the lattice mismatch (strain), and on the reduced coordina-
tion.

However, the main contribution to the anisotropy comes from the heavy transition
metals, and the anisotropy per Pt atom is relatively large but not surprising. In fact,
even larger values can be achieved in 5f compounds, but as in the Co/Pt(111) system,
these high values are limited to low temperatures [130]. Incidentally, the tempera-
ture dependence of these structures is quite intriguing, with substantial deviations
from the popular Callen-and-Callen theory [142–144].

The spin polarization also affects the dynamics of thin-film structures, because
spin–orbit coupling is a major source of damping. The effect is also known as spin
pumping [145], although it is somewhat different from the spin pumping usually
considered in magneto-transport. Figure 3.12 shows a typical geometry. As in other
inhomogeneous nanostructures [146–148], the magnetization modes are localized,
and the damping comes from the regions where both the magnetization and the
spin–orbit coupling (λ) are large. Physically, iron-series 3d electrons hop onto Pt
sites, where they give rise to damping via the spin–orbit interaction of the Pt 5d
electrons. Since the Co ensures a significant spin polarization in the Pt, the effect
is large in Fig. 3.12a. In (b), the Ni is essentially unable to spin polarize the Pt and
may actually become paramagnetic at the interface. This means that the damping is
larger in the Co/Pt systems than in the Ni/Pt system. The effect can be investigated
experimentally, by using optical pump-probe techniques [209] or FMR [145].

An idea related to the magnetic anisotropy of 3d/4d and 3d/5d thin-film nanos-
tructures is the exploitation of heavy transition metals such as W in permanent mag-
netism and ultrahigh-density magnetic recording. One example is the Fe–W system
[149]. In fact, there are many ferro- and antiferromagnetic L10-type compounds
[96, 150–154], and many alloys exhibit easy-axis anisotropy along the c-axis, espe-
cially those containing Pt and Pd, whereas MnRh has in-plane anisotropy [96]. This
reflects the orientation of the easy axis to the bond axis of itinerant magnets [129].

Fig. 3.12 Damping at Co–Pt and Ni–Pt interfaces. The damping is much larger in Co–Pt, because
the Co yields a substantial spin polarization in adjacent Pt atoms, which then realize damping via
the strong spin–orbit coupling (λ) of the Pt 5d electrons
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Aside from binary L10 compounds, one can consider alloys with the general com-
position AxByCz, where A = Fe, Co, B = Pd, Pt, C = Mn, Ni, Cu, W, Rh, Ir, and x, y,
and z are compatible with the stoichiometry and solid-solution range [152–154] of
the tetragonal L10 phase. Similar considerations apply to materials crystallizing in
the hexagonal NiAs structure, especially MnBi and PtBi. Based on these materials,
two-phase nanostructuring can be used to tailor the magnetic anisotropy. Anisotropy
is an atomic quantity, but the ferromagnetic exchange ensures an anisotropy averag-
ing over a few nanometers, in contrast to the absence of nanoscale Curie temperature
averaging [120, 155]. In particular, the intriguing temperature dependence of the
anisotropy of many alloys [130, 144] opens the door for the creation of temperature-
dependent anisotropy zeros, with a useful write-field reduction in magnetic record-
ing. On an atomic scale, a similar effect is well known to occur in alloys such as Fe–
Co–Tb–Dy but limited to a relatively narrow range of rare-earth transition-metal
intermetallics [156]. Nanostructuring offers a way to greatly extend the range of
these materials.

3.3.4 Proteresis

Nanoscale embedding may yield properties and phenomena not encountered in
bulk magnets and single-phase nanostructures. One example is the occurance of
inverted hysteresis loops (or proteresis) in CoO/Co core–shell nanostructures. The
effect was originally discovered in granular nanocomposites and means that the
hysteresis loop is cycled clockwise rather than anticlockwise [157]. The phe-
nomenon is counterintuitive, because it means that magnetostatic energy is cre-
ated rather than dissipated. The basic explanation [157] involves an energy trans-
fer between magnetic and exchange energies, so that the net energy is well
behaved.

Proteresis has recently been observed in ultrasmall Co:CoO core–shell nan-
oclusters [8]. The structures, produced by cluster-beam deposition, have Co core
sizes ranging from 1 to 7 nm and a common CoO shell thickness of about
3 nm. Figure 3.13 shows that the proteretic behavior reflects a subtle interplay
between various anisotropies and exchange interactions in the Co and CoO
phases and at the Co–CoO interface. A striking feature is the existence of pro-
teretic (clockwise) rather than hysteretic loops in a relatively narrow core size
range from 3 to 4 nm—smaller and larger particles exhibit ordinary hysteresis
loops.

The size dependence is explained by first considering a very small soft-magnetic
core in a hard matrix. The hard and soft regions are then strongly exchange-coupled,
and the core–shell cluster rigidly rotates in a magnetic field, and the loop is hys-
teretic. In the opposite limit of large core–shell clusters, the system behaves like
a superposition of two phases, both hysteretic. Only on a length scale of a few
nanometers, where the interactions shown in Fig. 3.13b–c are comparable, protere-
sis is observed.
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Fig. 3.13 Proteresis in Co:CoO core–shell nanoparticles: (a) structure and sublattice magnetiza-
tions, (b) initial spin structure and (c) final spin structure. In (b), the magnetic field acts on the
sublattices A and B of the AFM CoO, but not on the FM magnetization of the core

3.4 Quantum-Mechanical Effects

Both free and embedded nanostructures exhibit interesting quantum effects [21,
158], although the relative importance of those effects tends to decrease with
increasing feature size and is often difficult to distinguish from classical real-
structure effects [159]. According to quantum mechanics, electrons behave like
waves, and the embedding of an atom or cluster in a bigger unit tends to mix the
wave functions both in the cluster and in the matrix. The range of those interaction
is rarely much larger than 1 nm, but this is sufficient to create major changes.

A crude way of gauging of the effect of nanostructuring on the anisotropy is to
compare the spin–orbit coupling λ (about 0.05 eV for the late 3d metals) with the
3d band width of about 5 eV. This means that minor structural changes may have a
strong impact on the anisotropy, and depending on the individual energy levels near
the Fermi level, the effect may extend over several nanometers. Anisotropy rules
for itinerant ferromagnets are therefore more difficult to establish than for rare-earth
magnets.

3.4.1 Embedding from a Quantum-Mechanical Point of View

How do the quantum states change when an isolated cluster is embedded in a
matrix? A conceptually simple—though practically often demanding—procedure is
the mapping of the complex states onto simpler wave functions, such as hybridized
atomic states or extended orbitals. The corresponding procedure is known as down-
folding [160–162] and goes back to a perturbation approach by Löwdin [163]. The
idea is to divide the quantum states |ψ > of the full system into arbitrary classes,
which yields a relatively simple formula describing the interaction between sub-
systems. In solids, downfolding is used to simplify Hamiltonians and to introduce
physically transparent extended orbitals (including third-nearest neighbors). This
method was successfully applied, for example, to high-temperature superconduc-
tors [162].

In the present case, it is natural to choose the quantum states |φ > of the embed-
ded cluster or nanostructure as the first class and the quantum states |χ > of the
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embedding matrix as the second class. The Schrödinger equation H |ψ > = E |ψ>
can then be written as

Hcluster|φ > +V|χ >= E |φ > (3.5a)

and

V+|φ > +Hmatrix|χ >= E |χ > (3.5b)

where V describes the interaction between cluster and matrix. Substitution of |χ>
into 3.5(a) yields

Hcluster|φ > +V
1

E − Hmatrix
V+|φ >= E |φ > (3.6)

This equation is the type Heff |φ> = E |φ>, where Heff is an effective interac-
tion and may by solved by various methods. For example, one can first diagonalize
Hmatrix and label the eigenvalues by k, so that 1/(E – Hmatrix) becomes 1/(E – Ek). As
a special case, (3.6) yields ordinary perturbation theory [163].

Equation (3.6) is remarkable, because it does not contain the unknown wave
function |χ > of the matrix but yields the exact energy eigenvalues. The down-
side and practical challenge is the energy dependence Heff(E) of the effective
Hamiltonian. Consider, for example, a single impurity level |φ > in a solid. If Heff

was independent of E, then the energy would be given by E = < φ|Hcluster |φ > +
<φ| Heff |φ >. However, for each eigenstate of Hcluster, the E in the denominator of
(3.6) creates additional roots of the secular equation. The corrections are particularly
large when the eigenvalues of the clusters (E) are comparable to those of the matrix
(Hmatrix). This is particularly common in metals, where the bulk states form rather
broad bands and easily hybridize with the discrete states of the embedded objects if
they have comparable energies.

3.4.2 Exchange Interactions

The Curie temperature and many other magnetic properties, such as the temperature
dependence of the anisotropy, reflect interatomic exchange. On a one-electron level,
exchange is obtained by making the potential spin dependent, as in the Stoner model
and in LSDA calculations. On a many-electron level, there are correlation correc-
tions, with the Heisenberg model as an extreme limit (Section 3.3). Here, we focus
on a simplified model, namely on the Ruderman–Kittel–Kasuya–Yosida (or RKKY)
model [164]. The idea is to model two spins S and S′ at r and r′, respectively, by a
point-like interaction J with conduction electrons sn. The effect of the S and S′ can
then be described perturbatively, by equating the conduction electron Hamiltonian
with Hmatrix in (3.6) and applying perturbation theory.
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A key feature of the free-electron RKKY exchange [164] is its long-range oscil-
latory behavior, which is caused by the sharp Fermi surface and described by
Jij = ∼ cos(2kFr)/r3, where kF is the Fermi wave vector and r = |ri–rj| is the dis-
tance between the spins. The oscillations means that spatial features smaller than
about 1/kF cannot be resolved with the available zero-temperature wave functions.
Interestingly, net RKKY interactions do not average to zero but actually increase
when embedded atoms are replaced by embedded nanoparticles, although the size-
dependent increase is less pronounced than of the magnetostatic energy [165].

While traditional RKKY theory considers conduction electrons, the same
approach can be used to treat tightly bound electrons [166] and electron orbitals
localized around impurities [167]. The latter is of interest for dilute magnetic semi-
conductors [168–174], where structures similar to Fig. 3.6a yield ferromagnetism at
and above room temperature.

Let us assume that the exchange between the two localized 3d spins is mediated
by s electron (or hole) states from shallow donors or acceptors, which hybridize
and may or may not form a narrow band. The calculation of the exchange amounts
to the evaluation of the total energy for parallel and antiparallel spin orientations
Si = ± Sj. The corresponding energies are

E± = Σμ

| < Ψμ|V (Si) ± V (Sj)|Ψo > |2
Eμ − Eo

(3.7)

where |Ψ μ > describes the mediating electrons and the interaction potential V is of
the s–d type

Vi(r) = ±JoSiδ(r − ri) (3.8)

Here, the sign indicates whether the mediating electron is ↑ or ↓. When both local-
ized (3d) spins are located in one single-occupied shallow orbital, then the exchange
is ferromagnetic, irrespective of the sign of Jo, because both 3d spins are parallel (or
antiparallel) to the spin of the shallow electron. With increasing impurity concentra-
tion, the shallow orbitals overlap and eventually percolate. Since the shallow orbitals
have a radius of the order of 1 nm, this happens at very low concentrations.

Consider the exchange mediated by two overlapping shallow orbitals located at
R1 and R2. The hybridized wave functions have the character of (anti)bonding states
whose level splitting is determined by the hopping integral t, and (3.7) yields the
exchange [167]

Jij = − J 2
o

8t
(ρ (ri − R1) − ρ (ri − R2))

(
ρ
(
rj − R1

) − ρ
(
rj − R2

))
(3.9)

where r denotes the hydrogen-like density Ψ ∗Ψ of the shallow electrons. Here
the involvement of Jo

2 reflects the second-order perturbation character of the the-
ory, whereas the level splitting Eμ – Eo ∼ t originates from the denominator in
Eq. (3.2a,b).
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Equation 3.9 is separable and can be interpreted in terms of Fig. 3.14: the
exchange is ferromagnetic (FM) if the magnetic ions are located in the same shallow
s-orbital (a) and antiferromagnetic (AFM) if they are in different s-orbitals (b). The
dashed line in the figure provides an alternative explanation: spins on the same side
of the line exhibit FM coupling, whereas spins separated by the dashed line exhibit
AFM coupling.

In contrast to the free-electron RKKY exchange Jij, equation (3.9) cannot be
reduced to a function of ri–rj and also depends on R1 and R2. The present model
does not yield RKKY interactions in a proper sense, because shallow orbitals do
not correspond to a sharp Fermi surface. However, aside from band-filling effects,
the RKKY oscillation period π/kF is essentially given by the interatomic distance.
In the present model, the exchange changes sign in a very similar way, on a length
scale given by the average distance between the donor and the acceptors.

The above mechanism is independent of whether the shallow orbitals form iso-
lated clusters or percolate. In other words, it does not matter whether one considers
dilute magnetic semiconductors or ‘dilute magnetic dielectrics’ [174]. However, the
magnetic phase transition (critical temperature Tc) requires separate consideration.
For localized spin-1/2 systems, the corresponding mean-field equation are

Fig. 3.14 Exchange mediated by two shallow orbitals: (a) ferromagnetic and (b) antiferromagnetic
exchange. The dark small circles are the shallow donors or acceptors, whereas the arrows show
the (fixed) positions of the localized 3d spins

m i = tanh

(
Σj Jijm j + μoμg Hm i

kBT

)
(3.10)

where mi = <Si>. At the critical point, the zero-field magnetization vanishes
(mi = 0) so that (6) can be linearized and mi = Σj Jij mj /kBT. This equation can
also be written in secular form, Σj (Jij – kBT δij) = 0, indicating that the critical
temperature is basically an eigenvalue of the matrix Jij. In more detail, kBTc = Jmax,
where Jmax is the largest eigenvalue of Jij.

2 This procedure, applies to a wide range
of materials, including ferro-, ferri-, and antiferromagnets [210]; spin glasses [183];
magnetic nanostructures [155]; and magnetic semiconductors [212]. The reliability

2The other eigenvalues have no transparent physical meaning, because |mi| > 0 below Tc and the
approximation mi = 0 are no longer valid.
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of the mean-field predictions depends on the dimensionality of the structure [155,
211] and on the range of the interactions, similar to the well-known critical behavior
of homogenous magnets [86].

From a quantum-mechanical point of view, the RKKY theory is a fairly crude
approximation. In particular, (3.7) ignores spin–orbit coupling, which affects the
anisotropy and—to a lesser extend—the magnetization [207, 208]. Dilute magnetic
semiconductors are often anisotropic, exhibiting not only a preferential magnetiza-
tion direction but also a direction dependence of the magnetic moment, for example,
in the film plane of V-doped SnO2 [175].

3.4.3 Preasymptotic Coupling

Moment formation and interatomic exchange in itinerant magnets such as Fe, Co,
and many of their alloys is very different from the coupling between stable local
moments, as represented by the RKKY mechanism. Itinerant moments are strongly
band-structure dependent, as epitomized by the Stoner criterion ID(EF) ≥ 1, where
I ∼1 eV is the Stoner parameter and D(EF) is the density of states (DOS) at the
Fermi level. Small band widths W ∼1/D(EF) favor ferromagnetism, because the
intra-atomic interactions responsible for moment formation (I) compete against
hybridization energies of order W.

Strongly exchange-enhanced Pauli paramagnets such as Pd and Pt, which nearly
satisfy the Stoner criterion, are easily spin polarized by neighboring Fe or Co atoms.
Examples are L10 magnets [176], Fe/Pt thin films [177], spin-glass-type dilute alloys
[183], and various magnetic nanostructures [31, 135]. Some other elements such as
V exhibit moderate exchange enhancement, whereas elements such as Cu and Ag
can be considered as non-interacting metals [178]. The spatial aspect of exchange-
enhanced Pauli paramagnetism is described by the wave-vector-dependent suscep-
tibility [179]

χ (k) = χo(k)

1 − Uχo(k)/2μoμB
2

(3.11)

where χo(k) is the non-interacting or Pauli susceptibility:

χo(k) = χh(1 − k2/12kF
2 + O(k2)) (3.12)

The higher-order terms in this equation exhibit a complicated behavior with a singu-
larity at k = 2kF, which is the origin of the RKKY oscillations [164, 179]. However,
when the Stoner criterion is nearly satisfied, the quadratic term is strongly enhanced
in (3.11), and Fourier transformation yields a pronounced exponential decay with
a decay length 1/κ . The decay is preasymptotic, that is, for long distances there
remains an oscillating tail [180]. For Pd thin films, the transition from exponential
to power-law behavior occurs at about 10–12 monolayers [180]. The range of the
preasymptotic decay scales as 1/(1 – UD)1/2. It is rarely larger than about 2 Å but
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sufficient to spin polarize a significant neighborhood of atoms such as Pt or Pd. Fig-
ure 3.15 illustrates the geometry of the polarization cloud for small transition-metal
dots on a 4d/5d surface.

For semiquantitative calculation of polarization-cloud and interdot exchange
coupling (Fig. 3.15), it is convenient to start from the energy density [181, 182]

η = 1

48kF
2 D

(∇m)2 + 1

4

(
1

D
− U

)
m2 (3.13)

By Fourier transformation, it is straightforward to show that this equation corre-
sponds to the quadratic limit of (3.11). Minimization of (3.13) yields the Yukawa-
type equation ∇2m + κ2 m = 0. Let us first consider a spherical Fe or Co particle
of radius Ro in a Pt or Pd matrix. In this case, the Yukawa equation with the well-
known spherical solution ms(r) = c exp(-κr)/4πr, where r is the distance from the
center of the cluster. Next, we integrate m(r) over 4πr2dr, taking into account that
the magnetization at the cluster surface is equal to that of the Fe or Co, m(R) = mo,
and that the moment of the Fe particle μo = 4πRo

3mo/3. This yields the moment

μ = 3μo
1 + κRo

κ2 Ro
2 (3.14)

Taking a single Co atom of moment μo = 1.73 μB and radius R = 1.24 Å, we
obtain theoretical polarization-cloud predictions of about 3.5 μB for Pt and 7.3 μB

for Pd. Moments of this order of magnitude are indeed observed, for example, in
dilute alloys [183].

Fig. 3.15 Coupling between
two Fe or Co clusters on a Pt
surface (schematic). The
exchange is estimated by
volume integration of the
energy density (3.13), thereby
ignoring surface-state
contributions

The interdot exchange J = – (E+ – E-) is obtained by putting m±(r) ∼ ms(|r −
R1|) ± ms(|r − R2|) into (3.13) and evaluating the total energies E± = ∫

η(m±) dV.
Here the sign corresponds to ferromagnetic (+) and antiferromagnetic (−) exchange,
and the calculation requires careful bookkeeping, including the boundary condition
m±(r) = mo at the cluster−matrix interface and the consideration of the semi-infinite
character of the problem [99] and yields in lowest order
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J = Jat

2

Ro
2

Rat
2 exp(−κR) (3.15)

Equation (3.15) shows that the exchange increases quadratically with the
radius R of the clusters but is rapidly outweighed by the exponential term.
This is different from the RKKY interaction between nanoparticles [165], which
exhibits a power-law dependence on the particle or cluster separation. Taking
Ro = 1 nm and R = 3 nm yields an effective preasymptotic interaction of about
5 mK, corresponding to an interaction field of order 15 μT. By comparison, magne-
tostatic interaction fields are typically of the order of a few mT. In other words,
for cluster sizes and separations exceeding about 1 nm, intercluster interactions
are weaker than magnetostatic dipole interactions and the RKKY tail interactions
through the substrate.

3.4.4 Kondo Effect

The Kondo effect arises when electrons of a spatially confined system with discrete
energy levels interact with the conduction electrons of an otherwise non-magnetic
metal. Such systems can be ferromagnetic impurities in strongly diluted alloys, or
magnetic adatoms, clusters, magnetic molecules, or artificial quantum structures on
metal surfaces (recent reviews in [184, 185]). Requirements for the Kondo effect to
occur are that the defects are magnetic, that is, they have a nonzero total spin, and
that the metal is cooled to temperatures below the Kondo temperature, TK. At the ori-
gin of the Kondo effect are correlated electron exchange processes between the dis-
crete and continuum states that effectively flip the spin of the impurity, while simul-
taneously creating a spin excitation in the Fermi sea (see Fig. 3.16). The involved
electrons form a many-electron ground state, the Kondo state. The Kondo tempera-
ture can be thought of as the binding energy of this correlated state and is typically
of the order of 0−400 K. The spin polarization of the impurity and the host are oppo-
site to each other, hence, the conduction electrons effectively screen the impurity’s
spin.

The Kondo effect has two profound experimental consequences: (i) the magne-
tization is reduced below the free-moment value due to the screening, and (ii) the
electron scattering cross-section of the impurity is strongly enhanced, resulting in
anomalies in transport measurements near and below TK. The Kondo resonance is
experimentally observable on surface-supported atoms or nanostructures with low-
temperature scanning tunneling microscopy (STM), where it shows up as a Fano
resonance in the differential conductance of the tunneling contact dI/dV at the lat-
eral adatom position [186–189].

Progress in nanotechnology has made it possible to construct spatially con-
fined nanostructures with pronounced discretization of electronic states, in which
the Kondo physics is clearly displayed [190–192]. The Kondo effect is thus by no
means limited to single impurity atoms but is a phenomenon generally associated
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with magnetic nanoscale systems with discrete electronic states and non-zero net
spin. However, the Kondo temperature is rapidly suppressed as the size of the clus-
ter increases and goes to zero exponentially with increasing cluster size [193]. The
Kondo effect is of fundamental importance for the study of magnetism in nanoscale
systems, as it can serve as a local probe to determine the exchange interaction in
sub-nanometer clusters. For instance, the magnetic ground state of spin-frustrated
Cr trimers [194] and the exchange interaction between single Ni or Co atoms [195,
196] could be determined from measurements of the Kondo state the clusters form
with the substrate. Recent experiments have demonstrated that the Kondo effect can
be manipulated by tuning the interaction with the bulk-state electrons via local coor-
dination, chemical bonding, or quantum size effects [197–199].

Potential applications for the Kondo effect might arise in spintronics and quan-
tum information processing, as it permits, for example, to transport information in
systems which are too small for conventional wiring [191].

Fig. 3.16 Electronic (spin-flip) exchange between the discrete energy levels of an impurity and
the delocalized states of a host metal, leading to the Kondo effect. An electron tunnels into an
empty state near the Fermi energy of the host (a), and the hole is filled with an electron of opposite
spin from the host (b). The so-induced spin polarization of the delocalized electrons around the
impurity is effectively screening the magnetic moment of the impurity. (c) Screening cloud around
an impurity in a bulk matrix and (d) on a metal surface

3.4.5 Entanglement

Entanglement is a key consideration in quantum information processing systems
[200–203], including magnetic nanostructures [158]. It has been shown theoretically
that and how quantum entanglement arises in interacting magnetic nanodots [158].
The thermal stability of the entangled states increases with the magnetic anisotropy
of the dots, which reaches substantial values for some noncubic intermetallic com-
pounds. This is of potential importance for future quantum computing above 4.2 K.

An example of an entangled state is the wave function |Φ> = |α> |β> + |β>
|α>, which cannot be written as a product of one-electron states. Entanglement
between magnetic nanodots of total spin S can be realized by using the macrospin
wave functions of the type |α> = |S> and |β> = |S – 1>. Another approach is
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to exploit those wave functions such as |Φ>, which naturally occur in Heisenberg
magnets. Fig. 3.17 shows a simple example, namely the AFM spin-1/2 Heisenberg
square. The square is described by the transparent Hamiltonian

H = −J (s1 · s2 + s2 · s3 + s3 · s4 + s4 · s1) (3.16)

where J > 0. The quantum states of the square may be manipulated by an inhomo-
geneous magnetic field and/or by interactions with neighboring dots.

Fig. 3.17 Interactions and entanglement in small-scale nanostructures: (a) free square, (b) local
interaction field, (c) exchange interaction with neighboring atoms, and (d) entangled wave function
in the limit of strong interactions. For simplicity, only the ground state is shown in (d)

In spite of its simplicity, the model exhibits a substantial degree of complexity,
even in the ground state. In the absence of a magnetic field, the classical ground
state is shown in Fig. 3.17a, meaning that neighboring spins minimize the energy
by forming pairs with antiparallel spins. The quantum-mechanical ground state is of
the many-electron type but easily obtained by diagonalizing the 16 × 16 Hamilton
matrix (3.4). Aside from the classical ground-state configurations, Fig. 3.17a, there
is a substantial admixture of states that have two parallel bonds, as in Fig. 3.17b.
These states do not appear in the classical ground state, because they cost exchange
energy, but in the quantum-mechanical case, they reduce the total energy by realiz-
ing hybridization between degenerate classical ground-state configurations.

From a quantum-mechanical point of view, Heisenberg spin structures are highly
complicated and poorly described by one-electron approaches, including LSDA+U
and SIC. A particular effect is spin-charge separation, meaning that the low-lying
excitations are magnetic and rather unrelated to the interatomic hopping of the elec-
trons [179, 204]. In more detail, the Heisenberg model assumes that the four spin-
carrying electrons are localized at the corners of the square but the spins are free
to switch. The electron’s interatomic hopping (hopping integral t) is important in
itinerant and RKKY systems but enters the Heisenberg model only indirectly by
determining the exchange [179].
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3.5 Concluding Remarks

In summary, we have investigated how nanoscale proximity effects change the prop-
erties of magnetic nanostructures. Progress in fabrication and deposition techniques
has made it possible to produce an unprecedented range of structures, from embed-
ded and coated clusters to nanotubes and complex thin films, including magnetic
surface alloys. The structures offer new physics on length scales of more than
a few interatomic distances, making it different from typical atomic-environment
effects in alloys and at surfaces. Focus has been on the relation between classical
and quantum effects. Some quantum effects, such as RKKY interactions between
nanoparticles, but many nanoscale effects are of the micromagnetic type, where
interatomic exchange ensures a coherent spin orientation over several nanometers.
An example of the latter is proteresis in core–shell nanoparticles, which is counter-
intuitive from a magnetostatic point of view but explained by the involvement of
nanoscale exchange interactions between noncollinear magnetic sublattices. While
future research is necessary in various directions, including, for example, the fab-
rication of monodisperse metal clusters on substrates with good control over size,
density, orientation, and anisotropy, the structures will have potential applications
in many areas of nanotechnology, from biomagnetism and sensors to materials for
bulk applications and structures for quantum and classical information processing.
It will be fascinating to monitor and accompany this development in the years to
come.
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